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Preface

This book provides a different view to look at complex dynamics of dynamical
systems from the author’s research and teaching experience. The author hopes this
book can provide a better understanding of complexity and chaos caused by
nonlinearity, discontinuity, switching and impulses. The materials in this book are
scattered into six chapters plus two appendices.

The stability, stability switching and bifurcation of equilibriums and fixed points
for nonlinear continuous and discrete dynamical systems are systemically presented
in Chaps. 1 and 2, which is different from the traditional presentation. In Chap. 3,
the fractal theory based on single and multiple generators with single and multiple
measures are discussed, and the fractality of chaos in nonlinear discrete dynamical
systems are presented from self-similar geometric structures. In Chap. 4, the
Ying–Yang theory of nonlinear discrete dynamical systems is presented for the
complete dynamics of discrete dynamical systems. In addition, the companion and
synchronization of discrete dynamical systems are discussed to describe dynamical
relations between different discrete dynamical systems. In Chap. 5, nonlinear
dynamics of switching systems with impulses will be discussed. In Chap. 6,
mapping dynamics is presented as an extension of symbolic dynamics to describe
periodic flows and chaos in discontinuous dynamical systems. The grazing
phenomenon is a key to investigate the strange attractor fragmentation in discon-
tinuous dynamics, which can be easily extended to chaos caused by global trans-
versality in nonlinear continuous dynamical systems. To help one easily read the
main body, linear continuous and discrete dynamical systems are discussed in
Appendices A and B. The author believes that the presentation arrangement may
not always be reasonable. The author sincerely hopes readers point out and criti-
cizes for improvement.
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Chapter 1
Nonlinear Continuous Dynamical Systems

In this Chapter, basic concepts of nonlinear dynamical systems will be presented as
a review material. Local theory, global theory and bifurcation theory of nonlinear
dynamical systems will be discussed. The stability switching and bifurcation on
specific eigenvectors of the linearized system at equilibrium will be presented. The
higher singularity and stability for nonlinear systems on the specific eigenvectors
will be developed. In addition, a periodically excited Duffing oscillator with cubic
damping and constant force will be discussed as an application. The stability of
approximate periodic solutions of such a Duffing oscillator will be discussed.

1.1 Continuous Dynamical Systems

Definition 1.1 For I ⊆ R, � ⊆ Rn and � ⊆ Rm, consider a vector function
f : � × I × � → Rn which is Cr (r ≥ 1)-continuous, and there is an ordinary
differential equation in a form of

ẋ = f(x, t, p) for t ∈ I, x ∈ � and p ∈ � (1.1)

where ẋ = dx/dt is differentiation with respect to time t, which is simply called the
velocity vector of the state variables x. With an initial condition of x(t0) = x0, the
solution of Eq. (1.1) is given by

x(t) = �(x0, t − t0, p). (1.2)

(i) The ordinary differential equation with the initial condition is called a dynamical
system.

(ii) The vector function f(x, t, p) is called a vector field on domain �.

(iii) The solution �(x0, t − t0, p) is called the flow of dynamical systems.
(iv) The projection of the solution �(x0, t − t0, p) on domain � is called the tra-

jectory, phase curve or orbit of dynamical system, which is defined as

� = {x(t) ∈ �|x(t) = �(x0, t − t0, p) for t ∈ I } ⊂ �. (1.3)

A. C. J. Luo, Regularity and Complexity in Dynamical Systems, 1
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2 1 Nonlinear Continuous Dynamical Systems

Definition 1.2 If the vector field of the dynamical system in Eq. (1.1) is independent
of time, such a system is called an autonomous dynamical system. Thus, Eq. (1.1)
becomes

ẋ = f(x, p) for t ∈ I ⊆ R, x ∈ � ⊆ Rn and p ∈ � ⊆ Rm . (1.4)

Otherwise, such a system is called non-autonomous dynamical systems if the vector
field of the dynamical system in Eq. (1.1) is dependent on time and state variables.

Definition 1.3 For a vector function f ∈ Rn, f : Rn → Rn . The operator norm
of f is defined by

||f || =
∑n

k=1
max||x||≤1,t∈I

| fi (x, t)|. (1.5)

For an n × n matrix f(x, p) = Ax with A = (ai j )n×n, the corresponding norm is
defined by

||A|| =
n∑

i, j=1

|ai j |. (1.6)

Definition 1.4 For a vector function x(t) = (x1, x2, · · · , xn)T ∈ Rn, the derivative
and integral of x(t) are defined by

dx(t)

dt
= (

dx1(t)

dt
,

dx2(t)

dt
, · · · , dxn(t)

dt
)T,

∫
x(t)dt = (

∫
x1(t)dt,

∫
x2(t)dt, · · · ,

∫
xn(t)dt)T.

(1.7)

For an n × n matrix A = (ai j )n×n, the corresponding derivative and integral are
defined by

dA(t)

dt
= (

dai j (t)

dt
)n×n and

∫
A(t)dt = (

∫
ai j (t)dt)n×n . (1.8)

Definition 1.5 For I ⊆ R, � ⊆ Rn and � ⊆ Rm, the vector function f(x, t, p)

with f : �× I ×�→ Rn is differentiable at x0 ∈ � if

∂f(x, t, p)

∂x

∣∣∣∣
(x0,t,p)

= lim
�x→0

f(x0 +�x, t, p)− f(x0, t, p)

�x
. (1.9)

∂f/∂x is called the spatial derivative of f(x, t, p) at x0, and the derivative is given
by the Jacobian matrix

∂f(x, t, p)

∂x
=

[
∂ fi

∂x j

]

n×n

. (1.10)
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Definition 1.6 For I ⊆ R, � ⊆ Rn and � ⊆ Rm, consider a vector function
f(x, t, p) with f : � × I × � → Rn, t ∈ I and x ∈ � and p ∈ �. The vector
function f(x, t, p) satisfies the Lipschitz condition with respect to x for �× I ×�,

||f(x2, t, p)− f(x1, t, p)|| ≤ L||x2 − x1|| (1.11)

with x1, x2 ∈ � and L a constant. The constant L is called the Lipschitz constant.

Theorem 1.1 Consider a dynamical system as

ẋ = f(x, t, p) with x(t0) = x0 (1.12)

with t0, t ∈ I = [t1, t2], x ∈ � = {x| ||x − x0|| ≤ d} and p ∈ �. If the vector
function f(x, t, p) is Cr -continuous (r ≥ 1) in G = �× I ×�, then the dynamical
system in Eq. (1.12) has one and only one solution �(x0, t − t0, p) for

|t − t0| ≤ min(t2 − t1, d/M) with M = max
G
||f ||. (1.13)

Proof The proof of this theorem can be referred to the book by Coddington and
Levinson (1955). �

Theorem 1.2 (Gronwall) Suppose there is a continuous real valued function
g(t) ≥ 0 to satisfy

g(t) ≤ δ1

∫ t

t0
g(τ )dτ + δ2 (1.14)

for all t ∈ [t0, t1] and δ1 and δ2 are positive constants. For t ∈ [t0, t1], one obtains

g(t) ≤ δ2eδ1(t−t0). (1.15)

Proof For t ∈ [t0, t1], consider

G(t) = δ1

∫ t

t0
g(τ )dτ + δ2.

Since δ1 > 0 and δ2 > 0 are constants, one obtains G(t) > 0 and G(t) ≥ g(t) for
t ∈ [t0, t1]. The derivative of the foregoing equation gives

Ġ(t) = δ1g(t).

Further,

Ġ(t)

G(t)
= δ1g(t)

G(t)
≤ δ1G(t)

G(t)
= δ1,
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so

d

dt
(log G(t)) ≤ δ1 ⇒ log G(t) ≤ δ1(t − t0)− log G(t0).

In other words, for all t ∈ [t0, t1]
G(t) ≤ G(t0)e

δ1(t−t0) = δ2eδ1(t−t0).

Therefore, for all t ∈ [t0, t1]
g(t) ≤ δ2eδ1(t−t0). �

Theorem 1.3 Consider a dynamical system as ẋ= f(x, t, p) with x(t0)= x0 in
Eq. (1.12) with t0, t ∈ I =[t1, t2], x ∈ �={x| ||x − x0|| ≤ d} and p ∈ �. The
vector function f(x, t, p) is Cr -continuous (r ≥ 1) in G=� × I × �. If the solu-
tion of ẋ= f(x, t, p)with x(t0)= x0 is x(t) on G and the solution of ẏ= f(y, t, p)

with y(t0)= y0 is y(t) on G. For a given ε > 0, if ||x0 − y0|| ≤ ε, then

||x(t)− y(t)|| ≤ εeL(t−t0) on I ×�. (1.16)

Proof From the method of successive approximations, with the local Lipschitz con-
dition, the two initial value problems become

x(t) = x0 +
∫ t

t0
f(x, τ, p)dτ and y(t) = y0 +

∫ t

t0
f(y, τ, p)dτ.

Thus,

x(t)− y(t) = x0 − y0 +
∫ t

t0
(f(x, τ, p)− f(y, τ, p))dτ ,

||x(t)− y(t)|| ≤ ||x0 − y0|| +
∫ t

t0
||f(x, τ, p)− f(y, τ, p)||dτ .

Using the local Lipschitz condition of ||f(x, τ, p)− f(y, τ, p)|| ≤ L||x − y|| gives

||x(t)− y(t)|| ≤ ε +
∫ t

t0
L||x(τ )− y(τ )||dτ .

So, the Gronwall’s inequality gives

||x(t)− y(t)|| ≤ εeL(t−t0).

This theorem is proved. �
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1.2 Equilibriums and Stability

Definition 1.7 Consider a metric space � and �α ⊆ �(α = 1, 2, · · · ).
(i) A map h is called a homeomorphism of �α onto �β (α, β = 1, 2, · · · ) if the

map h : �α → �β is continuous and one-to-one, and h−1 : �β → �α is
continuous.

(ii) Two sets �α and �β are homeomorphic or topologically equivalent if there is a
homeomorphism of �α onto �β.

Definition 1.8 A connected, metric space � with an open cover {�α} (i.e., � =
∪α�α) is called an n-dimensional, Cr (r ≥ 1) differentiable manifold if the following
properties exist.

(i) There is an open unit ball B = {x ∈ Rn| ||x|| < 1}.
(ii) For all α, there is a homeomorphism hα : �α → B.

(iii) If hα : �α → B and hβ : �β → B are homeomorphisms for �α ∩ �β �= ∅,

then there is a Cr -differentiable map h = hα ◦ h−1
β for hα(�α ∩ �β) ⊂ Rn

and hβ(�α ∩�β) ⊂ Rn with

h : hβ(�α ∩�β)→ hα(�α ∩�β), (1.17)

and for all x ∈ hβ(�α ∩�β), the Jacobian determinant det Dh(x) �= 0.

The manifold � is called to be analytic if the maps h = hα ◦ h−1
β are analytic.

Definition 1.9 Consider an autonomous, nonlinear dynamical system ẋ = f(x, p)

in Eq. (1.4). A point x∗ ∈ � is called an equilibrium point or critical point of a
nonlinear system ẋ = f(x, p) if

f(x∗, p) = 0. (1.18)

The linearized system of the nonlinear system ẋ = f(x, p) in Eq. (1.4) at the equi-
librium point x∗ is given by

ẏ = Df(x∗, p)y where y = x − x∗. (1.19)

Definition 1.10 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ= f(x, p) in Eq. (1.4) with an equilibrium point x∗. The linearized system
of the nonlinear system at the equilibrium point x∗ is ẏ= Df(x∗, p)y (y= x − x∗)
in Eq. (1.19). The matrix Df(x∗, p) possesses n eigenvalues λk (k= 1, 2, · · · n). Set
N ={1, 2, · · · , n}, Ni ={l1, l2, · · · , lni } ∪∅ with l ji ∈ N ( ji = 1, 2, · · · , ni ; i = 1,

2, · · · , 6) and 
3
i=1ni = n. ∪3

i=1 Ni = N and Ni ∩ Nl =∅ (l �= i). Ni =∅ if
ni = 0. The corresponding vectors for the negative, positive and zero eigenval-
ues of Df(x∗, p) are {uki } (ki ∈ Ni , i = 1, 2, 3), respectively. The stable, unstable
and invariant subspaces of the linearized nonlinear system in Eq. (1.19) are defined
as
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E s = span
{
uk |(Df(x∗, p)− λkI)uk = 0, λk < 0, k ∈ N1 ⊆ N ∪∅

} ;
E u = span

{
uk |(Df(x∗, p)− λkI)uk = 0, λk > 0, k ∈ N2 ⊆ N ∪∅

} ;
E i = span

{
uk |(Df(x∗, p)− λkI)uk = 0, λk = 0, k ∈ N3 ⊆ N ∪∅

}
.

(1.20)

Definition 1.11 Consider an 2n-dimensional, autonomous dynamical system ẋ =
f(x, p) in Eq. (1.4) with an equilibrium point x∗. The linearized system of the non-
linear system at the equilibrium point x∗ is ẏ = Df(x∗, p)y (y = x − x∗) in
Eq. (1.19). The matrix Df(x∗, p) has complex eigenvalues αk ± iβk with eigen-
vectors uk ± ivk (k ∈ {1, 2, · · · , n}) and the base of vector is

B = {u1, v1, · · · , uk, vk, · · · , un, vn} . (1.21)

The stable, unstable, center subspaces of Eq. (1.19) are linear subspaces spanned by
{uk, vk} (k ∈ Ni , i = 1, 2, 3), respectively. Set Ni ={i1, i2, · · · , ini } ∪ ∅ ⊆ N ∪∅

and N ={1, 2, · · · , n} with l j ∈ N ( j = 1, 2, · · · , ni , i = 1, 2, 3) and 
3
i=1ni = n.

∪3
i=1 Ni = N and Ni ∩ Nl = ∅(l �= i). Ni = ∅ if ni = 0. The stable, unstable,

center subspaces of the linearized nonlinear system in Eq. (1.19) are defined as

E s = span

⎧
⎨

⎩(uk, vk)

∣∣∣∣∣∣

αk < 0, βk �= 0,
(Df(x∗, p)− (αk ± iβk)I) (uk ± ivk) = 0,

k ∈ N1 ⊆ {1, 2, · · · , n} ∪∅

⎫
⎬

⎭ ;

E u = span

⎧
⎨

⎩(uk, vk)

∣∣∣∣∣∣

αk > 0, βk �= 0,
(Df(x∗, p)− (αk ± iβk)I) (uk ± ivk) = 0,

k ∈ N2 ⊆ {1, 2, · · · , n} ∪∅

⎫
⎬

⎭ ;

E c = span

⎧
⎨

⎩(uk, vk)

∣∣∣∣∣∣

αk = 0, βk �= 0,
(Df(x∗, p)− (αk ± iβk)I) (uk ± ivk) = 0,

k ∈ N3 ⊆ {1, 2, · · · , n} ∪∅

⎫
⎬

⎭ .

(1.22)

Theorem 1.4 Consider an n-dimensional, autonomous, nonlinear dynamical system
ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗. The linearized system of the
nonlinear system at the equilibrium point x∗ is ẏ = Df(x∗, p)y (y = x − x∗) in
Eq. (1.19). The eigenspace of Df(x∗, p) (i.e., E ⊆ Rn) in the linearized dynamical
system is expressed by direct sum of three subspaces

E = E s ⊕ E u ⊕ E c (1.23)

where E s,E u and E c are the stable, unstable and center spaces E s, E u and E c,

respectively.

Proof This proof is the same as the linear system in Appendix A. �
Definition 1.12 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗ and f(x, p) is Cr (r ≥ 1)-
continuous in a neighborhood of the equilibrium x∗. The corresponding solution is
x(t) = �(x0, t − t0, p) = �t (x0). The linearized system of the nonlinear system at
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the equilibrium point x∗ is ẏ = Df(x∗, p)y (y = x−x∗) in Eq. (1.19). Suppose there
is a neighborhood of the equilibrium x∗ as U (x∗) ⊂ �, and in the neighborhood

lim||y||→0

||f(x∗ + y, p)− Df(x∗, p)y||
||y|| = 0. (1.24)

(i) A Cr invariant manifold

Sloc(x, x∗) = {x ∈ U (x∗)| lim
t→∞ x(t) = x∗, x(t) ∈ U (x∗) for all t ≥ 0} (1.25)

is called the local stable manifold of x∗, and the corresponding global stable
manifold is defined as

S (x, x∗) = ∪t≤0�t (Sloc(x, x∗)). (1.26)

(ii) A Cr invariant manifold

Uloc(x, x∗) = {x ∈ U (x∗)| lim
t→−∞ x(t) = x∗, x(t) ∈ U (x∗) for all t ≤ 0}

(1.27)
is called the unstable manifold of x∗, and the corresponding global unstable
manifold is defined as

U (x, x∗) = ∪t≥0�t (Uloc(x, x∗)). (1.28)

(iii) A Cr−1 invariant manifold Cloc(x, x∗) is called the center manifold of x∗ if
Cloc(x, x∗) possesses the same dimension of E c for x∗ ∈ S (x, x∗), and the
tangential space of Cloc(x, x∗) is identical to E c.

The stable and unstable manifolds are unique, but the center manifold is not
unique. If the nonlinear vector field f is C∞-continuous, then a Cr center manifold
can be found for any r <∞.

Theorem 1.5 Consider an n-dimensional, autonomous, nonlinear dynamical system
ẋ = f(x, p) in Eq. (1.4) with a hyperbolic equilibrium point x∗ and f(x, p) is Cr

(r ≥ 1)-continuous in a neighborhood of the equilibrium x∗. The corresponding
solution is x(t) = �(x0, t − t0, p) = �t (x0). The linearized system of the nonlinear
system at the equilibrium point x∗ is ẏ = Df(x∗, p)y (y = x − x∗) in Eq. (1.19).
Suppose there is a neighborhood of the hyperbolic equilibrium x∗ as U (x∗) ⊂ �. If
the homeomorphism between the local invariant subspace E(x, x∗) ⊂ U (x∗) under
the flow �(x0, t − t0, p) of ẋ = f(x, p) in Eq. (1.4) and the eigenspace E of the
linearized system exists with the condition in Eq. (1.24), the local invariant subspace
is decomposed by

E(x, x∗) = Sloc(x, x∗)⊕Uloc(x, x∗). (1.29)

(a) The local stable invariant manifold Sloc(x, x∗) possesses the following
properties:
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(i) for x∗ ∈ Sloc(x, x∗), Sloc(x, x∗) possesses the same dimension of E s

and the tangential space of Sloc(x, x∗) is identical to E s ;

(ii) for x0 ∈Sloc(x, x∗), x(t)∈Sloc(x, x∗) for all time t ≥ t0 and lim
t→∞ x(t)=

x∗;
(iii) for x0 /∈ Sloc(x, x∗), ||x − x∗|| ≥ δ for δ > 0 with t ≥ t1≥ t0.

(b) The local unstable invariant manifold Uloc(x, x∗) possesses the following prop-
erties:

(i) for x∗ ∈ Uloc(x, x∗), Uloc(x, x∗) possesses the same dimension of E u

and the tangential space of Uloc(x, x∗) is identical to E u ;

(ii) for x0 ∈Uloc(x, x∗), x(t)∈Uloc(x, x∗) for all time t ≤ t0 and lim
t→−∞x(t)=

x∗;
(iii) for x0 /∈ Uloc(x, x∗), ||x − x∗|| ≥ δ for δ > 0 with t ≤ t1 ≤ t0.

Proof The proof for stable and unstable manifolds can be referred to Hartman (1964).
The proof for center manifold can be referenced to Marsden and McCracken (1976)
or Carr (1981). �
Theorem 1.6 Consider an n-dimensional, autonomous, nonlinear dynamical system
ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗.Suppose there is a neighborhood
of the equilibrium x∗ as U (x∗) ⊂ �, then f(x, p) is Cr (r ≥ 1)-continuous in a
neighborhood of the equilibrium x∗. The corresponding solution is x(t) = �(x0, t−
t0, p). The linearized system of the nonlinear system at the equilibrium point x∗ is
ẏ = Df(x∗, p)y (y = x−x∗) in Eq. (1.19). If the homeomorphism between the local
invariant subspace E(x, x∗) ⊂ U (x∗) under the flow �(x0, t − t0, p) of ẋ = f(x, p)

in Eq. (1.4) and the eigenspace E of the linearized system exists with the condition in
Eq. (1.24), in addition to the local stable and unstable invariant manifolds, there is a
Cr−1 center manifold Cloc(x, x∗). The center manifold possesses the same dimension
of E c for x∗ ∈ Cloc(x, x∗), and the tangential space of Cloc(x, x∗) is identical to E c.

Thus, the local invariant subspace is decomposed by

E(x, x∗) = Sloc(x, x∗)⊕Uloc(x, x∗)⊕ Cloc(x, x∗). (1.30)

Proof The proof for stable and unstable manifolds can be referred to Hartman (1964).
The proof for center manifold can be referenced to Marsden and McCracken (1976)
or Carr (1981). �
Definition 1.13 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗ and f(x, p) is Cr (r ≥ 1)-
continuous in a neighborhood of the equilibrium x∗.

(i) The equilibrium x∗ is stable if all ε > 0, there is a δ > 0 such that for all
x0 ∈ Uδ(x∗) where Uδ(x∗) = {x| ||x − x∗|| < δ} and t ≥ 0,

�(x0, t − t0, p) ∈ Uε(x∗). (1.31)
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(ii) The equilibrium x∗ is unstable if it is not stable or if all ε > 0, there is a
δ > 0 such that for all x0 ∈ Uδ(x∗) where Uδ(x∗) = {x| ||x − x∗|| < δ} and
t ≥ t1 > 0,

�(x0, t − t0, p) /∈ Uε(x∗). (1.32)

(iii) The equilibrium x∗ is asymptotically stable if all ε > 0, there is a δ > 0 such
that for all x0 ∈ Uδ(x∗) where Uδ(x∗) = {x| ||x − x∗|| < δ} and t ≥ 0,

lim
t→∞�(x0, t − t0, p) = x∗. (1.33)

(iv) The equilibrium x∗ is asymptotically unstable stable if all ε > 0, there is a
δ > 0 such that for all x0 ∈ Uδ(x∗) where Uδ(x∗) = {x| ||x − x∗|| < δ} and
t ≤ 0,

lim
t→−∞�(x0, t − t0, p) = x∗. (1.34)

Definition 1.14 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗. Suppose there is a
neighborhood of the equilibrium x∗ as U (x∗) ⊂ �, then f(x, p) is Cr (r ≥ 1)-
continuous and Eq. (1.24) holds in U (x∗) ⊂ �. The corresponding solution is
x(t) = �(x0, t − t0, p). For a linearized dynamical system in Eq. (1.19), consider a
real eigenvalue λk of matrix Df(x∗, p) (k ∈ N = {1, 2, · · · , n}) with an eigenvector
vk . For y(k) = c(k)vk, ẏ(k) = ċ(k)vk = λkc(k)vk, thus ċ(k) = λkc(k).

(i) x(k) at the equilibrium x∗ on the direction vk is stable if

lim
t→∞ c(k) = lim

t→∞ c(k)
0 eλk t = 0 for λk < 0. (1.35)

(ii) x(k) at the equilibrium x∗ on the direction vk is unstable if

lim
t→∞ |c

(k)| = lim
t→∞ |c

(k)
0 eλk t | = ∞ for λk > 0. (1.36)

(iii) x(i) at the equilibrium x∗ on the direction vk is uncertain (critical) if

lim
t→∞ c(k) = lim

t→∞ eλk t c(k)
0 = c(k)

0 for λk = 0. (1.37)

Definition 1.15 Consider a 2n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗. Suppose there is a neighbor-
hood of the equilibrium x∗ as U (x∗) ⊂ �, then f(x, p) is Cr (r ≥ 1)-continuous and
Eq. (1.24) holds in U (x∗) ⊂ �.The corresponding solution is x(t) = �(x0, t−t0, p).

For a linearized dynamical system in Eq. (1.19), consider a pair of complex eigen-
value αk±iβk (k ∈ N = {1, 2, · · · , n}, i = √−1) of matrix Df(x∗, p) with a pair of
eigenvectors uk ± ivk . On the invariant plane of (uk, vk), consider y(k) = y(k)

+ + y(k)
−

with
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y(k) = c(k)uk + d(k)vk, ẏ(k) = ċ(k)uk + ḋ(k)vk . (1.38)

Thus, c(k) = (c(k), d(k))T with

ċ(k) = Ekc(k) ⇒ c(k) = eαk t Bkc(k)
0 (1.39)

where

Ek =
[

αk βk

−βk αk

]
and Bk =

[
cos βk t sin βk t
− sin βk t cos βk t

]
. (1.40)

(i) x(k) at the equilibrium x∗ on the plane of (uk, vk) is spirally stable if

lim
t→∞ ||c

(k)|| = lim
t→∞ eαk t ||Bk || × ||c(k)

0 || = 0 for Reλk = αk < 0. (1.41)

(ii) x(k) at the equilibrium x∗ on the plane of (uk, vk) is spirally unstable if

lim
t→∞ ||c

(k)|| = lim
t→∞ eαk t ||Bk || × ||c(k)

0 || = ∞ for Reλk = αk > 0. (1.42)

(iii) x(k) at the equilibrium x∗ on the plane of (uk, vk) is on the invariant circle if

lim
t→∞ ||c

(k)|| = lim
t→∞ eαk t ||Bk || × ||c(k)

0 || = ||c(k)
0 || for Reλk = αk = 0.

(1.43)
(iv) x(k) at the equilibrium x∗ on the plane of (uk, vk) is degenerate in the direction

of uk if Imλk = 0.

Definition 1.16 Consider an n-dimensional, autonomous, nonlinear dynamical
system ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗. Suppose there is a
neighborhood of the equilibrium x∗ as U (x∗) ⊂ �, then f(x, p) is Cr (r ≥ 1)-
continuous in the neighborhood, and Eq. (1.24) holds. The corresponding solution
is x(t) = �(x0, t − t0, p). The linearized system of the nonlinear system at the
equilibrium point x∗ is ẏ = Df(x∗, p)y (y = x − x∗) in Eq. (1.19).

(i) The equilibrium x∗ is said a hyperbolic equilibrium if none of eigenvalues of
Df(x∗, p) is zero real part (i.e., Reλk �= 0 (k = 1, 2, · · · , n)).

(ii) The equilibrium x∗ is said a sink if all of eigenvalues of Df(x∗, p) have negative
real parts (i.e., Reλk < 0 (k = 1, 2, · · · , n)).

(iii) The equilibrium x∗ is said a source if all of eigenvalues of Df(x∗, p) have
positive real parts (i.e., Reλk > 0 (k = 1, 2, · · · , n)).

(iv) The equilibrium x∗ is said a saddle if it is a hyperbolic equilibrium and
Df(x∗, p) have at least one eigenvalue with a positive real part (i.e., Reλ j >

0 ( j ∈ {1, 2, · · · , n}) and one with a negative real part (i.e., Reλk < 0 (k ∈
{1, 2, · · · , n}).

(v) The equilibrium x∗ is called a center if all of eigenvalues of Df(x∗, p) have
zero real parts (i.e., Reλ j = 0 ( j = 1, 2, · · · , n)) with distinct eigenvalues.
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(vi) The equilibrium x∗ is called a stable node if all of eigenvalues of Df(x∗, p) are
real λk < 0 (k = 1, 2, · · · n).

(vii) The equilibrium x∗ is called an unstable node if all of eigenvalues of Df(x∗, p)

are real λk > 0 (k = 1, 2, · · · n).

(viii) The equilibrium x∗ is called a degenerate case if all of eigenvalues of Df(x∗, p)

are zero λk = 0 (k = 1, 2, · · · n).

As in Appendix A, the refined classification of the linearized nonlinear system
at equilibrium points should be discussed. The generalized stability and bifurcation
of flows in linearized, nonlinear dynamical systems in Eq. (1.4) will be discussed as
follows.

Definition 1.17 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗. Suppose there is a
neighborhood of the equilibrium x∗ as U (x∗) ⊂ �, then f(x, p) is Cr (r ≥ 1)-
continuous in the neighborhood, and Eq. (1.24) holds. The corresponding solution
is x(t) = �(x0, t−t0, p). The matrix Df(x∗, p) in Eq. (1.19) possesses n eigenvalues
λk (k= 1, 2, · · · , n).Set N ={1, 2, · · · , m, m+1, (n−m)/2}, Ni ={i1, i2, · · · , ini }
∪ ∅ with i j ∈ N ( j = 1, 2, · · · , ni , i = 1, 2, · · · , 6), 
3

i = 1ni = m and 2
6
i=4ni =

n−m. ∪6
i=1 Ni = N and Ni∩Nl = ∅(l �= i). Ni =∅ if ni = 0. The matrix Df(x∗, p)

possesses n1-stable, n2-unstable and n3-invariant real eigenvectors plus n4-stable,
n5-unstable and n6-center pairs of complex eigenvectors. Without repeated complex
eigenvalues of Reλk = 0 (k ∈ N3 ∪ N6), the flow �(t) of the nonlinear system
ẋ = f(x, p) is an (n1 : n2 : [n3;m3]|n4 : n5 : n6) flow in the neighborhood of x∗.
However, with repeated complex eigenvalues of Reλk = 0 (k ∈ N3 ∪ N6), the flow
�(t) of the nonlinear system ẋ = f(x, p) is an (n1 : n2 : [n3; κ3]|n4 : n5 : [n6, l; κ6])
flow in the neighborhood of x∗. κ3 ∈ {∅, m3}, κ6 = (κ61, κ62, · · · , κ6l)

T with κ6i ∈
{∅, m6i }(i = 1, 2, · · · , l). m6 = (m61, m62, · · · , m6l)

T. The meanings of notations
in the aforementioned structures are defined as follows:

(i) n1 represents exponential sinks on n1-directions of vk (k ∈ N1) ifλk < 0 (k ∈ N1
and 1≤ n1≤m) with distinct or repeated eigenvalues.

(ii) n2 represents exponential sources on n2-directions of vk (k ∈ N2) if λk > 0
(k ∈ N2 and 1≤ n2≤m) with distinct or repeated eigenvalues.

(iii) n3 = 1 represents an invariant center on 1-direction of vk (k ∈ N3) if λk = 0
(k ∈ N3 and n3 = 1).

(iv) n4 represents spiral sinks on n4-pairs of (uk, vk)(k ∈ N4) if Reλk < 0 and
Imλk �= 0 (k ∈ N4 and 1 ≤ n4 ≤ (n − m)/2) with distinct or repeated
eigenvalues.

(v) n5 represents spiral sources on n5-pairs of (uk, vk) (k ∈ N5) if Reλk > 0
and Imλk �= 0 (k ∈ N5 and 1 ≤ n5 ≤ (n − m)/2) with distinct or repeated
eigenvalues.

(vi) n6 represents invariant centers on n6-pairs of (uk, vk) (k ∈ N6) if Reλk = 0
and Imλk �= 0 (k ∈ N6 and 1 ≤ n6 ≤ (n − m)/2) with distinct eigenvalues

(vii) ∅ represents none if ni = 0 (i ∈ {1, 2, · · · , 6}).
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(viii) [n3;m3] represents invariant centers on (n3−m3)-directions of vk3 (k3 ∈ N3)

and sources in m3-directions of v j3( j3 ∈ N3 and j3 �= k3) if λk = 0 (k ∈ N3

and n3≤m) with the (m3 + 1)th-order nilpotent matrix Nm3+1
3 = 0 (0 < m3

≤ n3 − 1).

(ix) [n3;∅] represents invariant centers on n3-directions of vk (k ∈ N3) if λk =
0 (k ∈ N3 and 1 < n3 ≤ m) with a nilpotent matrix N3 = 0.

(x) [n6, l;m6] represents invariant centers on (n6 −
l
s=1m6s)-pairs of (uk6 , vk6)

(k6 ∈ N6), and sources in 
l
s=1m6s-pairs of (u j6 , v j6) ( j6 ∈ N6 and j6 �= k6)

if Reλk = 0 and Imλk �= 0 (k ∈ N6 and n6 ≤ (n − m)/2) for 
l
s=1m6s-

pairs of repeated eigenvalues with the (m6s + 1)th-order nilpotent matrix
Nm6s+1

6 = 0 (0 < m6s ≤ l, s = 1, 2, · · · , l).
(xi) [n6, l;∅] represents invariant centers on n6-pairs of (uk, vk) (k ∈ N6) if

Reλk = 0 and Imλk �= 0 (k ∈ N6 and 1 ≤ n6 ≤ (n − m)/2) for (l + 1)

pairs of repeated eigenvalues with a nilpotent matrix N6 = 0.

Definition 1.18 Consider an n-dimensional, autonomous, nonlinear dynamical
system ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗. Suppose there
is a neighborhood of the equilibrium x∗ as U (x∗) ⊂ �, then f(x, p) is Cr

(r ≥ 1)-continuous in the neighborhood, and Eq. (1.24) holds. The correspond-
ing solution is x(t)=�(x0, t − t0, p). The matrix Df(x∗, p) in Eq. (1.19) pos-
sesses n eigenvalues λk (k= 1, 2, · · · , n). Set N ={1, 2, · · · , m, m + 1, · · · , (n −
m)/2}, Ni ={i1, i2, · · · , ini } ∪ ∅ with i j ∈ N ( j = 1, 2, · · · , ni , i = 1, 2, · · · , 6),∑3

i=1 ni = m and 2
6
i=4ni = n−m. ∪6

i=1 Ni = N and Ni ∩ Nl =∅ (l �= i). Ni =∅

if ni = 0. The matrix Df(x∗, p) possesses n1-stable, n2-unstable and n3-invariant real
eigenvectors plus n4-stable, n5-unstable and n6-center pairs of complex eigenvec-
tors. k3 ∈ {∅, m3}. k = (k61, k62, · · · , k6l)

T with k6i ∈ {∅, m6i }(i = 1, 2, · · · , l).
The flow �(t) of the nonlinear system ẋ = f(x, p) is an (n1 : n2 : [n3 : κ3]|n4 : n5 :
[n6, l; κ6]) flow in the neighborhood of x∗.κ3 ∈ {∅, m3}, κ6 = (κ61, κ62, · · · , κ6l)

T

with κ6i ∈ {∅, m6i } (i = 1, 2, · · · , l). m6 = (m61, m62, · · · , m6l)
T.

I. Non-degenerate cases

(i) The equilibrium point x∗ is an (n1 : n2 : ∅|n4 : n5 : ∅) hyperbolic point
(or saddle) for the nonlinear system.

(ii) The equilibrium point x∗ is an (n1 : ∅ : ∅|n4 : ∅ : ∅) sink for the
nonlinear system.

(iii) The equilibrium point x∗ is an (∅ : n2 : ∅|∅ : n5 : ∅) source for the
nonlinear system.

(iv) The equilibrium point x∗ is an (∅ : ∅ : ∅|∅ : ∅ : n/2) center for the
nonlinear system.

(v) The equilibrium point x∗ is an (∅ : ∅ : ∅|∅ : ∅ : [n/2, l;∅]) center for
the nonlinear system.

(vi) The equilibrium point x∗ is an (∅ : ∅ : ∅|∅ : ∅ : [n/2, l;m6]) point for
the nonlinear system.
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(vii) The equilibrium point x∗ is an (n1 : ∅ : ∅|n4 : ∅ : n6) point for the
nonlinear system.

(viii) The equilibrium point x∗ is an (∅ : n2 : ∅|∅ : n5 : n6) point for the
nonlinear system.

(ix) The equilibrium point x∗ is an (n1 : n2 : ∅|n4 : n5 : n6) point for the
nonlinear system.

II. Simple degenerate cases

(i) The equilibrium point x∗ is an (∅ : ∅ : [n;∅]|∅ : ∅ : ∅)-invariant (or
static) center for the nonlinear system.

(ii) The equilibrium point x∗ is an (∅ : ∅ : [n;m3]|∅ : ∅ : ∅) point for the
nonlinear system.

(iii) The equilibrium point x∗ is an (∅ : ∅ : [n3;∅]|∅ : ∅ : n6) point for the
nonlinear system.

(iv) The equilibrium point x∗ is an (∅ : ∅ : [n3;m3]|∅ : ∅ : n6) point for
the nonlinear system

(v) The equilibrium point x∗ is an (∅ : ∅ : [n3;∅]|∅ : ∅ : [n6, l;∅]) point
for the nonlinear system.

(vi) The equilibrium point x∗ is an (∅ : ∅ : [n3;m3]|∅ : ∅ : [n6, l;∅]) point
for the nonlinear system.

(vii) The equilibrium point x∗ is an (∅ : ∅ : [n3;∅]|∅ : ∅ : [n6, l;m6])
point for the nonlinear system.

(viii) The equilibrium point x∗ is an (∅ : ∅ : [n3;m3]|∅ : ∅ : [n6, l;m6])
point for the nonlinear system.

III. Complex degenerate cases

(i) The equilibrium point x∗ is an (n1 : ∅ : [n3;∅]|n4 : ∅ : ∅) point for the
nonlinear system.

(ii) The equilibrium point x∗ is an (n1 : ∅ : [n3;m3]|n4 : ∅ : ∅) point for
the nonlinear system.

(iii) The equilibrium point x∗ is an (∅ : n2 : [n3;∅]|∅ : n5 : ∅) point for the
nonlinear system.

(iv) The equilibrium point x∗ is an (∅ : n2 : [n3;m3]|∅ : n5 : ∅) point for
the nonlinear system.

(v) The equilibrium point x∗ is an (n1 : ∅ : [n3;∅]|n4 : ∅ : n6) point for
the nonlinear system.

(vi) The equilibrium point x∗ is an (n1 : ∅ : [n3;m3]|n4 : ∅ : n6) point for
the nonlinear system.

(vii) The equilibrium point x∗ is an (∅ : n2 : [n3;∅]|∅ : n5 : n6) point for
the nonlinear system.

(viii) The equilibrium point x∗ is an (∅ : n2 : [n3;m3]|∅ : n5 : n6) point for
the nonlinear system.

(ix) The equilibrium point x∗ is an (n1 : ∅ : [n3;∅]|n4 : ∅ : [n6, l; κ6])
point for the nonlinear system.
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(x) The equilibrium point x∗ is an (n1 : ∅ : [n3;m3]|n4 : ∅ : [n6, l; κ6])
point for the nonlinear system.

(xi) The equilibrium point x∗ is an (∅ : n2 : [n3;∅]|∅ : n5 : [n6, l; κ6])
point for the nonlinear system.

(xii) The equilibrium point x∗ is an (∅ : n2 : [n3;m3]|∅ : n5 : [n6, l; κ6])
point for the nonlinear system.

Definition 1.19 Consider an n-dimensional, autonomous, nonlinear dynamical
system ẋ= f(x, p) in Eq. (1.4) with an equilibrium point x∗. Suppose there is a
neighborhood of the equilibrium x∗ as U (x∗) ⊂ �, then f(x, p) is Cr (r ≥ 1)-
continuous in the neighborhood, and Eq. (1.24) holds. The corresponding solu-
tion is x(t)=�(x0, t − t0, p). The matrix Df(x∗, p) in Eq. (1.19) possesses n
eigenvalues λk (k= 1, 2, · · · n). Set N ={1, 2, · · · , n}, Ni ={i1, i2, · · · , ini } ∪ ∅

with i j ∈ N ( j = 1, 2, · · · , ni , i = 1, 2, 3) and 
3
i=1ni = n. ∪3

i=1 Ni = N and
Ni ∩ Nl =∅(l �= i). Ni =∅ if ni = 0. The matrix Df(x∗, p) possesses n1-stable,
n2-unstable and n3-invariant real eigenvectors. Without repeated eigenvalues of
λk = 0 (k ∈ N3), the flow �(t) of the nonlinear system ẋ = f(x, p) in Eq. (1.4) is
an (n1 : n2 : ∅| or (n1 : n2 : 1| local flow in the neighborhood of equilibrium point
x∗. However, with repeated eigenvalues of λκ = 0 (κ ∈ N3), the flow �(t) of the
nonlinear system ẋ = f(x, p) in Eq. (1.4) is an (n1 : n2 : [n3;m3]| local flow in the
neighborhood of equilibrium point x∗.

I. Non-degenerate cases

(i) The equilibrium point x∗ is an (n : ∅ : ∅|-stable node for the nonlinear
system.

(ii) The equilibrium point x∗ is an (∅ : n : ∅|-unstable node for the nonlinear
system.

(iii) The equilibrium point x∗ is an (n1 : n2 : ∅|-saddle for the nonlinear
system.

II. Degenerate cases

(i) The equilibrium point x∗ is an (n1 : n2 : 1|-critical state for the nonlinear
system.

(ii) The equilibrium point x∗ is an (n1 : n2 : [n3;∅]| point for the nonlinear
system.

(iii) The equilibrium point x∗ is an (n1 : n2 : [n3;m3]| point for the nonlinear
system.

Definition 1.20 Consider a 2n-dimensional, autonomous, nonlinear dynamical
system ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗. Suppose there is a neigh-
borhood of the equilibrium x∗ as U (x∗) ⊂ �, then f(x, p) is Cr (r ≥ 1)-continuous
in the neighborhood, and Eq. (1.24) holds. The corresponding solution is x(t) =
�(x0, t − t0, p). The matrix Df(x∗, p) in Eq. (1.19) possesses n-pairs of complex
eigenvalues (k = 1, 2, · · · , n). Set N = {1, 2, · · · , n}, Ni = {i1, i2, · · · , ini } ∪ ∅

with l j ∈ N ( j = 1, 2, · · · , ni ; i = 4, 5, 6) and 
6
i=4ni = n. ∪6

i=4 Ni = N and
Ni ∩ Nl = ∅(l �= i). Ni = ∅ if ni = 0. The matrix Df(x∗, p) possesses n4-stable,
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n5-unstable and n6-center pairs of complex eigenvectors. Without repeated eigen-
values of Reλk = 0 (k ∈ N6), the flow �(t) of the nonlinear system ẋ = f(x, p)

in Eq. (1.4) is an |n4 : n5 : n6) local flow in the neighborhood of equilibrium point
x∗. However, with repeated eigenvalues of Reλk = 0 (k ∈ N6), the flow �(t) of
the nonlinear system ẋ = f(x, p) in Eq. (1.4) is an |n4 : n5 : [n6, l;k6]) local flow
in the neighborhood of equilibrium point x∗. κ6= (κ61, κ62, · · · , κ6l) with κ6i ∈
{∅, m6i } (i = 1, 2, · · · , l). m6 = (m61, m62, · · · , m6l)

T

I. Non-degenerate cases

(i) The equilibrium point x∗ is an |n : ∅ : ∅)-spiral sink for the nonlinear
system.

(ii) The equilibrium point x∗ is an |∅ : n : ∅)-spiral source for the nonlinear
system.

(iii) The equilibrium point x∗ is an |∅ : ∅ : n)-center for the nonlinear system.
(iv) The equilibrium point x∗ is an |n4 : n5 : ∅)-spiral saddle for the nonlinear

system.

II. Quasi-degenerate cases

(i) The equilibrium point x∗ is an |n4 : ∅ : n6)-point for the nonlinear
system.

(ii) The equilibrium point x∗ is an |∅ : n5 : n6)-point for the nonlinear
system.

(iii) The equilibrium point x∗ is an |n4 : ∅ : [n6, l;∅])-point for the nonlinear
system.

(iv) The equilibrium point x∗ is an |n4 : ∅ : [n6, l; κ6])-point for the
nonlinear system.

(v) The equilibrium point x∗ is an |∅ : n5 : [n6;∅])-point for the nonlinear
system.

(vi) The equilibrium point x∗ is an |∅ : n5 : [n6, l; κ6])-point for the
nonlinear system.

1.3 Bifurcation and Stability Switching

As before, the dynamical characteristics of equilibriums in nonlinear dynamical
systems in Eq. (1.4) are based on the given parameters. With varying parameters in
dynamical systems, the corresponding dynamical behaviors will change qualitatively.
The qualitative switching of dynamical behaviors in dynamical systems is called
bifurcation and the corresponding parameter values are called bifurcation values.
To understand the qualitative changes of dynamical behaviors of nonlinear systems
with parameters in the neighborhood of equilibriums, the bifurcation theory for
equilibrium of nonlinear dynamical system in Eq. (1.4) will be presented. Dx() =
∂()/∂x and Dp() = ∂()/∂p will be adopted from now on. For no specific notice,
D ≡ Dx.
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Definition 1.21 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ = f(x, p) in Eq. (1.4) with an equilibrium point (x∗, p). Suppose there is a
neighborhood of the equilibrium x∗ as U (x∗) ⊂ �, and in the neighborhood, equa-
tion (1.24) holds. The linearized system of the nonlinear system at the equilibrium
point (x∗, p) is ẏ = Dxf(x∗, p)y (y = x − x∗) in Eq. (1.19).

(i) The equilibrium point (x∗0, p0) is called the switching point of equilibrium
solutions if Dxf(x∗, p) at (x∗0, p0) possesses at least one more real eigenvalue
(or one more pair of complex eigenvalues) with zero real part.

(ii) The value p0 in Eq. (1.4) is called a switching value of p if the dynamical
characteristics at point (x∗0, p0) change from one state to another state.

(iii) The equilibrium point (x∗0, p0) is called the bifurcation point of equilibrium
solutions if Dxf(x∗, p) at (x∗0, p0) possesses at least one more real eigenvalue
(or one more pair of complex eigenvalues) with zero real part, and more than
one branches of equilibrium solutions appear or disappear.

(iv) The value p0 in Eq. (1.4) is called a bifurcation value of p if the dynamical char-
acteristics at point (x∗0, p0) change from one stable state into another unstable
state.

Definition 1.22 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ= f(x, p) in Eq. (1.4) with an equilibrium point x∗. Suppose there is a
neighborhood of the equilibrium x∗ as U (x∗)⊂�, then f(x, p) is Cr (r ≥ 1)-
continuous in the neighborhood, and Eq. (1.24) holds. The corresponding solution
is x(t)=�(x0, t−t0, p). The matrix Df(x∗, p) in Eq. (1.19) possesses n eigenvalues
λk (k= 1, 2, · · · , n). Set N ={1, 2, · · · , m, m + 1, · · · , (n − m)/2}, Ni ={i1, i2,

· · · , ini } ∪∅ with i j ∈ N ( j = 1, 2, · · · , ni , i = 1, 2, · · · , 6),
3
i=1ni = m and

2
6
i=4ni = n − m. ∪6

i=1 Ni = N and Ni ∩ Nl =∅(l �= i). Ni =∅ if ni = 0. The
matrix Df(x∗, p) possesses n1-stable, n2-unstable and n3-invariant real eigen-
vectors plus n4-stable, n5-unstable and n6-center pairs of complex eigenvectors
κ3 ∈ {Ø, m3}. κ6 = (κ61, κ62, · · · , κ6l)

T with κ6i ∈ {Ø, m6i }(i = 1, 2, · · · , l).

I. Simple switching and bifurcation

(i) An (n1 : n2 : 1|n4 : n5 : ∅) state of equilibrium point (x∗0, p0) for the
nonlinear system is a switching of the (n1 : n2+1 : ∅|n4 : n5 : ∅)-spiral
saddle and (n1 + 1 : n2 : ∅|n4 : n5 : ∅)-spiral saddle of equilibrium
point (x∗, p).

(ii) An (n1 − 1 : ∅ : 1|n4 : ∅ : ∅) state of equilibrium point (x∗0, p0) for the
nonlinear system is a stable bifurcation of its (n1−1 : 1 : ∅|n4 : ∅ : ∅)-
spiral saddle and (n1 : ∅ : ∅|n4 : ∅ : ∅)-spiral sink of equilibrium point
(x∗, p).

(iii) An (∅ : n2 − 1 : 1|∅ : n5 : ∅) state of equilibrium point (x∗0, p0) for the
nonlinear system is an unstable bifurcation of its(1 : n2 − 1 : ∅|∅ : n5 :
∅)-spiral saddle and (∅ : n2 : ∅|∅ : n5 : ∅)-spiral source of equilibrium
point (x∗, p).
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(iv) An (n1 : n2 :∅|n4 : n5 : 1) state of equilibrium point (x∗0, p0) for the non-
linear system is a Hopf bifurcation of its (n1 : n2 :∅|n4+1 : n5 :∅)-spiral
saddle and (n1 : n2 : ∅|n4 : n5 + 1 :∅)-spiral saddle of equilibrium point
(x∗, p).

(v) An (n1 : ∅ : ∅|n4 − 1 : ∅ : 1) state of equilibrium point (x∗0, p0) for the
nonlinear system is a stable Hopf bifurcation of its (n1 : ∅ : ∅|n4−1 : 1 :
∅)-spiral saddle and (n1 : ∅ : ∅|n4 : ∅ : ∅)-spiral sink of equilibrium
point (x∗, p).

(vi) An (∅ : n2 : ∅|∅ : n5 − 1 : 1) state of equilibrium point (x∗0, p0) for the
nonlinear system is an unstable Hopf bifurcation of its (∅ : n2 : ∅|1 :
n5 − 1 : ∅)-spiral saddle and (∅ : n2 : ∅|∅ : n5 : ∅)-spiral source of
equilibrium point (x∗, p).

(vii) An (n1 : n2 : 1|n4 : n5 : n6) state of equilibrium point (x∗0, p0) for the
nonlinear system is a switching of the (n1+ 1 : n2 : ∅|n4 : n5 : n6) state
and (n1 : n2 + 1 : ∅|n4 : n5 : n6) state of equilibrium point (x∗, p).

(viii) An (n1 : n2 : 1|n4 : n5 : [n6; l; κ6]) state of equilibrium point (x∗0, p0)

for the nonlinear system is a switching of its (n1 + 1 : n2 : ∅|n4 : n5 :
[n6; l; κ6]) state and (n1 : n2 + 1 : ∅|n4 : n5 : [n6; l; κ6]) state of
equilibrium point (x∗, p).

(ix) An (n1 : n2 : ∅|n4 : n5 : n6+1) state of equilibrium point (x∗0, p0) for the
nonlinear system is a Hopf switching of its (n1 : n2 : ∅|n4 + 1 : n5 : n6)

state and (n1 : n2 : ∅|n4 : n5+ 1 : n6) state of equilibrium point (x∗, p).

(x) An (n1 : n2 : [n3;∅]|n4 : n5 : n6 + 1) state of equilibrium point
(x∗0, p0) for the nonlinear system is a Hopf switching of its (n1 : n2 :
[n3;∅]|n4 + 1 : n5 : n6) state and (n1 : n2 : [n3;∅]|n4 : n5 + 1 : n6)

state of equilibrium point (x∗, p).

II. Complex switching

(i) An (n1 : n2 : [n3; κ3]|n4 : n5 : n6)-state of equilibrium point (x∗0, p0) for
the nonlinear system is a degenerate switching of its (n1+n3 : n2 : ∅|n4 :
n5 : n6) state and (n1 : n2 + n3 : ∅|n4 : n5 : n6) state of equilibrium
point (x∗, p).

(ii) An (n1 − m : n2 : [n3 + m; κ3]|n4 : n5 : n6)-state of equilibrium point
(x∗0, p0) for the nonlinear system is a degenerate switching of its (n1 : n2 :
[n3; κ ′3]|n4 : n5 : n6) state and (n1 −m : n2 +m : [n3; κ ′3]|n4 : n5 : n6)

state of equilibrium point (x∗, p).

(iii) An (n1 : n2 − m : [n3 + m; κ3]|n4 : n5 : n6)-state of equilibrium
point (x∗0, p0) for the nonlinear system is a switching of its (n1 : n2 :
[n3; κ ′3]|n4 : n5 : n6)-state and (n1 + m : n2 − m : [n3; κ ′3]|n4 : n5 : n6)

state of equilibrium point (x∗, p).

(iv) An (n1−m1 : n2 : [n3+m1; κ3]|n4 : n5 : n6)-state of equilibrium point
(x∗0, p0) for the nonlinear system is a switching of (n1 : n2 : [n3; κ ′3]|n4 :
n5 : n6) state and (n1−m1 : n2+m2 : [n3+m1−m2; κ ′′3 ]|n4 : n5 : n6)

state of equilibrium point (x∗, p).
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(v) An (n1 : n2 − m2 : [n3 + m2; κ3]|n4 : n5 : n6)-state of equilibrium point
(x∗0, p0) for the nonlinear system is a degenerate switching of its (n1 : n2 :
[n3; κ ′3]|n4 : n5 : n6) state and (n1+m1 : n2−m2 : [n3+m2−m1; κ ′′3 ]|n4 :
n5 : n6) state of equilibrium point (x∗, p).

(vi) An (n1 : n2 : [n3; κ3]|n4 : n5 : [n6, l; κ6]) state of equilibrium point
(x∗0, p0) for the nonlinear system is a degenerate Hopf switching of its
(n1 : n2 : [n3; κ3]| n6 + n4 : n5 : ∅) state and (n1 : n2 : [n3; κ3]|n4 :
n5 + n6 : ∅) state of equilibrium point (x∗, p).

(vii) An (n1 : n2 : [n3; κ3]|n4 − m : n5 : [n6 + m, l1; κ6]) state of equilibrium
point (x∗0, p0) for the nonlinear system is a degenerate Hopf switching
of its (n1 : n2 : [n3; κ3]|n4 : n5 : [n6, l2; κ6]) state and (n1 : n2 : [n3; κ3]|
n4 − m : n5 + m : [n6, l2; κ6]) state of equilibrium point (x∗, p).

(viii) An (n1 : n2 : [n3; κ3]|n4 : n5−m : [n6+m, l+m; κ6]) of equilibrium point
(x∗0, p0) for the nonlinear system is a degenerate Hopf switching of its
(n1 : n2 : [n3; κ3]|n4 : n5 : [n6, l; κ6]) state and (n1 : n2 : [n3; κ3]|n4+m :
n5 − m : [n6, l; κ6]) state of equilibrium point (x∗, p).

(ix) An (n1 : n2 : [n3; κ3]|n4 : n5−m : [n6+m, l1; κ6]) state of equilibrium
point (x∗0, p0) for the nonlinear system is a degenerate Hopf boundary
of its (n1 : n2 : [n3; κ3]|n4 : n5 : [n6, l2; κ6]) state and (n1 : n2 :
[n3; κ3]|n4+m; n5−m : [n6, l2; κ ′6]) state of equilibrium point (x∗, p).

(x) An (n1 : n2 : [n3; κ3]|n4−m4 : n5 : [n6+m4, l1; κ6]) state of equilibrium
point (x∗0, p0) for the nonlinear system is a degenerate Hopf switching of
(n1 : n2 : [n3; κ3]|n4 : n5 : [n6, l2; κ ′6]) state and (n1 : n2 : [n3; κ3]|n4−
m4 : n5+m5 : [n6+m4−m5, l3; κ ′′6]) state of equilibrium point (x∗, p).

Definition 1.23 Consider an n-dimensional, autonomous, nonlinear dynamical
system ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗. κ3 ∈ {Ø, m3}. Suppose
there is a neighborhood of the equilibrium x∗ as U (x∗) ⊂ �, then f(x, p) is Cr

(r ≥ 1)-continuous in the neighborhood, and Eq. (1.24) holds. The corresponding
solution is x(t) = �(x0, t − t0, p). The matrix Df(x∗, p) in Eq. (1.19) possesses n
eigenvalues λk (k = 1, 2, · · · n). Set N = {1, 2, · · · , n}, Ni = {i1, i2, · · · , ini }∪∅

with i j ∈ N ( j = 1, 2, · · · , ni , i = 1, 2, 3) and 
3
i=1ni = n. ∪3

i=1 Ni = N
and Ni ∩ Nl = ∅ (l �= i). Ni = ∅ if ni = 0. The matrix Df(x∗, p) possesses n1-
stable, n2-unstable and n3-invariant real eigenvectors. Without repeated eigenvalues
of λk = 0 (k ∈ N3), the flow �(t) of the nonlinear system ẋ = f(x, p) in Eq. (1.4)
is an (n1 : n2 : ∅| or (n1 : n2 : 1| local flow in the neighborhood of equilibrium
point x∗. However, with repeated eigenvalues of λk = 0 (k ∈ N3), the flow �(t) of
the nonlinear system ẋ = f(x, p) in Eq. (1.4) is an (n1 : n2 : [n3;m3]| local flow in
the neighborhood of equilibrium point x∗. κ3 ∈ {∅, m3}.

I. Simple switching and bifurcation

(i) An (n1 : n2 : 1| state of equilibrium point (x∗0, p0) for the nonlinear
system is a saddle-saddle switching of its (n1 + 1 : n2 : ∅|-saddle and
(n1 : n2 + 1 : ∅|-saddle of equilibrium point (x∗, p).
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(ii) An (n − 1 : ∅ : 1| state of equilibrium point (x∗0, p0) for the nonlinear
system is a stable saddle-node bifurcation of its (n − 1 : 1 : ∅|-saddle
and (n : ∅ : ∅|-stable node of equilibrium point (x∗, p).

(iii) An (∅ : n − 1 : 1| state of equilibrium point (x∗0, p0) for the nonlinear
system is an unstable saddle-node bifurcation of (1 : n − 1 : ∅|-saddle
and (∅ : n : ∅|-unstable node of equilibrium point (x∗, p).

(iv) An (n1 − 1 : n2 : [n3 + 1; κ3]| state of equilibrium point (x∗0, p0) for the
nonlinear system is a degenerate saddle-saddle switching of (n1 : n2 :
[n3; κ3]|-degenerate saddle and (n1 − 1 : n2 + 1 : [n3; κ3]|-degenerate
saddle of equilibrium point (x∗, p).

II. Complex switching

(i) An (n1 : n2 : [n3; κ3]| state of equilibrium point (x∗0, p0) for the nonlinear
system is a degenerate switching of (n1 + n3 : n2 : ∅|-saddle and (n1 :
n2 + n3 : ∅|-saddle of equilibrium point (x∗, p).

(ii) An (n1 −m : n2 : [n3 +m; κ3]| state of equilibrium point (x∗0, p0) for the
nonlinear system is a degenerate switching of the (n1 : n2 : [n3; κ ′3]| state
and (n1 − m : n2 + m : [n3; κ ′3]| state of equilibrium point (x∗, p).

(iii) An (n1 : n2−m : [n3+m; κ3]| state of equilibrium point (x∗0, p0) for the
nonlinear system is a degenerate switching of its (n1 : n2 : [n3; κ ′3]|-state
and (n1 + m : n2 − m : [n3; κ ′3]| state of equilibrium point (x∗, p).

(iv) An (n1 − m1 : n2 : [n3 + m1; κ3]|-state of equilibrium point (x∗0, p0)

for the nonlinear system is a degenerate switching of (n1 : n2 : [n3; κ ′3]|
state and (n1 −m1 : n2 +m2 : [n3 +m1 −m2; κ ′′3 ]| state of equilibrium
point (x∗, p).

(v) An (n1 : n2−m2 : [n3+m2; κ3]|-state of equilibrium point (x∗0, p0) for
the nonlinear system is a degenerate switching of (n1 : n2 : [n3; κ ′3]|-state
and (n1+m1 : n2−m2 : [n3+m2−m1; κ ′′3 ]|-state of equilibrium point
(x∗, p).

Definition 1.24 Consider a 2n-dimensional, autonomous, nonlinear dynamical
system ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗. Suppose there is a neigh-
borhood of the equilibrium x∗ as U (x∗) ⊂ �, then f(x, p) is Cr (r ≥ 1)-continuous
in the neighborhood, and Eq. (1.24) holds. The corresponding solution is x(t) =
�(x0, t − t0, p). The matrix Df(x∗, p) in Eq. (1.19) possesses n-pairs of complex
eigenvalues (k = 1, 2, · · · , n). Set N = {1, 2, · · · , n}, Ni = {i1, i2, · · · , ini } ∪ ∅

with l j ∈ N ( j = 1, 2, · · · , ni ; i = 4, 5, 6) and 
6
i=4ni = n. ∪6

i=4 Ni = N and
Ni ∩ Nl = ∅(l �= i). Ni = ∅ if n j = 0. The matrix Df(x∗, p) possesses n4-stable,
n5-unstable and n6-center pairs of complex eigenvectors. Without repeated eigen-
values of Reλk = 0 (k ∈ N6), the flow �(t) of the nonlinear system ẋ = f(x, p)

in Eq. (1.4) is an |n4 : n5 : n6) local flow in the neighborhood of equilibrium point
x∗. However, with repeated eigenvalues of Reλk = 0 (k ∈ N6), the flow �(t) of
the nonlinear system ẋ = f(x, p) in Eq. (1.4) is an |n4 : n5 : [n6, l; κ6]) local flow
in the neighborhood of equilibrium point x∗. κ6 = (κ61, κ62, · · · , κ6l)

T with κ6i ∈
{Ø, m6i }(i = 1, 2, · · · , l).
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I. Simple switching and bifurcation

(i) An |n4 : n5 : 1)-state of equilibrium point (x∗0, p0) for the nonlinear
system is a Hopf switching of its |n4 + 1 : n5 : ∅)-spiral saddle and
|n4 : n5 + 1 : ∅)-spiral saddle of equilibrium point (x∗, p).

(ii) An |n4 :∅ : 1)-state equilibrium point (x∗0, p0) for the nonlinear system is
a stable Hopf bifurcation of its |n4+1 :∅ :∅)-spiral sink and |n4 : 1 :∅)-
spiral saddle of equilibrium point (x∗, p).

(iii) An |∅ : n5 : 1)-state equilibrium point (x∗0, p0) for the nonlinear system
is an unstable Hopf bifurcation of |∅ : n5 + 1 :∅)-spiral source and
|1 : n5 :∅)-spiral saddle of equilibrium point (x∗, p).

(iv) An |n4 : n5 : n6 + 1)-state equilibrium point (x∗0, p0) for the nonlinear
system is a Hopf switching of its |n4+1 : n5 : n6)-state and |n4 : n5+1 :
n6)-state of equilibrium point (x∗, p).

(v) An |n4 : ∅ : n6 + 1)-state equilibrium point (x∗0, p0) for the nonlinear
system is a Hopf switching of its |n4+1 : ∅ : n6)-state and |n4 : 1 : n6)-
state of equilibrium point (x∗, p).

(vi) A |∅ : n5 : n6 + 1)-state equilibrium point (x∗0, p0) for the nonlinear
system is a Hopf switching of |∅ : n5 + 1 : n6)-state source and |1 : n5 :
n6)-state of equilibrium point (x∗, p).

II. Complex Hopf switching

(i) An |n4 : n5 : [n6, l; κ6])-state of equilibrium point (x∗0, p0) for the nonlin-
ear system is a degenerate Hopf switching of its |n6+ n4 : n5 : ∅)-spiral
saddle and |n4 : n5 + n6 : ∅)-spiral saddle of equilibrium point (x∗, p).

(ii) An |n4 − m : n5 : [n6 + m, l2; κ6])-state of equilibrium point (x∗0, p0)

for the nonlinear system is a degenerate Hopf switching of its |n4 : n5 :
[n6, l1; κ ′6])-state and |n4−m : n5+m : [n6, l3; κ ′′6])-state of equilibrium
point (x∗, p).

(iii) An |n4 : n5 − m : [n6 + m, l2; κ6])-state of equilibrium point (x∗0, p0)

for the nonlinear system is a degenerate Hopf switching of its |n4 : n5 :
[n6, l1; κ ′6])-state and |n4+m : n5−m : [n6, l3; κ ′′6])-state of equilibrium
point (x∗, p).

(iv) An |n4 − m4 : n5 : [n6 + m4, l2; κ6]) state of equilibrium point (x∗0, p0)

for the nonlinear system is a degenerate Hopf switching of its |n4 : n5 :
[n6; l1; κ ′6])-state and |n4−m4 : n5+m5 : [n6+m4−m5, l3; κ ′′6])-state
of equilibrium point (x∗, p).

(v) An |n4 : n5 −m5 : [n6 +m5; l2; κ6])-state of equilibrium point (x∗0, p0)

for the nonlinear system is a degenerate Hopf switching of |n4 : n5 :
[n6, l1; κ6])-state and |n4+m4 : n5−m5 : [n6+m5−m4, l3; κ ′′6])-state
of equilibrium point (x∗, p).
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1.3.1 Stability and Switching

To extend the idea of Definitions 1.14 and 1.15, a new function will be defined to
determine the stability and the stability state switching.

Definition 1.25 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗ and f(x, p) is Cr (r ≥ 1)-
continuous in a neighborhood of the equilibrium x∗. The corresponding solution is
x(t) = �(x0, t − t0, p). Suppose U (x∗) ⊂ � is a neighborhood of equilibrium x∗,
and there are n linearly independent vectors vk (k = 1, 2, · · · , n). For a perturbation
of equilibrium y = x − x∗, let y(k) = ckvk and ẏ(k) = ċkvk,

sk = vT
k · y = vT

k · (x − x∗) (1.44)

where sk = ck ||vk ||2. Define the following functions

Gk(x, p) = vT
k · f(x, p) (1.45)

and

G(1)
sk

(x, p) = vT
k · Dsk f(x(sk), p)

= vT
k · Dxf(x(sk), p)∂ck x∂sk ck

= vT
k · Dxf(x(sk), p)vk ||vk ||−2,

(1.46)

G(m)
sk

(x, p) = vT
k · D(m)

sk
f(x(sk), p)

= vT
k · Dsk (D(m−1)

sk
f(x(sk), p))

(1.47)

where Dsk (·) = ∂(·)/∂sk and D(m)
sk (·) = Dsk (D(m−1)

sk (·)). G(0)
sk (x, p) = Gk(x, p) if

m = 0.

Definition 1.26 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗ and f(x, p) is Cr (r ≥ 1)-
continuous in a neighborhood of the equilibrium x∗. The corresponding solution is
x(t) = �(x0, t − t0, p). Suppose U (x∗) ⊂ � is a neighborhood of equilibrium x∗,
and there are n linearly independent vectors vk (k = 1, 2, · · · , n). For a perturbation
of equilibrium y = x − x∗, let y(k) = ckvk and ẏ(k) = ċkvk .

(i) x(k) at the equilibrium x∗ on the direction vk is stable if

vT
k · (x(t + ε)− x(t)) < 0 for vT

k · (x(t)− x∗) > 0;
vT

k · (x(t + ε)− x(t)) > 0 for vT
k · (x(t)− x∗) < 0; (1.48)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞). The equilibrium x∗ is called the
sink (or stable node) on the direction vk .
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(ii) x(k) at the equilibrium x∗ on the direction vk is unstable if

vT
k · (x(t + ε)− x(t)) > 0 for vT

k · (x(t)− x∗) > 0;
vT

k · (x(t + ε)− x(t)) < 0 for vT
k · (x(t)− x∗) < 0; (1.49)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞). The equilibrium x∗ is called the
source (or unstable node) on the direction vk .

(iii) x(k) at the equilibrium x∗ on the direction vk is increasingly unstable if

vT
k · (x(t + ε)− x(t)) > 0 for vT

k · (x(t)− x∗) > 0;
vT

k · (x(t + ε)− x(t)) > 0 for vT
k · (x(t)− x∗) < 0; (1.50)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞). The equilibrium x∗ is called the
increasing saddle-node on the direction vk .

(iv) x(k) at the equilibrium x∗ on the direction vk is decreasingly unstable if

vT
k · (x(t + ε)− x(t)) < 0 for vT

k · (x(t)− x∗) > 0;
vT

k · (x(t + ε)− x(t)) < 0 for vT
k · (x(t)− x∗) < 0; (1.51)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞). The equilibrium x∗ is called the
decreasing saddle-node on the direction vk .

(v) x(i) at the equilibrium x∗ on the direction vk is invariant if

vT
k · (x(t + ε)− x(t)) = 0

for vT
k · (x(t)− x∗) �= 0; (1.52)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞). The equilibrium x∗ is called to be
degenerate on the direction vk .

Theorem 1.7 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗ and f(x, p) is Cr (r ≥ 1)-
continuous in a neighborhood of the equilibrium x∗ (i.e., U (x∗) ⊂ �). The corre-
sponding solution is x(t) = �(x0, t−t0, p). Suppose Eq. (1.24) holds in U (x∗) ⊂ �.

For a linearized dynamical system in Eq. (1.19), consider a real eigenvalue λk of
matrix Df(x∗, p) (k ∈ N = {1, 2, · · · , n}) with an eigenvector vk . Let y(k) = ckvk

and ẏ(k) = ċkvk, sk = vT
k · y = vT

k · (x − x∗) in Eq. (1.44) with sk = ck ||vk ||2.
Define

ṡk = vT
k · ẏ = vT

k · ẋ = vT
k · f(x, p). (1.53)

(i) x(k) at the equilibrium x∗ on the direction vk is stable if and only if

Gk(x, p) = vT
k · f(x, p) < 0 for sk = vT

k · (x(t)− x∗) > 0;
Gk(x, p) = vT

k · f(x, p) > 0 for sk = vT
k · (x(t)− x∗) < 0

(1.54)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞).



1.3 Bifurcation and Stability Switching 23

(ii) x(k) at the equilibrium x∗ on the direction vk is unstable if and only if

Gk(x, p) = vT
k · f(x, p) > 0 for sk = vT

k · (x(t)− x∗) > 0;
Gk(x, p) = vT

k · f(x, p) < 0 for sk = vT
k · (x(t)− x∗) < 0

(1.55)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞).

(iii) x(k) at the equilibrium x∗ on the direction vk is increasingly unstable if and
only if

Gk(x, p) = vT
k · f(x, p) > 0 for sk = vT

k · (x(t)− x∗) > 0;
Gk(x, p) = vT

k · f(x, p) > 0 for sk = vT
k · (x(t)− x∗) < 0

(1.56)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞).

(iv) x(k) at the equilibrium x∗ on the direction vk is decreasingly unstable if and
only if

Gk(x, p) = vT
k · f(x, p) < 0 for sk = vT

k · (x(t)− x∗) > 0;
Gk(x, p) = vT

k · f(x, p) < 0 for sk = vT
k · (x(t)− x∗) < 0

(1.57)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞).

(v) x(i) at the equilibrium x∗ on the direction vk is invariant if

Gk(x, p) = vT
k · f(x, p) = 0 (1.58)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞).

Proof Because

vT
k · (x(t + ε)− x(t)) = vT

k · (x(t)+ ẋ(t)ε + o(ε)− x(t))

= vT
k · ẋ(t)ε + o(ε)

and ẋ = f(x, p), we have

vT
k · (x(t + ε)− x(t)) = vT

k · f(x, p)ε + o(ε)

= Gk(x, p)ε + o(ε).

(i) Due to any selection of ε > 0, for sk = vT
k · (x(t)− x∗) < 0

vT
k · (x(t + ε)− x(t)) < 0 if Gk(x, p) < 0

vice versa; and for sk = vT
k · (x(t)− x∗) > 0

vT
k · (x(t + ε)− x(t)) > 0 if Gk(x, p) > 0

vice versa.
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(ii) For sk = vT
k · (x(t)− x∗) > 0

vT
k · (x(t + ε)− x(t)) > 0 if Gk(x, p) > 0

vice versa; and for sk = vT
k · (x(t)− x∗) < 0

vT
k · (x(t + ε)− x(t)) < 0 if Gk(x, p) < 0

vice versa.
(iii) For sk = vT

k · (x(t)− x∗) > 0

vT
k · (x(t + ε)− x(t)) > 0 if Gk(x, p) > 0

vice versa; and for sk = vT
k · (x(t)− x∗) < 0

vT
k · (x(t + ε)− x(t)) > 0 if Gk(x, p) > 0

vice versa.
(iv) For sk = vT

k · (x(t)− x∗) > 0

vT
k · (x(t + ε)− x(t)) < 0 if Gk(x, p) < 0

vice versa; and for sk = vT
k · (x(t)− x∗) < 0

vT
k · (x(t + ε)− x(t)) < 0 if Gk(x, p) < 0

vice versa.
(v) For sk = vT

k · (x(t)− x∗) > 0

vT
k · (x(t + ε)− x(t)) = 0 if Gk(x, p) = 0

vice versa. Similarly, for sk = vT
k · (x(t)− x∗) < 0

vT
k · (x(t + ε)− x(t)) = 0 if Gk(x, p) = 0

vice versa. The theorem is proved. �
Theorem 1.8 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗ and f(x, p) is Cr (r ≥ 1)-
continuous in a neighborhood of the equilibrium x∗ (i.e.,U (x∗) ⊂ �). The corre-
sponding solution is x(t) = �(x0, t−t0, p). Suppose Eq. (1.24) holds in U (x∗) ⊂ �.

For a linearized dynamical system in Eq. (1.19), consider a real eigenvalue λk of
matrix Df(x∗, p) (k ∈ N = {1, 2, · · · , n}) with an eigenvector vk . Let y(k) = ckvk

and ẏ(k) = ċkvk, sk = vT
k ·y = vT

k · (x−x∗) in Eq. (1.44) with sk = ck ||vk ||2. Define

ṡk = vT
k · f(x, p) in Eq. (1.53). Suppose ||G(2)

k (x∗, p)|| <∞.
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(i) x(k) at the equilibrium x∗ on the direction vk is stable if and only if

G(1)
sk

(x∗, p) = λk < 0 (1.59)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞).

(ii) x(k) at the equilibrium x∗ on the direction vk is unstable if and only if

G(1)
sk

(x∗, p) = λk > 0 (1.60)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞).

(iii) x(k) at the equilibrium x∗ on the direction vk is increasingly unstable if and
only if

G(1)
sk

(x∗, p) = λk = 0, and G(2)
sk

(x∗, p) > 0 (1.61)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞).

(iv) x(k) at the equilibrium x∗ on the direction vk is decreasingly unstable if and
only if

G(1)
sk

(x∗, p) = λk = 0, and G(2)
sk

(x∗, p) < 0 (1.62)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞).

(v) x(i) at the equilibrium x∗ on the direction vk is invariant if and only if

G(m)
sk

(x∗, p) = 0 (m = 0, 1, 2, · · · ) (1.63)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞).

Proof For x = x∗, sk = 0. Using Taylor series expansion gives

ṡk = vT
k · f(x, p)

= vT
k · (f(x∗, p)+ Dsk f(x∗, p)sk)+ o(sk)

= [vT
k · Dsk f(x∗, p)]sk + o(sk)

= G(1)
sk

(x∗, p)sk + o(sk)

and

G(1)
sk

(x∗, p) = vT
k · Dxf(x(sk), p)∂ck x∂sk ck

= vT
k · Dxf(x(sk), p)vk ||vk ||−2

= λk .

Thus,

ṡk = G(1)
sk

(x∗, p)sk + o(sk) = λksk + o(sk).
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(i) For sk > 0

Gk(x, p) = ṡk = λksk < 0.

and for sk < 0

Gk(x, p) = ṡk = λksk > 0.

Thus, G(1)
sk (x∗, p) = λk < 0.

(ii) For sk > 0

Gk(x, p) = ṡk = λksk > 0.

and for sk < 0

Gk(x, p) = ṡk = λksk < 0.

Thus, G(1)
sk (x∗, p) = λk > 0.

(iii) For sk > 0

Gk(x, p) = ṡk = λksk > 0.

and for sk < 0

Gk(x, p) = ṡk = λksk > 0.

Thus, G(1)
sk (x∗, p) = λk = 0 and the higher order should be considered. The

higher-order Taylor series expansion gives

ṡk = vT
k · f(x, p)

= vT
k · (f(x∗, p)+ Dsk f(x∗, p)sk + 1

2!D
2
sk

f(x∗, p)s2
k )+ o(s2

k )

= 1

2! [v
T
k · D2

sk
f(x∗, p)]s2

k + o(s2
k ) = 1

2!G
(2)
sk

(x∗, p)s2
k + o(s2

k ).

For sk > 0

Gk(x, p) = ṡk = 1

2!G
(2)
sk

(x∗, p)s2
k > 0.

and for sk < 0

Gk(x, p) = ṡk = 1

2!G
(2)
sk

(x∗, p)s2
k > 0.

So we have

G(2)
sk

(x∗, p) > 0.
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(iv) Similar to (iii), we have G(1)
k (x∗, p) = λk = 0. In addition, for sk > 0

Gk(x, p) = ṡk = 1

2!G
(2)
sk

(x∗, p)s2
k < 0.

and for sk < 0

Gk(x, p) = ṡk = 1

2!G
(2)
sk

(x∗, p)s2
k < 0.

So

G(2)
sk

(x∗, p) < 0.

(v) Using Taylor series expansion yields

ṡk = vT
k · f(x, p) =

N∑

m=1

1

m!G
(m)
sk

(x∗, p)sm
k + o(s N

k ) = 0

(N = 1, 2, · · · )
for any selected values of sk . Thus only if

G(m)
sk

(x∗, p) = 0 (m = 1, 2, · · · )
the above equation holds, vice versa. The theorem is proved. �

Definition 1.27 Consider an n-dimensional, autonomous, nonlinear dynamical
system ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗ and f(x, p) is Cr

(r ≥ 1)-continuous in a neighborhood of the equilibrium x∗ (i.e.,U (x∗) ⊂ �).

The corresponding solution is x(t) = �(x0, t − t0, p). Suppose Eq. (1.24) holds in
U (x∗) ⊂ �. For a linearized dynamical system in Eq. (1.19), consider a real eigen-
value λk of matrix Df(x∗, p) (k ∈ N = {1, 2, · · · , n}) with an eigenvector vk and
let y(k) = ckvk .

(i) x(k) at the equilibrium x∗ on the direction vk is stable of the (2mk + 1)th order
if

G(rk )
sk

(x∗, p) = 0, rk = 0, 1, 2, · · · , 2mk;
vT

k · (x(t + ε)− x(t)) < 0 for vT
k · (x(t)− x∗) > 0;

vT
k · (x(t + ε)− x(t)) > 0 for vT

k · (x(t)− x∗) < 0

(1.64)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞). The equilibrium x∗ is called the
sink (or stable node) of the (2mk + 1)th order on the direction vk .

(ii) x(k) at the equilibrium x∗ on the direction vk is unstable of the (2mk + 1)th
order if
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G(rk )
sk

(x∗, p) = 0, rk = 0, 1, 2, · · · , 2mk;
vT

k · (x(t + ε)− x(t)) > 0 for vT
k · (x(t)− x∗) > 0;

vT
k · (x(t + ε)− x(t)) < 0 for vT

k · (x(t)− x∗) < 0

(1.65)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞). The equilibrium x∗ is called the
source (or unstable node) of the (2mk + 1)th order on the direction vk .

(iii) x(k) at the equilibrium x∗ on the direction vk is increasingly unstable of the
(2mk)th order if

G(rk )
sk

(x∗, p) = 0, rk = 0, 1, 2, · · · , 2mk − 1;
vT

k · (x(t + ε)− x(t)) > 0 for vT
k · (x(t)− x∗) > 0;

vT
k · (x(t + ε)− x(t)) > 0 for vT

k · (x(t)− x∗) < 0

(1.66)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞). The equilibrium x∗ is called the
increasing saddle of the (2mk)th order on the direction vk .

(iv) x(k) at the equilibrium x∗ on the direction vk is decreasingly unstable of the
(2mk)th order if

G(rk )
sk

(x∗, p) = 0, rk = 0, 1, 2, · · · , 2mk − 1;
vT

k · (x(t + ε)− x(t)) < 0 for vT
k · (x(t)− x∗) > 0;

vT
k · (x(t + ε)− x(t)) < 0 for vT

k · (x(t)− x∗) < 0

(1.67)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞). The equilibrium x∗ is called the
decreasing saddle of the (2mk)th order on the direction vk .

Theorem 1.9 Consider an n-dimensional, autonomous, nonlinear dynamical
system ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗ and f(x, p) is Cr

(r ≥ 1)-continuous in a neighborhood of the equilibrium x∗ (i.e.,U (x∗) ⊂ �).

The corresponding solution is x(t) = �(x0, t − t0, p). Suppose Eq. (1.24) holds in
U (x∗) ⊂ �. For a linearized dynamical system in Eq. (1.19), consider a real eigen-
value λk of matrix Df(x∗, p) (k ∈ N = {1, 2, · · · , n}) with an eigenvector vk and
let y(k) = ckvk .

(i) x(k) at the equilibrium x∗ on the direction vk is stable of the (2mk + 1)th order
if and only if

G(rk )
sk

(x∗, p) = 0, rk = 0, 1, 2, · · · , 2mk;
G(2mk+1)

sk
(x∗, p) < 0

(1.68)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞).

(ii) x(k) at the equilibrium x∗ on the direction vk is unstable of the (2mk + 1)th
order if and only if

G(rk )
sk

(x∗, p) = 0, rk = 0, 1, 2, · · · , 2mk;
G(2mk+1)

sk
(x∗, p) > 0

(1.69)
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for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞).

(iii) x(k) at the equilibrium x∗ on the direction vk is increasingly unstable of the
(2mk)th order if and only if

G(rk )
sk

(x∗, p) = 0, rk = 0, 1, 2, · · · , 2mk − 1;
G(2mk )

sk
(x∗, p) > 0

(1.70)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞).

(iv) x(k) at the equilibrium x∗ on the direction vk is decreasingly unstable of the
(2mk)th order if and only if

G(rk )
sk

(x∗, p) = 0, rk = 0, 1, 2, · · · , 2mk − 1;
G(2mk )

sk
(x∗, p) < 0 (1.71)

for all x ∈ U (x∗) ⊂ � and all t ∈ [t0,∞).

Proof For x = x∗, sk = 0. Using the Taylor series expansion gives

ṡk = vT
k · f(x, p)

=
∑2mk

rk=1

1

rk !G
(rk )
sk

(x∗, p)srk
k +

1

(2mk + 1)!G
(2mk+1)
sk

(x∗, p)s2mk+1
k + o(s2mk+1

k )

and
G(rk )

sk
(x∗, p) = 0 for rk = 0, 1, 2, · · · , 2mk;

ṡk = vT
k · f(x, p) = 1

(2mk + 1)!G
(2mk+1)
sk

(x∗, p)s2mk+1
k .

(i) For sk > 0

Gk(x, p) = ṡk = 1

(2mk + 1)!G
(2mk+1)
sk

(x∗, p)s2mk+1
k < 0,

and for sk < 0

Gk(x, p) = ṡk = 1

(2mk + 1)!G
(2mk+1)
sk

(x∗, p)s2mk+1
k > 0.

Thus, G(2mk+1)
sk (x∗, p) < 0.

(ii) For sk > 0

Gk(x, p) = ṡk = 1

(2mk + 1)!G
(2mk+1)
sk

(x∗, p)s2mk+1
k > 0,

and for sk < 0

Gk(x, p) = ṡk = 1

(2mk + 1)!G
(2mk+1)
sk

(x∗, p)s2mk+1
k < 0.

Thus, G(2mk+1)
sk (x∗, p) > 0.
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(iii) For x = x∗, sk = 0. Using the Taylor series expansion gives

ṡk = vT
k ·f(x, p) =

2mk−1∑

rk=1

1

rk !G
(rk )
sk

(x∗, p)srk
k +

1

(2mk)!G
(2mk )
sk

(x∗, p)s2mk
k +o(s2mk

k )

and

G(rk )
sk

(x∗, p) = 0 for rk = 0, 1, · · · , 2mk − 1.

Thus,

ṡk = vT
k · f(x, p) = 1

(2mk)!G
(2mk )
sk

(x∗, p)s2mk
k .

For sk > 0

Gk(x, p) = ṡk = 1

(2mk)!G
(2mk )
sk

(x∗, p)s2mk
k > 0,

and for sk < 0

Gk(x, p) = ṡk = 1

(2mk)!G
(2mk )
sk

(x∗, p)s2mk
k > 0.

So we have

G(2mk )
sk

(x∗, p) > 0.

(iv) Similar to (iii), for sk > 0

Gk(x, p) = ṡk = 1

(2mk)!G
(2mk )
sk

(x∗, p)s2mk
k < 0,

and for sk < 0

Gk(x, p) = ṡk = 1

(2mk)!G
(2mk )
sk

(x∗, p)s2mk
k < 0.

So

G(2mk )
sk

(x∗, p) < 0.

The theorem is proved.

�
Definition 1.28 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗ and f(x, p) is Cr (r ≥ 1)-
continuous in a neighborhood of the equilibrium x∗ (i.e.,U (x∗) ⊂ �). The corre-
sponding solution is x(t) = �(x0, t−t0, p). Suppose Eq. (1.24) holds in U (x∗) ⊂ �.
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For a linearized dynamical system in Eq. (1.19), consider a pair of complex eigen-
value αk±iβk (k ∈ N = {1, 2, · · · , n}, i = √−1) of matrix Df(x∗, p) with a pair of
eigenvectors uk±ivk .On the invariant plane of (uk , vk), consider rk = y = y(k)

+ +y(k)
−

with

rk = ckuk + dkvk=rkerk ,

ṙk = ċkuk + ḋkvk = ṙkerk + rk ėrk (1.72)

and

ck = 1

�
[�2(uT

k · y)−�12(vT
k · y)] and dk = 1

�
[�1(vT

k · y)−�12(uT
k · y)]

�1 = ||uk ||2,�2 = ||vk ||2,�12 = uT
k · vk and � = �1�2 −�2

12. (1.73)

Consider a polar coordinate of (rk, θk) defined by

ck = rk cos θk, and dk = rk sin θk;
rk =

√
c2

k + d2
k , and θk = arctan dk/ck;

(1.74)

erk = cos θkuk + sin θkvk and eθk = − cos θku⊥k �3 + sin θkv⊥k �4

�3 = vT
k · u⊥k and �4 = uT

k · v⊥k
(1.75)

where u⊥k and v⊥k are the normal vectors of uk and vk, respectively.

ċk = 1

�
[�2Gck (x, p)−�12Gdk (x, p)]

ḋk = 1

�
[�1Gdk (x, p)−�12Gdk (x, p)]

(1.76)

where

Gck (x, p) = uT
k · f(x, p) =

∞∑

m=1

1

m!G
(m)
ck

(x∗, p)rm
k ,

Gdk (x, p) = vT
k · f(x, p) =

∞∑

m=1

1

m!G
(m)
dk

(x∗, p)rm
k ;

(1.77)

G(m)
ck

(x∗, p) = uT
k · ∂(m)

x f(x, p)[uk cos θk + vk sin θk]m
∣∣∣
(x∗,p)

,

G(m)
dk

(x∗, p) = vT
k · ∂(m)

x f(x, p)[uk cos θk + vk sin θk]m
∣∣∣
(x∗,p)

.
(1.78)

Thus
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ṙk = ċk cos θk + ḋk sin θk =
∞∑

m=1

1

m!G
(m)
rk

(θk)r
m
k

θ̇k = r−1
k (ḋk cos θk − ċk sin θk) = r−1

k

∞∑

m=1

1

m!G
(m)
θk

(θk)r
m−1
k

(1.79)

where

G(m)
rk

(θk) = 1

�
[(�2 cos θk −�12 sin θk)uT

k + (�2 sin θk −�12 cos θk)vT
k ]

·∂(m)
x f(x, p)(uk cos θk + vk sin θk)

m
∣∣∣
(x∗,p)

,

G(m)
θk

(θk) = − 1

�
[(�2 sin θk +�12 cos θk)uT

k − (�1 cos θk −�12 sin θk)vT
k ]

·∂(m)
x f(x, p)(uk cos θk + vk sin θk)

m
∣∣∣
(x∗,p)

.

(1.80)

From the foregoing definition, consider the first order terms of G-function

G(1)
ck

(x, p) = G(1)
ck 1(x, p)+ G(1)

ck 2(x, p)

G(1)
dk

(x, p) = G(1)
dk 1(x, p)+ G(1)

dk 2(x, p)
(1.81)

where

G(1)
ck 1(x, p) = uT

k · Dxf(x, p)∂ck x = uT
k · Dxf(x, p)uk

= uT
k · (−βkvk + αkuk) = αk�1 − βk�12,

G(1)
ck 2(x, p) = uT

k · Dxf(x, p)∂dk x = uT
k · Dxf(x, p)vk

= uT
k · (βkuk + αkvk) = αk�12 + βk�1;

(1.82)

and

G(1)
dk 1(x, p) = vT

k · Dxf(x, p)∂ck x = vT
k · Dxf(x, p)uk

= vT
k · (−βkvk + αkuk) = −βk�2 + αk�12,

G(1)
dk 2(x, p) = vT

k · Dxf(x, p)∂dk x = vT
k · Dxf(x, p)vk

= vT
k · (βkuk + αkvk) = αk�2 + βk�12.

(1.83)

Substitution of Eqs. (1.81)–(1.83) into Eq. (1.78) gives

G(1)
ck

(x, p) = G(1)
ck 1(x, p) cos θk + G(1)

ck 2(x, p) sin θk

= (αk�1 − βk�12) cos θk + (αk�12 + βk�1) sin θk,

G(1)
dk

(x, p) = G(1)
dk 1(x, p) cos θk + G(1)

dk 2(x, p) sin θk

= (−βk�2 + αk�12) cos θk + (αk�2 + βk�12) sin θk .

(1.84)
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From Eq. (1.80), we have

G(1)
rk

(θk) = 1

�
[(G(1)

ck
�2 − G(1)

dk
�12) cos θk + (G(1)

dk
�1 − G(1)

ck
�12) sin θk] = αk;

G(1)
θk

(θk) = 1

�
[(G(1)

dk
�1 − G(1)

ck
�12) cos θk − (G(1)

ck
�2 − G(1)

dk
�12) sin θk] = −βk .

(1.85)
Furthermore, Eq. (1.79) gives

ṙk = αkrk + o(rk) and θ̇krk = −βkrk + o(rk). (1.86)

As rk << 1 and rk → 0, we have

ṙk = αkrk and θ̇k = −βk . (1.87)

With an initial condition of rk = r0
k and θk = θ0

k , the corresponding solution of
Eq. (1.87) is

rk = r0
k eαk t and θk = −βk t + θ0

k (1.88)

and

ck = r0
k eαk t cos(−βk t + θ0

k ) = eαk t [cos(βk t)c0
k + sin(βk t)d0

k ];

dk = r0
k eαk t sin(−βk t + θ0

k ) = eαk t [− sin(βk t)c0
k + cos(βk t)d0

k ].
(1.89)

Letting c(k) = (c(k), d(k))T, we have

ċ(k) = Ekc(k) ⇒ c(k) = eαk t Bkc(k)
0 (1.90)

where

Ei =
[

αk βk

−βk αk

]
and Bk =

[
cos βk t sin βk t
− sin βk t cos βk t

]
. (1.91)

If G(m)
rk (θk) and G(m)

θk
(θk) are dependent on θk, Eq. (1.79) gives the dynamical

systems based on the polar coordinates on the invariant plane of (uk, vk) of matrix
Df(x∗, p) with a pair of eigenvectors uk ± ivk . If G(m)

rk (θk) and G(m)
θk

(θk) are inde-
pendent of θk, the deformed dynamical system on the plane of (uk, vk) is dependent
on rk, then the G-functions can be used to determine the stability of x(k) at the
equilibrium x∗ on the plane of (uk, vk).

Definition 1.29 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗ and f(x, p) is Cr (r ≥ 1)-
continuous in a neighborhood of the equilibrium x∗. The corresponding solution is
x(t) = �(x0, t − t0, p). Suppose U (x∗) ⊂ � is a neighborhood of equilibrium x∗.
For a linearized dynamical system in Eq. (1.19), consider a pair of complex eigen-
value αk±iβk (k ∈ N = {1, 2, · · · , n}, i = √−1) of matrix Df(x∗, p) with a pair of
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eigenvectors uk ± ivk . On the invariant plane of (uk, vk), consider y(k) = y(k)
+ + y(k)

−
with Eqs. (1.72) and (1.74). For any arbitrarily small ε > 0, the stability of the
equilibrium x∗ on the invariant plane of(uk, vk) can be determined.

(i) x(k) at the equilibrium x∗ on the plane of (uk, vk) is spirally stable if

rk(t + ε)− rk(t) < 0. (1.92)

(ii) x(k) at the equilibrium x∗ on the plane of (uk, vk) is spirally unstable if

rk(t + ε)− rk(t) > 0. (1.93)

(iii) x(k) at the equilibrium x∗ on the plane of (uk, vk) is stable with the mk th-order
singularity if for θk ∈ [0, 2π ]

G(sk )
rk

(θk) = 0 for sk = 0, 1, 2, · · · , mk − 1

rk(t + ε)− rk(t) < 0. (1.94)

(iv) x(k) at the equilibrium x∗ on the plane of (uk, vk) is spirally unstable with the
mk th-order singularity if for θk ∈ [0, 2π ]

G(sk )
rk

(θk) = 0 for sk = 0, 1, 2, · · · , mk − 1

rk(t + ε)− rk(t) > 0. (1.95)

(v) x(k) at the equilibrium x∗ on the plane of (uk, vk) is circular if for θk ∈ [0, 2π ]
rk(t + ε)− rk(t) = 0. (1.96)

(vi) x(k) at the equilibrium x∗ on the plane of (uk, vk) is degenerate in the direction
of uk if

βk = 0 and θk(t + ε)− θk(t) = 0. (1.97)

Theorem 1.10 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗ and f(x, p) is Cr (r ≥ 1)-
continuous in a neighborhood of the equilibrium x∗. The corresponding solution
is x(t) = �(x0, t − t0, p). Suppose U (x∗) ⊂ � is a neighborhood of equilibrium
x∗. For a linearized dynamical system in Eq. (1.19), consider a pair of complex
eigenvalue αk ± iβk (k ∈ N = {1, 2, · · · , n}, i = √−1) of matrix Df(x∗, p)

with a pair of eigenvectors uk ± ivk . On the invariant plane of (uk, vk), consider
y(k) = y(k)

+ + y(k)
− with Eqs. (1.72) and (1.74) with G(sk )

rk (θk) = const. For any
arbitrarily small ε > 0, the stability of the equilibrium x∗ on the invariant plane of
(uk, vk) can be determined.

(i) x(k) at the equilibrium x∗ on the plane of (uk, vk) is spirally stable if and only
if

G(1)
rk

(θk) = αk < 0. (1.98)
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(ii) x(k) at the equilibrium x∗ on the plane of (uk, vk) is spirally unstable if and
only if

G(1)
rk

(θk) = αk > 0. (1.99)

(iii) x(k) at the equilibrium x∗ on the plane of (uk, vk) is stable with the mk th-order
singularity if and only if for θk ∈ [0, 2π ]

G(sk )
rk

(θk) =0 for sk = 1, 2, · · · , mk − 1

and G(mk )
rk

(θk) < 0.
(1.100)

(iv) x(k) at the equilibrium x∗ on the plane of (uk, vk) is spirally unstable with the
mk th-order singularity if and only if for θk ∈ [0, 2π ]

G(sk )
rk

(θk) =0 for sk = 1, 2, · · · , mk − 1

and G(mk )
rk

(θk) > 0.
(1.101)

(v) x(k) at the equilibrium x∗ on the plane of (uk, vk) is circular if and only if for
θk ∈ [0, 2π ]

G(sk )
rk

(θk) = 0 for sk = 1, 2, · · · . (1.102)

(vi) x(k) at the equilibrium x∗ on the plane of (uk, vk) is degenerate in the direction
of uk if and only if

Imλk = βk = 0 and G(sk )
θk

(θk) = 0 for sk = 2, 3, · · · . (1.103)

Proof For x = x∗, sk = 0. The first order approximation of ċk and ḋk in the Taylor
series expansion gives

ċk = 1

�
[�2G(1)

ck
(x, p)−�12G(1)

dk
(x, p)]

ḋk = 1

�
[�1G(1)

dk
(x, p)−�12G(1)

ck
(x, p)]

where rk =
√

c2
k + d2

k and

G(1)
ck 1(x, p) = uT

k · Dxf(x, p)∂ck x = uT
k · Dxf(x, p)uk

= uT
k · (−βkvk + αkuk) = αk�1 − βk�12,

G(1)
ck 2(x, p) = uT

k · Dxf(x, p)∂dk x = uT
k · Dxf(x, p)vk

= uT
k · (βkuk + αkvk) = αk�12 + βk�1;

and
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G(1)
dk 1(x, p) = vT

k · Dxf(x, p)∂ck x = vT
k · Dxf(x, p)uk

= vT
k · (−βkvk + αkuk) = −βk�2 + αk�12,

G(1)
dk 2(x, p) = vT

k · Dxf(x, p)∂dk x = vT
k · Dxf(x, p)vk

= vT
k · (βkuk + αkvk) = αk�2 + βk�12.

Therefore, using

G(1)
ck

(x, p) = G(1)
ck 1(x, p)ck + G(1)

ck 2(x, p)dk

G(1)
dk

(x, p) = G(1)
dk 1(x, p)ck + G(1)

dk 2(x, p)dk

to the first order approximation of ċk and ḋk yields

ċk = αkck + βkdk and ḋk = −βkck + αkdk,

or
[

ċk

ḋk

]
=

[
αk βk

−βk αk

] [
ck

dk

]
.

Introduce the rotation coordinates (erk , eθk )

rk = ckuk + dkvk = rkerk ,

where

ck = rk cos θk, dk = rk sin θk;
erk = cos θkuk + sin θkvk ,

eθk = − cos θku⊥k �3 + sin θkv⊥k �4

and

ṙk = ċkuk + ḋkvk = ṙkerk + rk ėrk ,

ėrk = −θ̇kuk sin θk + θ̇kvk cos θk .

Thus

ṙk = ċk cos θk + ḋk sin θk,

θ̇k = r−1
k (ḋk cos θk − ċk sin θk).

For the first approximation of the relative change rate in the erk direction, we obtain

ṙk = (αkck + βkdk) cos θk + (−βkck + αkdk) sin θk

= αkrk .
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Further

ṙk = αkrk .

Similarly, the first approximation of rotation speed in the hoop direction is

θ̇krk = (−βkck + αkdk) cos θk + (αkck + βkdk) sin θk

= −βkrk

so

θ̇krk = −βkrk ⇒ θ̇k = −βk .

Therefore,

G(1)
rk

(θk) = αk and G(1)
θk

(θk) = −βk .

In fact, the relative change rate in the erk direction is of interest. The corresponding
higher-order expression is given by

ṙk =
∑mk−1

sk=1

1

sk !G
(sk )
rk

(θk)r
sk
k +

1

mk !G
(mk )
rk

(θk)r
mk
k + o(rmk

k ).

Because for ε > 0 and ε→ 0,

rk(t + ε)− rk(t) = ṙkε

= ε
∑mk−1

sk=1

1

sk !G
(sk )
rk

(θk)r
sk
k + ε

1

mk !G
(mk )
rk

(θk)r
mk
k + o(εrmk

k ).

(i) For equilibrium stability, rk > 0 and rk → 0. If G(1)
rk (θk) = αk �= 0, we have

ṙk = G(1)
rk

(θk)rk = αkrk .

Due to rk > 0, if αk < 0, then ṙk < 0. Therefore,

rk(t + ε)− rk(t) = ṙkε < 0

which implies x(k) at the equilibrium x∗ on the plane of (uk, vk) is spirally
stable, vice versa.

(ii) Due to rk > 0, if αk > 0, then ṙk > 0. Thus,

rk(t + ε)− rk(t) = ṙkε > 0,

which implies x(k) at the equilibrium x∗ on the plane of (uk, vk) is spirally
unstable, vice versa.
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(iii) If for θk ∈ [0, 2π ] the following conditions exist

G(sk )
rk

(θk) = 0 for sk = 1, 2, · · · , mk − 1;
G(mk )

rk
(θk) �= 0, and |G(sk )

rk
(θk)| <∞ for sk = mk + 1, mk + 2, · · · ,

then the higher-order terms can be ignored, i.e.,

ṙk = 1

mk !G
(mk )
rk

(θk)r
mk
k .

If G(mk )
rk (θk) is independent of θk (i.e., G(mk )

rk (θk) = const), it can be used to

determine the equilibrium stability. Due to rk > 0, if G(mk )
rk (θk) < 0, then

ṙk < 0. Therefore,

rk(t + ε)− rk(t) = ṙkε < 0.

In other words, x(k) at the equilibrium x∗ on the plane of (uk, vk) is spirally
stable with the mk th-order singularity, vice versa.

(iv) Due to rk > 0, if G(mk )
rk (θk) > 0, then ṙk > 0. Therefore,

rk(t + ε)− rk(t) = ṙkε > 0.

In other words, x(k) at the equilibrium x∗ on the plane of (uk, vk) is spirally
unstable with the mk th-order singularity, vice versa.

(v) If for θk ∈ [0, 2π ] the following conditions exist

G(sk )
rk

(θk) = 0 for sk = 1, 2, · · · ,
then

rk(t + ε)− rk(t) = ṙkε = 0

vice versa. Therefore rk(t) is constant. x(k) at the equilibrium x∗ on the plane
of (uk, vk) is circular.

(vi) Consider

θ̇kε = θk(t + ε)− θk(t)

= ε
[
− βk +

∑mk−1

sk=2

1

Sk !G
(sk )
θk

(θk)rsk−1
k + 1

mk !G
(mk )
θk

(θk)rmk−1
k + o(rmk−1

k )
]
.

If for θk ∈ [0, 2π ] the following conditions exist

βk = 0 and G(sk )
θk

(θk) = 0 for sk = 2, 3, · · · .
Then
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θk(t + ε)− θk(t) = θ̇kε = 0.

Therefore, x(k) at the equilibrium x∗ on the plane of (uk, vk) is degenerate in
the direction of uk . This theorem is proved. �

Note that G(sk )
rk (θk) = const requires sk = 2mk−1 and one obtains G(sk )

rk (θk) = 0
for sk = 2mk .

1.3.2 Bifurcations

Definition 1.30 Consider an n-dimensional, autonomous, nonlinear dynamical
system ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗ and f(x, p) is Cr

(r ≥ 1)-continuous in a neighborhood of the equilibrium x∗ (i.e., U (x∗) ⊂ �).

The corresponding solution is x(t) = �(x0, t − t0, p). Suppose Eq. (1.24) holds in
U (x∗) ⊂ �. For a linearized dynamical system in Eq. (1.19), consider a real eigen-
value λk of matrix Df(x∗, p∗) (k ∈ N = {1, 2, · · · , n}) with an eigenvector vk .

Suppose one of n independent solutions y = ckvk and ẏ = ċkvk,

sk = vT
k · y = vT

k · (x − x∗) (1.104)

where sk = ck ||vk ||2.

ṡk = vT
k · ẏ = vT

k · ẋ = vT
k · f(x, p). (1.105)

In the vicinity of point (x∗0, p0), vT
k · f(x, p) can be expended for (0 < θ < 1) as

vT
k · f(x, p)

= ak(sk − s∗k0)+ bT
k · (p− p0)+

m∑

q=2

q∑

r=0

1

q!C
r
qa(q−r,r)

k (sk − s∗k0)
q−r (p− p0)

r

+ 1

(m + 1)! [(sk − s∗k0)∂sk + (p− p0)∂p]m+1(vT
k · f(x∗0 + θ�x, p0 + θ�p))

(1.106)
where ak = vT

k · ∂sk f(x, p)

∣∣∣
(x∗0,p0)

,

bT
k = vT

k · ∂pf(x, p)

∣∣∣
(x∗0,p0)

,

a(r,s)
k = vT

k · ∂(r)
sk

∂(s)
p f(x, p)

∣∣∣
(x∗0,p0)

.

(1.107)

If ak = 0 and p = p0, the stability of current equilibrium x∗ on an eigenvector vk

changes from stable to unstable state (or from unstable to stable state). The bifurcation
manifold in the direction of vk is determined by
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bT
k · (p− p0)+

m∑

q=2

q∑

r=0

1

q!C
r
qa(q−r,r)

k (sk − s∗k0)
q−r (p− p0)

r = 0. (1.108)

In the neighborhood of (x∗0, p0), when other components of equilibrium x∗ on the
eigenvector of v j for all j �= k, ( j, k ∈ N ) do not change their stability states,
equation (1.108) possesses l-branch solutions of equilibrium s∗k (0 < l ≤ m) with
l1-stable and l2-unstable solutions (l1, l2 ∈ {0, 1, 2, · · · , l}). Such l-branch solutions
are called the bifurcation solutions of equilibrium x∗ on the eigenvector of vk in the
neighborhood of (x∗0, p0). Such a bifurcation at point (x∗0, p0) is called the hyperbolic
bifurcation of mth-order on the eigenvector of vk .

Three special cases are defined as

(i) If

a(1,1)
k = 0 and bT

k · (p− p0)+ 1

2!a
(2,0)
k (s∗k − s∗k0)

2 = 0 (1.109)

where

a(2,0)
k = vT

k · ∂(2)
sk

∂(0)
p f(x, p)

∣∣∣
(x∗0,p0)

= vT
k · ∂(2)

sk
f(x, p)

∣∣∣
(x∗0,p0)

= vT
k · ∂(2)

x f(x, p)(vkvk)

∣∣∣
(x∗0,p0)

= G(2)
k (x∗0, p0) �= 0,

bT
k = vT

k · ∂pf(x, p)

∣∣∣
(x∗0,p0)

�= 0,

(1.110)

a(2,0)
k × [bT

k · (p− p0)] < 0, (1.111)

such a bifurcation at point (x∗0, p0) is called the saddle-node bifurcation on the
eigenvector of vk .

(ii) If bT
α · (p− p0) = 0

a(1,1)
k · (p− p0)(s

∗
k − s∗k0)+

1

2!a
(2,0)
k (s∗k − s∗k0)

2 = 0
(1.112)

where

a(2,0)
k = vT

k · ∂(2)
sk

∂(0)
p f(x, p)

∣∣∣
(x∗0,p0)

= vT
k · ∂(2)

sk
f(x, p)

∣∣∣
(x∗0,p0)

= vT
k · ∂(2)

x f(x, p)(vkvk)

∣∣∣
(x∗0,p0)

= G(2)
k (x∗0, p0) �= 0,

a(1,1)
k = vT

k · ∂(1)
sk

∂(1)
p f(x, p)

∣∣∣
(x∗0,p0)

= vT
k · ∂sk ∂pf(x, p)

∣∣∣
(x∗0,p0)

= vT
k · ∂x∂pf(x, p)vk

∣∣∣
(x∗0,p0)

�= 0,

(1.113)
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a(2,0)
k × [a(1,1)

k · (p− p0)] < 0, (1.114)

such a bifurcation at point (x∗0, p0) is called the transcritical bifurcation on the
eigenvector of vk .

(iii) If

bT
α · (p− p0) = 0, a(2,0)

k = 0, a(2,1)
k = 0, a(1,2)

k = 0,

a(1,1)
k · (p− p0)(s

∗
k − s∗k0)+

1

3!a
(3,0)
k (s∗k − s∗k0)

3 = 0
(1.115)

where

a(3,0)
k = vT

k · ∂(3)
sk

∂(0)
p f(x, p)

∣∣∣
(x∗0,p0)

= vT
k · ∂(3)

sk
f(x, p)

∣∣∣
(x∗0,p0)

= vT
k · ∂(3)

x f(x, p)(vkvkvk)

∣∣∣
(x∗0,p0)

= G(3)
k (x∗0, p0) �= 0,

a(1,1)
k = vT

k · ∂(1)
sk

∂(1)
p f(x, p)

∣∣∣
(x∗0,p0)

= vT
k · ∂sk ∂pf(x, p)

∣∣∣
(x∗0,p0)

= vT
k · ∂x∂pf(x, p)vk

∣∣∣
(x∗0,p0)

�= 0,

(1.116)

a(3,0)
k × [a(1,1)

k · (p− p0)] < 0, (1.117)

such a bifurcation at point (x∗0, p0) is called the pitchfork bifurcation on the
eigenvector of vk .

The above three special case can be discussed through 1-D systems and intu-
itive illustrations are presented in Fig. 1.1 for a better understanding of bifurcation.
Similarly, other cases on the eigenvector of vk can be discussed from Eq. (1.108). In
Fig. 1.1, the bifurcation point is also represented by a solid circular symbol. The stable
and unstable equilibrium branches are given by solid and dashed curves, respectively.
The vector fields are represented by lines with arrows. If no equilibriums exist, such
a region is shaded.

Consider a saddle-node bifurcation in 1-D system

ẋ = f (x, p) ≡ p − x2. (1.118)

The corresponding equilibriums of the foregoing equation are x∗ = ±√p (p > 0)

and no any equilibriums exist for p < 0. From Eq. (1.118), the linearized equation
in the vicinity of the equilibrium with y = x − x∗ is

ẏ = D f (x∗, p)y = −2x∗y. (1.119)
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p

x

p

x

p

x

p

x

(a) (b)

(c) (d)

Fig. 1.1 Bifurcation diagrams: a saddle-node bifurcation, b transcritical bifurcation, c pitchfork
bifurcation for stable-symmetry and d pitchfork bifurcation for unstable-symmetry

For the branch of x∗ =+√p (p > 0), the equilibrium is stable due to D f (x∗, p)< 0.
However, for the branch of x∗ =−√p (p > 0), such an equilibrium is unstable
due to D f (x∗, p)> 0. For p= p0= 0, we have x∗ = x∗0 = 0 and D f (x∗0 , p0)= 0.

D2 f (x∗0 , p0)=−2 is needed. Thus

ẏ= D2 f (x∗, p)y2=−2y2. (1.120)

At (x∗0 , p0) = (0, 0), the flow vector field is always less than zero. The equilibrium
point (x∗0 , p0) = (0, 0) is bifurcation point, which is a decreasing saddle of the
second order. For p < 0, the vector field of Eq. (1.118) is always less than zero
without any equilibriums. The equilibrium varying with parameter p is sketched in
Fig. 1.1a. On the left side of x-axes, no equilibrium exist, so only the vector field is
presented.

Consider a transcritical bifurcation as
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ẋ = f (x, p) ≡ px − x2. (1.121)

The equilibriums of the foregoing equation are x∗ = 0, p. From Eq. (1.121), the
linearized equation in the vicinity of the equilibrium with y = x − x∗ is

ẏ = D f (x∗, p)y = (p − 2x∗)y. (1.122)

For the branch of x∗ = 0 (p > 0), the equilibrium is unstable due to D f (x∗, p) > 0.

For the branch of x∗ = p (p > 0), such an equilibrium is stable due to D f (x∗, p) <

0. However, for the branch of x∗ = 0 (p < 0), the equilibrium is stable due to
D f (x∗, p) < 0. For the branch of x∗ = p (p < 0), such an equilibrium is unsta-
ble due to D f (x∗, p) > 0. For p= p0= 0, x∗ = x∗0 = 0and D f (x∗0 , p0)= 0
are obtained. D2 f (x∗0 , p0)= − 2 is needed. Thus the variational equation at the
equilibrium is in Eq. (1.120). At (x∗0 , p0)= (0, 0), the flow vector field is always
less than zero. The equilibrium point (x∗0 , p0)= (0, 0)is bifurcation point, which is
a decreasing saddle of the second order. The equilibrium varying with parameter p
is sketched in Fig. 1.1b.

Consider the pitchfork bifurcation with stable-symmetry

ẋ = px − x3 (1.123)

from which its equilibriums are x∗ = 0,±√p (p > 0) and x∗ = 0 (p ≤ 0). From
Eq. (1.123), the linearized equation in the vicinity of the equilibrium with y = x−x∗
is

ẏ = D f (x∗, p)y = [p − 3(x∗)2]y. (1.124)

For the branch of x∗ = 0 (p > 0), the equilibrium is unstable due to D f (x∗, p) > 0.

For the branches of x∗ = ±√p (p > 0), such equilibriums are stable due to
D f (x∗, p) < 0. However, for the branch of x∗ = 0 (p < 0), the equilibrium is stable
due to D f (x∗, p) < 0. For p = p0 = 0, x∗ = x∗0 = 0 and D f (x∗0 , p0) = 0 are
obtained. Because of D2 f (x∗0 , p0) = −6x∗0 = 0, we have D3 f (x∗0 , p0) = −6 < 0.

Thus the variational equation at the equilibrium is

ẏ = D3 f (x∗, p)y3 = −6y3. (1.125)

At (x∗0 , p0) = (0, 0), the flow vector field is less than zero for y > 0 and the flow
vector field is greater than zero for y < 0. The equilibrium point (x∗0 , p0) = (0, 0)

is bifurcation point, which is a sink of the third order. The equilibrium varying with
parameter p is sketched in Fig. 1.1c.

Consider the pitchfork bifurcation for unstable-symmetry as

ẋ = px + x3 (1.126)

from which its equilibriums are x∗ = 0,±√−p (p < 0) and x∗ = 0 (p ≥ 0). From
Eq. (1.126), the linearized equation in the vicinity of the equilibrium with y = x−x∗
is
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ẏ = D f (x∗, p)y = [p + 3(x∗)2]y. (1.127)

For the branch of x∗ = 0 (p < 0), the equilibrium is stable due to D f (x∗, p) < 0.

For the branches of x∗ = ±√−p (p < 0), such equilibriums are unstable due
to D f (x∗, p) > 0. However, for the branch of x∗ = 0 (p > 0), the equilibrium is
unstable due to D f (x∗, p) > 0. For p = p0 = 0, x∗ = x∗0 = 0 and D f (x∗0 , p0) = 0
are obtained. Since D2 f (x∗0 , p0) = 6x∗0 = 0, we have D f (x∗, p) < 0. Thus the
variational equation at the equilibrium is

ẏ = D3 f (x∗, p)y3 = +6y3. (1.128)

At (x∗0 , p0) = (0, 0), the flow vector field is bigger than zero for y > 0 and the flow
vector field is less than zero for y < 0. The equilibrium point (x∗0 , p0) = (0, 0) is
bifurcation point, which is a source of the third order. The equilibrium varying with
parameter p is sketched in Fig. 1.1d.

From the analysis, the bifurcation points possess the higher-order singularity of
the flow in dynamical system. For the saddle-node bifurcation, the (2m)th order sin-
gularity of the flow at the bifurcation point exists as a saddle of the (2m)th order. For
the transcritical bifurcation, the (2m)th order singularity of the flow at the bifurcation
point exists as a saddle of the (2m)th order. However, for the stable pitchfork bifur-
cation, the (2m + 1)th order singularity of the flow at the bifurcation point exists as
a sink of the (2m + 1)th order. For the unstable pitchfork bifurcation, the (2m + 1)th
order singularity of the flow at the bifurcation point exists as a source of the (2m + 1)th
order.

Definition 1.31 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗ and f(x, p) is Cr (r ≥ 1)-
continuous in a neighborhood of the equilibrium x∗. The corresponding solution is
x(t) = �(x0, t − t0, p). Suppose U (x∗) ⊂ � is a neighborhood of equilibrium
x∗. For a linearized dynamical system in Eq. (1.19), consider a pair of complex
eigenvalue αk ± iβk (k ∈ N = {1, 2, · · · , n}, i = √−1) of matrix Df(x∗, p)

with a pair of eigenvectors uk ± ivk . On the invariant plane of (uk, vk), consider
rk = y = y(k)

+ + y(k)
− with

rk = ckuk + dkvk=rkerk ,

ṙk = ċkuk + ḋkvk = ṙkerk + rk ėrk

(1.129)

and

ck = 1

�
[�2(uT

k · y)−�12(vT
k · y)] and dk = 1

�
[�1(vT

k · y)−�12(uT
k · y)]

�1 = ||uk ||2, �2 = ||vk ||2,�12 = uT
k · vk and � = �1�2 −�2

12.

(1.130)
Consider a polar coordinate of (rk, θk) defined by
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ck = rk cos θk, and dk = rk sin θk;
rk =

√
c2

k + d2
k , and θk = arctan dk/ck;

erk = cos θkuk + sin θkvk and

eθk = − cos θku⊥k �3 + sin θkv⊥k �4

�3 = vT
k · u⊥k and �4 = uT

k · v⊥k .

(1.131)

Thus

ċk = 1

�
[�2Gck (x, p)−�12Gdk (x, p)]

ḋk = 1

�
[�1Gdk (x, p)−�12Gdk (x, p)]

(1.132)

where

Gck (x, p) =uT
k · f(x, p) = aT

k · (p− p0)+ ak11(ck − c∗k0)+ ak12(dk − d∗k0)

+
∑m

q=2

∑q

r=0

1

q!C
r
qG(q−r,r)

ck (x∗, p0)(p− p0)
r rq−r

k

+ 1

(m + 1)! [(ck − c∗k0)∂ck + (dk − d∗k0)∂dk + (p− p0)∂p]m+1

× (uT
k · f(x∗0 + θ�x, p0 + θ�p)),

(1.133a)

Gdk (x, p) =vT
k · f(x, p) = bT

k · (p− p0)+ ak21(ck − c∗k0)+ ak22(dk − d∗k0)

+
∑m

q=2

∑q

r=0

1

q!C
r
qG(q−r,r)

ck (x∗, p0)(p− p0)
r rq−r

k ;
1

(m + 1)! + [(ck − c∗k0)∂ck + (dk − d∗k0)∂dk + (p− p0)∂p]m+1

× (vT
k · f(x∗0 + θ�x, p0 + θ�p))

(1.133b)
and

G(s,r)
ck

(x∗, p) = uT
k · [∂x()uk cos θk + ∂x()vk sin θk]s∂(r)

p f(x, p)

∣∣∣
(x∗,p)

,

G(s,r)
dk

(x∗, p) = vT
k · [∂x()uk cos θk + ∂x()vk sin θk]s∂(r)

p f(x, p)

∣∣∣
(x∗,p)

;
(1.134)

aT
k = uT

k · ∂pf(x, p), bT
k = vT

k · ∂pf(x, p);
ak11 = uT

k · ∂xf(x, p)uk, ak12 = uT
k · ∂xf(x, p)vk ;

ak21 = vT
k · ∂xf(x, p)uk, ak22 = vT

k · ∂xf(x, p)vk .

(1.135)
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Thus

ṙk = ċk cos θk + ḋk sin θk

=
∑m

q=1

∑q

r=0

1

q!C
r
qG(q−r,r)

rk (θk, p0)(p− p0)
q−r rr

k

θ̇k = r−1
k (ḋk cos θk − ċk sin θk)

=
∑m

q=1

∑q

r=0

1

q!C
r
qG(q−r,r)

θk
(θk, p0)(p− p0)

q−r rr
k

(1.136)

where

G(m−r,r)
rk

(θk, p0) = 1

�
[(�2 cos θk −�12 sin θk)G(m−r,r)

ck
(x∗, p0)

+ (�2 sin θk −�12 cos θk)G
(m−r,r)
dk

(x∗, p0)],
G(m−r,r)

θk
(θk, p0) = − 1

�
[(�2 sin θk +�12 cos θk)G(m−r,r)

ck
(x∗, p0)

− (�1 cos θk −�12 sin θk)G
(m−r,r)
dk

(x∗, p0)].

(1.137)

Suppose

aT
k · (p− p0) = 0 and bT

k · (p− p0) = 0 (1.138)

then

ṙk = (αk +G(1,1)
rk

(θk, p0) · (p− p0))rk + 1

3!G
(3,0)
rk

(θk, p0)r
3
k + o(r3

k )

θ̇k = βk +G(1,1)
θk

(θk, p0) · (p− p0)+ 1

3!G
(3,0)
θk

(θk, p0)r
2
k + o(r2

k )

(1.139)

where

G(1,1)
rk

(θk, p0) = G(1,1)
rk

(p0) and G(3,0)
rk

(θk, p0) = G(3,0)
rk

(p0)

G(1,1)
θk

(θk, p0) = G(1,1)
θk

(p0) and G(3,0)
θk

(θk, p0) = G(3,0)
θk

(p0).
(1.140)

If αk = 0 and p = p0, the stability of current equilibrium x∗ on an eigenvector plane
of (uk, vk) changes from stable to unstable state (or from unstable to stable state).
The bifurcation manifold in the direction of vk is determined by

(αk0 +G(1,1)
rk

(θk, p0) · (p− p0))rk + 1

3!G
(3,0)
rk

(θk, p0)r
3
k = 0

βk0 +G(1,1)
θk

(θk, p0) · (p− p0)+ 1

3!G
(3,0)
θk

(θk, p0)r
2
k = 0

(1.141)

where
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G(1,1)
rk

(θk, p0) = ∂pαk |(x∗0,p0) �= 0

[G(1,1)
rk

(θk, p0) · (p− p0)] × G(3,0)
rk

(θk, p0) < 0.
(1.142)

Such a bifurcation at point (x∗0, p0) is called the Hopf bifurcation on the eigenvector
plane of (uk, vk).

For the repeating eigenvalues of Df(x∗, p), the bifurcation of equilibrium can
be similarly discussed in the foregoing two Theorems 1.9 and 1.10. Herein, such a
procedure will not be repeated.

Consider a dynamical system

ẋ = [αd + a(x2 + y2)]x + [β + αc + b(x2 + y2)]y,

ẏ = −[β + αc + b(x2 + y2)]y + [αd + a(x2 + y2)]y.
(1.143)

Setting

r2 = x2 + y2 with x = r cos θ and y = r sin θ, (1.144)

we have

ṙ = [αd + ar2]r,
θ̇ = β0 + αc + br2.

(1.145)

The equilibrium is

r∗1 = 0 for α ∈ (−∞,+∞)

r∗2 = (−αd/a)1/2 for (αd)× a < 0.
(1.146)

If d �= 0, we have

D fr (r
∗, α) = αd + 3ar∗2 . (1.147)

For r∗1 = 0, D fr =αd. For d > 0, this equilibrium is stable as α < 0 or unstable as
α > 0. This equilibrium is critical point for α= 0. However, for d < 0, this equilib-
rium is stable as α > 0 or unstable as α < 0. The equilibrium of r∗2 = (−αd/a)1/2

requires (αd)× a < 0. For a× d > 0, such equilibrium solution exists for α < 0 and
for a× d < 0, the equilibrium existence condition is α > 0. From D fr = − 2αd, for
a×d > 0, the equilibrium is stable for (d > 0, a > 0) and unstable for (d < 0, a < 0).

For a × d < 0, the equilibrium is stable for (d < 0, a > 0) and unstable for
(d > 0, a < 0). For α= 0, we have r∗ = 0 and

D fr (r
∗, α) = αd = 0 and Dα D fr (r

∗, α) = d. (1.148)

Therefore, for α = 0, r∗ = 0 is stable for d > 0 and r∗ = 0 is unstable for d < 0.

The bifurcation of equilibrium at point (r∗, α) = (0, 0) is the Hopf bifurcation. The
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x

y

x

y

(a) (b)

Fig. 1.2 Hopf bifurcations: a supercritical (d > 0, a > 0) and b subcritical (d < 0, a > 0)

Hopf bifurcation with stable focus (d > 0) is supercritical. The Hopf bifurcation
with unstable focus (d < 0) is subcritical. The supercritical and subcritical Hopf
bifurcation is shown in Fig. 1.2a and b. The solid lines and curves represent stable
equilibrium. The dashed lines and curves represent unstable equilibrium. Since θ̇ = β

is constant and r∗ �= 0, one gets a periodic motion on the circle.
On the other hand, D2 fr (r∗, α)= 6ar∗ = 0 for r∗ = 0.D3 fr (r∗, α)= 6a is

obtained. Further, ẏ= D3 fr (r∗, α)y3= 6ay3 (y= r − r∗). If a > 0, the vector field
is greater than zero if y > 0 and less than zero if y < 0. For this case, the bifurcation
point possesses a source flow of the third-order. The bifurcation branch is unsta-
ble. From Eq. (1.146), we have αd < 0 for such a unstable bifurcation because of
(αd)× a < 0. If a < 0, the vector field is less than zero if y > 0 and greater than zero
if y < 0. For such a case, the bifurcation point possesses a sink flow of the third-order.
The bifurcation branch is stable. From Eq. (1.146), we have αd > 0 for such a stable
bifurcation due to (αd)× a < 0.

From the analysis, the Hopf bifurcation points possess the higher-order singularity
of the flow in dynamical system in the corresponding radial direction. For the stable
Hopf bifurcation, the mth order singularity of the flow at the bifurcation point exists
as a sink of the mth order in the radial direction. For the unstable Hopf bifurcation,
the mth order singularity of the flow at the bifurcation point exists as a source of the
mth order in the radial direction.

The stability and bifurcation for 2-D dynamic system are summarized in Fig. 1.3
with det(Df) = det(Df(x∗0, p0)) and tr(Df) = tr(Df(x∗0, p0)). The thick dashed
lines are bifurcation lines. The stability of equilibriums is given by the eigenvalues
in complex plane. The stability of equilibriums for higher dimensional systems can
be identified by using a naming of stability for linear dynamical systems in
Appendix A. The saddle-node bifurcation possesses stable saddle-node bifurcation
(critical) and unstable saddle-node bifurcation (degenerate).
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Hopf bifurcation

Saddle-node bifurcation
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Fig. 1.3 Stability and bifurcation diagrams through the complex plane of eigenvalues for
2D-dynamical systems

1.3.3 Lyapunov Functions and Stability

Consider an n-dimensional, autonomous, nonlinear dynamical system ẋ = f(x, p)

in Eq. (1.4). Let V : U → R be a differentiable function defined in a neighborhood
of equilibrium x∗ on U/{x∗}. A function V̇ : U → R defined by

V̇ (x) = DV (x) = nT · f(x, t) (1.149)

where n = (∂x1 V, · · · , ∂xn V )T and f(x, t) = ( f1, · · · , fn)T. The generalized case
will be discussed in Chap. 4.

Definition 1.32 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗ and f(x, p) is Cr (r ≥ 1)-
continuous in a neighborhood of the equilibrium x∗. Suppose U (x∗) ⊂ � is a
neighborhood of equilibrium x∗. There is a continuous function V : U → R which
is differentiable on U/{x∗}, such that V (x∗) = 0 and V (x) > 0 if x �= x∗.

(i) If V̇ ≤ 0 in U/{x∗}, the function V is called a Lyapunov function for equilibrium
x∗.

(ii) If V̇ < 0 in U/{x∗}, the function V is called a strict Lyapunov function for
equilibrium x∗.

http://dx.doi.org/10.1007/978-1-4614-1524-4_4
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Theorem 1.11 Consider an n-dimensional, autonomous, nonlinear dynamical sys-
tem ẋ = f(x, p) in Eq. (1.4) with an equilibrium point x∗ and f(x, p) is Cr (r ≥ 1)-
continuous in a neighborhood of the equilibrium x∗. Suppose U (x∗) ⊂ � is a
neighborhood of equilibrium x∗. There is a continuous function V : U → R which
is differentiable on U/{x∗}, such that V (x∗) = 0 and V (x) > 0 if x �= x∗.

(i) If V̇ ≤ 0 in U/{x∗}, the equilibrium x∗ is stable.
(ii) If V̇ < 0 in U/{x∗}, the equilibrium x∗ is asymptotically stable.

Proof The proof can be referred to Hirsch and Smale (1974). �

1.4 Approximate Periodic Motions

In this section, the local stability and bifurcation theory will be applied to determine
the stability and bifurcation of approximate solutions of a nonlinear oscillator. Herein,
a generalized harmonic balance method is presented as in Luo and Huang (2011).

1.4.1 A Generalized Harmonic Balance Method

Consider a nonlinear dynamical system as

ẍ + f(ẋ, x, t) = 0 (1.150)

where f(ẋ, x, t) is a nonlinear function vector and is periodic for time with
T = 2π/�. Assume an approximate generalized periodic solution for the steady-
state motion of Eq. (1.150) in the form of

x∗(t) = a0(t)+
N∑

k=1

bk(t) cos(k�t)+ ck(t) sin(k�t). (1.151)

Then the first and second order derivatives of x∗(t) are

ẋ∗(t) = ȧ0 +
N∑

k=1

[ḃk + k�ck] cos(k�t)+ [ċk − k�bk] sin(k�t), (1.152)

ẍ∗(t) = ä0 +
N∑

k=1

{[b̈k + 2k�ċk − (k�)2bk] cos(k�t)

+ [c̈k − 2k�ḃk − (k�)2ck] sin(k�t)}.
(1.153)

Suppose a0(t), bk(t) and ck(t) vary slowly with time. Substitution of Eqs. (1.151)–
(1.153) into Eq. (1.150) and averaging for each harmonic terms of cos(k�t) and
sin(k�t)(k = 1, 2, · · · ) gives
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ä0 + F0(ȧ0, ḃ, ċ, a0, b, c) = 0,

b̈k + 2�k1ċk −�2k2bk + F1k(ȧ0, ḃ, ċ, a0, b, c) = 0,

c̈k − 2�k1ḃk −�2k2ck + F2k(ȧ0, ḃ, ċ, a0, b, c) = 0;
k = 1, 2, · · · , N

(1.154)

where

k1 = diag(In×n, 2In×n, · · · , NIn×n),

k2 = diag(In×n, 22In×n, · · · , N 2In×n),

b = (b1, b2, · · · , bN )T and c = (c1, c2, · · · , cN )T,

F1 = (F11, F12, · · · , F1N )T and F2 = (F21, F22, · · · , F2N )T

for N = 1, 2, · · · ,∞

(1.155)

and

F0(a0, b, c, ȧ0, ḃ, ċ) = 1

T

∫ T

0
f(ẋ∗, x∗, t)dt;

F1k(a0, b, c, ȧ0, ḃ, ċ) = 2

T

∫ T

0
f(ẋ∗, x∗, t) cos(k�t)dt,

F2k(a0, b, c, ȧ0, ḃ, ċ) = 2

T

∫ T

0
f(ẋ∗, x∗, t) sin(k�t)dt;

for k = 1, 2, · · · , N .

(1.156)

Without the assumption of slowly varying with time, the averaging cannot be
done for the dynamical system in Eq. (1.150) with the approximate solutions. The
approximate solution in Eq. (1.151) is treated as a transformation, which can be
applied to obtain any transient solution also. However, once the assumption of slow
varying with time is used, the form in Eq. (1.151) is an approximate solution for
steady-state motion in Eq. (1.150).

Setting z = (a0, b, c)T and ż = z1, one obtains

g = (−F0,−F1 − 2�k1ċ +�2k2b,−F2 + 2�k1ḃ+�2k2c)T. (1.157)

Equation (1.154) becomes

ż = z1 and ż1 = g(z, ż1). (1.158)

If z1 = 0, the equilibrium points are given by g(0, z∗) = 01×n(2N+1), i.e.,

F0(a∗0, b∗, c∗, 0, 0, 0) = 0,

F1(a∗0, b∗, c∗, 0, 0, 0)−�2k2b = 0,

F2(a∗0, b∗, c∗, 0, 0, 0)−�2k2c = 0.

(1.159)
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The foregoing equation is given by the traditional harmonic balance method. Once
the equilibrium point of z∗ = (a∗0, b∗, c∗)T is obtained, the approximate solution
in Eq. (1.151) is obtained, which gives the steady-state solution of dynamical sys-
tems in Eq. (1.150). The stability of approximate solution can be determined from
Eq. (1.159). Let y = (z, z1)

T and f = (z1, g)T. Equation (1.158) becomes ẏ = f(y).

The linearized equation at the equilibrium point y∗ = (z∗, 0)T is given by

�ẏ = Df(y∗)�y and Df(y∗) = ∂f(y)/∂y
∣∣
y∗ . (1.160)

The corresponding eigenvalue analysis requires
∣∣Df(y∗)− λI2n(2N+1)×2n(2N+1)

∣∣ = 0. (1.161)

The eigenvalues of Df(y∗) are classified as

(n1, n2, n3|n4, n5, n6) (1.162)

where n1 is the total number of negative real eigenvalues, n2 is the total number of
positive real eigenvalues, n2 is the total number of zero real eigenvalues; n4 is the
total pair number of complex eigenvalues with negative real parts, n5 is the total pair
number of complex eigenvalues with positive real parts, n6 is the total pair number
of complex eigenvalues with zero real parts. If all eigenvalues possess negative real
parts, the approximate steady-state solution is stable. If one of eigenvalues possesses
positive real parts, the approximate steady-state solution is unstable. The correspond-
ing boundary is the bifurcation condition, including saddle-node bifurcation, Hopf
bifurcation and so on.

1.4.2 A Nonlinear Duffing Oscillator

Consider a periodically forced Duffing oscillator as

ẍ + d1 ẋ + d2 ẋ3 + a1x + a2x3 = Q + Q0 cos �t. (1.163)

From the foregoing equation, the standard form is

ẍ + f (x, ẋ, t) = 0, (1.164)

where

f (x, ẋ, t) = d1 ẋ + d2 ẋ3 + a1x + a2x3 − Q − Q0 cos �t. (1.165)

The periodic solution for one degree of freedom system is assumed as

x∗(t) = a0(t)+
N∑

k=1

bk(t) cos(k�t)+ ck(t) sin(k�t). (1.166)
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The first and second order derivatives of x∗(t) are

ẋ∗(t) = ȧ0 +
N∑

k=1

[ḃk + k�ck] cos(k�t)+ [ċk − k�bk] sin(k�t), (1.167)

ẍ∗(t) = ä0 +
N∑

k=1

{[b̈k + 2k�ċk − (k�)2bk] cos(k�t)

+ [c̈k − 2k�ḃk − (k�)2ck] sin(k�t)}.
(1.168)

Application of Eqs. (1.166)–(1.168) into Eq. (1.163) and averaging all terms of
cos(n�t) and sin(n�t) term gives for k = 1, 2, · · · , N

ä0 + F0(a0, b, c, ȧ0, ḃ, ċ) = 0;
b̈k + (2k�)ċk − (k�)2bk + F1k(a0, b, c, ȧ0, ḃ, ċ) = 0,

c̈k − (2k�)ḃk − (k�)2ck + F2k(a0, b, c, ȧ0, ḃ, ċ) = 0.

(1.169)

The coefficients of constant, cos k�t and sin k�t for the function of f (x, ẋ, t) are

F0(a0, b, c, ȧ0, ḃ, ċ) = d1ȧ + d2 f (0)
1 + a1a + a2 f (0)

2 − Q;
F1k(a0, b, c, ȧ0, ḃ, ċ) = d1(ḃk + k�ck)+ d2 f (c)

1k + a1bk + a2 f (c)
2k − Q0 δ

1
k ;

F2k(a0, b, c, ȧ0, ḃ, ċ) = d1(ċk − k�bk)+ d2 f (s)
1k + a1ck + a2 f (s)

2k
(1.170)

where

f (0)
1 = ȧ3

0 +
N∑

l=1

N∑

j=1

N∑

i=1

[
3ȧ0

2N
(ḃi + i�ci )(ḃ j + j�c j ) δ

0
i− j

+ 3ȧ0

2N
(ċi − i�bi )(ċ j − j�b j ) δ

0
i− j

+ 1

4
(ḃi + i�ci )(ḃ j + j�c j )(ḃl + k�cl)(δ

0
i− j−l + δ

0
i− j+l + δ

0
i+ j−l)

+3

4
(ḃi + i�ci )(ċ j − j�b j )(ċl − l�bl)(δ

0
l− j−i + δ

0
l− j+i − δ

0
l+ j−i )

]
,

(1.171)

f (0)
2 = a3

0 +
N∑

l=1

N∑

j=1

N∑

i=1

[
3a0

2N
bi b j δ

0
i− j +

3a0

2N
ci c j δ

0
i− j

+ 1

4
bi b j bl(δ

0
i− j−l + δ

0
i− j+l + δ

0
i+ j−l)

+3

4
bi c j cl(δ

0
i− j+l + δ

0
i+ j−l − δ

0
i− j−l)

]
,

(1.172)
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f (c)
1k =

N∑

l=1

N∑

j=1

N∑

i=1

[
3(

ȧ0

N
)2(ḃi + i�ci ) δ

k
i

+ 3ȧ0

2N
(ḃi + i�ci )(ḃ j + j�c j )(δ

k
|i− j | + δ

k
i+ j )

+ 3ȧ0

2N
(ċi − i�bi )(ċ j − j�b j )(δ

k
|i− j | − δ

k
i+ j )

+ 1

4
(ḃi + i�ci )(ḃ j + j�c j )(ḃl + l�cl)

× (δ
k
|i− j−l| + δ

k
i+ j+l + δ

k
|i− j+l| + δ

k
|i+ j−l|)

+ 3

4
(ḃi + i�ci )(ċ j − j�b j )(ċl − l�bl)

×(δ
k
|i+ j−l| + δ

k
|i− j+l| − δ

k
i+ j+l − δ

k
|i− j−l|)

]
,

(1.173)

f (c)
2k =

N∑

l=1

N∑

j=1

N∑

i=1

[
3(

a0

N
)2bi δ

k
i +

3a0

2N
bi b j (δ

k
i+ j + δ

k
|i− j |)

+ 3a0

2N
ci c j (δ

k
|i− j | − δ

k
i+ j )

1

4
bi b j bl(δ

k
|i− j−l| + δ

k
i+ j+l + δ

k
|i− j+l| + δ

k
|i+ j−l|)

+3

4
bi c j cl(δ

k
|i+ j−l| + δ

k
|i− j+l| − δ

k
i+ j+l − δ

k
|i− j−l|)

]
,

(1.174)

f (s)
1k =

N∑

l=1

N∑

j=1

N∑

i=1

{
3

(
ȧ0

N

)2

(ċi − i�bi ) δ
k
i

+ 3ȧ0

N
(ċi − i�bi )(ḃ j + j�c j )[sgn(i − j) δ

k
|i− j | + δ

k
i+ j ]

+ 3

4
(ḃi + i�ci )(ḃ j + j�c j )(ċl − l�bl) (1.175)

× [δk
i+ j+l + sgn(i − j + l) δ

k
|i− j+l| − sgn(i + j − l) δ

k
|i+ j−l|

− sgn(i − j − l) δ
k
|i− j−l|] +

1

4
(ċi − i�bi )(ċ j − j�b j )(ċl − l�bl)

× [sgn(i − j + l) δ
k
|i− j+l| − δ

k
i+ j+l + sgn(i + j − l) δ

k
|i+ j−l|

− sgn(i − j − l) δ
k
|i− j−l|]

}
,
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f (s)
2k =

N∑

l=1

N∑

j=1

N∑

i=1

{
3(

a0

N
)2ci δ

k
i +

3a0

N
bi c j [δk

i+ j −sgn(i − j) δ
k
|i− j |]

+ 3

4
bi b j cl [δk

i+ j+l + sgn(i − j + l) δ
k
|i− j+l| − sgn(i + j − l) δ

k
|i+ j−l|

− sgn(i − j − l) δ
k
|i− j−l|] +

1

4
ci c j cl [sgn(i − j + l) δ

k
|i− j+l|

+sgn(i + j − l) δ
k
|i+ j−l| − δ

k
i+ j+l −sgn(i − j − k) δ

k
|i− j−l|]

}
.

(1.176)
Define

z = (a0, bT, cT, )T = (a0, b1, · · · , bN , c1, · · · , cN )T

≡ (z0, z1, · · · , z2N )T,

z1 = ż = (ȧ0, ḃT, ċT, )T = (ȧ0, ḃ1, · · · , ḃN , ċ1, · · · , ċN )T

≡ (ż0, ż1, · · · , ż2N )T

(1.177)

where

b = (b1, b2, · · · , bN )T and c = (c1, c2, · · · , cN )T. (1.178)

Equation (1.169) can be expressed in the form of vector field as

ż = z1 and ż1 = g(z, z1) (1.179)

where

g(z, z1) =
⎛

⎝
F (0)(z, z1)

F1(z, z1)− 2�k1ḃ+�2k2b
F2(z, z1)+ 2�k1ċ +�2k2c

⎞

⎠ (1.180)

and

k1 = diag(1, 2, · · · , N ) and k2 = diag(1, 22, · · · , N 2)

F1 = (F11, F12, · · · , F1N )T and F2 = (F21, F22, · · · , F2N )T

for N = 1, 2, · · · ,∞.

(1.181)

Letting

y = (z, z1) and f = (z1, g)T. (1.182)

Equation (1.179) becomes

ẏ = f(y). (1.183)
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The steady-state solutions for periodic motion can be obtained by setting ẏ = 0, i.e.,

F0(a
∗
0 , b∗, c∗, 0, 0, 0) = 0,

−�2k2b∗ + F1(a
∗
0 , b∗, c∗, 0, 0, 0) = 0,

−�2k2c∗ + F2(a
∗
0 , b∗, c∗, 0, 0, 0) = 0.

(1.184)

The (2N + 1)nonlinear equations in Eq. (1.184) are solved by the Newton-Raphson
method. As in the previous section, the linearized equation at the equilibrium point
y∗ = (z∗, 0)T is given by

�ẏ = Df(y∗)�y and Df(y∗) = ∂f(y)/∂y|y∗ . (1.185)

The corresponding eigenvalues are determined by

∣∣Df(y∗)− λI2(2N+1)×2(2N+1)

∣∣ = 0. (1.186)

If Re(λk) < 0 (k = 1, 2, · · · , 2(2N + 1)), the approximate steady-state solu-
tion y∗ with truncation of cos(N�t) and sin(N�t) is stable. If Re(λk) < 0 (k ∈
{1, 2, · · · , 2(2N + 1)}), the truncated approximate steady-state solution is unstable.
The corresponding boundary between the stable and unstable solution is given by
the bifurcation condition, including saddle-node bifurcation, Hopf bifurcation and
so on.

1.4.3 Approximate Solutions

From such approximate, analytical solutions, the stability and bifurcation analysis can
be done through eigenvalue analysis. The equilibrium solution can be obtained from
Eq. (1.184) by using the Newton-Raphson method as an example, and the stability
analysis will be presented. The system parameters are

d1 = 0.5, d2 = 0.05, a1 = −1.0, a2 = 10, Q = 1.0, Q0 = 10.0. (1.187)

The backbone curves of response amplitude varying with excitation frequency �

are illustrated in Fig. 1.3, where harmonic amplitude and phase are defined by

Ak ≡
√

b2
k + c2

k , ϕk = arctan
ck

bk
(1.188)

and the corresponding solution in Eq. (1.166) in

x∗(t) = a0 +
N∑

k=1

Ak cos(k�t − ϕk). (1.189)
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Fig. 1.4 Analytical prediction of periodic solutions based on two harmonic terms (HB2): a con-
stant term (a0), b first harmonic amplitude (A1), c first harmonic phase (ϕ1), d second har-
monic amplitude (A2), e second harmonic phase (ϕ2). (d1 = 0.5, d2 = 0.05, a1 = −1.0,

a2 = 10, Q = 1.0, Q0 = 10.0)

The analytical approximate solutions for periodic motion are based on two har-
monic terms (HB2) as presented in Fig. 1.4. The constant term (a0), the first harmonic
term amplitude (A1) and phase (ϕ1), the second harmonic term amplitude (A2) and
phase (ϕ2) versus excitation frequency are presented in Fig. 1.4a–e, respectively.
The corresponding eigenvalue analysis is given by the real and imaginary parts
of eigenvalues, as shown in Fig. 1.5. The real and imaginary parts of eigenvalues
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Fig. 1.5 Eigenvalue analysis of periodic solutions based on two harmonic terms (HB2): a real part
of eigenvalues and b imaginary parts of eigenvalues. (d1 = 0.5, d2 = 0.05, a1 = −1.0, a2 =
10, Q = 1.0, Q0 = 10.0)

Table 1.1 Stability classification of periodic motions based on the two harmonic terms (BH2)(d1 =
0.5, d2 = 0.05, a1 = −1.0, a2 = 10, Q = 1.0, Q0 = 10.0)

Type of eigenvalues Excitation Frequency � Stability

(0, 0, 0|5, 0, 0) (0, 1.929), (1.988, 3.533), (3.97, 4.178), (6.195, 10] Stable
(2, 0, 0|4, 0, 0) (3.533, 4.035), (1.929, 1.988), (3.957, 3.97) Stable
(1, 1, 0|3, 1, 0) (3.956, 4.035) Unstable
(0, 0, 0|3, 2, 0) (4.178, 6.153) Unstable
(0, 0, 0|4, 1, 0) (6.153, 6.195) Unstable

for approximate solutions with such two harmonic terms are presented in Fig. 1.5a
and b, respectively. The eigenvalue analysis provides the possible stability and bifur-
cation analysis of the periodic motions based on such approximate solutions. The
solid and dashed curves represent the stable and unstable periodic solutions based
on the harmonic terms (HB2), respectively. The dot-dash vertical lines represent the
“jump” phenomena, and three periodic motions exist. The bifurcations are given by
solid vertical lines. The Hopf bifurcations (HB) occur at � = 4.178 and 6.195. In
addition, the eigenvalue types of periodic motions are labeled through Eq. (1.162).
From such classification of eigenvalues, the stability and bifurcation characteristics
are presented. The corresponding stability classification is tabulated in Table 1.1. For
� = (3.956, 4.035), there are three periodic motions. Two stable periodic motions
and one unstable periodic motion exist. As excitation frequency � increases, the
upper branch of periodic motion for A1 will disappear at � = 4.035, and jumps to
the lower branch. As excitation frequency � decreases, the bottom branch of periodic
motion for A1 will disappear and jumps to the upper branch. Similarly, the jump-
ing phenomena can be observed in the plots of a0, A1, A2, ϕ1 and ϕ2. The middle
branch of solutions is unstable.

For a global view of stability of the approximate solutions (HB2), the correspond-
ing parameter map is presented in Fig. 1.6. The regions of single stable periodic
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Fig. 1.6 A parameter map (�, Q0) for periodic motion based on two harmonic terms (HB2): a
Global view (� = (0.0, 10.0)), b zoomed view (� = (0.8, 1.9)), and c zoomed view (� =
(1.5, 4.0)) (d1 = 0.5, d2 = 0.05, a1 = −1.0, a2 = 10, Q = 1.0)

motion are shaded by gray color, labeled by “S”. The regions of single unstable peri-
odic motion are hatched, labeled by “U”. The regions of three periodic motions are
divided into three portions. The portions with two stable solutions and one unstable
solution are labeled by “SSU” (red). The portions with one stable solution and two
unstable solutions are labeled by “SUU” (blue), and the portions with three unstable
solutions are labeled by “UUU” (yellow). This parameter map gives a better under-
standing of dynamical behaviors of periodic solution based on the two harmonic
terms. Some region in parameter map in Fig. 1.6a is not clear. Thus, the zoomed
parameter map should be presented in order to show the dynamical behavior, as
shown in Fig. 1.6b and c. Similarly, for approximate solution with other higher-order
harmonic terms, the parameter maps can be developed. Herein, the parameter map
based on HB2 is as an example to show how to develop the parameter maps.
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Table 1.2 Input data for numerical simulations of stable periodic motions (d1 = 0.5, d2 =
0.05, a1 = −1.0, a2 = 10, Q = 1.0, Q0 = 10.0)

� = 3.5 Initial conditions (t0 = 0.0) Stable
x0 ẋ0 Harmonic terms

Fig. 1.7a 0.903000 4.305000 HB1
Fig. 1.7b 0.898300 4.465300 HB2
Fig. 1.7c 0.958100 4.709600 HB3
Fig. 1.7d 0.955913 4.746170 HB4

1.4.4 Numerical Illustrations

In this section, numerical illustrations are given that are based on the analytical
solutions and numerical integration schemes. The initial conditions in numerical
simulation are obtained from approximate analytical solutions of periodic solutions.
Input data comprising system parameters and initial conditions for numerical simula-
tions are tabulated in Tables 1.2 and 1.3. In all plots for illustration, circular symbols
give approximate solutions, and solid curves give numerical simulation results.

Four approximate solutions of a stable periodic motion are illustrated in Fig. 1.7
for � = 3.5. From the stability analysis of approximate solution based on HB2, the
solutions is a stable focus of (0, 0, 0|5, 0, 0). In Fig. 1.7a, the trajectory of periodic
motions based on one harmonic term expression (HB1) is plotted. The numerical
solution has a transient motion to reach the steady-state solution. The numerical and
analytical results are quite different. Thus more harmonic terms should be considered.
In Fig. 1.7b, the approximate solution of periodic motion with two harmonic terms
expression is adopted. Indeed, the transient motion in numerical result becomes
better. However, the approximate, analytical solutions are still different from the
numerical steady-state solution of periodic motions. In Fig. 1.7c, the approximate
solution with three harmonic terms is used. Compared to the analytical predictions
based on HB1 and HB2, the transient motion is very small before the steady-state
motion is obtained, which implies that the approximate solution gives a good approx-
imation of the steady-state periodic motion. Consider the higher-order harmonic term
solutions of periodic motion. The analytical prediction based on four harmonic terms
(HB4) is presented in Fig. 1.7d. Compared to the prediction of HB3, the analytical
prediction of HB4 gives a solution closed to HB3. Indeed, small improvements here
and where of trajectory in phase plane are presented. More harmonic terms included
will improve the analytical prediction of periodic motions. However, the computa-
tion workload will increase dramatically. It is very important to find the appropriate
harmonic terms to give a good approximation of periodic motion.

From the analytical prediction of HB2, during the range of � ∈ (3.956, 4.035),

there are three periodic motions. One is unstable periodic motion of (1, 1, 0|3, 1, 0)

and two stable periodic motions are of (2, 0, 0|4, 0, 0). The stable solutions based
on HB1–HB4 can be illustrated. Herein, the unstable periodic motion is a spiral sad-
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Table 1.3 Input data for numerical simulations of unstable periodic motions (d1 = 0.5, d2 =
0.05, a1 = −1.0, a2 = 10, Q = 1.0, Q0 = 10.0)

� = 4.0(middle) Initial conditions (t0 = 0.0) Unstable
x0 ẋ0 Harmonic terms

Fig. 1.8a −0.871000 2.755200 HB1
Fig. 1.8b −0.881407 2.657200 HB2
Fig. 1.8c −0.879248 2.194800 HB3
Fig. 1.8d −0.879302 2.178870 HB4
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Fig. 1.7 Analytical and numerical solutions of stable periodic motion in phase plane (� = 3.5):
a HB1, b HB2, c HB3 and d HB4. (d1 = 0.5, d2 = 0.05, a1 = −1.0, a2 = 10, Q = 1.0,

Q0 = 10.0)

dle of (1, 1, 0|3, 1, 0). Consider the unstable periodic motion of (1, 1, 0|3, 1, 0) at
� = 4.0.From the approximate, analytical solutions of BH1–HB4, the numerical and
analytical predictions of unstable periodic motions will be presented in Fig. 1.8a–d,
respectively. From the unstable periodic motion given by the approximate, analytical
solution, the numerical result of trajectory in phase space show the numerical solu-
tion reaches the stable periodic motion at � = 4.0. In Fig. 1.8a, the unstable periodic
motion is based on HB1. The unstable periodic motion moves to the outer stable peri-
odic motions (upper branch). The numerical result of trajectory in phase plane does
not stick with the analytical prediction of HB1. Therefore, the analytical approximate
solution is not accurate. The triangle symbols give the outer stable periodic motion
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Fig. 1.8 Analytical and numerical solutions of unstable periodic motion in phase plane (� = 4.0,

middle branch): a HB1, b HB2, c HB3, d HB4. (d1 = 0.5, d2 = 0.05, a1 = −1.0, a2 = 10, Q =
1.0, Q0 = 10.0)

based on the HB4 with the initial conditions of (x0, y0) = (0.072388, 5.156110),

which matches well with the numerical results. It implies that the analytical approxi-
mate solution is on the outside of unstable periodic motion. In Fig. 1.8b, the unstable
periodic motion is based on HB2. The numerical result of trajectory in phase plane
still moves to the outer stable periodic motion, and still does not stick with the ana-
lytical prediction of HB2, but such numerical result is better than the result given by
HB1. Therefore, the analytical approximate solution is still not accurate. In Fig. 1.8c,
the unstable periodic motion based on HB3 is considered for illustration. The numer-
ical result of trajectory in phase plane still moves to the outer stable periodic motion.
However, such numerical result does stick with the analytical prediction of HB3,
which implies that the analytical, approximate solution of unstable periodic motion
given by HB3 is close to the exact one. Since the unstable periodic motion moves to
the outer stable periodic motion, the approximate solution is still on the outside of the
exact motion. In Fig. 1.8d, the unstable periodic motion based on HB4 is considered
for illustration. The numerical result of trajectory in phase plane still moves to the
inner stable periodic motion. The analytical solution of inner stable periodic motion
is based on the HB4 with (x0, y0) = (−0.704000, 1.010270), represented by trian-
gle symbols. The numerical result of trajectory in phase plane indeed sticks with the
unstable periodic motion. Since the final state of the numerical results moves to the



1.4 Approximate Periodic Motions 63

inner stable periodic motion, it means that the approximate, analytical solution of
the unstable solution may be inside of the exact one.

For the constant term Q = 0 without the cubic term of damping, the Duffing oscil-
lator will be reduced to the cases given in Luo and Han (1997). For those cases,
the approximate solutions with only one harmonic term can give the appropriate
approximation, and the corresponding analytical conditions for stability and bifur-
cation were presented. However, if more nonlinear terms and constant forces are
involved, the approximate solution needs more harmonic terms to get appropriate
approximations. Furthermore, the parameter maps for stability and bifurcation will
be more complicated.
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Chapter 2
Nonlinear Discrete Dynamical Systems

In this chapter, the basic concepts of nonlinear discrete systems will be presented.
The local and global theory of stability and bifurcation for nonlinear discrete systems
will be discussed. The stability switching and bifurcation on specific eigenvectors
of the linearized system at fixed points under specific period will be presented.
The higher singularity and stability for nonlinear discrete systems on the specific
eigenvectors will be developed. A few special cases in the lower dimensional maps
will be presented for a better understanding of the generalized theory. The route to
chaos will be discussed briefly, and the intermittency phenomena relative to specific
bifurcations will be presented. The normalization group theory for 2-D discrete
systems will be presented via Duffing discrete systems.

2.1 Discrete Dynamical Systems

Definition 2.1 For �α ⊆ Rn and � ⊆ Rm with α ∈ Z, consider a vector function
fα : �α × � → �α which is Cr (r ≥ 1)-continuous, and there is a discrete (or
difference) equation in the form of

xk+1 = fα(xk, pα) for xk, xk+1 ∈ �α, k ∈ Z and pα ∈ �. (2.1)

With an initial condition of xk = x0, the solution of Eq. (2.1) is given by

xk = fα(fα(· · · (fα︸ ︷︷ ︸
k

(x0, pα))))

for xk ∈ �α, k ∈ Z and p ∈ �.

(2.2)

(i) The difference equation with the initial condition is called a discrete dynam-
ical system.

(ii) The vector function fα(xk, pα) is called a discrete vector field on domain �α.

(iii) The solution xk for each k ∈ Z is called a flow of discrete dynamical system.

A. C. J. Luo, Regularity and Complexity in Dynamical Systems, 65
DOI: 10.1007/978-1-4614-1524-4_2, © Springer Science+Business Media, LLC 2012
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Fig. 2.1 Maps and vector functions on each sub-domain for discrete dynamical system

(iv) The solution xk for all k ∈ Z on domain �α is called the trajectory, phase
curve or orbit of discrete dynamical system, which is defined as

� = {xk|xk+1 = fα(xk, pα) for k ∈ Z and pα ∈ �
} ⊆ ∪α�α. (2.3)

(v) The discrete dynamical system is called a uniform discrete system if

xk+1 = fα(xk, pα) = f(xk, p) for k ∈ Z and xk ∈ �α. (2.4)

Otherwise, this discrete dynamical system is called a non-uniform discrete
system.

Definition 2.2 For the discrete dynamical system in Eq. (2.1), the relation between
state xk and state xk+1 (k ∈ Z) is called a discrete map if

Pα : xk
fα−→ xk+1 and xk+1 = Pαxk (2.5)

with the following properties:

P(k,n) : xk
fα1 ,fα2 ,··· ,fαn−−−−−−−−→ xk+n and xk+n = Pαn ◦ Pαn−1 ◦ · · · ◦ Pα1 xk (2.6)

where

P(k;n) = Pαn ◦ Pαn−1 ◦ · · · ◦ Pα1 . (2.7)

If Pαn = Pαn−1 = · · · = Pα1 = Pα, then

P(α;n) ≡ P(n)
α = Pα ◦ Pα ◦ · · · ◦ Pα (2.8)

with

P(n)
α = Pα ◦ P(n−1)

α and P(0)
α = I. (2.9)

The total map with n-different submaps is shown in Fig. 2.1. The map Pαk with
the relation function fαk (αk ∈ Z) is given by Eq. (2.5). The total map P(k,n) is
given in Eq. (2.7). The domains �αk (αk ∈ Z) can fully overlap each other or can be
completely separated without any intersection.
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Definition 2.3 For a vector function in fα ∈ Rn, fα : Rn → Rn. The operator
norm of fα is defined by

||fα|| =
∑n

i=1
max||xk ||≤1

|fα(i)(xk, pα)|. (2.10)

For an n× n matrix fα(xk, pα) = Aαxk and Aα = (aij)n×n, the corresponding norm
is defined by

||Aα|| =
n∑

i,j=1

|aij |. (2.11)

Definition 2.4 For �α ⊆ Rn and � ⊆ Rm with α ∈ Z, the vector function
fα(xk, pα) with fα : �α ×�→ Rn is differentiable at xk ∈ �α if

∂fα(xk, pα)

∂xk

∣∣∣∣
(xk,p)

= lim
�xk→0

fα(xk +�xk, pα)− fα(xk, pα)

�xk
. (2.12)

∂fα/∂xk is called the spatial derivative of fα(xk, pα) at xk, and the derivative is
given by the Jacobian matrix

∂fα(xk, pα)

∂xk
=
[

∂fα(i)

∂xk(j)

]

n×n
. (2.13)

Definition 2.5 For �α ⊆ Rn and � ⊆ Rm, consider a vector function f(xk, p)

with f : �α×�→ Rn, where xk ∈ �α and p ∈ � with k ∈ Z. The vector function
f(xk, p) satisfies the Lipschitz condition

||f(yk, p)− f(xk, p)|| ≤ L||yk − xk|| (2.14)

with xk, yk ∈ �α and L a constant. The constant L is called the Lipschitz constant.

2.2 Fixed Points and Stability

Definition 2.6 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p) in
Eq. (2.4).

(i) A point x∗k ∈ �α is called a fixed point or a period-1 solution of a discrete
nonlinear system xk+1 = f(xk, p) under map P if for xk+1 = xk = x∗k

x∗k = f(x∗k, p). (2.15)

The linearized system of the nonlinear discrete system xk+1 = f(xk, p) in
Eq. (2.4) at the fixed point x∗k is given by
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yk+1 = DP(x∗k, p)yk = Df(x∗k, p)yk (2.16)

where

yk = xk − x∗k and yk+1 = xk+1 − x∗k+1. (2.17)

(ii) A set of points x∗j ∈ �αj ( αj ∈ Z) is called the fixed point set or period-1
point set of the total map P(k;n) with n-different submaps in nonlinear discrete
system of Eq. (2.2) if

x∗k+j+1 = fαj′ (x
∗
k+j, pαj′ ) for j ∈ Z+ and j ′ = mod(j, n)+ 1;

x∗k+ mod (j,n)
= x∗k.

(2.18)

The linearized equation of each map in the total map P(k;n) gives

yk+j+1 = DPαj′ (x
∗
k+j, pαj′ )yk+j = Dfαj′ (x

∗
k+j, pαj′ )yk+j

with yk+j+1 = xk+j+1 − x∗k+j+1 and yk+j = xk+j − x∗k+j
for j ∈ Z+ and j ′ = mod(j, n)+ 1.

(2.19)

The resultant equation for the total map is

yk+j+1 = DP(k,n)(x
∗
k, p)yk+j for j ∈ Z+ (2.20)

where

DP(k,n)(x
∗
k, p) =

∏1

j=n
DPαj (x

∗
k+j−1, p)

= DPαn(x
∗
k+n−1, pαn) · . . . ·DPα2(x

∗
k+1, pα2) ·DPα1(x

∗
k, pα1)

= Dfαn(x
∗
k+n−1, pαn) · . . . ·Dfα2(x

∗
k+1, pα2) ·Dfα1(x

∗
k, pα1).

(2.21)
The fixed point x∗k lies in the intersected set of two domains �k and �k+1, as

shown in Fig. 2.2. In the vicinity of the fixed point x∗k, the incremental relations in the
two domains �k and �k+1 are different. In other words, setting yk = xk − x∗k and
yk+1 = xk+1 − x∗k+1, the corresponding linearization is generated as in Eq. (2.16).
Similarly, the fixed point of the total map with n-different submaps requires the
intersection set of two domains �k and �k+n, which are a set of equations to obtain
the fixed points from Eq. (2.18). The other values of fixed points lie in different
domains, i.e., x∗j ∈ �j (j = k + 1, k + 2, · · · , k + n− 1), as shown in Fig. 2.3.

The corresponding linearized equations are given in Eq. (2.19). From Eq. (2.20),
the local characteristics of the total map can be discussed as a single map. Thus,
the dynamical characteristics for the fixed point of the single map will be discussed
comprehensively, and the fixed points for the resultant map are applicable. The results
can be extended to any period-m flows with P(m).

Definition 2.7 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

in Eq. (2.4) with a fixed point x∗k. The linearized system of the discrete nonlinear
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Fig. 2.2 A fixed point
between domains �k and
�k+1 for a discrete
dynamical system

Fig. 2.3 Fixed points with n-maps for a discrete dynamical system

system in the neighborhood of x∗k is yk+1 = Df(x∗k, p)yk (yl = xl − x∗k and
l = k, k + 1) in Eq. (2.16). The matrix Df(x∗k, p) possesses n1 real eigenvalues
|λj | < 1 (j ∈ N1), n2 real eigenvalues |λj |> 1 (j ∈ N2), n3 real eigenvalues
λj = 1 (j ∈ N3), and n4 real eigenvalues λj =−1 (j ∈ N4). Set N ={1, 2, · · · , n}
and Ni ={i1, i2, · · · , ini } ∪∅ (i= 1, 2, 3, 4) with im ∈ N (m= 1, 2, · · · , ni). Ni
⊆N ∪∅,∪3

i=1Ni =N, Ni ∩Np=∅(p 
= i) and 	3
i=1ni = n. Ni = ∅ ifni = 0. The

corresponding eigenvectors for contraction, expansion, invariance and flip oscilla-
tion are {vj} (j ∈ Ni) (i= 1, 2, 3, 4), respectively. The stable, unstable, invariant
and flip subspaces of yk+1 = Df(x∗k, p)yk in Eq. (2.16) are linear subspace spanned
by {vj} (j ∈ Ni) (i = 1, 2, 3, 4),respectively, i.e.,

E s = span
{

vj

∣∣∣∣
(Df(x∗k, p)− λjI)vj = 0,

|λj |< 1, j ∈ N1 ⊆ N ∪∅

}
;

E u = span
{

vj

∣∣∣∣
(Df(x∗k, p)− λjI)vj = 0,

|λj |> 1, j ∈ N2 ⊆ N ∪∅

}
;

E i = span
{

vj

∣∣∣∣
(Df(x∗k, p)− λjI)vj = 0,

λj = 1, j ∈ N3 ⊆ N ∪∅

}
;

E f = span
{

vj

∣∣∣∣
(Df(x∗k, p)− λjI)vj = 0,

λj = −1, j ∈ N4 ⊆ N ∪∅

}
.

(2.22)
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where

E s = E s
m ∪ E s

o ∪ E s
z with

E s
m = span

{
vj

∣∣∣∣
(Df(x∗k, p)− λjI)vj = 0,

0 < λj < 1, j ∈ Nm
1 ⊆ N ∪∅

}
;

E s
o = span

{
vj

∣∣∣∣
(Df(x∗k, p)− λjI)vj = 0,

−1 < λj < 0, j ∈ No
1 ⊆ N ∪∅

}
;

E s
z = span

{
vj

∣∣∣∣
(Df(x∗k, p)− λjI)vj = 0,

λj = 0, j ∈ Nz
1 ⊆ N ∪∅

}
;

(2.23)

E u = E u
m ∪ E u

o with

E u
m = span

{
vj

∣∣∣∣
(Df(x∗k, p)− λjI)vj = 0,

λj > 1, j ∈ Nm
2 ⊆ N ∪∅

}
;

E u
o = span

{
vj

∣∣∣∣
(Df(x∗k, p)− λjI)vj = 0,

λj < − 1, j ∈ No
2 ⊆ N ∪∅

}
;

(2.24)

where subscripts “m” and “o” represent the monotonic and oscillatory evolutions.

Definition 2.8 Consider a 2n-dimensional, discrete, nonlinear dynamical system
xk+1 = f(xk, p) in Eq. (2.4) with a fixed point x∗k. The linearized system of the
discrete nonlinear system in the neighborhood of x∗k is yk+1 = Df(x∗k, p)yk (yl =
xl−x∗k and l = k, k+1) in Eq. (2.16). The matrix Df(x∗k, p) has complex eigenvalues
αj ± iβj with eigenvectors uj ± ivj (j ∈ {1, 2, · · · , n}) and the base of vector is

B = {u1, v1, · · · , uj , vj, · · · , un, vn
}
. (2.25)

The stable, unstable and center subspaces of yk+1 = Dfk(x∗k, p)yk in Eq. (2.16)
are linear subspaces spanned by {uj, vj} (j ∈ Ni, i = 1, 2, 3), respectively.
N = {1, 2, · · ·, n} plus Ni = {i1, i2, · · · , ini } ∪ ∅ ⊆ N ∪ ∅ with im ∈ N (m =
1, 2, · · · , ni, i = 1, 2, 3). ∪3

i=1 Ni = N with Ni ∩ Np = ∅(p 
= i) and
	3

i=1ni = n. Ni = ∅ if ni = 0. The stable, unstable and center subspaces of
yk+1 = Df(x∗k, p)yk in Eq. (2.16) are defined by

E s = span

⎧
⎪⎨

⎪⎩
(uj, vj)

∣∣∣∣∣∣∣

rj =
√

α2
j + β2

j < 1,(
Df(x∗k, p)− (αj ± iβj)I

)
(uj ± ivj) = 0,

j ∈ N1 ⊆ {1, 2, · · · , n} ∪∅

⎫
⎪⎬

⎪⎭
;

E u = span

⎧
⎪⎨

⎪⎩
(uj, vj)

∣∣∣∣∣∣∣

rj =
√

α2
j + β2

j > 1,(
Df(x∗k, p)− (αj ± iβj)I

)
(uj ± ivj) = 0,

j ∈ N2 ⊆ {1, 2, · · · , n} ∪∅

⎫
⎪⎬

⎪⎭
;
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E c = span

⎧
⎪⎨

⎪⎩
(uj, vj)

∣∣∣∣∣∣∣

rj =
√

α2
j + β2

j = 1,(
Df(x∗k, p)− (αj ± iβj)I

)
(uj ± ivj) = 0,

j ∈ N3 ⊆ {1, 2, · · · , n} ∪∅

⎫
⎪⎬

⎪⎭
. (2.26)

Definition 2.9 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p) in
Eq. (2.4) with a fixed point x∗k. The linearized system of the discrete nonlinear system
in the neighborhood of x∗k is yk+1 = Df(x∗k, p)yk (yl = xl − x∗k and l = k, k + 1)

in Eq. (2.16). The fixed point or period-1point is hyperbolic if no eigenvalues of
Df(x∗k, p) are on the unit circle (i.e., |λj | 
= 1 for j = 1, 2, · · · , n).

Theorem 2.1 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p) in
Eq. (2.4) with a fixed point x∗k. The linearized system of the discrete nonlinear system
in the neighborhood of x∗k is yk+1 = Df(x∗k, p)yk (yl = xl −x∗k and l = k, k+1) in
Eq. (2.16). The eigenspace of Df(x∗k, p) (i.e., E ⊆ Rn) in the linearized dynamical
system is expressed by direct sum of three subspaces

E = E s ⊕ E u ⊕ E c (2.27)

where E s,E u and E c are the stable, unstable and center subspaces, respectively.

Proof This proof is the same as the linear system in Appendix B. �
Definition 2.10 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

in Eq. (2.4) with a fixed point x∗k. Suppose there is a neighborhood of the fixed point
x∗k as Uk(x∗k) ⊂ �k, and in the neighborhood,

lim||yk ||→0

||f(x∗k + yk, p)−Df(x∗k, p)yk||
||yk|| = 0 (2.28)

and

yk+1 = Df(x∗k, p)yk . (2.29)

(i) A Cr invariant manifold

Sloc(xk, x∗k) = {xk ∈ U (x∗k)| lim
j→+∞ xk+j = x∗k and

xk+j ∈ U (x∗k) with j ∈ Z+}
(2.30)

is called the local stable manifold of x∗k, and the corresponding global stable
manifold is defined as

S (xk, x∗k) = ∪j∈Z− f(Uloc(xk+j, x∗k+j))

= ∪j∈Z− f (j)(Uloc(xk, x∗k)).
(2.31)
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(ii) A Cr invariant manifold Uloc(xk, x∗k)

Uloc(xk, x∗k) = {xk ∈ U (x∗k)| lim
j→−∞ xk+j = x∗k

and xk+j ∈ U (x∗k) with j ∈ Z−}
(2.32)

is called the unstable manifold of x∗, and the corresponding global unstable
manifold is defined as

U (xk, x∗k) = ∪j∈Z+ f(Uloc(xk+j, x∗k+j))

= ∪j∈Z+ f (j)(Uloc(xk, x∗k)).
(2.33)

(iii) A Cr−1 invariant manifold Cloc(x, x∗) is called the center manifold of x∗ if
Cloc(x, x∗) possesses the same dimension of E c for x∗ ∈ S (x, x∗), and the
tangential space of Cloc(x, x∗) is identical to E c.

As in continuous dynamical systems, the stable and unstable manifolds are unique,
but the center manifold is not unique. If the nonlinear vector field f is C∞-continuous,
then a Cr center manifold can be found for any r <∞.

Theorem 2.2 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

in Eq. (2.4) with a hyperbolic fixed point x∗k. The corresponding solution is xk+j =
f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the hyperbolic fixed
point x∗k (i.e., Uk(x∗k) ⊂ �α), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k). The
linearized system is yk+j+1 = Df(x∗k, p)yk+j (yl = xl−x∗k and l = k+ j, k+ j+1)

in Uk(x∗k). If the homeomorphism between the local invariant subspace E(x∗k) ⊂
U (x∗k) and the eigenspace E of the linearized system exists with the condition in
Eq. (2.28), the local invariant subspace is decomposed by

E(xk, x∗k) = Sloc(xk, x∗k)⊕Uloc(xk, x∗k). (2.34)

(a) The local stable invariant manifold Sloc(x, x∗) possesses the following
properties:

(i) for x∗k ∈ Sloc(xk, x∗k), Sloc(xk, x∗k) possesses the same dimension of E s and
the tangential space of Sloc(xk, x∗k) is identical to E s;

(ii) for xk ∈Sloc(xk, x∗k), xk+j ∈Sloc(xk, x∗k) and lim
j→∞ xk+j = x∗k for all j ∈Z+;

(iii) for xk /∈ Sloc(xk, x∗k), ||xk+j − x∗k|| ≥ δ for δ > 0 with j, j1 ∈ Z+ and j ≥
j1≥ 0.

(b) The local unstable invariant manifold Uloc(xk, x∗k) possesses the following prop-
erties:

(i) for x∗k ∈ Uloc(xk, x∗k), Uloc(xk, x∗k) possesses the same dimension of E u and
the tangential space of Uloc(xk, x∗k) is identical to E u;

(ii) for xk ∈Uloc(xk, x∗k), xk+j ∈Uloc(xk, x∗k) and lim
j→−∞ xk+j = x∗ for all

j ∈Z−
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(iii) for xk /∈ Uloc(x, x∗), ||xk+j−x∗k|| ≥ δ for δ > 0 with j1, j ∈Z− and j ≤ j1≤ 0.

Proof See Hirtecki (1971). �
Theorem 2.3 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p) in
Eq. (2.4) with a fixed point x∗k. The corresponding solution is xk+j = f(xk+j−1, p)

with j ∈ Z. Suppose there is a neighborhood of the fixed point x∗k (i.e., Uk(x∗k) ⊂
�α), and f(xk, p) is Cr (r ≥ 1)−continuous in Uk(x∗k). The linearized system is
yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k) in Uk(x∗k). If the homeomorphism
between the local invariant subspace E(x∗k) ⊂ U (x∗k) and the eigenspace E of the
linearized system exists with the condition in Eq. (2.28), in addition to the local stable
and unstable invariant manifolds, there is a Cr−1 center manifold Cloc(xk, x∗k). The
center manifold possesses the same dimension of E c for x∗ ∈ Cloc(xk, x∗k), and the
tangential space of Cloc(x, x∗) is identical to E c. Thus, the local invariant subspace
is decomposed by

E(xk, x∗k) = Sloc(xk, x∗k)⊕Uloc(xk, x∗k)⊕ Cloc(xk, x∗k). (2.35)

Proof See Guckenhiemer and Holmes (1990). �
Definition 2.11 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

in Eq. (2.4) on domain �α ⊆ Rn. Suppose there is a metric space (�α, ρ), then the
map P under the vector function f(xk, p) is called a contraction map if

ρ(x(1)

k+1, x(2)

k+1) = ρ(f(x(1)

k , p), f(x(2)

k , p)) ≤ λρ(x(1)

k , x(2)

k ) (2.36)

for λ ∈ (0, 1) and x(1)

k , x(2)

k ∈ �α with ρ(x(1)

k , x(2)

k ) = ||x(1)

k − x(2)

k ||.
Theorem 2.4 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p) in
Eq. (2.4) on domain �α ⊆ Rn. Suppose there is a metric space (�α, ρ), if the map
P under the vector function f(xk, p) is a contraction map, then there is a unique fixed
point x∗k which is globally stable.

Proof Consider

ρ(x(1)

k+j+1, x(2)

k+j+1) = ρ(f(x(1)

k+j, p), f(x(2)

k+j , p)) ≤ λρ(x(1)

k+j, x(2)

k+j)

= λρ(f(x(1)

k+j−1, p), f(x(2)

k+j−1, p)) ≤ λ2ρ(x(1)

k+j−1, x(2)

k+j−1)

...

= λjρ(f(x(1)

k+1, p), f(x(2)

k+1, p)) ≤ λj+1ρ(x(1)

k , x(2)

k ).

As j →∞ and 0 < λ < 1, thus, we have

lim
j→∞ ρ(x(1)

k+j+1, x(2)

k+j+1) = lim
j→∞ λj+1ρ(x(1)

k , x(2)

k ) = 0.
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If x(2)

k+j+1 = x(2)

k = x∗k, in domain �α ∈ Rn, we have

lim
j→∞ ρ(x(1)

k+j+1, x(2)

k+j+1) = lim
j→∞ ||x

(1)

k+j+1 − x∗k|| = 0.

Consider two fixed points x∗k1 and x∗k2. The above equation gives

||x∗k1 − x∗k2|| = lim
j→∞ ||x

∗
k1 − xk+j+1 + xk+j+1 − x∗k2||

≤ lim
j→∞ ||x

∗
k1 − xk+j+1|| + lim

j→∞ ||xk+j+1 − x∗k2|| = 0.

Therefore, the fixed point is unique and globally stable. This theorem is proved. �
Definition 2.12 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by xk+j =
f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed point x∗k (i.e.,
Uk(x∗k) ⊂ �α), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k). The linearized
system is yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k) in Uk(x∗k). Consider a
real eigenvalue λi of matrix Df(x∗k, p) (i ∈ N = {1, 2, · · · , n}) and there is a

corresponding eigenvector vi . On the invariant eigenvector v(i)
k = vi, consider y(i)

k =
c(i)

k vi and y(i)
k+1 = c(i)

k+1vi = λic
(i)
k vi, thus, c(i)

k+1 = λic
(i)
k .

(i) x(i)
k on the direction vi is stable if

lim
k→∞

|c(i)
k | = lim

k→∞
|(λi)

k| × |c(i)
0 | = 0 for |λi |< 1. (2.37)

(ii) x(i)
k on the direction vi is unstable if

lim
k→∞

|c(i)
k | = lim

k→∞
|(λi)

k| × |c(i)
0 | = ∞ for |λi |> 1. (2.38)

(iii) x(i)
k on the direction vi is invariant if

lim
k→∞

c(i)
k = lim

k→∞
(λi)

kc(i)
0 = c(i)

0 for λi = 1. (2.39)

(iv) x(i)
k on the direction vi is flipped if

lim
2k→∞

c(i)
k = lim

2k→∞
(λi)

2k × c(i)
0 = c(i)

0

lim
2k+1→∞

c(i)
k = lim

2k+1→∞
(λi)

2k+1 × c(i)
0 = −c(i)

0

⎫
⎬

⎭ for λi = −1. (2.40)

(v) x(i)
k on the direction vi is degenerate if

c(i)
k = (λi)

kc(i)
0 = 0 for λi = 0. (2.41)
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Definition 2.13 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by xk+j =
f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed point x∗k (i.e.,
Uk(x∗k) ⊂ �α), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k). Consider a pair of
complex eigenvalues αi± iβi of matrix Df(x∗k, p) (i ∈ N ={1, 2, · · · , n}, i=√−1)

and there is a corresponding eigenvector ui ± ivi . On the invariant plane of
(u(i)

k , v(i)
k ) = (ui, vi), consider x(i)

k = x(i)
k+ + x(i)

k− with

x(i)
k = c(i)

k ui + d (i)
k vi, x(i)

k+1 = c(i)
k+1ui + d (i)

k+1vi . (2.42)

Thus, c(i)
k = (c(i)

k , d (i)
k )T with

c(i)
k+1 = Eic

(i)
k = riRic

(i)
k (2.43)

where

Ei =
[

αi βi
−βi αi

]
and Ri =

[
cos θi sin θi
− sin θi cos θi

]
,

ri =
√

α2
i + β2

i , cos θi = αi/ri and sin θi = βi/ri;
(2.44)

and

Ek
i =

[
αi βi
−βi αi

]k

and Rk
i =

[
cos kθi sin kθi
− sin kθi cos kθi

]
. (2.45)

(i) x(i)
k on the plane of (ui, vi) is spirally stable if

lim
k→∞

||c(i)
k || = lim

k→∞
rk

i ||Rk
i || × ||c(i)

0 || = 0 for ri = |λi |< 1. (2.46)

(ii) x(i)
k on the plane of (ui, vi) is spirally unstable if

lim
k→∞

||c(i)
k || = lim

k→∞
rk

i ||Rk
i || × ||c(i)

0 || = ∞ for ri = |λi |> 1. (2.47)

(iii) x(i)
k on the plane of (ui, vi) is on the invariant circles if,

||c(i)
k || = rk

i ||Rk
i || × ||c(i)

0 || = ||c(i)
0 || for ri = |λi | = 1. (2.48)

(iv) x(i)
k on the plane of (ui, vi) is degenerate in the direction of ui if βi = 0.

Definition 2.14 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by xk+j =
f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed point x∗k (i.e.,
Uk(x∗k) ⊂ �α), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k) with Eq. (2.28).
The linearized system is yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k) in Uk(x∗k).

The matrix Df(x∗k, p) possesses n eigenvalues λk (k = 1, 2, · · · n).
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(i) The fixed point x∗k is called a hyperbolic point if |λi | 
= 1 (i = 1, 2, · · · , n).

(ii) The fixed point x∗k is called a sink if |λi |< 1 (i = 1, 2, · · · , n).

(iii) The fixed point x∗k is called a source if |λi |> 1(i = {1, 2, · · · , n}).
(iv) The fixed point x∗k is called a center if |λi | = 1 (i = 1, 2, · · · , n) with distinct

eigenvalues.

Definition 2.15 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by xk+j =
f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed point x∗k (i.e.,
Uk(x∗k) ⊂ �α), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k) with Eq. (2.28).
The linearized system is yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k) in Uk(x∗k).

The matrix Df(x∗k, p) possesses n eigenvalues λi (i = 1, 2, · · · n).

(i) The fixed point x∗k is called a stable node if |λi |< 1(i = 1, 2, · · · , n).

(ii) The fixed point x∗k is called an unstable node if |λi |> 1 (i = 1, 2, · · · , n).

(iii) The fixed point x∗k is called an (l1 : l2)-saddle if at least one |λi |> 1(i ∈ L1 ⊂
{1, 2, · · · n}) and the other |λj |< 1 (j ∈ L2 ⊂ {1, 2, · · · n}) with L1 ∪ L2 =
{1, 2, · · · , n} and L1 ∩ L2 = ∅.

(iv) The fixed point x∗k is called an lth-order degenerate case if λi = 0 (i ∈ L ⊆
{1, 2, · · · n}).

Definition 2.16 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by xk+j =
f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed point x∗k (i.e.,
Uk(x∗k) ⊂ �α), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k) with Eq. (2.28).
The linearized system is yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k) in Uk(x∗k).

The matrix Df(x∗k, p) possesses n-pairs of complex eigenvalues λi (i = 1, 2, · · ·, n).

(i) The fixed point x∗k is called a spiral sink if |λi |< 1 (i = 1, 2, · · ·, n) and
Im λj 
= 0 (j ∈ {1, 2, · · ·, n}).

(ii) fixed point x∗k is called a spiral source if |λi |> 1 (i = 1, 2, · · ·, n) with Im λj 
=
0 (j ∈ {1, 2, · · ·, n}).

(iii) fixed point x∗k is called a center if |λi | = 1 with distinct Im λi 
= 0 (i ∈
{1, 2, · · ·, n}).

As in Appendix B, the refined classification of the linearized, discrete, nonlinear
system at fixed points should be discussed. The generalized stability and bifurcation
of flows in linearized, nonlinear dynamical systems in Eq. (2.4) will be discussed as
follows.

Definition 2.17 Consider a discrete, nonlinear dynamical system xk+1= f(xk, p)

in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by xk+j =
f(xk+j−1, p) with j ∈Z. Suppose there is a neighborhood of the fixed point x∗k (i.e.,
Uk(x∗k)⊂�α), and f(xk, p) is Cr (r≥ 1)-continuous in Uk(x∗k) with Eq. (2.28). The
linearized system is yk+j+1=Df(x∗k, p)yk+j (yk+j = xk+j − x∗k) in Uk(x∗k). The
matrix Df(x∗k, p) possesses n eigenvalues λi (i= 1, 2, · · ·, n). Set N ={1, 2, · · ·, m,

m + 1, · · · , (n − m)/2}, Np={p1, p2, · · ·, pnp} ∪∅ with pq ∈N (q= 1, 2, · · ·, np,
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p= 1, 2, · · ·, 7) and 	4
p=1np = m and 2	7

p=5 np= n − m. ∪7
p=1 Np=N and Np ∩

Nl =∅(l 
= p).Np=∅ if np= 0. Nα =Nm
α ∪No

α (α= 1, 2) and Nm
α ∩No

α =∅ with
nm
α + no

α = nα, where superscripts “m” and “o” represent monotonic and oscillatory
evolutions. The matrix Df(x∗k, p) possesses n1-stable, n2-unstable, n3-invariant and
n4-flip real eigenvectors plus n5-stable, n6-unstable and n7-center pairs of complex
eigenvectors. Without repeated complex eigenvalues of |λi | = 1(i ∈N3 ∪N4 ∪N7),

an iterative response of xk+1= f(xk, p) is an ([nm
1 , no

1] : [nm
2 , no

2] : [n3; κ3] : [n4; κ4]|
n5 : n6 : n7) flow in the neighborhood of the fixed point x∗k . With repeated complex
eigenvalues of |λi | = 1 (i ∈N3 ∪N4 ∪N7), an iterative response of xk+1= f(xk, p)

is an ([nm
1 , no

1] : [nm
2 , no

2] : [n3; κ3] : [n4; κ4]|n5 : n6 : [n7, l; κ7]) flow in the neighbor-
hood of the fixed point x∗k, where κp ∈ {∅, mp} (p= 3, 4), κ7 = (κ71, κ72, · · · , κ7l)

T

with κ7s ∈ {∅, m7s}(s = 1, 2, · · · , l). The meanings of notations in the aforemen-
tioned structures are defined as follows:

(i) [nm
1 , no

1] represents that there are n1-sinks with nm
1 -monotonic convergence

and no
1-oscillatory convergence among n1-directions of vi (i ∈N1) if |λi |< 1

(k ∈ N1 and 1 ≤ n1 ≤ m) with distinct or repeated eigenvalues.
(ii) [nm

2 , no
2] represents that there are n2-sources with nm

2 -monotonic diver-
gence and no

2-oscillatory divergence among n2-directions of vi (i ∈ N2) if
|λi |> 1 (k ∈ N2 and 1 ≤ n2 ≤ m) with distinct or repeated eigenvalues.

(iii) n3 = 1 represents an invariant center on 1-direction of vi (i ∈ N3) if λk =
1 (i ∈ N3 and n3 = 1).

(iv) n4 = 1 represents a flip center on 1-direction of vi (i ∈ N4) if λi = −1 (i ∈
N4 and n4 = 1).

(v) n5 represents n5-spiral sinks on n5-pairs of (ui, vi) (i ∈ N5) if |λi |< 1 and
Im λi 
= 0 (i ∈ N5 and 1 ≤ n5 ≤ (n − m)/2) with distinct or repeated
eigenvalues.

(vi) n6 represents n6-spiral sources on n6-directions of (ui, vi) (i ∈ N6) if |λi |> 1
and Im λi 
= 0 (i ∈ N6 and 1 ≤ n6 ≤ (n − m)/2) with distinct or repeated
eigenvalues.

(vii) n7 represents n7-invariant centers on n7-pairs of (ui, vi) (i ∈ N7) if |λi| = 1
and Im λi 
= 0 (i ∈ N7 and 1 ≤ n7 ≤ (n−m)/2) with distinct eigenvalues.

(viii) ∅ represents none if nj = 0 (j ∈ {1, 2, · · ·, 7}).
(ix) [n3; κ3] represents (n3 − κ3) invariant centers on (n3 − κ3) directions of

vi3 (i3 ∈ N3) and κ3-sources in κ3-directions of vj3 (j3 ∈ N3 and j3 
= i3) if
λi = 1 (i ∈ N3 and n3 ≤ m) with the (κ3 + 1)th-order nilpotent matrix
Nκ3+1

3 = 0 (0 <κ3 ≤ n3 − 1).

(x) [n3;∅] represents n3 invariant centers on n3-directions of vi(i ∈ N3) if
λi = 1 (i ∈ N3 and 1 < n3 ≤ m) with a nilpotent matrix N3 = 0.

(xi) [n4; κ4] represents (n4 − κ4) flip oscillatory centers on (n4 − κ4) directions
of vi4 (i4 ∈ N4) and κ4-sources in κ4-directions of vj4 (j4 ∈ N4 and j4 
= i4)
if λi = −1 (i ∈ N4 and n4 ≤ m) with the (κ4 + 1)th-order nilpotent matrix
Nκ4+1

4 = 0 (0 < κ4 ≤ n4 − 1).

(xii) [n4;∅] represents n4 flip oscillatory centers on n4-directions of vi (i ∈ N3)

if λi = −1 (i ∈ N4 and 1 < n4 ≤ m) with a nilpotent matrix N4 = 0.
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(xiii) [n7, l; κ7] represents (n7 −∑l
s=1 κ7s) invariant centers on (n7 −∑l

s=1 κ7s)

pairs of (ui7 , vi7)(i7 ∈ N7) and
∑l

s=1 κ7s sources on
∑l

s=1 κ7s pairs of
(uj7 , vj7) (j7 ∈ N7 and j7 
= i7) if |λi | = 1 and Im λi 
= 0 (i ∈ N7

and n7 ≤ (n − m)/2) for
∑l

s=1 κ7s-pairs of repeated eigenvalues with the
(κ7s+ 1)th-order nilpotent matrix Nκ7s+1

7 = 0 (0 < κ7s ≤ l, s = 1, 2, · · · , l).
(xiv) [n7, l;∅] represents n7-invariant centers on n7-pairs of (ui, vi)(i ∈N6) if

|λi | = 1 and Im λi 
= 0 (i ∈ N7 and 1 ≤ n7 ≤ (n − m)/2) for
∑l

s=1 κ7s -
pairs of repeated eigenvalues with a nilpotent matrix N7 = 0.

Definition 2.18 Consider a discrete, nonlinear dynamical system xk+1= f(xk, p)

in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by xk+j =
f(xk+j−1, p) with j ∈Z. Suppose there is a neighborhood of the fixed point x∗k (i.e.,
Uk(x∗k)⊂�α), and f(xk, p) is Cr (r≥ 1)-continuous in Uk(x∗k) with Eq. (2.28). The
linearized system is yk+j+1=Df(x∗k, p)yk+j (yk+j = xk+j − x∗k) in Uk(x∗k). The
matrix Df(x∗k, p) possesses n eigenvalues λi (i= 1, 2, · · ·, n). Set N ={1, 2, · · ·, m,

m + 1, · · · , (n − m)/2}, Np={p1, p2, · · ·, pnp} ∪∅ with pq ∈N (q= 1, 2, · · ·, np,

p= 1, 2, · · ·, 7),	4
p=1np = m and 2	7

p=5np = n − m. ∪7
p=1 Np=N and Np ∩

Nl =∅(l 
= p). Np=∅ if np= 0. Nα = Nm
α ∪ No

α (α= 1, 2) and Nm
α ∩No

α = ∅

with nm
α +no

α = nα, where superscripts “m” and “o” represent monotonic and oscilla-
tory evolutions. The matrix Df(x∗k, p) possesses n1-stable, n2-unstable, n3-invariant,
and n4-flip real eigenvectors plus n5-stable, n6-unstable and n7-center pairs of com-
plex eigenvectors. Without repeated complex eigenvalues of |λk| = 1(k ∈ N3∪N4∪
N7), an iterative response of xk+1 = f(xk, p) is an ([nm

1 , no
1] : [nm

2 , no
2] : [n3; κ3] :

[n4; κ4]|n5 : n6 : n7) flow in the neighborhood of the fixed point x∗k . With repeated
complex eigenvalues of |λi | = 1 (i ∈N3 ∪N4 ∪N7), an iterative response of xk+1=
f(xk, p) is an ([nm

1 , no
1] : [nm

2 , no
2] : [n3; κ3] : [n4; κ4]|n5 : n6 : [n7, l; κ7]) flow in the

neighborhood of the fixed point x∗k , where κp ∈ {∅, mp}(p= 3, 4), κ7 = (κ71, κ72,

· · · , κ7l)
T with κ7s = {∅, m7s}(s = 1, 2, · · · , l).

I. Non-degenerate cases

(i) The fixed point x∗k is an ([nm
1 , no

1] : [nm
2 , no

2] : ∅ : ∅|n5 : n6 : ∅) hyperbolic
point.

(ii) The fixed point x∗k is an ([nm
1 , no

1] : [∅, ∅] : ∅ : ∅|n5 : ∅ : ∅)-sink.
(iii) The fixed point x∗k is an ([∅, ∅] : [nm

2 , no
2] : ∅ : ∅|∅ : n6 : ∅)-source.

(iv) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : ∅ : ∅|∅ : ∅ : n/2)-circular
center.

(v) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : ∅ : ∅|∅ : ∅ : [n/2, l;∅])-
circular center.

(vi) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : ∅ : ∅|∅ : ∅ : [n/2, l; κ7])-point.
(vii) The fixed point x∗k is an ([nm

1 , no
1] : [∅, ∅] : ∅ : ∅|n5 : ∅ : n7)-point.

(viii) The fixed point x∗k is an ([∅, ∅] : [nm
2 , no

2] : ∅ : ∅|∅ : n6 : n7)-point.
(ix) The fixed point x∗k is an ([nm

1 , no
1] : [nm

2 , no
2] : ∅ : ∅|n5 : n6 : n7)-point.

II. Simple special cases
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(i) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [n;∅] : ∅|∅ : ∅ : ∅)-invariant
center (or static center).

(ii) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [n;m] : ∅|∅ : ∅ : ∅)-point.
(iii) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : ∅ : [n;∅]|∅ : ∅ : ∅)-flip center.
(iv) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : ∅ : [n;m]|∅ : ∅ : ∅)-point.
(v) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [n3; κ3] : [n4; κ4]|∅ : ∅ : ∅)-

point.
(vi) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [1;∅] : [n4; κ4]|∅ : ∅ : ∅)-point.

(vii) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [n3; κ3] : [1;∅]|∅ : ∅ : ∅)-point.
(viii) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [n3; κ3] : [∅;∅]|∅ : ∅ : n7)-

point.
(ix) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [1;∅] : [∅;∅]|∅ : ∅ : n7)-point.
(x) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [n3; κ3] : [∅;∅]|∅ :∅ : [n7, l; κ7])-

point.
(xi) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [∅;∅] : [n4; κ4]|∅ : ∅ : n7)-

point.
(xii) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [∅;∅] : [n4; κ4]|∅ :∅ : [n7, l; κ7])-

point.
(xiii) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [n3; κ3] : [n4; κ4]|∅ : ∅ : n7)-

point.
(xiv) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [n3; κ3] : [n4; κ4]|∅ :∅ : [n7, l; κ7])-

point.

III. Complex special cases

(i) The fixed point x∗k is an ([nm
1 , no

1] : [nm
2 , no

2] : [1;∅] : [∅;∅]|n5 : n6 : n7)-
point.

(ii) The fixed point x∗k is an ([nm
1 , no

1] : [nm
2 , no

2] : [1;∅] : [∅;∅]|n5 : n6 :
[n7, l; κ7])-point.

(iii) The fixed point x∗k is an ([nm
1 , no

1] : [nm
2 , no

2] : [∅;∅] : [1;∅]|n5 : n6 : n7)-
point.

(iv) The fixed point x∗k is an ([nm
1 , no

1] : [nm
2 , no

2] : [∅;∅] : [1;∅]|n5 : n6 :
[n7, l; κ7])-point.

(v) The fixed point x∗k is an ([nm
1 , no

1] : [nm
2 , no

2] : [n3; κ3] : [n4; κ4]|n5 : n6 : n7)-
point.

(vi) The fixed point x∗k is an ([nm
1 , no

1] : [nm
2 , no

2] : [n3; κ3] : [n4; κ4]|n5 : n6 :
[n7, l; κ7])-point.

Definition 2.19 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by xk+j =
f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed point x∗k (i.e.,
Uk(x∗k) ⊂ �), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k) with Eq. (2.28).
The linearized system is yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k) in Uk(x∗k).

The matrix Df(x∗k, p) possesses n eigenvalues λi (i = 1, 2, · · ·, n). Set N =
{1, 2, · · ·, n}, Np = {p1, p2, · · ·, pnp}∪∅ with pq ∈ N(q= 1, 2, · · ·, np, p= 1, 2, 3,4)

and 	4
p=1np= n. ∪4

p=1 Np=N and Np ∩ Nl =∅(1 
= p). Np=∅ if np= 0. Nα
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=Nm
α ∪ No

α (α= 1, 2) and Nm
α ∩No

α = ∅ with nm
α + no

α = nα where superscripts
“m” and “o” represent monotonic and oscillatory evolutions. The matrix Df(x∗k, p)

possesses n1-stable, n2-unstable, n3-invariant and n4-flip real eigenvectors. An itera-
tive response of xk+1 = f(xk, p) is an ([nm

1 , no
1] : [nm

2 , no
2] : [n3; κ3] : [n4; κ4]| flow

in the neighborhood of the fixed point x∗k . κp ∈ {∅, mp} (p = 3, 4).

I. Non-degenerate cases

(i) The fixed point x∗k is an ([nm
1 , no

1] : [nm
2 , no

2] : ∅ : ∅| saddle.
(ii) The fixed point x∗k is an ([nm

1 , no
1] : [∅, ∅] : ∅ : ∅|-sink.

(iii) The fixed point x∗k is an ([∅, ∅] : [nm
2 , no

2] : ∅ : ∅|-source.

II. Simple special cases

(i) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [n;∅] : ∅|-invariant center (or
static center).

(ii) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [n;m] : ∅|-point.
(iii) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : ∅ : [n;∅]|-flip center.
(iv) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : ∅ : [n;m]|-point.
(v) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [n3; κ3] : [n4; κ4]|-point.

(vi) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [1;∅] : [n4; κ4]|-point.
(vii) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [n3; κ3] : [1;∅]|-point.

(viii) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [n3; κ3] : [∅;∅]|-point.
(ix) The fixed point x∗k is an ([∅, ∅] : [∅, ∅] : [∅;∅] : [n4; κ4]|-point.

III. Complex special cases

(i) The fixed point x∗k is an ([nm
1 , no

1] : [nm
2 , no

2] : [1;∅] : [∅;∅]|-point.
(ii) The fixed point x∗k is an ([nm

1 , no
1] : [nm

2 , no
2] : [∅;∅] : [1;∅]|-point.

(iii) The fixed point x∗k is an ([nm
1 , no

1] : [nm
2 , no

2] : [n3; κ3] : [n4; κ4]|-point.

Definition 2.20 Consider a discrete, nonlinear dynamical system xk+1= f(xk, p)

∈ R2n in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by
xk+j = f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed point
x∗k (i.e., Uk(x∗k) ⊂ �α), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k) with
Eq. (2.28). The linearized system is yk+j+1 = Df(x∗k, p)yk+j(yk+j = xk+j − x∗k) in
Uk(x∗k). The matrix Df(x∗k, p) possesses n-pairs of eigenvalues λi (i = 1, 2, · · ·, n).

Set N = {1, 2, · · ·, n}, Np = {p1, p2, · · ·, pnp} ∪ ∅ with pq ∈ N (q =
1, 2, · · ·, np, p = 5, 6, 7) and 	7

p=5 np = n. ∪7
p=5 Np = N and Np ∩ Nl =

∅(l 
= p). Np = ∅ if np = 0. The matrix Df(x∗k, p) possesses n5-stable, n6-unstable
and n7-center pairs of complex eigenvectors. Without repeated complex eigenvalues
of |λk| = 1(k ∈N7), an iterative response of xk+1= f(xk, p) is an |n5 : n6 : n7) flow.
With repeated complex eigenvalues of |λk| = 1 (k ∈ N7), an iterative response of
xk+1 = f(xk, p) is an |n5 : n6 : [n7, l; κ7]) flow in the neighborhood of the fixed point
x∗k , where κ7 = (κ71, κ72, · · · , κ7l)

T with κ7s ∈ {∅, m7s}(s = 1, 2, · · · , l).

I. Non-degenerate cases

(i) The fixed point x∗k is an |n5 : n6 : ∅) spiral hyperbolic point.
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(ii) The fixed point x∗k is an |n : ∅ : ∅) spiral sink.
(iii) The fixed point x∗k is an |∅ : n : ∅) spiral source.
(iv) The fixed point x∗k is an |∅ : ∅ : n)-circular center.
(v) The fixed point x∗k is an |n5 : ∅ : n7)-point.

(vi) The fixed point x∗k is an |∅ : n6 : n7)-point.
(vii) The fixed point x∗k is an |n5 : n6 : n7)-point.

II. Special cases

(i) The fixed point x∗k is an |∅ : ∅ : [n, l;∅])-circular center.
(ii) The fixed point x∗k is an |∅ : ∅ : [n, l; κ7])-point.

(iii) The fixed point x∗k is an |n5 : ∅ : [n7, l; κ7])-point.
(iv) The fixed point x∗k is an |∅ : n6 : [n7, l; κ7])-point.
(v) The fixed point x∗k is an |n5 : n6 : [n7, l; κ7])-point.

2.3 Bifurcation and Stability Switching

To understand the qualitative changes of dynamical behaviors of discrete systems
with parameters in the neighborhood of fixed points, the bifurcation theory for fixed
points of nonlinear dynamical system in Eq. (2.4) will be investigated.

Definition 2.21 Consider a discrete, nonlinear dynamical system xk+1= f(xk, p)

in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by xk+j =
f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed point
x∗k (i.e., Uk(x∗k)⊂�), and f(xk, p) is Cr (r≥ 1)-continuous in Uk(x∗k) with
Eq. (2.28). The linearized system is yk+j+1=Df(x∗k, p)yk+j (yk+j = xk+j − x∗k)

in Uk(x∗k). The matrix Df(x∗k, p) possesses eigenvalues λi (i= 1, 2, · · ·, n). Set
N ={1, 2, · · ·, m, m + 1, · · · , (n − m)/2}, Np={p1, p2, · · ·, pnp} ∪ ∅ with pq ∈
N (q= 1, 2, · · ·, np, p= 1, 2, · · ·, 7), 	4

p=1 np = m and 2	7
p=5 np= n − m. ∪7

p=1
Np = N and Np ∩ Nl = ∅(l 
= p).Np=∅ if np= 0. Nα =Nm

α ∪No
α (α= 1, 2)

and Nm
α ∩No

α =∅ with nm
α + no

α = nα, where superscripts “m” and “o” represent
monotonic and oscillatory evolutions. The matrix Df(x∗k, p) possesses n1-stable,
n2-unstable, n3-invariant and n4-flip real eigenvectors plus n5-stable, n6-unstable
and n7-center pairs of complex eigenvectors. Without repeated complex eigenval-
ues of |λk| = 1(k ∈ N3 ∪N4 ∪N7), an iterative response of xk+1= f(xk, p) is an
([nm

1 , no
1] : [nm

2 , no
2] : [n3; κ3] : [n4; κ4]| n5 :n6 : n7) flow in the neighborhood of the

fixed point x∗k . With repeated complex eigenvalues of |λk| = 1 (k ∈N3 ∪N4 ∪N7),

an iterative response of xk+1 = f(xk, p) is an ([nm
1 , no

1] : [nm
2 , no

2] : [n3; κ3] : [n4; κ4]|
n5 : n6 : [n7, l; κ7]) flow in the neighborhood of the fixed point x∗k , where κp ∈
{∅, mp}(p = 3, 4), κ7 = (κ71, κ72, ·, κ7l)

T with κ7s ∈ {∅, m7s}(s = 1, 2, · · · , l).

I. Simple switching and bifurcation

(i) An ([nm
1 , no

1] : [nm
2 , no

2] : 1 : ∅|n5 : n6 : ∅) state of the fixed point (x∗k0, p0) is
a switching of the ([nm

1 , no
1 + 1] : [nm

2 , no
2] : ∅ : ∅|n5 : n6 : ∅) spiral saddle
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and ([nm
1 , no

1] : [nm
2 + 1, no

2] : ∅ : ∅|n5 : n6 : ∅) spiral saddle for the fixed
point (x∗k, p).

(ii) An ([nm
1 , no

1] : [nm
2 , no

2] : ∅ : 1|n5 : n6 : ∅) state of the fixed point (x∗k0, p0) is
a switching of the ([nm

1 , no
1 + 1] : [nm

2 , no
2] : ∅ : ∅| n5 : n6 : ∅) spiral saddle

and ([nm
1 , no

1] : [nm
2 , no

2 + 1] : ∅ : ∅|n5 : n6 : ∅) spiral saddle for the fixed
point (x∗k, p).

(iii) An ([nm
1 , no

1] : [∅, ∅] : 1 : ∅|n5 : ∅ : ∅) state of the fixed point (x∗k0, p0) is a
stable saddle-node bifurcation of the ([nm

1 +1, no
1] : [∅, ∅] : ∅ : ∅|n5 : ∅ : ∅)

spiral sink and ([nm
1 , no

1] : [1, ∅] : ∅ : ∅|n5 : ∅ : ∅) spiral saddle for the fixed
point (x∗k, p).

(iv) An ([nm
1 , no

1] : [∅, ∅] : ∅ : 1|n5 : ∅ : ∅) state of the fixed point (x∗k0, p0) is a
stable period-doubling bifurcation of the ([nm

1 , no
1 + 1] : [∅, ∅] : ∅ : ∅|n5 :

∅ :∅) sink and ([nm
1 , no

1] : [∅, 1] : ∅ : ∅|n5 : ∅ : ∅) spiral saddle for the
fixed point (x∗k, p).

(v) An ([∅, ∅] : [nm
2 , no

2] : 1 : ∅|∅ : n6 : ∅) state of the fixed point (x∗k0, p0) is
an unstable saddle-node bifurcation of the ([∅, ∅] : [nm

2 + 1, no
2] : ∅ : ∅|∅ :

n6 : ∅) spiral source and ([1, ∅] : [nm
2 , no

2] : ∅ : ∅|∅ : n6 : ∅) spiral saddle
for the fixed point (x∗k, p).

(vi) An ([∅, ∅] : [nm
2 , no

2] : ∅ : 1|∅ : n6 : ∅) state of the fixed point (x∗k0, p0)

is an unstable period-doubling bifurcation of the ([∅, ∅] : [nm
2 , no

2 + 1] : ∅ :
∅|∅ : n6 : ∅) spiral source and ([∅, 1] : [nm

2 , no
2] : ∅ : ∅|∅ : n6 : ∅) spiral

saddle for the fixed point (x∗k, p).

(vii) An ([nm
1 , no

1] : [nm
2 , no

2] : ∅ : ∅|n5 : n6 : 1) state of the fixed point (x∗k0, p0) is
a switching of the ([nm

1 , no
1] : [nm

2 , no
2] : ∅ : ∅|n5 + 1 : n6 : ∅) spiral saddle

and ([nm
1 , no

1] : [nm
2 , no

2] : ∅ : ∅|n5 : n6 + 1 : ∅) saddle for the fixed point
(x∗k, p).

(viii) An ([nm
1 , no

1] : [∅, ∅] : ∅ : ∅|n5 : ∅ : 1) state of the fixed point (x∗k0, p0) is a
Neimark bifurcation of the ([nm

1 , no
1] : [∅, ∅] : ∅ : ∅|n5 + 1 : ∅ : ∅) spiral

sink and ([nm
1 , no

1] : [∅, ∅] : ∅ : ∅|n5 : 1 : ∅) spiral saddle for the fixed point
(x∗k, p).

(ix) An ([∅, ∅] : [nm
2 , no

2] : ∅ : ∅|∅ : n6 : 1) state of the fixed point (x∗k0, p0) is an
unstable Neimark bifurcation of the ([∅, ∅] : [nm

2 , no
2] : ∅ : ∅|∅ : n6+1 : ∅)

spiral source and ([∅, ∅] : [nm
2 , no

2] : ∅ : ∅|1 : n6 : ∅) spiral saddle for the
fixed point (x∗k, p).

(x) An ([nm
1 , no

1] : [nm
2 , no

2] : 1 : ∅|n5 : n6 : n7) state of the fixed point (x∗k0, p0)

is a switching of the ([nm
1 + 1, no

1] : [nm
2 , no

2] : ∅ : ∅|n5 : n6 : n7) state and
([nm

1 , no
1] : [nm

2 + 1, no
2] : ∅ : ∅|n5 : n6 : n7) state for the fixed point (x∗k, p).

(xi) An ([nm
1 , no

1] : [nm
2 , no

2] : ∅ : 1|n5 : n6 : n7) state of the fixed point (x∗k0, p0)

is a switching of the ([nm
1 , no

1 + 1] : [nm
2 , no

2] : ∅ : ∅|n5 : n6 : n7) state and
([nm

1 , no
1] : [nm

2 , no
2 + 1] : ∅ : ∅|n5 : n6 : n7) state for the fixed point (x∗k, p).

(xii) An ([nm
1 , no

1] : [nm
2 , no

2] : 1 : ∅|n5 : n6 : [n7, l;∅]) state of the fixed point
(x∗k0, p0) is a switching of the ([nm

1 + 1, no
1] : [nm

2 , no
2] : ∅ : ∅|n5 : n6 :

[n7, l; κ7]) state and ([nm
1 , no

1] : [nm
2 + 1, no

2] : ∅ : ∅|n5 : n6 : [n7, l; κ7]) state
for the fixed point (x∗k, p).
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(xiii) An ([nm
1 , no

1] : [nm
2 , no

2] : ∅ : 1|n5 : n6 : [n7, l; κ7]) state of the fixed point
(x∗k0, p0) is a switching of the ([nm

1 , no
1 + 1] : [nm

2 , no
2] : ∅ : ∅|n5 : n6 :

[n7, l; κ7]) state and ([nm
1 , no

1] : [nm
2 , no

2+ 1] : ∅ : ∅|n5 : n6 : [n7, l; κ7]) state
for the fixed point (x∗k, p).

(xiv) An ([nm
1 , no

1] : [nm
2 , no

2] : ∅ : ∅|n5 : n6 : n7 + 1) state of the fixed point
(x∗k0, p0) is a switching of its ([nm

1 , no
1] : [nm

2 , no
2] : ∅ : ∅|n5 + 1 : n6 : n7)

state and ([nm
1 , no

1] : [nm
2 , no

2] : ∅ : ∅|n5 : n6 + 1 : n7) state for the fixed point
(x∗k, p).

(xv) An ([nm
1 , no

1] : [nm
2 , no

2] : [n3; κ3] : [n4; κ4]|n5 : n6 : n7+ 1) state of the fixed point
(x∗k0, p0) is a switching of the ([nm

1 , no
1] : [nm

2 , no
2] : [n3; κ3] : [n4; κ4]| n5+ 1 : n6

: n7) state and ([nm
1 , no

1] : [nm
2 , no

2] : [n3; κ3] : [n4; κ4]|n5 : n6 + 1 : n7) state for
the fixed point (x∗k, p).

II. Complex switching

(i) An ([nm
1 , no

1] : [nm
2 , no

2] : [n3; κ3] : ∅|n5 : n6 : n7) state of the fixed point
(x∗k0, p0) is a switching of the ([nm

1 + n3, no
1] : [nm

2 , no
2] : ∅ : ∅|n5 : n6 : n7)

state and ([nm
1 , no

1] : [nm
2 +n3, no

2] : ∅ : ∅|n5 : n6 : n7) state for the fixed point
(x∗k, p).

(ii) An ([nm
1 , no

1] : [nm
2 , no

2] : ∅ : [n4; κ4]|n5 : n6 : n7) state of the fixed point
(x∗k0, p0) is a switching of the ([nm

1 , no
1 + n4] : [nm

2 , no
2] : ∅ : ∅|n5 : n6 : n7)

state and ([nm
1 , no

1] : [nm
2 , no

2+n4] : ∅ : ∅|n5 : n6 : n7) state for the fixed point
(x∗k, p).

(iii) An ([nm
1 , no

1] : [nm
2 , no

2] : [n3 + k3; κ3] : ∅|n5 : n6 : n7) state of the fixed point
(x∗k0, p0) is a switching of the ([nm

1 + k3, no
1] : [nm

2 , no
2] : [n3; κ ′3] : ∅|n5 : n6 :

n7) state and ([nm
1 , no

1] : [nm
2 + k3, no

2] : [n3; κ ′3] : ∅|n5 : n6 : n7) state for the
fixed point (x∗k, p).

(iv) An ([nm
1 , no

1] : [nm
2 , no

2] : ∅ : [n4 + k4; κ4]|n5 : n6 : n7) state of the fixed point
(x∗k0, p0) is a switching of the ([nm

1 , no
1 + k4] : [nm

2 , no
2] : ∅ : [n4; κ ′4]|n5 : n6 :

n7) state and ([nm
1 , no

1] : [nm
2 , no

2 + k4] : ∅ : [n4; κ ′4]|n5 : n6 : n7) state for the
fixed point (x∗k, p).

(v) An ([nm
1 , no

1] : [nm
2 , no

2] : [n3 + k3; κ3] : [n4 + k4; κ4]|n5 : n6 : n7) state of
the fixed point (x∗k0, p0) is a switching of the ([nm

1 + k3, no
1 + k4] : [nm

2 , no
2] :[n3; κ ′3] : [n4; κ ′4]|n5 : n6 : n7) state and ([nm

1 , no
1] : [nm

2 + k3, no
2 + k4] :

[n3; κ ′3] : [n4; κ ′4]|n5 : n6 : n7) state for the fixed point (x∗k, p).

(vi) An ([nm
1 , no

1] : [nm
2 , no

2] : [n3 + k3; κ3] : ∅|n5 : n6 : [n7, l; κ7]) state of the
fixed point (x∗k0, p0) is a switching of the ([nm

1 + k3, no
1] : [nm

2 , no
2] : [n3; κ ′3] :

∅|n5 : n6 : [n7, l; κ7]) state and ([nm
1 , no

1] : [nm
2 + k3, no

2] : [n3, κ
′
3] : ∅|n5 :

n6 : [n7, l; κ7]) state for the fixed point (x∗k, p).

(vii) An ([nm
1 , no

1] : [nm
2 , no

2] : ∅ : [n4+k4; κ4]|n5 : n6 : [n7, l; κ7]) state of the fixed
point (x∗k0, p0) is a switching of the ([nm

1 , no
1+k4] : [nm

2 , no
2] : ∅ : [n4; κ ′4]|n5 :

n6 : [n7, l; κ7]) state and ([nm
1 , no

1] : [nm
2 , no

2 + k4] : ∅ : [n4; κ ′4]|n5 : n6 :
[n7, l; κ7]) state for the fixed point (x∗k, p).

(viii) An ([nm
1 , no

1] : [nm
2 , no

2] : [n3+k3; κ3] : [n4+k4; κ4]|n5 : n6 : [n7, l; κ7]) state
of the fixed point (x∗k0, p0) is a switching of the ([nm

1 +k3, no
1+k4] : [nm

2 , no
2] :
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[n3; κ ′3] : [n4; κ ′4]|n5 : n6 : [n7, l; κ7]) state and ([nm
1 , no

1] : [nm
2 +k3, no

2+k4] :
[n3; κ ′3] : [n4; κ ′4]|n5 : n6 : [n7, l; κ7]) state for the fixed point (x∗k, p).

(ix) An ([nm
1 , no

1] : [nm
2 , no

2] : [n3; κ3] : [n4; κ4]|n5 : n6 : [n7 + k7, l1; κ7]) state of
the fixed point (x∗k0, p0) is a switching of the ([nm

1 , no
1] : [nm

2 , no
2] : [n3; κ3] :

[n4; κ4]|n5 + k7 : n6 : [n7, l2; κ ′7]) state and ([nm
1 , no

1] : no
2 + k4] : [n3; κ3] :

[n4; κ4]|n5 : n6 + k7 : [n7, l3; κ ′7]) state for the fixed point (x∗k, p).

Definition 2.22 Consider a discrete, nonlinear dynamical system xk+1= f(xk, p)

in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by xk+j =
f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed point
x∗k (i.e., Uk(x∗k)⊂�), and f(xk, p) is Cr (r≥ 1)-continuous in Uk(x∗k) with
Eq. (2.28). The linearized system is yk+j+1=Df(x∗k, p)yk+j (yk+j = xk+j − x∗k)

in Uk(x∗k). The matrix Df(x∗k, p) possesses n eigenvalues λi (i= 1, 2, · · ·, n). Set
N ={1, 2, · · ·, n}, Np={p1, p2, · · ·, pnp} ∪∅ with pq ∈N (q= 1, 2, · · ·, np, p=
1, 2, 3, 4) and	4

p=1 np= n. ∪4
p=1Np=N and Np∩Nl = ∅(l 
= p).Np=∅ if np= 0.

Nα =Nm
α ∪No

α (α= 1, 2) and Nm
α ∩No

α =∅ with nm
α + no

α = nα where superscripts
“m” and “o” represent monotonic and oscillatory evolutions. The matrix Df(x∗k, p)

possesses n1-stable, n2-unstable, n3-invariant and n4-flip real eigenvectors. An itera-
tive response of xk+1= f(xk, p) is an ([nm

1 , no
1] : [nm

2 , no
2] : [n3; κ3] : [n4; κ4]| flow in

the neighborhood of the fixed point x∗k . κp ∈ {∅, mp} (p= 3, 4).

I. Simple critical cases

(i) An ([nm
1 , no

1] : [nm
2 , no

2] : 1 : ∅| state of the fixed point (x∗k0, p0) is a switching
of the ([nm

1 + 1, no
1] : [nm

2 , no
2] : ∅ : ∅| saddle and ([nm

1 , no
1] : [nm

2 + 1, no
2] :

∅ : ∅| saddle for the fixed point (x∗k, p).

(ii) An ([nm
1 , no

1] : [nm
2 , no

2] : ∅ : 1| state of the fixed point (x∗k0, p0) is a switching
of the ([nm

1 , no
1 + 1] : [nm

2 , no
2] : ∅ : ∅| saddle and ([nm

1 , no
1] : [nm

2 , no
2 + 1] :

∅ : ∅| saddle for the fixed point (x∗k, p).

(iii) An ([nm
1 , no

1] : [∅, ∅] : 1 : ∅| state of the fixed point (x∗k0, p0) is a stable
saddle-node bifurcation of the ([nm

1 + 1, no
1] : [∅, ∅] : ∅ : ∅| sink and

([nm
1 , no

1] : [1, ∅] : ∅ : ∅| saddle for the fixed point (x∗k, p).

(iv) An ([nm
1 , no

1] : [∅, ∅] : ∅ : 1| state of the fixed point (x∗k0, p0) is a stable
period-doubling bifurcation of the ([nm

1 , no
1 + 1] : [∅, ∅] : ∅ : ∅| sink and

([nm
1 , no

1] : [∅, 1] : ∅ : ∅| saddle for the fixed point (x∗k, p).

(v) An ([∅, ∅] : [nm
2 , no

2] : 1 : ∅| state of the fixed point (x∗k0, p0) is an unstable
saddle-node bifurcation of the ([∅, ∅] : [nm

2 + 1, no
2] : ∅ : ∅| source and

([1, ∅] : [nm
2 , no

2] : ∅ : ∅| saddle for the fixed point (x∗k, p).

(vi) An ([∅, ∅] : [nm
2 , no

2] : ∅ : 1| state of the fixed point (x∗k0, p0) is an unstable
period-doubling bifurcation of the ([∅, ∅] : [nm

2 , no
2 + 1] : ∅ : ∅| source and

([∅, 1] : [nm
2 , no

2] : ∅ : ∅| saddle for the fixed point (x∗k, p).

(vii) An ([nm
1 , no

1] : [nm
2 , no

2] : 1 : ∅| state of the fixed point (x∗k0, p0) is a switching
of the ([nm

1 + 1, no
1] : [nm

2 , no
2] : ∅ : ∅| saddle and ([nm

1 , no
1] : [nm

2 + 1, no
2] :

∅ : ∅| saddle for the fixed point (x∗k, p).
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(viii) An ([nm
1 , no

1] : [nm
2 , no

2] : ∅ : 1| state of the fixed point (x∗k0, p0) is a switching
of the ([nm

1 , no
1 + 1] : [nm

2 , no
2] : ∅ : ∅| saddle and ([nm

1 , no
1] : [nm

2 , no
2 + 1] :

∅ : ∅| saddle for the fixed point (x∗k, p).

II. Complex switching

(i) An ([nm
1 , no

1] : [nm
2 , no

2] : [n3; κ3] : ∅| state of the fixed point (x∗k0, p0) is a
switching of the ([nm

1 + n3, no
1] : [nm

2 , no
2] : ∅ : ∅| saddle and ([nm

1 , no
1] :[nm

2 + n3, no
2] : ∅ : ∅| saddle for the fixed point (x∗k, p).

(ii) An ([nm
1 , no

1] : [nm
2 , no

2] : ∅ : [n4; κ4]| state of the fixed point (x∗k0, p0) is a
switching of the ([nm

1 , no
1 + n4] : [nm

2 , no
2] : ∅ : ∅| saddle and ([nm

1 , no
1] :[nm

2 , no
2 + n4] : ∅ : ∅| saddle for the fixed point (x∗k, p).

(iii) An ([nm
1 , no

1] : [nm
2 , no

2] : [n3 + k3; κ3] : ∅| state of the fixed point (x∗k0, p0) is
a switching of the ([nm

1 + k3, no
1] : [nm

2 , no
2] : [n3; κ ′3] : ∅| state and ([nm

1 , no
1] :[nm

2 + k3, no
2] : [n3; κ ′3] : ∅| state for the fixed point (x∗k, p).

(iv) An ([nm
1 , no

1] : [nm
2 , no

2] : ∅ : [n4 + k4; κ4]| state of the fixed point (x∗k0, p0) is
a switching of the ([nm

1 , no
1 + k4] : [nm

2 , no
2] : ∅ : [n4; κ ′4]| state and ([nm

1 , no
1] :[nm

2 , no
2 + k4] : ∅ : [n4; κ ′4]| state for the fixed point (x∗k, p).

(v) An ([nm
1 , no

1] : [nm
2 , no

2] : [n3 + k3; κ3] : [n4 + k4; κ4]| state of the fixed point
(x∗k0, p0) is a switching of the ([nm

1 +k3, no
1+k4] : [nm

2 , no
2] : [n3; κ ′3] : [n4; κ ′4]|

state and ([nm
1 , no

1] : [nm
2 + k3, no

2 + k4] : [n3; κ ′3] : [n4; κ ′4]| state for the fixed
point (x∗k, p).

Definition 2.23 Consider a discrete, nonlinear dynamical system xk+1= f(xk, p)

∈R2n in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by
xk+j = f(xk+j−1, p) with j ∈Z. Suppose there is a neighborhood of the fixed point x∗k
(i.e., Uk(x∗k)⊂�), and f(xk, p) is Cr (r≥ 1)-continuous in Uk(x∗k) with Eq. (2.28).
The linearized system is yk+j+1=Df(x∗k, p)yk+j (yk+j = xk+j − x∗k) in Uk(x∗k).

The matrix Df(x∗k, p) possesses n-pairs of eigenvalues λi (i= 1, 2, · · ·, n). Set
N ={1, 2, · · ·, n}, Np = {p1, p2, · · ·, pnp} ∪∅ with pq ∈ N (q = 1, 2, · · ·, np, p =
5, 6, 7) and 	7

p=5np = n. ∪7
p=5Np = N and Np∩Nl = ∅(l 
= p). Np = ∅ if np = 0.

The matrix Df(x∗k, p) possesses n5-stable, n6-unstable and n7-center pairs of complex
eigenvectors. Without repeated complex eigenvalues of |λi| = 1(i ∈ N7), an itera-
tive response of xk+1 = f(xk, p) is an |n5 : n6 : n7) flow in the neighborhood of the
fixed point x∗k . With repeated complex eigenvalues of |λi | = 1 (i ∈ N7), an iterative
response of xk+1 = f(xk, p) is an |n5 : n6 : [n7, l; κ7]) flow in the neighborhood of
the fixed point x∗k , κ7 = (κ71, κ72, · · · , κ7l)

T with κ7s ∈ {∅, m7s}(s = 1, 2, · · · , l).

I. Simple switching and bifurcation

(i) An |n5 : n6 : 1) state of the fixed point (x∗k0, p0) is a switching of the |n5 + 1 :
n6 : ∅) spiral saddle and |n5 : n6 + 1 : ∅) saddle for the fixed point (x∗k, p).

(ii) An |n5 : ∅ : 1) state of the fixed point (x∗k0, p0) is a stable Neimark bifurcation
of the |n5 + 1 : ∅ : ∅) spiral sink and |n5 : 1 : ∅) spiral saddle for the fixed
point (x∗k, p).
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(iii) An |∅ : n6 : 1) state of the fixed point (x∗k0, p0) is an unstable Neimark
bifurcation of the |∅ : n6 + 1 : ∅) spiral source and |1 : n6 : ∅) spiral saddle
for the fixed point (x∗k, p).

(iv) An |n5 : n6 : n7 + 1) state of the fixed point (x∗k0, p0) is a switching of the
|n5 + 1 : n6 : n7) state and |n5 : n6 + 1 : n7) state for the fixed point (x∗k, p).

(v) An |∅ : n6 : n7 + 1) state of the fixed point (x∗k0, p0) is a switching of the
|1 : n6 : n7) state and |n5 : n6 + 1 : n7) state for the fixed point (x∗k, p).

(vi) An |n5 : ∅ : n7 + 1) state of the fixed point (x∗k0, p0) is a switching of the
|n5 + 1 : ∅ : n7) state and |n5 : 1 : n7) state for the fixed point (x∗k, p).

II. Complex switching

(i) An |n5 : n6 : [n7, l; κ7]) state of the fixed point (x∗k0, p0) is a switching of the
|n5 + n7 : n6 : ∅) spiral saddle and |n5 : n6 + n7 : ∅) spiral saddle for the
fixed point (x∗k, p).

(ii) An |n5 : n6 : [n7 + k7, l1; κ7]) state of the fixed point (x∗k0, p0) is a switching
of the |n5 + k7 : n6 : [n7, l1; κ ′7]) state and |n5 : n6 + k7 : [n7, l; κ ′7]) state for
the fixed point (x∗k, p).

(iii) An |n5 : n6 : [n7 + k5 − k6, l2; κ7]) state of the fixed point (x∗k0, p0) is a
switching of the |n5+k5 : n6 : [n7, l1; κ ′7]) state and |n5 : n6+k6 : [n7, l3; κ ′′7])
state for the fixed point (x∗k, p).

2.3.1 Stability and Switching

To extend the idea of Definitions 2.11 and 2.12, a new function will be defined to
determine the stability and the stability state switching.

Definition 2.24 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

∈ Rn in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by
xk+j = f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed
point x∗k (i.e., Uk(x∗k) ⊂ �), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k) with
Eq. (2.28). The linearized system is yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k)

in Uk(x∗k) and there are n linearly independent vectors vi (i = 1, 2, · · ·, n). For a

perturbation of fixed point yk = xk − x∗k, let y(i)
k = c(i)

k vi and y(i)
k+1 = c(i)

k+1vi,

s(i)
k = vT

i · yk = vT
i · (xk − x∗k) (2.49)

where s(i)
k = c(i)

k ||vi ||2. Define the following functions

Gi(xk, p) = vT
i · [f(xk, p)− x∗k] (2.50)
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and

G(1)

s(i)
k

(x, p) = vT
i ·Ds(i)

k
f(xk(s(i)

k ), p)

= vT
i ·Dxk f(xk(s(i)

k ), p)∂c(i)
k

xk∂s(i)
k

c(i)
k

= vT
i ·Dxf(xk(s(i)

k ), p)vi ||vi ||−2

(2.51)

G(m)

s(i)
k

(x, p) = vT
i ·D(m)

s(i)
k

f(xk(s(i)
k ), p)

= vT
i ·Ds(i)

k
(D(m−1)

s(i)
k

f(xk(s(i)
k ), p))

(2.52)

where Ds(i)
k

(·) = ∂(·)/∂s(i)
k and D(m)

s(i)
k

(·)=Ds(i)
k

(D(m−1)

s(i)
k

(·)).
Definition 2.25 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

∈ Rn in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by
xk+j = f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed
point x∗k (i.e., Uk(x∗k) ⊂ �), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k) with
Eq. (2.28). The linearized system is yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k)

in Uk(x∗k) and there are n linearly independent vectors vi (i = 1, 2, · · ·, n). For a

perturbation of fixed point yk = xk − x∗k, let y(i)
k = c(i)

k vi and y(i)
k+1 = c(i)

k+1vi .

(i) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is stable if

|vT
i · (xk+1 − x∗k)|< |vT

i · (xk − x∗k)| (2.53)

for xk ∈ U (x∗k) ⊂ �α. The fixed point x∗k is called the sink (or stable node) on
the direction vi .

(ii) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is unstable if

|vT
i · (xk+1 − x∗k)|> |vT

i · (xk − x∗k)| (2.54)

for xk ∈ U (x∗k) ⊂ �α. The fixed point x∗k is called the source (or unstable
node) on the direction vi .

(iii) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is invariant if

vT
i · (xk+1 − x∗k) = vT

i · (xk − x∗k) (2.55)

for xk ∈U (x∗k)⊂�α. The fixed point x∗k is called to be degenerate on the
direction vi .
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(iv) x(i)
k+j(j ∈ Z) at fixed point x∗k on the direction vi is symmetrically flipped if

vT
i · (xk+1 − x∗k) = −vT

i · (xk − x∗k) (2.56)

for xk ∈ U (x∗k) ⊂ �α. The fixed point x∗k is called to be degenerate on the
direction vi .

The stability of fixed points for a specific eigenvector is presented in Fig. 2.4.
The solid curve is vT

i · xk+1 = vT
i · f(xk, p). The circular symbol is the fixed point.

The shaded regions are stable. The horizontal solid line is for a degenerate case.
The vertical solid line is for a line with infinite slope. The monotonically stable
node (sink) is presented in Fig. 2.4a. The dashed and dotted lines are for vT

i · xk =
vT

i · xk+1 and vT
i · yk+1 = −vT

i · yk, respectively. From the fixed point x∗k, yk =
xk − x∗k and yk+1 = xk+1 − x∗k . The iterative responses approach the fixed point.
However, the monotonically unstable (source) is presented in Fig. 2.4b. The iterative
responses go away from the fixed point. Similarly, the oscillatory stable node (sink)
is presented in Fig. 2.4c. The dashed and dotted lines are for vT

i ·yk+1 = −vT
i ·yk and

vT
i ·xk = vT

i ·xk+1, respectively. The oscillatory unstable node (source) is presented
in Fig. 2.4d.

Theorem 2.5 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

∈ Rn in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by
xk+j = f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed point
x∗k (i.e., Uk(x∗k) ⊂ �), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k) with
Eq. (2.28). The linearized system is yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k)

in Uk(x∗k) and there are n linearly independent vectors vi (i = 1, 2, · · ·, n). For a

perturbation of fixed point yk = xk − x∗k, let y(i)
k = c(i)

k vi and y(i)
k+1 = c(i)

k+1vi .

(i) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is stable if and only if

G(1)

s(i)
k

(x∗k, p) = λi ∈ (−1, 1) (2.57)

for xk ∈ U (x∗k) ⊂ �α.

(ii) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is unstable if and only if

G(1)

s(i)
k

(x∗k, p) = λi ∈ (1,∞) and (−∞,−1) (2.58)

for xk ∈ U (x∗k) ⊂ �α.

(iii) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is invariant if and only if

G(1)

s(i)
k

(x∗k, p) = λi = 1 and G(mi)

s(i)
k

(x∗k, p) = 0 for mi = 2, 3, · · · (2.59)

for xk ∈ U (x∗k) ⊂ �α.



2.3 Bifurcation and Stability Switching 89
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Fig. 2.4 Stability of fixed points: a monotonically stable node (sink), b monotonically unstable
node (source), c oscillatory stable node (sink) and d oscillatory unstable node (sink). Shaded areas
are stable zones. (yk = xk − x∗k and yk+1 = xk+1 − x∗k)

(iv) x(i)
k+j(j ∈ Z) at fixed point x∗k on the direction vi is symmetrically flipped if and

only if

G(1)

s(i)
k

(x∗k, p) = λi = −1 and G(mi)

s(i)
k

(x∗k, p) = 0 for mi = 2, 3, · · · (2.60)

for xk ∈ U (x∗k) ⊂ �α.

Proof Because

s(i)
k+1 = vT

i · (xk+1 − x∗k) = vT
i · x∗k + G(1)

s(i)
k

(x∗k, p)s(i)
k + o(s(i)

k )− vT
i · x∗k

= G(1)

s(i)
k

(x∗k, p)s(i)
k + o(s(i)

k )
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due to any selection of s(i)
k and s(i)

k+1 as an infinitesimal, we have

s(i)
k+1 = G(1)

s(i)
k

(x∗k, p)s(i)
k ,

G(1)

s(i)
k

(x∗k, p) = vT
i ·Dxf(x∗k, p)vi ||vi ||−2

= vT
i · λivi ||vi ||−2 = λi .

(i) From the definition in Eq. (2.53), we have

|vT
i · (xk+1 − x∗k)|< |vT

i · (xk − x∗k)| ⇒ |s(i)
k+1|< |s(i)

k |
which gives

|G(1)

s(i)
k

(x∗k, p)s(i)
k |< |s(i)

k |.

Thus,

|G(1)

s(i)
k

(x∗k, p)|< 1⇒ G(1)

s(i)
k

(x∗k, p) = λi ∈ (−1, 1).

Therefore, xk+j(j ∈ Z) at fixed point x∗k on the direction vi is stable and vice
versa.

(ii) From the definition in Eq. (2.54), we have

|vT
i · (xk+1 − x∗k)|> |vT

i · (xk − x∗k)| ⇒ |s(i)
k+1|> |s(i)

k |
which gives

|G(1)

s(i)
k

(x∗k, p)s(i)
k |> |s(i)

k |.

Thus,

|G(1)

s(i)
k

(x∗k, p)|> 1⇒ G(1)

s(i)
k

(x∗k, p) = λi ∈ (−∞,−1) and (1,∞).

Therefore, xk+j(j ∈ Z) at fixed point x∗k on the direction vi is unstable and vice
versa.

(iii) Because

s(i)
k+1 = vT

i · (xk+1 − x∗k)

= vT
i · x∗k + G(1)

s(i)
k

(x∗k, p)s(i)
k +

∞∑

mi=2

1

mi !G
(mi)

s(i)
k

(x∗k, p)(s(i)
k )mi − vT

i · x∗k

= G(1)

s(i)
k

(x∗k, p)s(i)
k +

∞∑

mi=2

1

mi !G
(mi)

s(i)
k

(x∗k, p)(s(i)
k )mi ,
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from the definition in Eq. (2.55)

vT
i · (xk+1 − x∗k) = vT

i · (xk − x∗k)⇒ s(i)
k+1 = s(i)

k .

Due to any selection of s(i)
k and s(i)

k+1 as an infinitesimal, we have

G(1)

s(i)
k

(x∗k, p) = λi = 1 and G(mi)

s(i)
k

(x∗k, p) = 0 for mi = 2, 3, · · ·.

Therefore, xk+j(j ∈ Z) at fixed point x∗k on the direction vi is invariant and
vice versa.

(iv) From the definition in Eq. (2.56)

vT
i · (xk+1 − x∗k) = −vT

i · (xk − x∗k)⇒ s(i)
k+1 = −s(i)

k .

Due to any selection of s(i)
k and s(i)

k+1 as an infinitesimal, we have

G(1)

s(i)
k

(x∗k, p) = λi = −1 and G(mi)

s(i)
k

(x∗k, p) = 0 for mi = 2, 3, · · ·.

Therefore, xk+j(j ∈ Z) at fixed point x∗k on the direction vi is flipped and vice
versa. The theorem is proved. �

Definition 2.26 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p) ∈
Rn in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by xk+j =
f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed point x∗k (i.e.,
Uk(x∗k) ⊂ �), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k) with Eq. (2.28). The
linearized system is yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k) in Uk(x∗k) and
there are n linearly independent vectors vi (i = 1, 2, · · ·, n). For a perturbation of
the fixed point yk = xk − x∗k, let y(i)

k = c(i)
k vi and y(i)

k+1 = c(i)
k+1vi .

(i) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is monotonically stable of the
(2mi + 1)th-order if

G(1)

s(i)
k

(x∗k, p) = λi = 1,

G(ri)

s(i)
k

(x∗k, p) = 0 for ri = 2, 3, · · ·, 2mi,

G(2mi+1)

s(i)
k

(x∗k, p) 
= 0,

|vT
i · (xk+1 − x∗k)|< |vT

i · (xk − x∗k)|

(2.61)

for xk ∈ U (x∗k) ⊂ �α. The fixed point x∗k is called the monotonic sink (or
stable node) of the (2mi + 1)th-order on the direction vi .

(ii) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is monotonically unstable of
the (2mi + 1)th-order if
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G(1)

s(i)
k

(x∗k, p) = λi = 1,

G(ri)

s(i)
k

(x∗k, p) = 0 for ri = 2, 3, · · ·, 2mi;

G(2mi+1)

s(i)
k

(x∗k, p) 
= 0;
|vT

i · (xk+1 − x∗k)|> |vT
i · (xk − x∗k)|

(2.62)

for xk ∈ U (x∗k) ⊂ �α. The fixed point x∗k is called the monotonic source (or
unstable node) of the (2mi + 1)th-order on the direction vi .

(iii) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is monotonically unstable of
the (2mi)th-order, lower saddle if

G(1)

s(i)
k

(x∗k, p) = λi = 1,

G(ri)

s(i)
k

(x∗k, p) = 0 for ri = 2, 3, · · ·, 2mi − 1;

G(2mi)

s(i)
k

(x∗k, p) 
= 0,

|vT
i · (xk+1 − x∗k)|< |vT

i · (xk − x∗k)| for s(i)
k > 0

|vT
i · (xk+1 − x∗k)|> |vT

i · (xk − x∗k)| for s(i)
k < 0

(2.63)

for xk ∈ U (x∗k) ⊂ �α. The fixed point x∗k is called the monotonic, lower saddle
of the (2mi)th-order on the direction vi .

(iv) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is monotonically unstable of
the (2mi)th-order, upper saddle if

G(1)

s(i)
k

(x∗k, p) = λi = 1,

G(ri)

s(i)
k

(x∗k, p) = 0 for ri = 2, 3, · · ·, 2mi − 1;

G(2mi)

s(i)
k

(x∗k, p) 
= 0,

|vT
i · (xk+1 − x∗k)|> |vT

i · (xk − x∗k)| for s(i)
k > 0

|vT
i · (xk+1 − x∗k)|< |vT

i · (xk − x∗k)| for s(i)
k < 0

(2.64)

for xk ∈ U (x∗k) ⊂ �α. The fixed point x∗k is called the monotonic, upper saddle
of the (2mi)th-order on the direction vi .

(v) xk+j (j ∈ Z) at fixed point x∗k on the direction vi is oscillatory stable of the
(2mi + 1)th-order if

G(1)

s(i)
k

(x∗k, p) = λi = −1,

G(ri)

s(i)
k

(x∗k, p) = 0 for ri = 2, 3, · · ·, 2mi;
G(2mi+1)

s(i)
k

(x∗k, p) 
= 0;
|vT

i · (xk+1 − x∗k)|< |vT
i · (xk − x∗k)|

(2.65)
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for xk ∈ U (x∗k) ⊂ �α. The fixed point x∗k is called the oscillatory sink (or
stable node) of the (2mi + 1)th-order in the direction vi .

(vi) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is oscillatory unstable of the
(2mi + 1)th-order if

G(1)

s(i)
k

(x∗k, p) = λi = −1;

G(ri)

s(i)
k

(x∗k, p) = 0 for ri = 2, 3, · · ·, 2mi;

G(2mi+1)

s(i)
k

(x∗k, p) 
= 0;
|vT

i · (xk+1 − x∗k)|> |vT
i · (xk − x∗k)|

(2.66)

for xk ∈ U (x∗k) ⊂ �α. The fixed point x∗k is called the oscillatory source (or
unstable node) of the (2mi + 1)th-order in the direction vi .

(vii) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is oscillatory unstable of the
(2mi)th-order, lower saddle-node if

G(1)

s(i)
k

(x∗k, p) = λi = −1,

G(ri)

s(i)
k

(x∗k, p) = 0 for ri = 2, 3, · · ·, 2mi − 1;

G(2mi)

s(i)
k

(x∗k, p) 
= 0,

|vT
i · (xk+1 − x∗k)|> |vT

i · (xk − x∗k)| for s(i)
k > 0,

|vT
i · (xk+1 − x∗k)|< |vT

i · (xk − x∗k)| for s(i)
k < 0,

(2.67)

for xk ∈ U (x∗k) ⊂ �α. The fixed point x∗k is called the oscillatory lower saddle
of the (2mi)th-order on the direction vi .

(viii) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is oscillatory unstable of the
(2mi)th-order, upper saddle-node if

G(1)

s(i)
k

(x∗k, p) = λi = −1,

G(ri)

s(i)
k

(x∗k, p) = 0 for ri = 2, 3, · · ·, 2mi − 1;

G(2mi)

s(i)
k

(x∗k, p) 
= 0,

|vT
i · (xk+1 − x∗k)|< |vT

i · (xk − x∗k)| for s(i)
k > 0,

|vT
i · (xk+1 − x∗k)|> |vT

i · (xk − x∗k)| for s(i)
k < 0

(2.68)

for xk ∈ U (x∗k) ⊂ �α. The fixed point x∗k is called the oscillatory, upper saddle
of the (2mi)th-order on the direction vi .

The monotonic stability of fixed points with higher order singularity for a specific
eigenvector is presented in Fig. 2.5. The solid curve is vT

i · xk+1 = vT
i · f(xk, p).
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The circular symbol is fixed pointed. The shaded regions are stable. The horizontal
solid line is also for the degenerate case. The vertical solid line is for a line with
infinite slope. The monotonically stable node (sink) of the (2mi + 1)th order is
sketched in Fig. 2.5a. The dashed and dotted lines are for vT

i · xk = vT
i · xk+1 and

vT
i · yk+1 = −vT

i · yk, respectively. The nonlinear curve lies in the unstable zone,
and the iterative responses approach the fixed point. However, the monotonically
unstable (source) of the (2mi + 1)th order is presented in Fig. 2.5b. The nonlinear
curve lies in the unstable zone, and the iterative responses go away from the fixed
point. The monotonically lower saddle of the (2mi)th order is presented in Fig. 2.5c.
The nonlinear curve is tangential to the line of vT

i · xk = vT
i · xk+1 with the (2mi)th

order, and one branch is in the stable zone while the other branch is in the unstable
zone. Similarly, the monotonically upper saddle of the (2mi)th order is presented in
Fig. 2.5d.

Similar to Fig. 2.5, the oscillatory stability of fixed points with higher order
singularity for a specific eigenvector is presented in Fig. 2.6. The oscillatory sta-
ble node (sink) of the (2mi + 1)th order is sketched in Fig. 2.6a. The dashed and
dotted lines are for vT

i · yk+1 = −vT
i · yk and vT

i · xk = vT
i · xk+1, respectively. The

nonlinear curve lies in the unstable zone, and the iterative responses approach the
fixed point. However, the oscillatory unstable (source) of the (2mi + 1)th order is
presented in Fig. 2.6b. The nonlinear curve lies in the unstable zone, and the iterative
responses go away from the fixed point. The oscillatory lower saddle of the (2mi)th
order is presented in Fig. 2.6c. The nonlinear curve is tangential to and below the
line of vT

i · yk+1 = −vT
i · yk with the (2mi)th order, and one branch is in the stable

zone while the branch is in the unstable zone. Finally, the oscillatory upper saddle
of the (2mi)th order is presented in Fig. 2.6d.

Theorem 2.6 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

∈ Rn in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by
xk+j = f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed point
x∗k (i.e., Uk(x∗k) ⊂ �), and f(xk, p) is Cr (r ≥ 1) -continuous in Uk(x∗k) with
Eq. (2.28). The linearized system is yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k)

in Uk(x∗k) and there are n linearly independent vectors vi (i = 1, 2, · · ·, n). For a

perturbation of fixed point yk = xk − x∗k, let y(i)
k = c(i)

k vi and y(i)
k+1 = c(i)

k+1vi .

(i) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is monotonically stable of the
(2mi + 1)th -order if and only if

G(1)

s(i)
k

(x∗k, p) = λi = 1,

G(ri)

s(i)
k

(x∗k, p) = 0 for ri = 2, 3, · · ·, 2mi,

G(2mi+1)

s(i)
k

(x∗k, p)< 0

(2.69)

for xk ∈ U (x∗k) ⊂ �α.
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T
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1i kv x
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1i k i kv x v x
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i kv x
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1i kv x
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1i k i kv x v x

T
i kv x

T
i kv x

T
1i kv x

T T
1i k i kv x v x

T
i kv x

T
i kv x

T
1i kv x

T T
1i k i kv x v x

T
i kv x

(a) (b)

(c) (d)

Fig. 2.5 Monotonic stability of fixed points with higher order singularity: a monotonically stable
node (sink) of (2mi + 1)th-order, b monotonically unstable node (source) of (2mi + 1)th-order, c
monotonically lower saddle of (2mi)th-order and d monotonically upper saddle of (2mi)th-order.
Shaded areas are stable zones

(ii) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is monotonically unstable of
the (2mi + 1)th -order if and only if

G(1)

s(i)
k

(x∗k, p) = λi = 1,

G(ri)

s(i)
k

(x∗k, p) = 0 for ri = 2, 3, · · ·, 2mi,

G(2mi+1)

s(i)
k

(x∗k, p)> 0

(2.70)

for xk ∈ U (x∗k) ⊂ �α.

(iii) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is monotonically stable of the
(2mi)th -order, lower saddle if and only if
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T
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T T
1i k i k+⋅ = ⋅v x v x

T
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T
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T
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T T
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T
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(c)

⋅ ⋅

⋅

⋅

(d) 

(b) 

+

+

+

Fig. 2.6 Oscillatory stability of fixed points with higher order singularity: a oscillatory stable node
(sink) of (2mi + 1)th-order, b oscillatory unstable node (source) of (2mi + 1)th-order, c oscillatory
lower saddle of (2mi)th-order and d oscillatory upper saddle of (2mi)th-order. Shaded areas are
stable zones (yk = xk − x∗k and yk+1 = xk+1 − x∗k)

G(1)

s(i)
k

(x∗k, p) = λi = 1,

G(ri)

s(i)
k

(x∗k, p) = 0 for ri = 2, 3, · · ·, 2mi − 1,

G(2mi)

s(i)
k

(x∗k, p)< 0 stable for s(i)
k > 0;

G(2mi)

s(i)
k

(x∗k, p)< 0 unstable for s(i)
k < 0

(2.71)

for xk ∈ U (x∗k) ⊂ �α.
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(iv) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is monotonically unstable of
the (2mi)th order, upper saddle if and only if

G(1)

s(i)
k

(x∗k, p) = λi = 1,

G(ri)

s(i)
k

(x∗k, p) = 0 for ri = 2, 3, · · ·, 2mi − 1,

G(2mi)

s(i)
k

(x∗k, p)> 0 unstable for s(i)
k > 0;

G(2mi)

s(i)
k

(x∗k, p)> 0 stable for s(i)
k < 0

(2.72)

for xk ∈ U (x∗k) ⊂ �α.

(v) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is oscillatory stable of the
(2mi + 1)th -order if and only if

G(1)

s(i)
k

(x∗k, p) = λi = −1,

G(ri)

s(i)
k

(x∗k, p) = 0 for ri = 2, 3, · · ·, 2mi,

G(2mi+1)

s(i)
k

(x∗k, p)> 0

(2.73)

for xk ∈ U (x∗k) ⊂ �α.

(vi) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is oscillatory unstable of the
(2mi + 1)th -order if and only if

G(1)

s(i)
k

(x∗k, p) = λi = −1,

G(ri)

s(i)
k

(x∗k, p) = 0 for ri = 2, 3, · · ·, 2mi,

G(2mi+1)

s(i)
k

(x∗k, p)< 0

(2.74)

for xk ∈ U (x∗k) ⊂ �α.

(vii) xk+j(j ∈ Z) at fixed point x∗k on the direction vi is oscillatory unstable of the
(2mi)th -order, upper saddle if and only if

G(1)

s(i)
k

(x∗k, p) = λi = −1,

G(ri)

s(i)
k

(x∗k, p) = 0 for ri = 2, 3, · · ·, 2mi − 1,

G(2mi)

s(i)
k

(x∗k, p)> 0 stable for s(i)
k > 0;

G(2mi)

s(i)
k

(x∗k, p)> 0 unstable for s(i)
k < 0

(2.75)

for xk ∈ U (x∗k) ⊂ �α.
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(viii) xk+j(j ∈ Z) at fixed point x∗k in the direction vi is oscillatory unstable of the
(2mi)th -order lower saddle if and only if

G(1)

s(i)
k

(x∗k, p) = λi = −1,

G(ri)

s(i)
k

(x∗k, p) = 0 for ri = 2, 3, · · ·, 2mi − 1,

G(2mi)

s(i)
k

(x∗k, p)< 0 stable for s(i)
k < 0;

G(2mi)

s(i)
k

(x∗k, p)< 0 unstable for s(i)
k > 0

(2.76)

for xk ∈ U (x∗k) ⊂ �α.

Proof Because

s(i)
k+1 =vT

i · (xk+1 − x∗k)

=vT
i · x∗k + G(1)

s(i)
k

(x∗k, p)s(i)
k +

2mi+1∑

ri=2

1

ri !G
(ri)

s(i)
k

(x∗k, p)(s(i)
k )ri

− vT
i · x∗k + o((s(i)

k )2mi+1)

=G(1)

s(i)
k

(x∗k, p)s(i)
k +

2mi∑

ri=2

1

ri !G
(ri)

s(i)
k

(x∗k, p)(s(i)
k )ri

+ 1

(2mi + 1)!G
(2mi+1)

s(i)
k

(x∗k, p)(s(i)
k )2mi+1 + o((s(i)

k )2mi+1)

and

s(i)
k = vT

i · (xk − x∗k).

(i) From the first two equations of Eq. (2.69), for the infinitesimal s(i)
k , one obtains

s(i)
k+1 = [G(1)

s(i)
k

(x∗k, p)+ 1

(2mi + 1)!G
(2mi+1)

s(i)
k

(x∗k, p)(s(i)
k )2mi ]s(i)

k .

Since

|vT
i · (xk+1 − x∗k)|< |vT

i · (xk − x∗k)|,

we have
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|s(i)
k+1| =

∣∣∣∣[G(1)

s(i)
k

(x∗k, p)+ 1

(2mi + 1)!G
(2mi+1)

s(i)
k

(x∗k, p)(s(i)
k )2mi ]s(i)

k

∣∣∣∣

=
∣∣∣∣G

(1)

s(i)
k

(x∗k, p)
1

(2mi + 1)! + G(2mi+1)

s(i)
k

(x∗k, p)(s(i)
k )2mi

∣∣∣∣ |s(i)
k |

< |s(i)
k |.

For G(1)

s(i)
k

(x∗k, p) = 1, we have

|1+ 1

(2mi + 1)!G
(2mi+1)

s(i)
k

(x∗k, p)(s(i)
k )2mi |< 1.

Since the infinitesimal s(i)
k is arbitrarily selected, the foregoing equation gives

G(2mi+1)

s(i)
k

(x∗k, p) < 0.

Therefore, xk+j (j ∈ Z) at fixed point x∗k on the direction vi is monotonically
stable of the (2mi + 1)th-order, vice versa.

(ii) Similarly, since

|vT
i · (xk+1 − x∗k)|< |vT

i · (xk − x∗k)|,

we have
∣∣∣∣1+

1

(2mi + 1)!G
(2mi+1)

s(i)
k

(x∗k, p)(s(i)
k )2mi

∣∣∣∣ > 1.

For the arbitrarily infinitesimal s(i)
k , the foregoing equation requires

G(2mi+1)

s(i)
k

(x∗k, p)> 0.

Therefore, xk+j(j ∈ Z) at fixed point x∗k on the direction vi is monotonically
unstable of the (2mi + 1)th-order and vice versa.

(iii) The Taylor expansion of s(i)
k+1 keeps up to the (2mi)th term of s(i)

k

s(i)
k+1 =vT

i · (xk+1 − x∗k)

=vT
i · x∗k + G(1)

s(i)
k

(x∗k, p)s(i)
k +

2mi∑

ri=2

1

ri !G
(ri)

s(i)
k

(x∗k, p)(s(i)
k )ri

− vT
i · x∗k + o((s(i)

k )2mi )

=G(1)

s(i)
k

(x∗k, p)s(i)
k +

2mi−1∑

ri=2

1

ri !G
(ri)

s(i)
k

(x∗k, p)(s(i)
k )ri

+ 1

(2mi)!G
(2mi)

s(i)
k

(x∗k, p)(s(i)
k )2mi + o((s(i)

k )2mi ).
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From the first two equations of Eq. (2.71), for the infinitesimal s(i)
k , one obtains

s(i)
k+1 = s(i)

k +
1

(2mi)!G
(2mi)

s(i)
k

(x∗k, p)(s(i)
k )2mi .

Thus

|s(i)
k+1| =

∣∣∣∣[1+
1

(2mi)!G
(2mi)

s(i)
k

(x∗k, p)(s(i)
k )2mi−1]s(i)

k

∣∣∣∣

=
∣∣∣∣1+

1

(2mi)!G
(2mi)

s(i)
k

(x∗k, p)(s(i)
k )2mi−1

∣∣∣∣ |s(i)
k |.

For G(2mi)

s(i)
k

(x∗k, p)< 0, if s(i)
k > 0, we have

|s(i)
k+1|< |s(i)

k | ⇒ |vT
i · (xk+1 − x∗k)|< |vT

i · (xk − x∗k)|,

if s(i)
k < 0, we have

|s(i)
k+1|> |s(i)

k | ⇒ |vT
i · (xk+1 − x∗k)|> |vT

i · (xk − x∗k)|,
Thus, xk+j(j ∈ Z) at fixed point x∗k on the direction vi is monotonically unstable
of the (2mi)th-order, lower saddle and vice versa.

(iv) Similar to (iii), for G(2mi)

s(i)
k

(x∗k, p)> 0, if s(i)
k > 0, we have

|s(i)
k+1|> |s(i)

k | ⇒ |vT
i · (xk+1 − x∗k)|> |vT

i · (xk − x∗k)|,

if s(i)
k < 0, we have

|s(i)
k+1|< |s(i)

k | ⇒ |vT
i · (xk+1 − x∗k)|< |vT

i · (xk − x∗k)|.
Thus, xk+j(j ∈ Z) at fixed point x∗k on the direction vi is monotonically unstable
of the (2mi)th-order, upper saddle and vice versa.

(v) Similar to case (i), consider

|vT
i · (xk+1 − x∗k)|< |vT

i · (xk − x∗k)|,

For G(1)

s(i)
k

(x∗k, p) = −1, we have

|−1+ 1

(2mi + 1)!G
(2mi+1)

s(i)
k

(x∗k, p)(s(i)
k )2mi |< 1.

Since the infinitesimal s(i)
k is arbitrarily selected, the foregoing equation gives
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G(2mi+1)

s(i)
k

(x∗k, p)> 0.

Therefore, xk+j(j ∈ Z) at fixed point x∗k on the direction vi is oscillatory stable
of the (2mi + 1)th-order, vice versa.

(vi) Similar to case (ii), consider

|vT
i · (xk+1 − x∗k)|> |vT

i · (xk − x∗k)|,

For G(1)

s(i)
k

(x∗k, p) = −1, we have

|−1+ 1

(2mi + 1)!G
(2mi+1)

s(i)
k

(x∗k, p)(s(i)
k )2mi |> 1.

Since the infinitesimal s(i)
k is arbitrarily selected, the foregoing equation gives

G(2mi+1)

s(i)
k

(x∗k, p)< 0.

Therefore, xk+j(j ∈ Z) at fixed point x∗k on the direction vi is oscillatory
unstable of the (2mi + 1)th-order and vice versa.

(vii) Similar to (iii), from the first two equations of Eq. (2.75), for the infinitesimal
s(i)

k , one obtains

s(i)
k+1 = −s(i)

k +
1

(2mi)!G
(2mi)

s(i)
k

(x∗k, p)(s(i)
k )2mi

Thus

|s(i)
k+1| =

∣∣∣∣[−1+ 1

(2mi)!G
(2mi)

s(i)
k

(x∗k, p)(s(i)
k )2mi−1]s(i)

k

∣∣∣∣

=
∣∣∣∣−1+ 1

(2mi)!G
(2mi)

s(i)
k

(x∗k, p)(s(i)
k )2mi−1

∣∣∣∣ |s(i)
k |.

For G(2mi)

s(i)
k

(x∗k, p)> 0, if s(i)
k < 0, we have

|s(i)
k+1|< |s(i)

k | ⇒ |vT
i · (xk+1 − x∗k)|< |vT

i · (xk − x∗k)|,

if s(i)
k < 0, we have

|s(i)
k+1|> |s(i)

k | ⇒ |vT
i · (xk+1 − x∗k)|> |vT

i · (xk − x∗k)|.
Thus, xk+j(j ∈ Z) at fixed point x∗k on the direction vi is oscillatory unstable
of the (2mi)th-order, upper saddle and vice versa.
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(viii) Similar to (vii), for G(2mi)

s(i)
k

(x∗k, p)< 0, if s(i)
k > 0, we have

|s(i)
k+1|> |s(i)

k | ⇒ |vT
i · (xk+1 − x∗k)|> |vT

i · (xk − x∗k)|,

if s(i)
k > 0, we have

|s(i)
k+1|< |s(i)

k | ⇒ |vT
i · (xk+1 − x∗k)|< |vT

i · (xk − x∗k)|.
Thus, xk+j(j ∈ Z) at fixed point x∗k in the direction vi is monotonically unstable
of the (2mi)th-order, lower saddle and vice versa. This theorem is proved. �

Definition 2.27 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

∈Rn in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by
xk+j = f(xk+j−1, p)with j ∈ Z.Suppose there is a neighborhood of the fixed point x∗k
(i.e., Uk(x∗k) ⊂ �), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k) with Eq. (2.28).
The linearized system is yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k) in Uk(x∗k).

Consider a pair of complex eigenvalue αi ± iβi (i ∈ N = {1, 2, · · ·, n}, i = √−1)

of matrix Df(x∗, p) with a pair of eigenvectors ui ± ivi . On the invariant plane of
(ui, vi), consider r(i)

k = yk = y(i)
k+ + y(i)

k− with

r(i)
k = c(i)

k ui + d (i)
k vi,

r(i)
k+1 = c(i)

k+1ui + d (i)
k+1vi;

(2.77)

and

c(i)
k =

1

�
[�2(uT

i · yk)−�12(vT
i · yk)],

d (i)
k =

1

�
[�1(vT

i · yk)−�12(uT
i · yk)];

�1 = ||ui ||2,�2 = ||vi ||2,�12 = uT
i · vi ;

� = �1�2 −�2
12.

(2.78)

Consider a polar coordinate of (rk, θk) defined by

c(i)
k = r(i)

k cos θ
(i)
k , and d (i)

k = r(i)
k sin θ

(i)
k ;

r(i)
k =

√
(c(i)

k )2 + (d (i)
k )2, and θ

(i)
k = arctan d (i)

k /c(i)
k .

(2.79)

Thus

c(i)
k+1 =

1

�
[�2Gc(i)

k
(xk, p)−�12Gd (i)

k
(xk, p)]

d (i)
k+1 =

1

�
[�1Gd (i)

k
(xk, p)−�12Gc(i)

k
(xk, p)]

(2.80)
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where

Gc(i)
k

(xk, p) = uT
i · [f(xk, p)− x∗k] =

∑∞
mi=1

1

mi !G
(mi)

c(i)
k

(θ
(i)
k )(r(i)

k )mi ,

Gd (i)
k

(xk, p) = vT
i · [f(xk, p)− x∗k] =

∑∞
mi=1

1

mi !G
(mi)

d (i)
k

(θ
(i)
k )(r(i)

k )mi ;
(2.81)

G(mi)

c(i)
k

(θ
(i)
k ) = uT

i · ∂(mi)
xk

f(xk, p)[ui cos θ
(i)
k + vi sin θ

(i)
k ]mi

∣∣∣
(x∗k,p)

,

G(mi)

d (i)
k

(θ
(i)
k ) = vT

i · ∂(m)
xk

f(xk, p)[ui cos θ
(i)
k + vi sin θ

(i)
k ]mi

∣∣∣
(x∗k,p)

.
(2.82)

Thus

r(i)
k+1 =

√
(c(i)

k+1)
2 + (d (i)

k+1)
2 =

√∑∞
mi=2

(r(i)
k )mi G(mi)

r(i)
k+1

(θ
(i)
k )

=
√

G(2)

r(i)
k+1

r(i)
k

√
1+ (G(2)

r(i)
k+1

)−1
∑∞

mi=3
(r(i)

k )mi−2G(mi)

r(i)
k+1

(θ
(i)
k )

θ
(i)
k+1 = arctan(d (i)

k+1/c(i)
k+1)

(2.83)

where

G(mi)

r(i)
k+1

(θ
(i)
k ) =

∞∑

ri=1

∞∑

si=1

1

ri !
1

si !G
(ri)

c(i)
k+1

(θ
(i)
k )G(si)

c(i)
k+1

(θ
(i)
k )+ G(ri)

d (i)
k+1

(θ
(i)
k )G(si)

d (i)
k+1

(θ
(i)
k )δri+si

mi

= 1

mi !
mi−1∑

q=1

Cq
mi [G(q)

c(i)
k+1

(θ
(i)
k )G(mi−q)

c(i)
k+1

(θ
(i)
k )+ G(q)

d (i)
k+1

(θ
(i)
k )G(mi−q)

d (i)
k+1

(θ
(i)
k )],

(2.84)
and

G(mi)

c(i)
k+1

(θ
(i)
k ) = 1

�
[�2G(mi)

c(i)
k

(θ
(i)
k )−�12G(mi)

d (i)
k

(θ
(i)
k )],

G(mi)

d (i)
k+1

(θk) = 1

�
[�1G(mi)

d (i)
k

(θ
(i)
k )−�12G(mi)

c(i)
k

(θ
(i)
k )],

Cq
mi =

mi !
q!(mi − q)! .

(2.85)

From the foregoing definition, consider the first order terms of G-function

G(1)

c(i)
k

(xk, p) = G(1)

c(i)
k 1

(xk, p)+ G(1)

c(i)
k 2

(xk, p),

G(1)

d (i)
k

(xk, p) = G(1)

d (i)
k 1

(xk, p)+ G(1)

d (i)
k 2

(xk, p),
(2.86)
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where

G(1)

c(i)
k 1

(xk, p) = uT
i ·Dxk f(xk, p)∂c(i)

k
xk = uT

i ·Dxk f(xk, p)ui

= uT
i · (−βivi + αiui) = αi�1 − βi�12,

G(1)

c(i)
k 2

(xk, p) = uT
i ·Dxk f(xk, p)∂d (i)

k
xk = uT

i ·Dxk f(xk, p)vi

= uT
i · (βiui + αivi) = αi�12 + βi�1;

(2.87)

and

G(1)

d (i)
k 1

(xk, p) = vT
i ·Dxk f(xk, p)∂c(i)

k
xk = vT

i ·Dxk f(xk, p)ui

= vT
i · (−βivi + αiui) = −βi�2 + αi�12,

G(1)

d (i)
k 2

(x, p) = vT
i ·Dxk f(xk, p)∂d (i)

k
xk = vT

i ·Dxk f(xk, p)vi

= vT
i · (βiui + αivi) = αi�2 + βi�12.

(2.88)

Substitution of Eqs. (2.86)–(2.88) into Eq. (2.82) gives

G(1)

c(i)
k

(θ
(i)
k ) = G(1)

c(i)
k 1

(xk, p) cos θ
(i)
k + G(1)

c(i)
k 2

(xk, p) sin θ
(i)
k

= (αi�1 − βi�12) cos θ
(i)
k + (αi�12 + βi�1) sin θ

(i)
k ,

G(1)

d (i)
k

(θ
(i)
k ) = G(1)

d (i)
k 1

(xk, p) cos θ
(i)
k + G(1)

d (i)
k 2

(xk, p) sin θ
(i)
k

= (−βi�2 + αi�12) cos θ
(i)
k + (αi�2 + βi�12) sin θ

(i)
k .

(2.89)

From Eq. (2.85), we have

G(1)

c(i)
k+1

(θ
(i)
k ) = 1

�
[�2G(1)

c(i)
k

(θ
(i)
k )−�12G(1)

d (i)
k

(θ
(i)
k )]

= αi cos θ
(i)
k + βi sin θ

(i)
k

G(1)

d (i)
k+1

(θ
(i)
k ) = 1

�
[�1G(1)

d (i)
k

(θ
(i)
k )−�12G(1)

c(i)
k

(θ
(i)
k )]

= αi sin θ
(i)
k − βi cos θ

(i)
k .

(2.90)

Thus

G(2)

r(i)
k+1

(θ
(i)
k ) = [G(1)

c(i)
k+1

(θ
(i)
k )G(1)

c(i)
k+1

(θ
(i)
k )+ G(1)

d (i)
k+1

(θ
(i)
k )G(1)

d (i)
k+1

(θ
(i)
k )]

= α2
i + β2

i .

(2.91)

Furthermore, Eq. (2.83) gives
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r(i)
k+1 = ρir

(i)
k + o(r(i)

k ) and θ
(i)
k+1 = θ

(i)
k − ϑi + o(r(i)

k ), (2.92)

where

ϑi = arctan(βi/αi) and ρi =
√

α2
i + β2

i . (2.93)

As r(i)
k � 1 and r(i)

k → 0, we have

r(i)
k+1 = ρir

(i)
k and θ

(i)
k+1 = ϑi − θ

(i)
k . (2.94)

With an initial condition of r(i)
k = r0

k and θ
(i)
k = θ

(i)
k , the corresponding solution of

Eq. (2.94) is

r(i)
k+j = (ρi)

j r0
k and θ

(i)
k+j = jϑi − θ

(i)
k . (2.95)

From Eqs. (2.80), (2.81) and (2.90), we have

c(i)
k+1 = αir

(i)
k cos θ

(i)
k + βir

(i)
k sin θ

(i)
k = αic

(i)
k + βid

(i)
k ,

d (i)
k+1 = αir

(i)
k sin θ

(i)
k − βir

(i)
k cos θ

(i)
k = −βic

(i)
k + αid

(i)
k .

(2.96)

That is,
{

c(i)
k+1

d (i)
k+1

}
=
[

αi βi
−βi αi

]{ c(i)
k

d (i)
k

}
= ρi

[
cos ϑi sin ϑi
− sin ϑi cos ϑi

]{ c(i)
k

d (i)
k

}
. (2.97)

From the foregoing equation, we have
⎧
⎨

⎩
c(i)

k+j

d (i)
k+j

⎫
⎬

⎭ =
[

αi βi
−βi αi

]j
{

c(i)
k

d (i)
k

}
= (ρi)

j
[

cos jϑi sin jϑi
− sin jϑi cos jϑi

]{ c(i)
k

d (i)
k

}
. (2.98)

Definition 2.28 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p) ∈
Rn in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by xk+j =
f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed point x∗k (i.e.,
Uk(x∗k) ⊂ �), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k) with Eq. (2.28).
The linearized system is yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k) in Uk(x∗k).

Consider a pair of complex eigenvalues αi ± iβi (i ∈ N = {1, 2, · · ·, n}, i = √−1)

of matrix Df(x∗, p) with a pair of eigenvectors ui ± ivi . On the invariant plane
of (ui, vi), consider r(i)

k = yk = y(i)
k+ + y(i)

k− with Eqs. (2.77) and (2.79). For any
arbitrarily small ε > 0, the stability of the fixed point x∗k on the invariant plane of
(ui, vi) can be determined.

(i) x(k) at the fixed point x∗k on the plane of (ui, vi) is spirally stable if

r(i)
k+1 − r(i)

k < 0. (2.99)
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(ii) x(k) at the fixed point x∗k on the plane of (ui, vi) is spirally unstable if

r(i)
k+1 − r(i)

k > 0. (2.100)

(iii) x(k) at the fixed point x∗k on the plane of (ui, vi) is spirally stable with the

mi th-order singularity if for θ
(i)
k ∈ [0, 2π ]

ρi =
√

α2
i + β2

i = 1,

G
(s(i)

k )

r(i)
k+1

(θk) = 0 for s(i)
k = 1, 2, · · ·, mi − 1;

r(i)
k+1 − r(i)

k < 0.

(2.101)

(iv) x(k) at the fixed point x∗k on the plane of (ui, vi) is spirally unstable with the

mi th-order singularity if for θ
(i)
k ∈ [0, 2π ]

ρi =
√

α2
i + β2

i = 1,

G
(s(i)

k )

r(i)
k+1

(θk) = 0 for s(i)
k = 0, 1, 2, · · ·, mi − 1;

r(i)
k+1 − r(i)

k > 0.

(2.102)

(v) x(k) at the fixed point x∗k on the plane of (ui, vi) is circular if for θ
(i)
k ∈ [0, 2π ]

r(i)
k+1 − r(i)

k = 0. (2.103)

(vi) x(k) at the fixed point x∗ on the plane of (ui, vi) is degenerate in the direction
of uk if

βi = 0 and θ
(i)
k+1 − θ

(i)
k = 0. (2.104)

Theorem 2.7 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p) ∈
Rn in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by xk+j =
f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed point x∗k (i.e.,
Uk(x∗k) ⊂ �), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k) with Eq. (2.28).
The linearized system is yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k) in Uk(x∗k).

Consider a pair of complex eigenvalues αi ± iβi (i ∈ N = {1, 2, · · ·, n}, i = √−1)

of matrix Df(x∗, p) with a pair of eigenvectors ui ± ivi . On the invariant plane
of (ui, vi), consider r(i)

k = yk = y(i)
k+ + y(i)

k− with Eqs. (2.77) and (2.79). For any
arbitrarily small ε > 0, the stability of the fixed point x∗k on the invariant plane of
(ui, vi) can be determined.
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(i) x(k) at the fixed point x∗k on the plane of (ui, vi) is spirally stable if and
only if

ρi < 1. (2.105)

(ii) x(k) at the fixed point x∗k on the plane of (ui, vi) is spirally unstable if

ρi > 1. (2.106)

(iii) x(k) at the fixed point x∗k on the plane of ui, vi is spirally stable with the (mk)th-

order singularity if and only if for θ
(i)
k ∈ [0, 2π ]

ρi =
√

α2
i + β2

i = 1,

G
(s(i)

k )

r(i)
k+1

(θ
(i)
k ) = 0 for s(i)

k = 1, 2, · · ·, mi − 1;

G(mi)

r(i)
k+1

(θ
(i)
k )< 0.

(2.107)

(iv) x(k) at the fixed point x∗k on the plane of (ui, vi) is spirally unstable with the

(mi)th-order singularity if and only if for θ
(i)
k ∈ [0, 2π ]

ρi =
√

α2
i + β2

i = 1,

G
(s(i)

k )

r(i)
k+1

(θ
(i)
k ) = 0 for s(i)

k = 0, 1, 2, · · ·, mi − 1;

G(mi)

r(i)
k+1

(θ
(i)
k )> 0.

(2.108)

(v) x(k) at the fixed point x∗k on the plane of (ui, vi) is circular if and only if for

θ
(i)
k ∈ [0, 2π ]

ρi =
√

α2
i + β2

i = 1,

G
(s(i)

k )

r(i)
k+1

(θ
(i)
k ) = 0 for s(i)

k = 0, 1, 2, · · ·.
(2.109)

Proof Since

c(i)
k+1 =

1

�
[�2Gc(i)

k
(xk, p)−�12Gd (i)

k
(xk, p)]

d (i)
k+1 =

1

�
[�1Gd (i)

k
(xk, p)−�12Gc(i)

k
(xk, p)]

For xk+1 = xk = x∗k, rk = 0. The first order approximation of c(i)
k+1 and d (i)

k+1 in the
Taylor series expansion gives
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c(i)
k+1 = G(1)

c(i)
k+1

(θ
(i)
k )r(i)

k + o(r(i)
k ),

d (i)
k+1 = G(1)

d (i)
k+1

(θ
(i)
k )r(i)

k + o(r(i)
k )

where r(i)
k =

√
(c(i)

k )2 + (d (i)
k )2 and θ

(i)
k = arctan(d (i)

k /c(i)
k )

G(1)

c(i)
k+1

(θ
(i)
k ) = 1

�
[�2G(1)

c(i)
k

(θ
(i)
k )−�12G(1)

d (i)
k

(θ
(i)
k )]

G(1)

d (i)
k+1

(θ
(i)
k ) = 1

�
[�1G(1)

d (i)
k

(θ
(i)
k )−�12G(1)

c(i)
k

(θ
(i)
k )]

and

G(1)

c(i)
k

(θ
(i)
k ) = (αi�1 − βi�12) cos θ

(i)
k + (αi�12 + βi�1) sin θ

(i)
k ,

G(1)

d (i)
k

(θ
(i)
k ) = (−βi�2 + αi�12) cos θ

(i)
k + (αi�2 + βi�12) sin θ

(i)
k .

Therefore,

G(1)

c(i)
k+1

(θ
(i)
k ) = αi cos θ

(i)
k + βi sin θ

(i)
k ,

G(1)

d (i)
k+1

(θ
(i)
k ) = αi sin θ

(i)
k − βi cos θ

(i)
k .

Further

c(i)
k+1 = αir

(i)
k cos θ

(i)
k + βir

(i)
k sin θ

(i)
k = αic

(i)
k + βid

(i)
k ,

d (i)
k+1 = αir

(i)
k sin θ

(i)
k − βir

(i)
k cos θ

(i)
k = −βic

(i)
k + αid

(i)
k .

That is,
{

c(i)
k+1

d (i)
k+1

}
=
[

αi βi
−βi αi

]{
c(i)

k
d (i)

k

}
= ρi

[
cos ϑi sin ϑi
− sin ϑi cos ϑi

]{
c(i)

k
d (i)

k

}
.

From the foregoing equation, we have

r(i)
k+1 = ρir

(i)
k + o(r(i)

k ) and θ
(i)
k+1 = θ

(i)
k − ϑi + o(r(i)

k ).

where

ϑi = arctan(βi/αi) and ρi =
√

α2
i + β2

i .

As r(i)
k � 1 and r(i)

k → 0, we have

r(i)
k+1 = ρir

(i)
k and θ

(i)
k+1 = ϑi − θ

(i)
k .
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(i) For fixed point stability, if ρi < 1, then

r(i)
k+1 < r(i)

k

which implies that x(i)
k at the fixed point x∗k on the plane of (ui, vi) is spirally

stable and vice versa.
(ii) If ρi > 1, then

r(i)
k+1 > r(i)

k

which implies that x(i)
k at the fixed point x∗k on the plane of (ui, vi) is spirally

stable and vice versa.
(iii) If for θ

(i)
k ∈ [0, 2π ] the following conditions exist

ρi =
√

G(2)

r(i)
k+1

=
√

α2
i + β2

i = 1,

G
(s(i)

k )

r(i)
k+1

(θ
(i)
k ) = 0 for s(i)

k = 1, 2, · · ·, mi − 1;

G(mi)

r(i)
k+1

(θ
(i)
k ) 
= 0, and |G(s(i)

k )

r(i)
k+1

(θ
(i)
k )|<∞ for s(i)

k = mi + 1, m+ 2 · · · .

then the higher terms can be ignored, i.e.,

r(i)
k+1 = r(i)

k

√
1+

∑∞
mi=3

(r(i)
k )mi−2G(mi)

r(i)
k+1

(θ
(i)
k ).

If G(mi)

r(i)
k+1

(θ
(i)
k ) is independent of θk (i.e., G(mi)

r(i)
k+1

(θ
(i)
k ) = const), it can be used to

determine the stability of the fixed point. If G(mi)

r(i)
k+1

(θ
(i)
k )< 0, then

r(i)
k+1 < r(i)

k .

In other words this implies x(i)
k at the fixed point x∗k on the plane of (ui, vi) is

spirally stable with mkth order singularity, and vice versa.
(iv) If G(mi)

r(i)
k+1

(θ
(i)
k )> 0, then

r(i)
k+1 > r(i)

k .

That is, x(k) at the fixed point x∗k on the plane of (ui, vi) is spirally unstable
with the mkth-order singularity, and vice versa.

(v) If for θ
(i)
k ∈ [0, 2π ] the following conditions exist
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G
(s(i)

k )

r(i)
k+1

(θ
(i)
k ) = 0 for s(i)

k = 1, 2, · · ·,

then

r(i)
k+1 = r(i)

k

and vice versa. Therefore x(k) at the fixed point x∗k on the plane of (ui, vi) is
circular. This theorem is proved. �

2.3.2 Bifurcations

Definition 2.29 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

∈ Rn in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by
xk+j = f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed
point x∗k (i.e., Uk(x∗k) ⊂ �), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k) with
Eq. (2.28). The linearized system is yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k)

in Uk(x∗k) and there are n linearly independent vectors vi (i = 1, 2, · · ·, n). For a

perturbation of the fixed point yk = xk − x∗k, let y(i)
k = c(i)

k vi and y(i)
k+1 = c(i)

k+1vi .

s(i)
i = vT

i · yk = vT
i · (xk − x∗k) (2.110)

where s(i)
k = c(i)

k ||vi ||2.

s(i)
k+1 = vT

i · yk+1 = vT
i · [f(xk, p)− x∗k]. (2.111)

In the vicinity of point (x∗k(0)
, p0), vT

i · f(xk, p) can be expended for (0 < θ < 1) as

vT
i · [f(xk, p)− x∗k(0)] = ai(s

(i)
k − s(i)∗

k(0)
)+ bT

i · (p− p0)

+
m∑

q=2

q∑

r=0

1

q!C
r
qa(q−r,r)

i (s(i)
k − s(i)∗

k(0)
)q−r(p− p0)

r

+ 1

(m+ 1)! [(s
(i)
k − s(i)∗

k(0)
)∂s(i)

k
+ (p− p0)∂p]m+1

× (vT
i · f(x∗k(0) + θ�xk, p0 + θ�p))

(2.112)
where



2.3 Bifurcation and Stability Switching 111

ai = vT
i · ∂s(i)

k
f(xk, p)

∣∣∣
(x∗k(0)

,p0)
,

bT
i = vT

i · ∂pf(xk, p)

∣∣∣
(x∗k(0)

,p0)
,

a(r,s)
i = vT

i · ∂(r)

s(i)
k

∂(s)
p f(xk, p)

∣∣∣∣
(x∗k(0)

,p0)

.

(2.113)

If ai = 1 and p = p0, the stability of fixed point x∗k on an eigenvector vi changes from
stable to unstable state (or from unstable to stable state). The bifurcation manifold
in the direction of vi is determined by

bT
i · (p− p0)+

m∑

q=2

q∑

r=0

1

q!C
r
qa(r,q,−r)

i (p− p0)
q−r(s(i)

k − s(i)∗
k(0)

)r = 0. (2.114)

In the neighborhood of (x∗k(0)
, p0), when other components of fixed point x∗k on the

eigenvector of vj for all j 
= i, (i, j ∈ N) do not change their stability states,

Eq. (2.114) possesses l-branch solutions of equilibrium s(i)∗
k (0 < l ≤ m) with

l1-stable and l2-unstable solutions (l1, l2 ∈ {0, 1, 2, · · ·, l}). Such l-branch solu-
tions are called the bifurcation solutions of fixed point x∗k on the eigenvector of vi in
the neighborhood of (x∗k(0)

, p0). Such a bifurcation at point (x∗k(0)
, p0) is called the

hyperbolic bifurcation of mth-order on the eigenvector of vi . Consider two special
cases herein.

(i) If

a(1,1)
i = 0 and bT

i · (p− p0)+ 1

2!a
(2,0)
i (s(i)∗

k − s(i)∗
k0 )2 = 0 (2.115)

where

a(2,0)
i = vT

i · ∂(2)

s(i)
k

∂(0)
p f(xk, p)

∣∣∣∣
(x∗k(0)

,p0)

= vT
i · ∂(2)

s(i)
k

f(xk, p)

∣∣∣∣
(x∗k(0)

,p0)

= vT
i · ∂(2)

x f(xk, p)(vkvk)

∣∣∣
(x∗k(0)

,p0)
= G(2)

s(i)
k

(x∗k(0), p0) 
= 0,

bT
i = vT

i · ∂pf(xk, p)

∣∣∣
(x∗k(0)

,p0)

= 0,

(2.116)

a(2,0)
i × [bT

i · (p− p0)]< 0, (2.117)

such a bifurcation at point (x∗0, p0) is called the saddle-node bifurcation on the
eigenvector of vi .

(ii) If
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bT
i · (p− p0) = 0 and

a(1,1)
i · (p− p0)(s

(i)∗
k − s(i)∗

k(0)
)+ 1

2!a
(2,0)
i (s(i)∗

k − s(i)∗
k(0)

)2 = 0 (2.118)

where

a(2,0)
i = vT

i · ∂(2)

s(i)
k

∂(0)
p f(xk, p)

∣∣∣∣
(x∗k(0)

,p0)

= vT
i · ∂(2)

s(i)
k

f(xk, p)

∣∣∣∣
(x∗0,p0)

= vT
i · ∂(2)

xk
f(xk, p)(vivi)

∣∣∣
(x∗k(0)

,p0)
= G(2)

s(i)
k

(x∗k(0), p0) 
= 0,

a(1,1)
i = vT

i · ∂(1)

s(i)
k

∂(1)
p f(xk, p)

∣∣∣∣
(x∗k(0)

,p0)

= vT
i · ∂s(i)

k
∂pf(xk, p)

∣∣∣
(x∗k(0)

,p0)

= vT
i · ∂xk ∂pf(xk, p)vi

∣∣∣
(x∗k(0)

,p0)

= 0,

(2.119)

a(2,0)
i × [a(1,1)

i · (p− p0)]< 0, (2.120)

such a bifurcation at point (x∗k(0)
, p0) is called the transcritical bifurcation on

the eigenvector of vi .

Definition 2.30 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p)

∈ Rn in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by
xk+j = f(xk+j−1, p)with j ∈ Z.Suppose there is a neighborhood of the fixed point x∗k
(i.e., Uk(x∗k) ⊂ �), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k) with Eq. (2.28).
The linearized system is yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k) in Uk(x∗k)

and there are n linearly independent vectors vi (i = 1, 2, · · ·, n). For a perturbation
of fixed point yk = xk − x∗k, let y(i)

k = c(i)
k vi and y(i)

k+1 = c(i)
k+1vi . Equations (2.110),

(2.111) and (2.113) hold. In the vicinity of point (x∗k0, p0), vT
i · f(xk, p) can be

expended for (0 < θ < 1) as

vT
i · [f(xk, p)− x∗k+1(0)] = ai(s

(i)
k − s(i)∗

k(0)
)+ bT

i · (p− p0)

+
m∑

q=2

q∑

r=0

1

q!C
r
qa(q−r,r)

i (s(i)
k − s(i)∗

k(0)
)q−r(p− p0)

r

+ 1

(m+ 1)! [(s
(i)
k − s(i)∗

k(0)
)∂s(i)

k
+ (p− p0)∂p]m+1

× (vT
k · f(x∗k(0) + θ�xk, p0 + θ�p))

(2.121)
and
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vT
i · [f(xk+1, p)− x∗k(0)] = ai(s

(i)
k+1 − s(i)∗

k+1(0)
)+ bT

i · (p− p0)

+
m∑

q=2

q∑

r=0

1

q!C
r
qa(q−r,r)

i (s(i)
k+1 − s(i)∗

k+1(0)
)q−r(p− p0)

r

+ 1

(m+ 1)! [(s
(i)
k+1 − s(i)∗

k+1(0)
)∂s(i)

k+1
+ (p− p0)∂p]m+1

× (vT
i · f(x∗k+1(0) + θ�xk+1, p0 + θ�p)).

(2.122)
If ai = −1 and p = p0, the stability of current equilibrium x∗k on an eigenvector vi
changes from stable to unstable state (or from unstable to stable state). The bifurcation
manifold in the direction of vi is determined by

bT
i · (p− p0)+ ai(s

(i)∗
k − s(i)∗

k(0)
)

+
m∑

q=2

q∑

r=0

1

q!C
r
qa(q−r,r)

i (s(i)
k − s(i)∗

k(0)
)q−r(p− p0)

r = (s(i)∗
k+1 − s(i)∗

k+1(0)
);

bT
i · (p− p0)+ ai(s

(i)∗
k+1 − s(i)∗

k+1(0)
)

+
m∑

q=2

q∑

r=0

1

q!C
r
qa(q−r,r)

i (s(i)
k+1 − s(i)∗

k+1(0)
)q−r(p− p0)

r = (s(i)∗
k − s(i)∗

k(0)
).

(2.123)

In the neighborhood of (x∗k(0)
, p0), when other components of fixed point x∗k(0)

on
the eigenvector of vj for all j 
= i, (j, i ∈ N) do not change their stability states,

Eq. (2.123) possesses l-branch solutions of equilibrium s(i)∗
k (0 < l ≤ m) with l1-

stable and l2-unstable solutions (l1, l2 ∈ {0, 1, 2, · · ·, l}). Such l-branch solutions
are called the bifurcation solutions of fixed point x∗k on the eigenvector of vi in
the neighborhood of (x∗k(0)

, p0). Such a bifurcation at point (x∗k(0)
, p0) is called the

hyperbolic bifurcation of mth-order with doubling iterations on the eigenvector of
vi . Consider a special case. If

bT
i · (p− p0) = 0, ai = −1, a(2,0)

i = 0, a(2,1)
i = 0, a(1,2)

i = 0,

[a(1,1) · (p− p0)+ ai](s(i)∗
k − s(i)∗

k(0)
)+ 1

3!a
(3,0)
i (s∗k − s∗k(0))

3

= (s(i)∗
k+1 − s(i)∗

k+1(0)
),

[a(1,1) · (p− p0)+ ai](s(i)∗
k+1 − s(i)∗

k+1(0)
)] + 1

3!a
(3,0)
i (s∗k+1 − s∗k+1(0))

3

= (s(i)∗
k − s(i)∗

k(0)
)

(2.124)

where
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a(3,0)
i = vT

i · ∂(3)

s(i)
k

∂(0)
p f(xk, p)

∣∣∣∣
(x∗k(0)

,p0)

= vT
i · ∂(3)

s(i)
k

f(xk, p)

∣∣∣∣
(x∗k(0)

,p0)

= vT
i · ∂(3)

xk
f(xk, p)(vivivi)

∣∣∣
(x∗k(0)

,p0)
= G(3)

s(i)
k

(x∗k(0), p0) 
= 0,

a(1,1)
i = vT

i · ∂(1)

s(i)
k

∂(1)
p f(xk, p)

∣∣∣∣
(x∗k(0)

,p0)

= vT
i · ∂s(i)

k
∂pf(xk, p)

∣∣∣
(x∗k(0)

,p0)

= vT
i · ∂xk ∂pf(xk, p)vi

∣∣∣
(x∗k(0)

,p0)

= 0,

(2.125)

a(3,0)
i × [a(1,1)

i · (p− p0)]< 0, (2.126)

such a bifurcation at point (x∗k(0)
, p0) is called the pitchfork bifurcation (or period-

doubling bifurcation) on the eigenvector of vi .

The three types of special cases can be discussed through 1-D systems and intu-
itive illustrations are presented in Fig. 2.7 for a better understanding of bifurcation
for nonlinear discrete maps. Similarly, other cases on the eigenvector of vi can be
discussed from Eqs. (2.114) and (2.123). In Fig. 2.7, the bifurcation point is also rep-
resented by a solid circular symbol. The stable and unstable fixed point branches are
given by solid and dashed curves, respectively. The vector fields are represented by
lines with arrows. If no fixed points exist, such a region is shaded.

Consider a saddle-node bifurcation in 1-D system

xk+1 = f (xk, p) ≡ xk + p− x2
k. (2.127)

For xk+1 = xk, the fixed points of the foregoing equation are x∗k = ±
√

p (p > 0)

and no fixed points exist for p < 0. From Eq. (2.127), the linearized equation in the
vicinity of the fixed points with yk = xk − x∗k is

yk+1 = Df (x∗k, p)yk = (1− 2x∗k)yk. (2.128)

For the branch of x∗k = +
√

p (p > 0), the fixed point is stable due to |yk+1|< |yk|.
However, for the branch of x∗k = −

√
p (p > 0), such a fixed point is unstable due to

|yk+1|> |yk|, For p= p0= 0, we have x∗k = x∗k(0)
= 0 and Df (x∗k(0)

, p0)= 1. Since

D2f (x∗k(0)
, p0)= − 2 < 0, we have

yk+1 = yk +D2f (x∗k(0), p0)y2
k = (1− 2yk)yk. (2.129)

At (x∗k(0)
, p0)= (0, 0), |yk+1|< |yk| for yk > 0 and |yk+1|> |yk| for yk < 0. The

fixed point (x∗k(0)
, p0)= (0, 0) is bifurcation point, which is a decreasing saddle of

the second order. For p < 0, from Eq. (2.127), p − (x∗k)2 < 0. Thus, no fixed point
exists. The fixed point x∗k varying with parameter p is sketched in Fig. 2.7a. On the
left side of xk-axes, no fixed point exists. So only the vector field of the map in
Eq. (2.127) is presented.
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p

kx

p

kx

p

kx
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kx

(a) (b)

(c) (d)

Fig. 2.7 Bifurcation diagrams: a saddle-node bifurcation of the first kind, b transcritical bifurcation,
c pitchfork bifurcation for stable-symmetry (or saddle-node bifurcation of the second kind) and d
pitchfork bifurcation for unstable-symmetry (or unstable saddle-node bifurcation of the second
kind)

Consider a transcritical bifurcation through a 1-D discrete system as

xk+1 = f (xk, p) ≡ xk + pxk − x2
k. (2.130)

The fixed points of the map in the foregoing equation are x∗k = 0, p. From Eq. (2.130),
the linearized equation in the vicinity of the fixed points with yk = xk − x∗k is

yk+1 = Df (x∗k, p)yk = (1+ p− 2x∗k)yk. (2.131)

For the branch of x∗k = 0 (p > 0), the fixed point is unstable due to |yk+1| <

|yk|. For the branch of x∗k = p (p > 0), such a fixed point is stable because of
|yk+1|< |yk|. However, for the branch of x∗k = 0 (p < 0), the fixed point is stable
due to |yk+1|< |yk|. For the branch of x∗k = p (p < 0), such a fixed point is unsta-
ble owing to |yk+1|> |yk|. For p= p0= 0, x∗k = x∗k(0)

= 0 and Df (x∗k(0)
, p0)= 1
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are obtained. D2f (x∗k(0)
, p0)=−2 is needed. Thus the variational equation at the

fixed point is given by yk+1= yk − 2y2
k = (1 − 2yk)yk. From this equation, at

(x∗k(0)
, p0)= (0, 0), |yk+1|< |yk| for yk > 0 and |yk+1| > |yk| for yk < 0. The

fixed point (x∗k(0)
, p0)= (0, 0) is a bifurcation point, which is a decreasing saddle of

the second order. The fixed point varying with parameter p is sketched in Fig. 2.7b.
Consider the pitchfork bifurcation with stable-symmetry (or saddle-node bifur-

cation of the second kind, or period-doubling bifurcation) with a 1-D system
as

xk+1 = (−1− p)xk + x3
k. (2.132)

For−xk+1 = xk = x∗k, the corresponding fixed point are x∗k = 0,±√p (p > 0) and
x∗k = 0 (p ≤ 0). From Eq. (2.132), the linearized equation in the vicinity of the fixed
point with yk = xk − x∗k is

yk+1 = Df (x∗k, p)yk = [−1− p+ 3(x∗k)2]yk. (2.133)

For the branch of x∗k = 0 (p > 0), the fixed point is unstable due to |yk+1|> |yk|.
For the branches of x∗k = ±

√
p (p > 0), such two fixed points are stable because

of |yk+1|< |yk|. However, for the branch of x∗k = 0 (p < 0), the fixed point is sta-
ble due to |yk+1|< |yk|. For p= p0= 0, x∗k = x∗k(0)

= 0 and Df (x∗k(0)
, p0)= − 1

are obtained. However, D2f (x∗k(0)
, p0) = 6x∗k(0)

= 0 is also obtained. Further,

D3f (x∗k(0)
, p0) = 6 > 0 is computed. Thus the variational equation at the fixed point

is

yk+1 = −yk +D3f (x∗k(0), p0)y3
k = (−1+ 6y2

k)yk. (2.134)

At (x∗k(0)
, p0)= (0, 0), |yk+1|< |yk| exists always. The fixed point (x∗k0, p0)= (0, 0)

is a bifurcation point, which is an oscillatory sink of the third order due to D3f > 0.
The fixed point varying with parameter p is sketched in Fig. 2.7c.

Consider the pitchfork bifurcation for unstable-symmetry (or unstable saddle-
node bifurcation of the second kind, or unstable period-doubling bifurcation) with a
1-D system as

xk+1 = (−1− p)xk − x3
k. (2.135)

For −xk+1 = xk = x∗k, the fixed points are x∗k = 0,±√−p (p < 0) and
x∗k = 0 (p≥ 0). From Eq. (2.135), the linearized equation in vicinity of fixed points
with yk = xk − x∗k is

yk+1 = Df (x∗k, p)yk = [−1− p− 3(x∗k)2]yk. (2.136)

For the branch of x∗k = 0 (p < 0), the fixed point is stable due to |yk+1| < |yk|.For the
branches of x∗k = ±

√−p (p < 0), such two fixed points are unstable due to |yk+1| >
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|yk|. However, for the branch of x∗k = 0 (p > 0), the fixed point is unstable due to
|yk+1| > |yk|. For p= p0= 0, x∗k = x∗k(0)

= 0 and Df (x∗k(0)
, p0)=−1 are obtained.

D2f (x∗k(0)
, p0)=−6x∗k(0)

= 0 are obtained. Furthermore, D3f (x∗k(0)
, p0)=−6 < 0.

Thus the variational equation at the fixed point is

yk+1 = −yk +D3f (x∗k(0), p0)y3
k = (−1− 6y2

k)yk. (2.137)

At (x∗k(0)
, p0) = (0, 0), |yk+1| > |yk| exists always. The fixed point (x∗0, p0) =

(0, 0) is a bifurcation point, which is an oscillatory source of the third order. The
fixed point varying with parameter p is sketched in Fig. 2.7d.

From the proceeding analysis, the bifurcation points possess the higher-order
singularity of the flow in discrete dynamical system. For the saddle-node bifurcation
of the first kind, the (2m)th order singularity of the flow at the bifurcation point exists
as a saddle of the (2m)th order. For the transcritical bifurcation, the (2m)th order
singularity of the flow at the bifurcation point exists as a saddle of of the (2m)th
order. However, for the stable pitchfork bifurcation (or saddle-node bifurcation of
the second kind, or period-doubling bifurcation), the (2m+ 1)th order singularity
of the flow at the bifurcation point exists as an oscillatory sink of the (2m+ 1)th
order. For the unstable pitchfork bifurcation (or the unstable saddle- node bifurcation
of the second kind, or unstable period-doubling bifurcation), the (2m+ 1)th order
singularity of the flow at the bifurcation point exists as an oscillatory source of the
(2m+ 1)th order.

Definition 2.31 Consider a discrete, nonlinear dynamical system xk+1 = f(xk, p) ∈
R2n in Eq. (2.4) with a fixed point x∗k. The corresponding solution is given by xk+j =
f(xk+j−1, p) with j ∈ Z. Suppose there is a neighborhood of the fixed point x∗k (i.e.,
Uk(x∗k) ⊂ �), and f(xk, p) is Cr (r ≥ 1)-continuous in Uk(x∗k) with Eq. (2.28).
The linearized system is yk+j+1 = Df(x∗k, p)yk+j (yk+j = xk+j − x∗k) in Uk(x∗k).

Consider a pair of complex eigenvalues αi ± iβi (i ∈ N = {1, 2, · · ·, n}, i = √−1)

of matrix Df(x∗, p) with a pair of eigenvectors ui ± ivi . On the invariant plane of
(ui, vi), consider r(i)

k = y(i)
k = y(i)

k+ + y(i)
k− with

r(i)
k = c(i)

k ui + d (i)
k vi,

r(i)
k+1 = c(i)

k+1ui + d (i)
k+1vi .

(2.138)

and

c(i)
k =

1

�
[�2(uT

i · yk)−�12(vT
i · yk)],

d (i)
k =

1

�
[�1(vT

i · yk)−�12(uT
i · yk)];

�1 = ||ui ||2,�2 = ||vi ||2,�12 = uT
i · vi;

� = �1�2 −�2
12.

(2.139)

Consider a polar coordinate of (rk, θk) defined by
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c(i)
k = r(i)

k cos θ
(i)
k , and d (i)

k = r(i)
k sin θ

(i)
k ;

r(i)
k =

√
(c(i)

k )2 + (d (i)
k )2, and θ

(i)
k = arctan d (i)

k /c(i)
k .

(2.140)

Thus

c(i)
k+1 =

1

�
[�2Gc(i)

k
(xk, p)−�12Gd (i)

k
(xk, p)]

d (i)
k+1 =

1

�
[�1Gd (i)

k
(xk, p)−�12Gc(i)

k
(xk, p)]

(2.141)

where

G
c(i)

k
(xk, p) = uT

i · [f(xk, p)− x∗k(0)]

= aT
i · (p− p0)+ ai11(c(i)

k − c(i)∗
k(0)

)+ ai12(d(i)
k − d(i)∗

k(0)
)

+
mi∑

q=2

q∑

r1=0

1

q!C
ri
q G(q−ri ,ri)

c(i)
k

(x∗k, p0)(p− p0)ri (r(i)k )q−ri

+ 1

(mi + 1)! [(c
(i)
k − c(i)∗

k(0)
)∂

c(i)
k
+ (d(i)

k − d(i)∗
k(0)

)∂
d (i)

k
+ (p− p0)∂p]mi+1

× (uT
i · f(x∗k0 + θ�xk, p0 + θ�p)),

G
d (i)

k
(xk, p) = vT

i · [f(xk, p)− x∗k(0)]

= bT
i · (p− p0)+ ai21(c(i)

k − c(i)∗
k(0)

)+ ai22(d(i)
k − d(i)∗

k(0)
)

+
mi∑

q=2

q∑

ri=0

1

q!C
ri
q G(q−ri ,ri)

d (i)
k

(x∗k, p0)(p− p0)ri (r(i)k )q−ri

+ 1

(mi + 1)! [(c
(i)
k − c(i)∗

k(0)
)∂

c(i)
k
+ (d(i)

k − d(i)∗
k(0)

)∂
d (i)

k
+ (p− p0)∂p]m+1

× (vT
i · f(x∗k(0) + θ�x, p0 + θ�p));

(2.142)
and

G(s,r)

c(i)
k

(x∗k(0), p0)

= uT
i · [∂xk ()ui cos θ

(i)
k + ∂xk ()vi sin θ

(i)
k ]s∂(r)

p f(xk, p)

∣∣∣
(x∗k(0)

,p0)
,

G(s,r)

d (i)
k

(x∗k(0), p0)

= vT
i · [∂xk ()ui cos θ

(i)
k + ∂xk ()vi sin θ

(i)
k ]s∂(r)

p f(xk, p)

∣∣∣
(x∗k(0)

,p0)
;

(2.143)

aT
i = uT

i · ∂pf(xk, p), bT
i = vT

i · ∂pf(xk, p);
ai11 = uT

i · ∂xk f(xk, p)ui, ai12 = uT
i · ∂xk f(xk, p)ui;

ai21 = vT
i · ∂xk f(xk, p)ui, ai22 = vT

i · ∂xk f(xk, p)vi .

(2.144)
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Suppose

ai = 0 and bi = 0 (2.145)

then

r(i)
k+1 =

√
(c(i)

k+1)
2 + (d (i)

k+1)
2 =

√∑∞
m=2

(r(i)
k )mG(m)

r(i)
k+1

=
√

G(2,0)

r(i)
k+1

r(i)
k

√
1+ λ(i) +

∑∞
m=3

λ
(i)
m (r(i)

k )m−2

θ
(i)
k+1 = arctan(d (i)

k+1/c(i)
k+1)

(2.146)

where

G(2)

r(i)
k+1

= G(2,0)

r(i)
k+1

+ G(1,1)

r(i)
k+1

and λ(i) = G(1,1)

r(i)
k+1

/G(2,0)

r(i)
k+1

with

G(2,0)

r(i)
k+1

= [G(1,0)

c(i)
k+1

(θ
(i)
k , p0)]2 + [G(1,0)

d (i)
k+1

(θ
(i)
k , p0)]2,

G(1,1)

r(i)
k+1

=
∑M

mi=2

∑M

mj=2

1

(mi +mj − 2)!C
mi−1
mi+mj−2

([G(1,mi−1)

c(i)
k+1

(θ
(i)
k , p0) · (p− p0)

mi−1][G(1,mj−1)

c(i)
k+1

(θ
(i)
k , p0) · (p− p0)

mj−1]

+ [G(1,mi−1)

d (i)
k+1

(θ
(i)
k , p0) · (p− p0)

mi−1][G(1,mj−1)

d (i)
k+1

(θ
(i)
k , p0) · (p− p0)

mj−1])
(2.147)

and

λ
(i)
m =G(m)

r(i)
k+1

/G(2,0)

r(i)
k+1

with

G(m)

r(i)
k+1

=
∑∞

mi=0

∑∞
mj=0

1

mi !
1

mj ! [G
(mi−ri ,ri)

c(i)
k+1

(θ
(i)
k , p0) · (p− p0)mi−ri ]

×G
(mj−sj ,sj )

c(i)
k+1

(θ
(i)
k , p0) · (p− p0)mj−sj

+G(mi−ri ,ri)

d (i)
k+1

(θ
(i)
k , p0) · (p− p0)mi−ri ]

×G
(mj−sj ,sj )

d (i)
k+1

(θ
(i)
k , p0) · (p− p0)mj−sj ]δ(ri+sj )

m

=
m−1∑

s=1

M∑

mi=1

M∑

mj=1

1

m!
1

(mi +mj −m)!C
s
mCmi−s

mi+mj−m

[G(s,mi−s)

c(i)
k+1

(θ
(i)
k , p0) · (p− p0)mi−sG

(m−s,mj−m+s)

c(i)
k+1

(θ i
k, p0) · (p− p0)mj−m+s

+G(s,mi−s)

d (i)
k+1

(θ
(i)
k , p0) · (p− p0)mi−sG

(m−s,mj−m+s)

d (i)
k+1

(θ i
k, p0) · (p− p0)mj−m+s],

(2.148)
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G(m−r,r)

c(i)
k+1

(θk, p0) = 1

�
[�2G(m−r,r)

c(i)
k

(x∗k(0), p0)−�12G(m−r,r)

d (i)
k

(x∗k(0), p0)],

G(m−r,r)

d (i)
k+1

(θk, p0) = 1

�
[�1G(m−r,r)

d (i)
k

(x∗k(0), p0)−�12G(m−r,r)

c(i)
k

(x∗k(0), p0)].
(2.149)

If G(2,0)

r(i)
k+1

= 1 and p = p0, the stability of current fixed point x∗k on an eigenvector

plane of (ui, vi) changes from stable to unstable state (or from unstable to stable
state). The bifurcation manifold in the direction of vk is determined by

λ(i) +
∞∑

m=3

λ(i)
m (r(i)

k )m−2 = 0. (2.150)

Such a bifurcation at the fixed point (x∗k(0)
, p0) is called the generalized Neimark

bifurcation on the eigenvector plane of (ui, vi).

For a special case, if

λ(i) + λ
(i)
4 (r(i)

k )2 = 0, for λ(i) × λ
(i)
4 < 0 and λ

(i)
3 = 0 (2.151)

such a bifurcation at the fixed point (x∗k(0)
, p0) is called the Neimark bifurcation on

the eigenvector plane of (ui, vi).

For the repeating eigenvalues of DP(x∗k, p), the bifurcation of fixed point x∗k can
be similarly discussed in the foregoing two Theorems 2.5 and 2.6. Herein, such a
procedure will not be repeated.

Consider a dynamical system

xk+1 = α[1+ λ+ a(x2
k + y2

k)]xk + β[1+ λ+ a(x2
k + y2

k)]yk,

yk+1 = −β[1+ λ+ a(x2
k + y2

k)]xk + α[1+ λ+ a(x2
k + y2

k)]yk.
(2.152)

Setting

r2
k = x2

k + y2
k with xk = rk cos θk and yk = rk sin θk, (2.153)

we have

rk+1 =
√

x2
k+1 + y2

k+1 = ρrk(1+ λ+ ar2
k),

θk+1 = arctan
−β cos θk + α sin θk

β sin θk + α cos θk
= θk − ϑ,

ρ =
√

α2 + β2 and ϑ = arctan
β

α
.

(2.154)

If ρ = 1, the fixed point is

r∗k(1) = 0 for λ ∈ (−∞,+∞),

r∗k(2) = (−λ/a)1/2 for λ× a < 0.
(2.155)
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Fig. 2.8 Neimark bifurcations: a supercritical ( a < 0 ) and b subcritical ( a > 0 )

If λ 
= 0, we have Dfr(r∗k, λ) = 1+ λ+ 3a(r∗k)2, the variational equation is

sk+1 = Dfr(r∗k, λ)sk = [1+ λ+ 3a(r∗k)
2]sk with sk = rk − r∗k. (2.156)

For r∗k(1)
= 0, Dfr = 1+ λ. This fixed point is stable for λ < 0 owing to sk+1 < sk

or unstable for λ > 0 owing to sk+1 > sk. The fixed point is a critical point for
λ = 0. The fixed point of r∗k(2)

= (−λ/a)1/2 requires aλ < 0. For a > 0, such a fixed
point exists for λ < 0. For a < 0, the fixed point existence condition is λ > 0. From
Dfr = 1 − 2λ, the fixed point is stable for λ > 0 owing to sk+1 < sk and unstable
for λ < 0 owing to sk+1 > sk. For λ = 0, we have r∗k(0)

= 0 and

Dfr(r∗k, λ) = 1 and DλDfr(r∗, α) = 1 
= 0. (2.157)

For r∗k(0)
= 0 and λ = 0, Dfr(r∗k, λ) = 1 and D2fr(r∗k, λ) = 6ar∗k = 0 exists. So we

have D3fr(r∗k, λ) = 6a. The variational equation is given by sk+1 = (1 + 6as2
k)sk.

For a < 0, sk+1 < sk, the fixed point (r∗k(0)
, λ) = (0, 0) is sprially stable of the third

order. The bifurcation of the fixed point (r∗k(0)
, λ) = (0, 0) is the Neimark bifurcation.

The Neimark bifurcation with stable focus (a < 0) is called a supercritical case. For
a > 0, sk+1 > sk, the fixed point (r∗k(0)

, λ) = (0, 0) is spirally unstable of the third
order. The bifurcation of the fixed point (r∗k(0)

, λ) = (0, 0) is the Neimark bifurcation.
The Neimark bifurcation with unstable focus (a > 0) is called a subcritical case. The
supercritical and subcritical Neimark bifurcation is shown in Fig. 2.8a and b. The solid
lines and curves represent stable fixed point. The dashed lines and curves represent
unstable fixed point. The phase shift is determined by θk+1 = θk −ϑ and r∗k(2)


= 0,

one get a unstable or unstable periodic solution on the circle.
From the foregoing analysis of the Neimark bifurcation, the Neimark bifurcation

points possess the higher-order singularity of the flow in discrete dynamical system
in the radial direction. For the stable Neimark bifurcation, the mth order singularity
of the flow at the bifurcation point exists as a sink of the mth order in the radial
direction. For the unstable Neimark bifurcation, the mth order singularity of the flow
at the bifurcation point exists as a source of the mth order in the radial direction.
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2.4 Lower Dimensional Discrete Systems

For a better understanding, the stability and bifurcation of 1-D and 2-D maps will be
discussed.

2.4.1 One-Dimensional Maps

Consider a 1-D map,

P : xk → xk+1 with xk+1 = f (xk, p) (2.158)

where p is a parameter vector. To determine the period-1 solution (fixed point) of
Eq. (2.158), substitution of xk+1 = xk into Eq. (2.158) yields the periodic solution
xk = x∗k. The stability and bifurcation of the period-1solution is presented.

(i) Pitchfork bifurcation (period-doubling bifurcation)

dxk+1

dxk
= df (xk, p)

dxk

∣∣∣∣
xk=x∗k

= −1. (2.159)

(ii) Tangent (saddle-node) bifurcation

dxk+1

dxk
= df (xk, p)

dxk

∣∣∣∣
xk=x∗k

= 1. (2.160)

With two such conditions and fixed points xk = x∗k, the critical parameter vector
p0 on the corresponding parameter manifolds can be determined. The two kinds
of bifurcations for 1-D iterative maps are depicted in Fig. 2.9. Note that the most
common pitchfork bifurcation involves an infinite cascade of period-doubling bifur-
cations with universal scalings. An exact renormalization theory for period-doubling
bifurcation was developed in terms of a functional equation by Feigenbaum (1978),
and Collet and Eckmann (1980). Helleman (1980a, b) employed an algebraic renor-
malization procedure to determine the rescaling constants. It is assumed that f (xk, p)

has a quadratic maximum at xk = x0
k. If chaotic solution ensues at p∞ via the period-

doubling bifurcation, the function xk+1 = f (xk, p∞) is rescaled by a scale factor α

and a self-similar structure exists near xk = x0
k. Under the transition to chaos, the

period doubling bifurcation will be discussed where two renormalization procedures
will be presented in next section, namely, the renormalization group approach via the
functional equation method as outlined by Feigenbaum (1978) (see also, Schuster
1988; Lichtenberg and Lieberman 1992), and the algebraic renormalization tech-
nique as described by Helleman (1980a, b). In next section, the quasiperiodicity
route to chaos and the intermittency route to chaos will be discussed.



2.4 Lower Dimensional Discrete Systems 123

p

kx

1p

p

kx

1p

(a)
(b)

Fig. 2.9 Bifurcation types: a period-doubling and b saddle-node

2.4.2 Two-Dimensional Maps

Consider a 2-D map

P : xk → xk+1 with xk+1 = f(xk, p), (2.161)

where xk = (xk, yk)T and f = (f1, f2)
T with a parameter vector p. The period-n

fixed point for Eq. (2.161) is (x∗k, p), i.e., P(n)x∗k = x∗k+n, where P(n) = P ◦ P(n−1)

and P(0) = I, and its stability and bifurcation conditions are given as follows:

(i) period-doubling (flip or pitchfork) bifurcation

tr(DP(n))+ det(DP(n))+ 1 = 0; (2.162)

(ii) saddle-node bifurcation

det(DP(n))+ 1 = tr(DP(n)); (2.163)

(iii) Neimark bifurcation

det(DP(n)) = 1, (2.164)

where

DP(n)(x∗k) =
∏0

j=n−1
DP(x∗k+j) =

[
∂xk+n

∂xk+n−1

]

x∗k+n−1

· · · · ·
[
∂xk+1

∂xk

]

x∗k︸ ︷︷ ︸
n

.

(2.165)
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For n = 1, we have

DP(x∗k) =
[
∂xk+1

∂xk

]

x∗k
=

[
∂xk f1 ∂yk f1

∂xk f2 ∂yk f2

]

x∗k

(2.166)

tr(DP) = ∂xk f1 + ∂yk f2

det(DP) = ∂xk f1 · ∂yk f2 − ∂yk f1 · ∂xk f2
(2.167)

and

∂xk f1 = ∂f1(xk, p)/∂xk|xk=x∗k ,

∂yk f1 = ∂f1(xk, p)/∂yk|xk=x∗k ,

∂xk f2 = ∂f2(xk, p)/∂xk|xk=x∗k ,

∂yk f2 = ∂f2(xk, p)/∂yk|xk=x∗k .

(2.168)

The bifurcation and stability conditions for the solution of period-n for Eq. (2.161)
are summarized in Fig. 2.10 with det(DP(n))= det(DP(n)(x∗k(0)

, p0)) and tr(DP(n)) =
tr(DP(n)(x∗k(0)

, p0)). The thick dashed lines are bifurcation lines. The stability of
fixed point is given by the eigenvalues in complex plane. The stability of fixed point
for higher dimensional systems can be identified by using a naming of stability for lin-
ear dynamical systems in Appendix B. The saddle-node bifurcation possesses stable
saddle-node bifurcation (critical) and unstable saddle-node bifurcation (degenerate).

2.4.3 Finite-Dimensional Maps

Consider an m-D map

P : xk → xk+1 with xk+1 = f(xk, p), (2.169)

where xk = (x1k, x2k, · · ·xmk)T and f = (f1, f2, · · ·, fm)T with a parameter p.

The period-n fixed point for Eq. (2.169) is (x∗k, p), and its stability and bifurcation
conditions are given as follows. Similarly, P(n)x∗k = x∗k+n, where P(n) = P ◦P(n−1)

and P(0) = I.

(i) period-doubling (flip or pitchfork) bifurcation

|DP(n) + Im×m| = 0, (2.170)

(ii) saddle-node bifurcation

|DP(n) − Im×m| = 0, (2.171)
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Fig. 2.10 Stability and bifurcation diagrams through the complex plane of eigenvalues for 2D-
discrete dynamical systems

(iii) Neimark bifurcation

∣∣∣∣
DP(n) − αIm×m −βIm×m

βIm×m DP(n) − αIm×m

∣∣∣∣ = 0 with α2 + β2 = 1 (2.172)

where
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DP(n)(x∗k) =
∏0

j=n−1
DP(x∗k+j) =

[
∂xk+n

∂xk+n−1

]

x∗k+n−1

· · · · ·
[
∂xk+1

∂xk

]

x∗k︸ ︷︷ ︸
n

(2.173)
with

DP(x∗k+j) =
[
∂xk+j+1

∂xk+j

]

x∗k+j

=

⎡

⎢⎢⎢⎣

∂x1(k+j)
f1 ∂x2(k+j)

f1 · · · ∂xm(k+j) f1

∂x1(k+j) f2 ∂x2(k+j) f2 · · · ∂xm(k+j) f2
...

...
...

...

∂x1(k+j) fm ∂x2(k+j) fm · · · ∂xm(k+j) fm

⎤

⎥⎥⎥⎦

x∗k+j

(2.174)

for j = 0, 1, · · ·, n− 1 and

∂xα(k+j)fβ =
∂fβ(xk+j, p)

∂xα(k+j)
for α, β = 1, 2, · · ·, m. (2.175)

2.5 Routes to Chaos

The routes to chaos will be discussed. The 1-D discrete system will be discussed
first, then we will discuss the 2-D discrete systems.

2.5.1 One-Dimensional Maps

(A) Period doubling route to chaos

Herein, two renormalization group methods will be discussed as follows.

(i) Functional renormalization theory. Consider a universal function as

g∗(x) = lim
n→∞αnf (2n)(x/αn, p∞) (2.176)

where g∗ must satisfy the rescaling equation of the geometry, that is,

g∗ = αg∗(g∗(x/α)) = Tg∗ (2.177)

in which T is a period-doubling operator. From Eq. (2.177), the universality of

the scale factor α is obtained. The linearization of f (x, pn) at pn = p∞ yields
the universal constant δ.
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f (x, pn) = f (x, p∞)+ ∂f (x, pn)

∂pn

∣∣∣∣
pn=p∞

(pn − p∞)+ o(‖ pn − p∞ ‖).
(2.178)

Applying the period-doubling operator n times to Eq. (2.178) yields,

lim
n→∞T nf (x, pn) = g∗(x)+ Ln

g∗(
∂f (x, pn)

∂pn
)

∣∣∣∣
pn=p∞

(pn − p∞). (2.179)

Substitution of the unstable eigenvalue of Lg∗ into Eq. (2.179) gives

lim
n→∞T nf (x, pn) = g∗(x)+ δn(

∂f (x, pn)

∂pn
)

∣∣∣∣
pn=p∞

(pn − p∞). (2.180)

Transformation of the point of origin to x = x0 and normalization of

Eq. (2.158) by setting g∗(0) = 1, the condition is

f (2n)(0, pn) = 0. (2.181)

From Eqs. (2.180) and (2.181), the universal constant is proportional to

||pn − p∞|| ∼ δ−n. (2.182)

(ii) Algebraic renormalization theory. Taking into account the period-2 solutions
of Eq. (2.158), we can solve for x1±, x2± at xk = xk+2:

f (xk, p) = xk+1 and f (xk+1, p) = xk+2. (2.183)

Using a Taylor series expansion, we can apply a perturbation to Eq. (2.183) at

xk = xk(2)± +�xk, xk+1= xk(1)± +�xk+1 and xk+2= xk(2)± +�xk+2,

that is,

�xk+1 = f1(�xk, p), (2.184)

�xk+2 = f2(�xk+1, p). (2.185)

Substitution of Eq. (2.184) into Eq. (2.185) yields

�xk+2 = f2(f1(�xk, p), p) = f (�xk, p̄). (2.186)

Rescaling Eq. (2.186) with

x′k = α�xk (2.187)

gives the corresponding renormalized equation, i.e.,
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x′k+2 = f (x′k, p̄2k+1), (2.188)

where

p̄2k+1 = g(p̄2k ). (2.189)

Equation (2.189) presents a relationship of the bifurcation values between two
period-doubling bifurcations. The rescaling factor α is determined by com-
paring Eq (2.161) with Eq. (2.158). If chaos appears via the period-doubling
cascade, i. e., p̄2k+1 = p̄2k =p∞, the universal parameter manifolds are deter-
mined.

(B) Quasiperiodicity route to chaos
Consider a mapping defined on the unit interval 0 ≤ x ≤ 1, that is,

xk+1 = xk +�+ f (xk, p) = F (xk,�, p), (2.190)

where f (xk, p) is a periodic modulo, i. e., f (xk + 1, p) = f (xk, p); and �

is a prescribed parameter defined in the interval 0 ≤ � ≤ 1. In Eq. (2.190),
parameters (�, p) can be adjusted to generate a transition from quasiperiodicity
to chaos. We can increase the parameter vector amplitude ||p|| first under a
rational winding number w = p/q fixed to a selected value, and we will have
to increase � as well. The winding number w is an important quantity for
describing the dynamics, which is defined by

w(�, p) = lim
k→∞

xk − x0

k
. (2.191)

Define a quantity �p,q(p) which belongs to a q-cycle of the map f (xk, p) and
shifted by p. This quantity generates a rational winding number w = p/q and
for a fixed value of p, it can be determined from

F (q)(0,�p,q, p) = p, (2.192)

where F (q) = F (F (q−1)). Choosing the winding number equal to the golden
mean w∗ = (

√
5− 1)/2, the universal constants for chaos can be computed.

(C) Intermittency route to chaos
There are three types of intermittencies, Types I, II and III. In this section, we
will present only Type I and III intermittencies. The Type II intermittency will
be discussed in a later section under 2-D maps.

(i) Type I intermittency. Consider an iterative map with a small perturbation defined
by

xk+1 = f (xk, ε) = ε + xk + ηx2
k, (2.193)
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Fig. 2.11 a bifurcation and b iterative map for Eq. (2.193)

kx

1kx

1k kx x

0

kx

1kx

1k kx x

s
kx

u
kx

0

(a) (b)

Fig. 2.12 a Intermittency and b stable and unstable fixed points for Eq. (2.193)

where ε is a control parameter and η is a prescribed parameter. This mapping
results in the Type I intermittency caused by the tangent bifurcation which
occurs when a real eigenvalue of Eq. (2.193) crosses the unit circle at +1. In
other words,

x∗k = ±(−ε/η)1/2 and Df (x∗k) = df /dxk|xk=x∗k = 1+ 2ηx∗k. (2.194)

For η > 0, if ε > 0, no fixed point exists. If ε = 0, x∗k = xc
k = 0 with Df (x∗k) =

1. Since D2f (x∗k) = 2η 
= 0, the saddle-node bifurcation occurs. For η > 0,

if ε > 0, x∗k = (−ε/η)1/2 ≡ xu
k with Df (x∗k)> 1 and x∗k = −(−ε/η)1/2 ≡

xs
k with Df (x∗k)< 1. The tangent bifurcation and iterative map for the Type

I intermittency is shown in Fig. 2.11. The intermittency and the stable and
unstable fixed points are presented in Fig. 2.12. This case includes the Poincare
map for the Lorenz model and the iterative map for the window of period-3
solution in the chaotic band. The renormalization procedure of Eq. (2.193) has
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been presented in Hu and Rudnick (1982). Also, interested readers can refer to
Guckenheimer and Holmes (1990), and Schuster (1988) for details.

(ii) Type III intermittency. Consider the following an iterative map

xk+1 = f (xk, ε) = −(1+ ε)xk − ηx3
k, (2.195)

which produces the Type III intermittency caused by the inverse pitchfork
bifurcation. The fixed points are

x∗k = 0 and x∗k = ±(−ε/η)1/2 with

Df (x∗k) = df /dxk|xk=x∗k = −(1+ ε)− 3ηx2
k.

(2.196)

For η > 0, if ε > 0, only one unstable fixed point exists. x∗k = xu
k = 0 because

of Df (x∗k)<−1. If ε < 0, there are three fixed points. x∗k = xs
k = 0 and

Df (x∗k)>−1; x∗k ≡ xs
k = ±(−ε/η)1/2 are stable with Df (x∗k)<−1. If

ε= 0, x∗k = xc
k = 0 with Df (x∗k)=−1. D2f (x∗k)= − 6ηx∗k = 0, however,

D3f (x∗k)= −6η < 0. This is an inverse pitchfork bifurcation (unstable period-
doubling bifurcation). The bifurcation diagram and the iterative map for the
Type III intermittency is presented in Fig. 2.13. In addition, the intermittency
and the stable and unstable fixed points are presented in Fig. 2.14.

2.5.2 Two-Dimensional Systems

For 2-D invertible maps, the transition from regular motion to chaos takes place
via a series of cascades of period-doubling bifurcations. The renormalization pro-
cedure of the period-doubling route to chaos for a 2-D map appears in next section
through an example. The quasi-periodic transition to chaos and the intermittence
to chaos are briefly presented through an example. The quasiperiodic transition to
chaos and the intermittence to chaos are presented briefly.

(A) Quasiperiodic transition to chaos
This route to chaos is presented via the standard map as

xk+1 = xk + K sin θk and θk+1 = θk + xk+1. (2.197)

The critical condition of Eq. (2.197) for transition from local to global stochas-
ticity is Kcr ≈ 0.9716· · ·. For a dissipative standard map, consider

xk+1 = (1− δ)xk + K sin θk and θk+1 = θk + xk+1, (2.198)

where δ is the dissipative coefficient. Some results are given in Lichtenberg
and Lieberman (1992).
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Fig. 2.13 a Inverse pitchfork bifurcation and b iterative map for Eq. (2.195)
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Fig. 2.14 a Intermittency and b stable and unstable fixed points for Eq. (2.195)

(B) Type II intermittency to chaos
Consider the following mapping which represents Type II intermittency to
chaos,

rk+1 = (1+ ε)rk + ηr3
k and θk+1 = θk +�, (2.199)

xk = rk cos θk and yk = rk sin θk. (2.200)

When a pair of complex eigenvalues of Eq. (2.199) passes over the unit cir-
cle, the subcritical Neimark bifurcation occurs. Hence, Type II intermittency
results from the subcritical Neimark bifurcation as shown in Fig. 2.15, and the
corresponding intermittency and stable and unstable fixed points are presented
in Fig. 2.16.
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Fig. 2.15 a Subcritical Neimark bifurcation and b iterative map for Eq. (2.199)
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Fig. 2.16 a Intermittency and b stable and unstable fixed points for Eq. (2.199)

2.6 Universality for Discrete Duffing Systems

Consider a Duffing oscillator

ẍ + δẋ + α1x + α2x3 = Q0 cos �t, (2.201)

where system parameters are δ, α1, α2, Q0 and �. Discretizing it with respect to
time yields a discrete map to investigate qualitatively its universal behavior. Here,
by means of the Naive discretization of the time derivative, Eq. (2.201) is discretized
at xk = x(tk) and tk = 2kπ/� using time difference �t = 2π/� for external
excitation. Therefore

xk+1 − 2xk + xk−1 + (1− b)(xk − xk−1)+ cxk + dx3
k = (1− b)�, (2.202)

where all parameters are defined as
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b = 1− 2π

�
δ, c = (

2π

�
)2α1, d = (

2π

�
)2α2, � = Q0

α1

2π

�
. (2.203)

From Eq. (2.202), a Duffing map is constructed as

P : xk+1 = xk +� + yk+1 and yk+1 = byk − cxk − dx3
k. (2.204)

To qualitatively investigate the Feigenbaum cascade of Eq. (2.201), the renor-
malization of Eq. (2.204) will be presented via period-doubling bifurcation cascade.
Consider a transformation as

xk = Xk + δ̄ and yk = Yk −�. (2.205)

Substitution of the foregoing equation into Eq. (2.204) yields

Xk+1 = Xk + Yk+1 and Yk+1 = BYk + CXk +DX 2
k − EX 3

k , (2.206)

where

−d δ̄3 + cδ̄ + (−1+ b)� = 0, (2.207)

B = b, C = −(c + 3d δ̄2), D = −3d δ̄, and E = d . (2.208)

From Eq. (2.207), the parameter δ̄ is determined. Using Eq. (2.206), its period-1
solution is determined by

Y ∗k(1) = 0 and X ∗k(1) = 0;

Y ∗k(2,3) = 0 and X ∗k(2,3) =
D±√D2 + 4CE

2E
.

(2.209)

Deformation of Eq. (2.206) is

Xk+1 + BXk−1 = (1+ B + C)Xk +DX 2
k − EX 3

k . (2.210)

The second iteration of Eq. (2.206) gives

Xk+2 + BXk = (1+ B + C)Xk+1 +DX 2
k+1 − EX 3

k+1. (2.211)

The period-2 of Eq. (2.206) requires Xk+2 = Xk and Xk+1 = Xk−1. Thus simplifi-
cation of Eqs. (2.210) and (2.211) gives

a6X 6
k + a5X 5

k + a4X 4
k + a3X 3

k + a2X 2
k + a1Xk + a0 = 0, (2.212)

where

a0 = (1+ B)2[C + 2(1+ B)], a1 = D(1+ B)[C + 2(1+ B)],
a2 = D2(1+ B)+ EC2 − 3(1+ B)E[C + 2(1+ B)],
a3 = 2DE[C − (1+ B)], a4 = E2[3(1+ B)+ 2C] −D2E, a6 = −E3.

(2.213)
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For all the given parameters, solving Eq. (2.212) numerically obtains Xk =X ∗k ,mean-
while, using one of Eqs. (2.210) or (2.211) and Xk+2=Xk and Xk+1=Xk−1, the
second solution Xk+1=X ∗k+1 can be determined. With the periodicity of period-
2, solving of Eqs.(2.210) and (2.211) directly gives the period-2 solutions via
Newton-Raphson method. In the neighborhoods of solutions X ∗k+j, consider a
perturbation as

Xk+j = X ∗k+j +�Xk+j for j = −1, 0, 1, 2. (2.214)

Substitution of them into Eq. (2.210) yields a group of iterative equations as:

�Xk + B�Xk−2 = e11�Xk−1 + e12�X 2
k−1 − E�X 3

k−1,

�Xk+1 + B�Xk−1 = e21�Xk + e22�X 2
k − E�X 3

k ,

�Xk+2 + B�Xk = e11�Xk+1 + e12�X 2
k+1 − E�X 3

k+1

(2.215)

where e11, e12 and e21, e22 are

e11 = 1+ B + C + 2DX ∗n − 3E(X ∗k )2, e12 = D− 3EX ∗k
e21 = 1+ B + C + 2DX ∗n+1 − 3E(X ∗k+1)

2, e22 = D− 3EX ∗k+1.
(2.216)

Multiplication of the first equation by B and the second equation by e11 of Eq. (2.215),
and adding both equations into the third equation yields

�Xk+2 + B2�Xk−2 =(e11e21 − 2B)�Xk + e11e22�X 2
k

−e11�X 3
k + e12(�X 2

k+1 + B�X 2
k−1)

+e13(�X 3
k+1 + B�X 3

k−1).

(2.217)

For a small vicinity of the bifurcation of period-2, �Xk+1 and �Xk−1 are quite
close. Therefore a similar linear scale ratio is introduced as

r = �Xk+1/�Xk−1. (2.218)

The nonlinear terms can be ignored because �Xk+j (j = −1, 0, 1, 2) is the infinites-
imal quantity. The second equation of Eq. (2.215) gives an approximate relationship
as

�Xk−1 ≈ e21

r + B
�Xk. (2.219)

From Eqs. (2.212) and (2.219), equation (2.217) becomes

�Xk+2 + B2�Xk−2 = (e11e21 − 2B)�Xk

+ [e11e22 + e12e2
21(r

2 + B2)(r + B)−2]�X 2
k

− [e11E − e13e3
21(r

3 + B3)(r + B)−3]�X 3
k .

(2.220)
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From the renormalization theory, the rescaling length of the variables should be
adopted.

X ′k = ε�Xk and X ′k±1 = ε�Xk±2, (2.221)

where ε is a scaling constant. The foregoing equation makes Eq. (2.220) have an
algebraically similar structure to Eq. (2.210), i.e.,

X ′k+1 + B′X ′k−1 = C ′1X ′k +D′(X ′k)2 − E ′(X ′k)3, (2.222)

where

B ′ = B2, C ′1 = e11e21 − 2B, C1 = 1+ B + C,

D ′ = ε[e11e22 + e12e2
21(r

2 + B2)(r + B)−2],
E ′ = ε2[e11E − e13e3

21(r
3 + B3)(r + B)−3].

(2.223)

If Eq. (2.222) has a self-similarity with Eq. (2.210), the similar scaling ratio r in
Eq. (2.218) should be one, i.e., r = 1 in Eq. (2.218). The similar parameters have the
same property as the scaling of variable �xk, and this property indicates that the
cascade of bifurcations will be accumulated. Therefore the chaos is generated via
period-doubling bifurcation at B = B ′ = B∞, C1 = C ′1 = C1∞, D = D ′ = D∞
and E = E ′ = E∞. Thus Eq. (2.223) becomes

B = 0 or 1,

C1 + 2B = [C1 + 2DX ∗k − 3E(X ∗k )2][C1 + 2DX ∗k+1 − 3E(X ∗k+1)
2],

D = ε[e11e22 + e12e2
21(r

2 + B2)(r + B)−2],
E = ε2[e11E − e13e3

21(r
3 + B3)(r + B)−3].

(2.224)

where C1 = 1+B+C. To solve five parameters from four equations, one parameter
should be given. However, from Eqs. (2.207) and (2.207), the parameter D is deter-
mined if parameters B, C and E have already been computed. Employing Eqs.(2.212),
(2.213), (2.223) and (2.224), the universal parameter values for Eq. (2.206) are deter-
mined. To verify these values, the corresponding universal values are determined
numerically via iteration of Eq. (2.206). Taking the parameters D = 1.0 and E = 1.0
into account, the universalized parameter C1, computed via Renormalization Group
(RG) and Numerical Simulation (NS), versus the damping parameter B are shown in
Fig. 2.17a with solid and circular-symbol curves, respectively. RG values are close
to the NS values. For the parameters D = −1.0 and E = 1.0, the universalized
parameter C1 values RG(+), NS(+), RG(−) and NS(−) are the RG(−), NS(−), RG(+)
and NS(+) of the situation of D = 1.0 and E = 1.0, respectively. As for the situation
of D = −1.0 and E = −1.0, the universalized parameter C1 versus the damping
parameter B is also plotted in Fig. 2.17b. This renormalization group can provide
a good prediction for D = 1.0 and E = 1.0 as the parameter B corresponding to
the damping is in the range of B = (−0.5, 0.9). However, a good prediction for
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Fig. 2.17 Universal parameters via renormalization: a Duffing map with a soft spring and b Duffing
map with a double-potential well

D = −1.0 and E = −1.0 is given for B = (−0.8, 0.9). B = 1 implies the conser-
vative system, and B > 1 implies the negative damping system. From such universal
parameters for chaos generated by the period-doubling, the system parameters are
δ, α1, α2, Q0 and � can be determined.
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Chapter 3
Chaos and Multifractality

In this Chapter, basic concepts of fractal in nonlinear dynamical systems will be pre-
sented as an introduction. The fractal generation rules will be presented for nonran-
dom and random fractals. The multifractals based on the single- and joint-multifractal
measures will be presented. Multifractality of chaos generated by period-doubling
bifurcation will be presented via a geometrical approach and self-similarity. Fractal-
ity of hyperbolic chaos will be discussed.

3.1 Introduction to Fractals

Chaos possesses self-similar structures which imply the presence of fractals. By self-
similarity, we mean that no matter how much the view is zoomed, the same basic
shape is retained. Therefore, whether an object is viewed globally or locally, the same
basic structure is observed. It is also possible to use fractal dimension measurement
to describe chaotic or strange attractors in a dissipative dynamical system. Most
fractals in chaotic dynamics have multiscales and multimeasures, and thus, they are
nonuniform fractals or multifractals. Unlike fractals which are geometrically self-
similar, multifractals are statistically self-similar. Some basic concepts of fractals
necessary to study their characteristics in chaos will be presented next.

3.1.1 Basic Concepts

What are fractals? Simply speaking, fractals are geometric objects that possess non-
integer dimension and self-similarity. They do not necessarily have characteristic
sizes, namely, we cannot measure dimensional quantities such as length, area and
volume. The geometry can only be realized using a recursion of the iterative map.
Before definition of fractals is given, the following two examples known as the Sier-
pinski gasket fractals are presented. In Fig. 3.1, the similar structures are generated

A. C. J. Luo, Regularity and Complexity in Dynamical Systems, 137
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(1st)       (2nd)                (3rd)                                      (4th)    

Fig. 3.1 The first four generations of the Sierpinski gasket fractals based on an expansion rule

(1st) (2nd) (3rd) (4th)

Fig. 3.2 The first four generations of the Sierpinski gasket fractals based on a reduction rule

by an expansion rule, whereas in Fig. 3.2, the similar structures are produced by
a contraction rule. Both of the similar structure possess the characteristics of self-
similarity, and have a non-integer dimension of 1.58. Thus, the Sierpinski gasket
is a fractal. From Figs. 3.1 and 3.2, the scaling size L and number of self-similar
structures N(L) can be summarized in Tables 3.1 and 3.2. Note that r0 is the original
size.

The self-similar law in Fig. 3.1, from Table 3.1 and the expansion rule, is:

N (L) = (L/r0)
D . (3.1)

whereas, the self-similar law in Fig. 3.2, from Table 3.2 and the reduction rule, is:

N (L) = (r0/L)D . (3.2)

From Eq. (3.1), the scaling size L grows rapidly as expected under the aggregation
rule. On the other hand, from Eq. (3.2), the scaling size L shrinks rapidly as expected
under the reduction rule. To characterize a fractal, the Hausdorff dimension based
on a uniform formula is defined as follows.

Definition 3.1 For any object with non-empty N parts which are scaled by a ratio r
in the m-D Euclidean space, there is a self-similarity satisfying

N (L)r D = 1, (3.3)
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Table 3.1 Fractal distribution of the Sierpinski gasket with an expansion rule

Generation no. Scaling size L No. of self-similar structure N (L)

1st 20r0 30

2nd 21r0 31

3rd 22r0 32

4th 23r0 33

.

.

.
.
.
.

.

.

.

nth 2nr0 3n

Table 3.2 Fractal distribution of the Sierpinski gasket with a reduction rule

Generation no. Scaling size L No. of self-similar structure N (L)

1st (1/2)0r0 30

2nd (1/2)1r0 31

3rd (1/2)2r0 32

4th (1/2)3r0 33

.

.

.
.
.
.

.

.

.

nth (1/2)nr0 3n

the Hausdorff dimension D in Eq. (3.3) is defined as

D = − log N

log r
. (3.4)

From the measure theory, mathematically, the Hausdorff dimension can be defined
(e.g., Falconer 1990).

Definition 3.2 Consider a map S : E → E in Rn , where E ∈ Rn is a closed set.
If there is a number r with 0 < r < 1 such that |S(x)− S(y)| = r ||x − y|| for
all x, y ∈ E , then the mapping S is termed a similarity. Suppose a self-similar set
F ⊆ E is invariant under the mapping S. The Hausdorff dimension measure H D (F)
is defined for any δ > 0:

HD(F) = lim
δ→0

HD
δ (F)

= lim
δ→0

inf

⎧
⎨

⎩

∞∑

j=1

|U j |D
∣∣∣F ⊂ ∪∞j=1U j and 0 < |U j | ≤ δ for all j

⎫
⎬

⎭
(3.5)

where U j is any non-empty δ-cover of F in Rn .

Theorem 3.1 If F ⊂ Rn and r > 0 then

HD(r F) = r DHD(F) (3.6)
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Fig. 3.3 Fractals generated by an iterative map in 2-D space

where r F = {r x | x ∈ F} means that the set F is scaled by a similar factor r.

Proof Consider {U j } to be a non-empty δ-cover of F in Rn and {rU j } to be a
non-empty δ-cover of rF in Rn . Thus

HD
rδ(r F) ≤

∑

j

|rU j |D = r D
∑

j

|U j |D ≤ r DHD
δ (F).

This is because U j is any δ-cover of F in Rn . If δ → 0, HD(r F) ≤ r DHD(F).

Similarly, if the scaling factor r is replaced by 1/r and F is replaced by rF, then
r DHD(F) ≤ HD(r F). Therefore, HD(r F) = r DHD(F). �

Application of HD (F) in Eq. (3.5) to the self-similar set F gives

HD(F) =
N (E)∑

i=1

HD (S(Fi )) = N (E)r DHD(F)

with F = ∪N (E)
i=1 Fi and HD(r F) = r DHD(F).

(3.7)

The scaling ratios are r = r0/(2nr0) = 2−n in Fig. 3.1 and r = (2−nr0)/r0 = 2−n

in Fig. 3.2. Thus, the Hausdorff dimension for the Sierpinski gasket fractals is

D = log(3n)

log(2n)
= log(3)

log(2)
= 1.58 · · · . (3.8)

Another interesting point about fractals is that different fractals can have the same
fractal dimension as for example, the Sierpinski gasket fractals. Consider a fractal
shown in Fig. 3.3. Using Eq. (3.4), the Hausdorff dimension is D = 1.58 · · · .

Fractals can be classified as nonrandom and random. In addition, from scaling
and measures, fractal can also be uniform or nonuniform. Uniform fractals are called
simply as ‘fractals’ whereas nonuniform fractals are known as ‘multifractals’. As
expected, a nonrandom fractal is generated by a deterministic rule, such as a given
iterative map. However, a random fractal is generated by a stochastic rule. Random
fractals, whether uniform or otherwise, are always statistically self-similar. In other
words, such random fractals cannot be geometrically self-similar. However, random
fractals can represent natural phenomena such as coastlines, land surfaces, roughness,
cloud boundaries and so on.
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3.1.2 Fractal Generation Rules

The generation of fractals based on multiple generators will be briefly presented in
this section, and the detailed discussion can be referred to Luo (1991) (also see,
Leung and Luo 1992). The generation of nonrandom fractals will be discussed first
by use of a single-scale single generator. Next, the generation of random fractals will
be discussed through a single-scale multigenerator.

3.1.2.1 Nonrandom Fractals

If there are K generators in a fractal structure, and the ith generator has Ni non-empty
sets with a linear scaling ratio ri in Rn , then for all K generators, the total number
of equivalent nonempty sets N and linear scaling ratio r are determined by

N =
K∏

i=1

Ni and r =
K∏

i=1

ri . (3.9)

From Eq. (3.3), the Hausdorff dimension of this fractal is

D = −
∑K

i=1 log Ni∑K
i=1 log ri

. (3.10)

To extend the above idea, consider the ith generator has mi -time action on the fractal.
The corresponding Hausdorff dimension is computed by

D = −
∑K

i=1 mi log Ni∑K
i=1 mi log ri

(3.11)

However, from Eq. (3.9), the Hausdorff dimension is independent of the action
order of the generators, which implies that the different fractals can have the same
Hausdorff dimension.

3.1.2.2 Random Fractals

Basically, there are three possible methods of generation: random action, random
generators and combined random action and generators.

(A) Random action: From Eq. (3.11), setting M =∑K
i=1 mi and manipulation gives

D = −
∑K

i=1
mi

M
log Ni

∑K
i=1

mi

M
log ri

= −
∑K

i=1 pi log Ni∑K
i=1 pi log ri

(3.12)
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where pi is the action probability of the i th generator with the properties of∑K
i=1 pi = 1 and pi = mi/M .

(B) Random generator: If the i th generator has Li subgenerators with action prob-
ability of pi j (

∑Li
j=1 pi j = 1), linear scaling ratio ri j and, Ni j non-empty subsets

( j = 1, 2, . . . , Li ), then the corresponding mean values are

〈Ni 〉 =
Li∑

j=1

pi j Ni j and 〈ri 〉 =
Li∑

j=1

pi j ri j , (3.13)

and the corresponding Hausdorff dimension is given by

D = −
∑K

i=1 mi log 〈Ni 〉∑K
i=1 mi log 〈ri 〉

= −
∑K

i=1 mi log(
∑Li

j=1 pi j Ni j )
∑K

i=1 mi log(
∑Li

j=1 pi j Ni j )
. (3.14)

(C) Random action and random generator: The Hausdorff dimension for a fractal
generated by the combination of random action and random generators is given by

D = −
∑K

i=1 pi log 〈Ni 〉∑K
i=1 pi log 〈ri 〉

= −
∑K

i=1 pi log(
∑Li

j=1 pi j Ni j )
∑K

i=1 pi log(
∑Li

j=1 pi j Ni j )
. (3.15)

Readers are interested in the other discussion of random fractals which can be referred
to Falconer (1990).

3.1.3 Multifractals

In the foregoing section, the fractal generators are based on the uniformal scaling. In
this section, the multifractals with nonuniform scales and measures will be discussed.
First, we introduce the concept of fractal measures and then fractal scales.

3.1.3.1 Single Multifractal Measure

(A) One scaling multifractal: Multifractal distributions can be described using the
scaling properties of the coarse-grained measures. Consider pr (xi ) to be a probability
measure in a box of size li centered at point xi , and this box has a scaling ratio
ri = li/L , where L denotes its largest scale. The scaling index α can be defined as a
local singularity strength at position xi (e.g., Halsey et al. 1986),

pri (xi ) ∼ rα
i . (3.16)

Consider the scaling of the qth order moment of pri (xi ) with box size li . A new
auxiliary parameter τ(q) is introduced by
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∑
i
[pri (xi )]q ∼ r τ(q)

i . (3.17)

From Eq. (3.17), the auxiliary parameter τ(q) is defined as

τ(q) = lim
ri→∞

log
∑

i [pri (xi )]q
log(ri )

. (3.18)

The generalized dimension is introduced by

Dq = τ(q)

q − 1
. (3.19)

Consider Nri (α) to be a number of a box of size ri with a value of α in the band
dα. The fractal spectrum f (α) is defined though

Nri (xi ) = ρ(α)r− f (α)
i dα (3.20)

where ρ(α) is a nonsingular weighting function. From Eqs. (3.16), (3.17) and (3.20),
for all α, one achieves

∑
i
[pri (xi )]q =

∫ α

0
ρ(ξ)rqξ− f (ξ)

i dξ ∼ r τ(q)
i (3.21)

For r = max
i

(ri )→ 0, the foregoing equation gives

τ(q) = qα − f (α). (3.22)

Differentiation of Eq. (3.22) with respect to q yields

α = dτ(q)

dq
and q = d f (α)

dα
. (3.23)

(B) Multiscaling fractals: Before discussion of the multiscaling fractals, the Haus-
dorff dimension of fractals with multiscales will be introduced as in Sect. 3.1.1.

Definition 3.3 Consider a group of mappings Si : E → E (i = 1, 2, . . .) in Rn

which E ∈ Rn is a closed set. For a number ri with 0 < ri < 1. If |Si (x)− Si (y)| =
ri |x − y| for all x, y ∈ E , the mapping Si is called the similarity. Suppose a self-
similar set F ⊆ E is invariant under the mapping Si withF = ∪N (E)

i=1 Si (F). After
mapping Si has acted on F, it produced N(E) similar sets. The Hausdorff dimension
H D (F) for the self-similar set F is defined as for any δ > 0,

HD(F) =
N (E)∑

i=1

lim
δi→0

HD
δi

(F)

=
N (E)∑

i=1

lim
δi→0

inf

⎧
⎨

⎩

∞∑

j=1

|U (i)
j |D

∣∣∣∣∣
F ⊂ ∪N (E)

i ∪∞j=1 U (i)
j and

0 < |U (i)
j | ≤ δ for all j

⎫
⎬

⎭ . (3.24)
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Theorem 3.2 If Fi ⊂ Rn and ri > 0 then

HD(ri F) = r D
i HD(F) (3.25)

where ri F = {ri x | x ∈ F} means that the set F is scaled by a similar factor ri .

Proof The proof is the same as the proof of Theorem 3.1. �
Application of H D (F) in Eq. (3.24) to the self-similar set F gives

HD(F) =
N (E)∑

i=1

HD(Si (F)) =
N (E)∑

i=1

r D
i HD(F). (3.26)

Simplification of the foregoing equation leads to

N (E)∑

i=1

r D
i = 1 (3.27)

for the Hausdorff dimension of multifractals.
For the measure of a multifractal, consider a multiscaling box as a measure of

fractals. As in Grassberger (1983a, b, c), and Halsey et al. (1986), a general spectrum
of fractal dimensions is introduced. If the scaling ratio ri = li/L of every box is
variable, a partition sum can be similarly defined as

�(q, τ, ri ) =
∑

i

pq
i

r τ(q)
i

(3.28)

where the auxiliary parameter τ is

τ(q) = (q − 1)Dq . (3.29)

For a chosen value of q, for r = maxi {ri } → 0, the partition sum goes from zero to
infinity, i.e.,

�(q, τ (q), ri ) =
⎧
⎨

⎩

0 τ < τ(q)

∞ τ > τ(q)

constant τ = τ(q)

(3.30)

and Eqs. (3.22) and (3.23) can be used for the scaling index and fractal spectrum.

3.1.3.2 Joint Multifractal Measure

As in Luo (1995), consider pi j (xi ) denotes the j th measure in the total m-probability
measures for a box of size li centered at the point xi for j = 1, 2, . . . , m. The
box has a scaling ratio ri = li/L , where L is the largest scale. The scaling index
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α j (q1, q2 · · · qm) is defined as a local singularity strength at position xi for probability
pi j (xi ), i.e.,

pi j (xi ) ∼ r
α j
i . (3.31)

Similarly, a partition sum is defined as

�({q1, q2, . . . , qm}, τ (q1, q2, . . . , qm), {r1, r2, . . . , rm}) =
∑

i

∏m
j=1 p

q j
i j

r τ(q1,q2,...,qm )
i

(3.32)
where the auxiliary parameter τ(q1, q2, . . . , qm) is now given by

τ(0, . . . , q j , . . . , 0) = (q j − 1)Dq j . (3.33)

For all qi with r = max
i
{ri } → 0, the partition sum goes from zero to infinity.

�({q1, q2, . . . , qm}, τ (q1, q2, . . . , qm), {r1, r2, . . . , rm})

=
⎧
⎨

⎩

0 τ < τ(q1, q2, . . . , qm),

∞ τ > τ(q1, q2, . . . , qm),

constant τ = τ(q1, q2, . . . , qm).

(3.34)

Consider Nri (α1, α2, . . . , αm) boxes of size ri , with values of (α1, α2, . . . , αm) in a
volume

∏m
i=1 dα j , the fractal spectrum f (α1, α2, . . . , αm) is defined through

Nri (α1, α2, . . . , αm) = ρ(α1, α2, . . . , αm)r− f (α1,α2,...,αm )
i

m∏

i=1

dα j . (3.35)

For all (α1, α2, . . . , αm), with Eqs. (3.31) and (3.35), equation (3.32) becomes

∑

i

∏m
j=1 p

q j
i j

r τ(q1,q2,...qm)
i

=
∫

ρ(α1, α2, . . . , αm)r
−τ(q1,q2,...,qm )+∑m

j=1 q j α j− f (α1,α2,...,αm )

i

m∏

i=1

dα j . (3.36)

For r = max
i

(ri )→ 0,

τ(q1, q2, . . . , qm) =
m∑

j=1

q jα j − f (α1, α2, . . . , αm). (3.37)

Differentiation of Eq. (3.37) with respect to qi and αi yields

α j (q1, q2, . . . , qm) = ∂τ(q1, q2, . . . , qm)

∂q j
, q j = ∂ f (α1, α2, . . . , αm)

∂α j
. (3.38)
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3.2 Multifractals in 1D Iterative Maps

Consider the 1D iterative map

xk+1 = f (xk, μ) for k ∈ N, (3.39)

where N is the natural number set. The kth iteration of f (xk) is given by

f (k)(x, μ) = f ( f (k−1)(x, μ)), f (0)(x, μ) = x . (3.40)

For a 1D discrete process, the simplest nonlinear difference equation has rich dynami-
cal behaviors. Such a mathematical model has been studied extensively. For instance,
May (1976) gave an interesting discrete model for dynamical processes in biologi-
cal, economic and social sciences. The metric universality for such a discrete model
is a very important characteristic (e.g., Derrida et al. (1979)). Feigenbaum (1978,
1980) studied the universal behavior of 1D systems and quantitatively determined
the universal numbers. Such numbers give the threshold values from period doubling
bifurcation to chaos. In 1981, Nauenberg and Rudnick (1981) discussed the univer-
sality and the power spectrum at the onset of chaos for 1D iterative maps. Collet
et al. (1981) generalized the period doubling theory to higher dimensions. Zisook
(1981) studied the universal effects of dissipation in the 2D mapping. The computa-
tion of the universal rescaling factors for both 1-D and 2-D maps has been carried to
a very high precision by Hu and Mao (1985). Halsey et al. (1986) provided fractal
measures and their singularities, and applied them to characterize strange sets. They
studied the fractal of the 2∞-cycle of period doubling by choosing fractal scales
l1 = 1/αPD, l2 = 1/α2

PD, where αPD = 2.502 907 875 is the factor in the period
doubling for the iterate map xk+1 = μxk(1 − xk). They obtained the following
dimensions:

D0 = 0.537 . . . ,

D−∞ = log 2

log αPD
= 0.755 51 . . . ,

D+∞ = log 2

2 log αPD
= 0.377 75 . . . ,

(3.41)

where D0 is the Hausdorff dimension and D−∞, and D+∞ are the limit dimensions.
A more accurate Hausdorff dimension was given by Rasband (1989):

D0 = − log 2

log
[
(α−1

PD + (α−2
PD)

]
− log 2

= 0.543 87 · · · . (3.42)

In this section, a method to compute the period doubling solutions of a general 1D
iterative map is presented. An example is presented for demonstration and showing
procedure.
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3.2.1 Similar Structures in Period Doubling

Consider a 1D map of one parameter as

xk+1 = f (xk, μ) (3.43)

where is the parameter. The fixed point x∗k is determined from Eq. (3.43) by setting
xk+1 = xk . If

dxk+1

dxk
= d f (xk, μ)

dxk

∣∣∣∣
xk=x∗k

= −1 (3.44)

then this fixed point is the critical point of bifurcation. Suppose the solution of Eq.
(3.43) exist for xk+1 = xk = x∗k . The minimum value μ∗0 can be determined for
the onset of the fixed point x∗k , and the maximum value of μ just before the first
bifurcation is μ∗1. Thus, the stable solution of Eq. (3.43) for the period-1 solution
can be determined for μ ∈ (μ∗0, μ∗1). For μ = μ∗1, the period-doubling bifurcation
exists. For μ > μ∗1, the period-2 solution of Eq. (3.43) is determined by

xk+2 = f (2)(xk, μ) and xk+2 = xk = x∗k . (3.45)

If there is a critical parameter of μ∗2 for xk+2 = xk = x∗k , and the following equation
holds

dxk+2

dxk
= d f (2)(xk, μ)

dxk

∣∣∣∣∣
xk=x∗k

= dxk+2

dxk+1

dxk+1

dxk

∣∣∣∣
(x∗k ,x∗k+1)

= −1, (3.46)

then the critical parameter μ = μ∗2 is for the period-doubling bifurcation of the
period-2 solution. The stable period-2 solution of Eq. (3.43) exists at μ ∈ (μ∗1, μ∗2).
For μ > μ∗2, the period-4 solution of Eq. (3.43) is determined by

xk+4 = f (4)(xk, μ) and xk+4 = xk = x∗k . (3.47)

In general, the period-2m solution of Eq. (3.43) is determined by

xk+2m = f (2m)(xk, μ) and xk+2m = xk = x∗k . (3.48)

To illustrate such iteration process, consider solutions caused by the period-
doubling bifurcation as in Fig. 3.4(a)–(d). The similar structures of solution exis-
tence intervals are very clear with different scalings. From the horizontal direction,
the similar structures are extracted as summarized in Fig. 3.5. From the similar struc-
ture construction in Fig. 3.5, Eq. (3.48) can be renormalized by rescaling its map.
That is, the origin is moved to the fixed point in Eq. (3.43), by letting z̄ = x − x∗,
and z = az̄, where a is the scaling factor of renormalization. Equation (3.45) then
becomes
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Fig. 3.4 The iteration of iterative map (xk+1 = f (xk , μ) = μxk(1 − xk)) : a the first iteration,
b the second iteration, c the third iteration and d the fourth iteration

zk+1 = f (zk, μ1) (3.49)

where the new parameter μ1 is given by the function

μ1 = g(μ). (3.50)

Equation (3.49) is similar to Eq. (3.43). If the period doubling bifurcation occurs
again, we obtain

μ2 = g(μ1) = g(g(μ)). (3.51)

After m-cycle period-doubling bifurcations, we have
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Fig. 3.5 Period-doubling
construction of the 1-D
iterative map
xk+1 = f (xk , μ)
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μm = g(μm−1) = g(m)(μ). (3.52)

If μm = μn−1 = μ∞, the period-doubling process approaches chaos. Forμm < μ∞,

the iterative map, xk+1 = f (xk, μ), will have m-cycles period-doubling bifurcations.
The period-doubling length scaling factors are defined as

I i
si
= |z∗i−1 − z As0s1 ···si

|, I i = |z∗i − z As0s1···si
|. (3.53)

in which the index i ∈ {1, 2, . . . , m} refers to the ith bifurcation of the iterative map
and si ∈ {0, 1}. The terms z∗i−1, z As0s1 ···si

are computed, respectively, from:

z∗i−1 = f (z∗i−1, μi−1), z∗i−1 = f (2) (zi−1, μi−1) . (3.54)

In determining z As0s1 ···si
, only two of its three nonzero zi−1 are selected which results

in minimum |z∗i−1 − zi−1|. In particular, the length scaling factors of the first
period-doubling bifurcation are given by

I 1
0 = x∗ − xA0 , I 1

1 = xA1 − x∗, I 0 = x∗ − xA0
0

(3.55)

where as shown in Fig. 3.5, xA0 and xA1 are determined from

x∗ = f (2)(x, μ). (3.56)

In general, for the mth-cycle period-doubling bifurcations, the associated length
scaling factor of the similar structure is defined as

Is1s2···sm = Is1s2···sm−1 I m
sm
=

m∏

i=1

I i
si
. (3.57)
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The solution of the period doubling for the iterative map in Eq. (3.43) is

xs1s2···sm = xs1s2···sm−1 + (−1)
(m−

m∑
i=1

si )

Is1s2···sm I m, (3.58)

where xs0 = x∗ is its fixed point. Equation (3.58) becomes

xs1s2···sm = x∗ +
m∑

i=1

(−1)
(i−∑i

j=1 s j ) Is1s2···si I i (3.59)

or

xs1s2···sm = x∗ +
m∑

i=1

(−1)
(i−∑i

j=1 s j )
m∏

i=1

I i
si

I i . (3.60)

Since Eq. (3.60) gives all the solutions of the mth-cycle period-doubling bifurcation
of the iterative map, the mth-solutions xs1s2···sm are stable just before mth cycle
period-doubling bifurcation. All other solutions up to the (m − 1)-cycle period-
doubling bifurcation (xs1 , xs1s2 , . . . , xs1s2···sm−1) are unstable. From the stable and
unstable solutions, the chaotic solutions caused by the period-doubling bifurcation
of the iterative map can be written as

xs1s2···sm = xs1s2···sm−1 + (−1)(m−k)(I 1
1 )k(I 1

0 )(m−k) I 0, (3.61)

where k is the total number of si = 1, i ∈ {1, 2, 3, . . . , m} as m → ∞. The length
scaling factors I 1

1 = I i
1, I 1

0 = I i
0 and I i = I 0 remain constant. The foregoing

equation can be expressed by

xs1s2···sm = x∗ +
m∑

i=1

(−1)(i−k)(I 1
1 )k(I 1

0 )(i−k) I i , (3.62)

where k is the number of s j = 1, j ∈ {1, 2, 3, . . . , i} for every i, as m → ∞. This
similar structure analysis can be done by the symbolic dynamics approach.

3.2.2 Fractality of Chaos Via PD Bifurcation

For the period-doubling bifurcation of 1D iterative map leading to chaos, the fractal
is a multifractal as shown in Fig. 3.5. From Eq. (3.52), μm is constant at chaos, i.e.,
μm = μ∞, and the similar structure of iterative map will become the self-similar
structure. Thus

I i
si
= I 1

s1
= Is1 , si ∈ {0, 1} for i ∈ N. (3.63)
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The chaotic fractal scalings of period doubling are constant, i.e.,

l1 = I0, l2 = I1. (3.64)

From Halsey et al. (1986) the multifractal partition sum function is

� =
n∑

i=1

pq
i

lτi
= 1, (3.65)

where for the two-scale fractal (n = 2), τ is a weight parameter and pi = 1/2 is the
action probability. For the same action in period-2 bifurcation similar structure, we
have:

2−q

I τ
0
+ 2−q

I τ
1
= 1. (3.66)

The weight parameter is

τ(q) = log [1+ (I0/I1)
τ ]− q log 2

log I0
. (3.67)

Since τ(q) = (q − 1)Dq , the generalized fractal dimension Dq becomes

Dq = log
[
1+ (I0/I1)

(q−1)Dq
]− q log 2

(q − 1) log I0
. (3.68)

Several special cases of the generalized fractal dimensions are given as follows. The
Hausdorff dimension is

D0 = − log
[
1+ (I1/I0)

D0
]

log I0
. (3.69)

The information dimension is

D1 = − 2 log 2

log I0 + log I1
. (3.70)

The two limit dimensions are

D−∞ = − log 2

log I0
, D+∞ = − log 2

log I1
. (3.71)



152 3 Chaos and Multifractality

The scaling index is

α = dτ(q)

dq
= − log 2 [1+ (I1/I0)

τ ]

(I1/I0)τ log I0 + log I1
. (3.72)

The singular fractal spectrum function is

f (α) = αq − τ(q). (3.73)

For the correlation dimension D2, we have

D2 = 2α(q)− f (α(q))|q=2 . (3.74)

The characteristic parameters of the multifractal can be determined using Eqs. (3.67)–
(3.74). The relationships are different from those in Halsey et al. (1986) and Cosenza
et al. (1989). Since the fractal is constructed from the similar structure of the period-
doubling solutions of the iterative map, the scaling factors derived herein are based
on a geometric approach.

3.2.3 An Example

To demonstrate the similar structure approach for the iterative map at periodic
doubling, consider

xk+1 = μxk(1− xk). (3.75)

Renormalization of the ith-period-doubling bifurcation equation in Eq. (3.75) yields

xi
k+1 = μi x i

k(1− xi
k), (3.76)

where the parameter relation is given by

μi = μ2
i−1 − 2μi−1 − 2. (3.77)

Let μ = 3.5 and from Eq. (3.77), the renormalized parameter μ1 = 3.25. Since
μ1 > 3 which is the threshold value determined from Eq. (3.44), the new iterative
map of Eq. (3.75) will exhibit period-doubling bifurcations. Invoking Eq. (3.77) once
again for μ1 = 3.25 yields the renormalized parameter μ2 = 2.06, associated with
the period-2 doubling bifurcation. However, since μ2 < 3, this map will not exhibit
period-doubling bifurcations, and thus for this case, its solutions are stable. The first
fixed point of the iterative map in Eq. (3.75) is x∗ = 1−1/μ and its period-doubling
factors are
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Table 3.3 Solutions of xk+1 = μxk(1− xk) at μ = 3.5

Sampling Doubling Stability Similar structure Exact result Relative
point time status solution error (%)

x∗ 0 unstable 0.714 285 143 0.714 285 143 0.00
x0 1 unstable 0.417 582 417 0.428 571 428 2.56
x1 1 unstable 0.850 005 845 0.857 142 857 0.83
x01 2 stable 0.373 027 890 – –
x00 2 stable 0.502 497 502 – –
x10 2 stable 0.811 163 383 – –
x11 2 stable 0.870 386 293 – –

I i = z∗i = 1− 1

μi
;

zi
As0s1 ...si−10

= 1

μi−1
, zi

As0s1 ...si−11
=

μi−1 +
√

μ2
i−1 − 4

2μi−1
,

I i
0 = 1− 2

μi−1
, I i

0 =
2− μi−1 +

√
μ2

i−1 − 4

2μi−1
.

(3.78)

For μ = 3.5, the solutions of Eq. (3.75) are

x∗ = 1− 1

μ
;

x0 = x∗ − I 1
0 I 1, x1 = x∗ + I 1

1 I 1;
x01 = x0 − I 1

0 I 2
1 I 2, x01 = x0 + I 1

0 I 2
0 I 2,

x10 = x1 − I 1
1 I 2

0 I 2, x10 = x1 − I 1
1 I 2

1 I 2.

}
(3.79)

According to the above analysis, the solutions of iterative map x∗, x0 and x1 are
unstable at μ = 3.5 but the period-2 bifurcation solutions x01, x00, x10 and x11 are
stable. These results are tabulated in Table 3.1. For comparison, the exact period-2
solutions of Eq. (3.75) are

x0 = 1+ μ−√
μ2 − 2μ− 3

2μ
and x1 = 1+ μ+√

μ2 − 2μ− 3

2μ
. (3.80)

In Table 3.3, the similar structure technique for computing the period-doubling
solutions for the 1D iterative map yields a good agreement with the exact solutions.
If the period-doubling solutions are chaotic at μ = μ∞, this structure will be a
similar structure, and its solutions can be determined from Eq. (3.62). Note that
the scaling factors of period doubling for these solutions are constant. The period-
doubling solutions of the iterative map in Eq. (3.75) at μ = μ∞ = 3.569 945 6 · · ·
in a binary tree format is presented in Fig. 3.6.
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Fig. 3.6 Binary tree for the chaotic solution at μ = μ∞ = 3.569 945 6 · · ·

Taking μi = μi−1 in Eq. (3.77), the critical chaos parameter of the period-
doubling solutions can be calculated to yield, μ = μ∞ = 3.561 552 8 · · · and the
length scaling factors are

I0 = I 1
0 = 0.438 447 185 . . . ,

I1 = I 1
1 = 0.194 496 855 . . . ,

I1/I0 = 0.433 603 840 . . . .

(3.81)

Substitution of these length scaling factors into Eqs. (3.69)–(3.71), several of the
generalized fractal dimensions can be computed and the results are listed in the
Table 3.4. To assess the accuracy of these results obtained through renormalization,
the length scaling factors with the critical parameter μ∞ = 3.5699456 · · · for chaos
are

I0 = I 1
0 = 0.439 767 373 . . . ,

I1 = I 1
1 = 0.194 283 973 . . . ,

I1/I0 = 0.441 788 057 · · ·
(3.82)
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Table 3.4 Comparison of the computed generalized fractal dimension Dq for a iterative mapping
xk+1 = μxk(1− xk)

Dq Renormalization results Exact solution Halsey et al. (1986), Rasband
Cosenza et al. (1989) (1989)

D0 0.585 286 432 0.586 670 729 0.537 0.543 87
D1 0.563 109 625 0.563 547 168 –
D−∞ 0.840 671 676 0.843 748 337 0.755 51 –
D+∞ 0.423 337 537 0.423 054 580 0.377 75 –

are exact, and when substitution of the accurate length scaling factors into
Eqs. (3.69)–(3.71) yield the “exact” results of the generalized fractal dimensions.
It is observed that the renormalization technique gives very good results compared
to the exact resluts. For comparison, some available solutions are also tabulated in
Table 3.4. As shown, the results of Rasband (1989) are not only slightly larger than
those of Halsey et al. (1986) and Cosenza et al. (1989). However, the existing results
does not match very well with exact solutions because the approximate models were
adopted.

The fractality characteristics of chaos via period-doubling bifurcation are pre-
sented in Fig. 3.7. The weight parameter function τ(q) in Eq. (3.67) is computed
using the two different sets of length scaling factors, as shown in Fig. 3.7(a). The
generalized fractal dimension Dq is sketched in Fig. 3.7(b), the scaling index α(q) in
Fig. 3.7(c), and the fractal spectrum function in Fig. 3.7(d). The “exact” and renor-
malization results are by solid and circular symbol curves, respectively. The results
of Halsey et al. (1986) are denoted by dotted curves. The experimental results of
Glazier et al. (1986) are denoted by solid circle symbols. The analytical solutions
presented herein (also see, Luo and Han, 1992) agree well with the experimental
results.

The complexity of chaos caused by tangential bifurcation is still unsolved. How
to construct the fractal structure of chaos should be further investigated, and the
fractality of chaos to measure the corresponding complexity should be completed.

3.3 Fractals in Hyperbolic Chaos

In this section, multifractals in chaotic dynamics of m-D horseshoe maps will be
discussed. In chaotic dynamics, characterizing the complexity of chaos is very impor-
tant. One adopted Poincare mapping sections, power spectrum analysis, Lyapunov
exponent and generalized Hausdorff dimension, statistical thermodynamic approach,
and ergodic theory.
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Fig. 3.7 Fractality characteristics for the iterative map xk+1 = μxk(1 − xk): a weight parameter
function τq , b generalized fractal dimensions Dq , c scaling index α(q) and d fractal spectrum
function f (α). The solid, circular symbol and dotted curves are for exact and renormalization
solutions, and Hasley et al., respectively. The filled circular symbols are experimental results

3.3.1 Fractal Theory for Hyperbolic Chaos

In this section, a new theory for describing multifractals of the hyperbolic invariant
sets is established. Consider a 1D unit interval divided into M parts with a scaling
ratio of r = 1/M . Repeating this process ad infinitum for N non-empty parts among
M parts yields a fractal. As in Eq. (3.3), Mandelbrot (1977) presented the following
definition of a 1D fractal

Nr D = 1. (3.83)
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Fig. 3.8 2-D fractal object

The exponent D is called the Hausdorff dimension

D = log N

log M
= − log N

log r
. (3.84)

Extending the 1D fractal concept to a 2D Euclidean fractal body, consider a non-
fractal body of unit square divided into M = Mh × Mv parts in two directions with
rh = 1/Mh and rv = 1/Mv where Mh and Mv pieces are in the horizontal and verti-
cal directions, respectively. Repeating the process ad infinitum for non-empty parts
N = Nh × Nv generate a 2D fractal object, as shown in Fig. 3.8. It is assumed that
the fractals in each of the directions are generated independently. Thus,

Nh Nvr Dh
h r Dv

v = 1. (3.85)

For each of the directions, Nhr Dh
h = 1 and Nvr Dv

v = 1 leads to

Dh = log Nh

log Mh
= − log Nh

log rh
and Dv = log Nv

log Mv

= − log Nv

log rv

. (3.86)

Thus the fractal dimension of the 2D fractal object is

D = Dh + Dv. (3.87)

Generalizing the concept to handle the computation of the m-D fractal dimension
of an m-D fractal body where m ≤ n. Dividing an n-D unit nonfractal geometric
object into M subobjects in the m-D Euclidean space leads to M = ∏m

i=1 Mi with
the scaling ratio ri = 1/Mi . If there are N nonempty subobjects corresponding to
the m-D Euclidean space, then N =∏m

i=1 Ni . If the fractals in each of the directions
are generated independently, then

Nir
Di
i = 1, Di = log Ni

log Mi
= − log Ni

log ri
. (3.88)

The fractal dimension of the n-D objects is

D = (n − m)+
m∑

i=1

Di . (3.89)
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The foregoing idea will be extended to m-D nonuniform fractals (or simply, mul-
tifractals) in the n-D Euclidean space. Suppose there are Ni subobjects having ni

scales in the ith direction. The jth-scale has a measured length ri j , its scale probabil-
ity weight pi j and its scale number ni j ( j = 1, 2, . . . , ni ). The multifractal partition
function is given by,

�i (τi , q) =
ni∑

j=1

ni j
pq

i j

lτi
i j

= 1, (3.90)

where τi (q) is the weight parameter for multifractals in the ith direction, given by

τi (q) = (q − 1)Di (q) (3.91)

and the partition function is defined as

�i (τi , q) =
⎧
⎨

⎩

0 at τi < τi (q),

∞ at τi > τi (q),

constant at τi = τi (q).

(3.92)

Furthermore, from thermodynamics, the scaling index in the ith direction is

αi = dτi

dq
(3.93)

and applying the Legendre transform yields,

τi (q) = αi q − fi (αi ) (3.94)

in which the fi (αi ) is a fractal spectrum in the ith direction given by

d fi

dαi
= q. (3.95)

Summarizing the results for all the directions, the following equations for the m-D
multifractal theory in n-D Euclidean space are achieved,

τ(q) = (n − m)(q − 1)+
m∑

i=1

τi (q), (3.96)

α =
m∑

i=1

αi , (3.97)

f (α) =
m∑

i=1

f (αi ). (3.98)
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3.3.2 A 1D Horseshoe Iterative Map

In this section, fractals generated by a 1D horseshoe iterative map in chaotic dynamics
are studied.
(A) A uniform 1D Cantor-horseshoe: Consider a 1D iterative map that possesses
a uniform horseshoe structure. In other words, a uniform cantor structure in phase
space xk+1 = f (xk, μ) (k ∈ N) and μ is a control parameter. Note that N is a natural
number set. Consider a tent map f in the unit interval I = [0, 1] as an example,

f : xk+1 =
{

μxk for 0 ≤ xk ≤ 1/2
μ(1− xk) for 1/2 ≤ xk ≤ 1

(3.99)

where μ ≥ 2. The phase graph and fractal structure are procreated using Eq. (3.99)
for a unit interval I as shown in Fig. 3.9. The two subintervals, I0 and I1 in Fig. 3.9(a),
are obtained from the first iteration of Eq. (3.99) with xk+1 ≤ 1. That is, I0 = I1
= 1/μ. Therefore, for the first iteration of Eq. (3.99), its invariant set is

f (I ) = I0 ∪ I1. (3.100)

Similarly for the second iteration, we have f (2)(I ) = ∪Iσ1σ2 , and σi ∈ {0, 1} for
i ∈ {1, 2}. Repeating such an iteration ad infinitum leads to its invariant set as


 = ∩∞k=0 f (k)(I ) (3.101)

where f (k)(I ) = ∪k Iσ1σ2···σk , and σi ∈ {1, 2} for i ∈ {1, 2, . . . , k}.
For any value k, the scale ratio and the number of the non-empty interval are

r = ∣∣Iσ1σ2···σk

∣∣ = 1

μk
and N = 2k . (3.102)

The Hausdorff dimension of the invariant set shown in Eq. (3.101) is

D0 = lim
k→∞

log N

log r
= log 2

log μ
. (3.103)

(B) A nonuniform 1D Cantor-horseshoe: Consider a 1D iterative map experiencing
the multiscale Cantor-horseshoe structure. For instance, an asymmetric tent map is

f : xk+1 =
{

μ1xk for 0 ≤ xk ≤ μ2
μ1+μ2

,

μ2(1− xk) for μ2
μ1+μ2

≤ xk ≤ 1.
(3.104)

where the control parameters μ1 and μ2 satisfy μ1μ2 ≥ (μ1 + μ2). In Fig. 3.10,
the phase graph and fractal structure are procreated using Eq. (3.104). Due to the
nonuniform structure, we now have a two-scale multifractal. Thus, after the first
iteration of Eq. (3.104) on the original interval I = [0, 1], i.e., f (I ) = I0 ∪ I1;
the lengths of two new subintervals are not identical, namely, r1 = |I0| = 1/μ1,
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Fig. 3.9 Phase graphs and fractal structures generated via Eq. (3.99)

r2 = |I1| = 1/μ2. Repeating this iterative process ad infinitum results in an invariant
set,


 =
∞⋂

k=0

f (k)(I ) (3.105)

where f (k)(I ) = ∪k Iσ1σ2···σk , and σi ∈ {1, 2} for i ∈ {1, 2, . . . , k}. From the iteration
process, the probability of appearance for the two scales is

p0 = p1 = 1

2
. (3.106)
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Fig. 3.10 Phase graphs and fractal structures generated via Eq. (3.104)

Applying Eq. (3.91), a partition function for the horseshoe invariant set of Eq. (3.105)
is

� = (
μτ

1

2q
+ μτ

2

2q
)n = 1 (3.107)

from which, we obtain

q = log(μτ
1 + μτ

2)

log 2
. (3.108)

From Eqs. (3.91)–(3.94) and (3.108), the fractal dimension, scaling index and fractal
spectrum are given, respectively, by
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Dq = τ log 2

log(μτ
1 + μτ

2)− log 2
, (3.109)

α = (μτ
1 + μτ

2) log 2

μτ
1 log μ1 + μτ

2 log μ2
, (3.110)

f (α) = αq − τ(q). (3.111)

Imposing μ1 ≤ μ2 in Eqs. (3.109)–(3.111), the following specific fractal dimensions
are obtained.

D1 = α, D−∞ = log 2

log μ1
, D∞ = log 2

log μ2
; (3.112)

and the Hausdorff dimension D0 is determined using

μ
−D0
1 + μ

−D0
2 = 1. (3.113)

3.3.3 Fractals of the 2D Horseshoe Chaos

In this section, for 2D fractals based on the Smale horseshoe map, consider fractals
of the uniform horseshoe sets, and then fractals of the nonuniform horseshoe sets.

(A) A uniform Smale horseshoe: The Smale horseshoe arising from the transversely
homoclinic orbits via the Poincare map is very important for describing chaotic
dynamics in neighborhood of the saddle. To analyze the fractality of this 2D invariant
set, consider the original 2D unit square D = {(x, y) ∈ R2 |0 ≤ x ≤ 1, 0 ≤ y ≤ 1 }
and define a mapping f : D→ R2. Therefore,

f :

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

{
xk+1
yk+1

}
=
[

λ 0
0 μ

]{
xk

yk

}
on H0,

{
xk+1
yk+1

}
=
[−λ 0

0 −μ

]{
xk

yk

}
+
{

1
μ

}
on H1.

(3.114)

where 0 < λ ≤ 1/2, μ ≥ 2. From Eq. (3.114), two rectangles in the horizontal
direction are defined as

H0 =
{
(x, y) ∈ R2 | 0 ≤ x ≤ 1, 0 ≤ y ≤ 1/μ

}
,

H1 =
{
(x, y) ∈ R2 | 0 ≤ x ≤ 1, 1− 1/μ ≤ y ≤ 1

}
.

}
(3.115)



3.3 Fractals in Hyperbolic Chaos 163

Application of f to the two horizontal rectangles produces two vertical rectangles.
That is,

f (H0) ≡ V0 =
{
(x, y) ∈ R2 | 0 ≤ x ≤ λ, 0 ≤ y ≤ 1

}
,

f (H1) ≡ V1 =
{
(x, y) ∈ R2 | 1− λ ≤ x ≤ 1, 0 ≤ y ≤ 1

}
.

(3.116)

To construct the Smale horseshoe that intersects between a vertical invariant set and
a horizontal invariant set, application of f ad infinitum to the unit square S, namely,


V =
∞⋂

k=1

f (k)(D) =
⋃

s−i∈S
i=1,2,···

(
f (Vs−2···s−k ···) ∩ Vs−1

) =
⋃

s−i∈S
i=1,2,···

Vs−1···s−k ···

=
{
(x, y) ∈ D

∣∣∣ f (−i+1)(p) ∈ Vs−i , p = (x, y), s−i ∈ S, i = 1, 2, · · ·
}

,

(3.117)

where S = {0, 1}. The results in the vertical invariant set are shown in Fig. 3.11. The
fractal has a scaling ratio rx = λ and the corresponding Hausdorff dimension can be
computed by

D0x = − log 2

log λ
. (3.118)

Since the vertical invariant set does not have fractals in the y-direction, D0y = 1.
Therefore, the resultant Hausdorff dimension for the vertical invariant set is

D = D0x + D0y = 1− log 2

log λ
. (3.119)

Note that Eq. (3.119) is identical to the expression in Guckenheimer and Holmes
(1983). In a similar manner, the horizontal invariant set can be reprocreated via the
inverse map f (−1) acting on the unit square S, that is,


H =
∞⋂

k=1

f (−k)(D) =
⋃

s−i∈S
i=1,2,···

(
f (Hs1···sk ···) ∩ Hs0

) =
⋃

s−i∈S
i=1,2,···

Hs0···sk ···

=
{
(x, y) ∈ D

∣∣∣ f (i)(p) ∈ Hsi , p = (x, y), si ∈ S, i = 0, 1, 2, · · ·
}

. (3.120)

The result is sketched in Fig. 3.12 with its scaling ratio ry = 1/μ. The fractal of the
horizontal invariant set in the y-direction has a Hausdorff dimension of

D0y = log 2

log μ
. (3.121)

The intersection of the vertical and the horizontal invariant sets yields the Smale
horseshoe which is shown in Fig. 3.13. That is, we have:
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f f

Fig. 3.11 Vertical invariant set procreated via Eq. (3.114)

( 1)f
( 1)f

Fig. 3.12 Horizontal invariant set procreated via an inverse map of Eq. (3.114)

Fig. 3.13 Smale horseshoe generated by iteration of Eq. (3.114).


 = 
V ∩
H =
∞⋂

k=−∞
f (k)(D). (3.122)

The Hausdorff dimension of the Smale horseshoe procreated via ad infinitum n
iterations of the 2D map f on the unit square S is

D = D0x + D0y = log 2

[
1

log μ
− 1

log λ

]
. (3.123)

(B) A nonuniform Smale horseshoe: The multifractality of the nonuniform Smale
horseshoe will be discussed through a map of nonuniform Smale horseshoe given
by

f :

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

{
xk+1
yk+1

}
=
[

λ1 0
0 μ1

]{
xk

yk

}
on H0,

{
xk+1
yk+1

}
=
[−λ2 0

0 −μ2

]{
xk

yk

}
+
{

1
μ2

}
on H1.

(3.124)
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where 0 < λi ≤ 1/2 and μi ≥ 2 and i = {1, 2}. From Eq. (3.124), two separate
rectangles in the horizontal direction can be defined as

H0 =
{
(x, y) ∈ R2 |0 ≤ x ≤ 1, 0 ≤ y ≤ 1/μ1

}
,

H1 =
{
(x, y) ∈ R2 |0 ≤ x ≤ 1, 1− 1/μ2 ≤ y ≤ 1

}
.

}
(3.125)

Application of f in Eq. (3.124) to the two horizontal rectangles in Eq. (3.125) produces
two vertical rectangles, i.e.,

f (H0) ≡ V0 =
{
(x, y) ∈ R2 |0 ≤ x ≤ λ1, 0 ≤ y ≤ 1

}
,

f (H1) ≡ V1 =
{
(x, y) ∈ R2 |1− λ2 ≤ x ≤ 1, 0 ≤ y ≤ 1

}
.

}
(3.126)

Application of maps f and f (−1) ad infinitum to the unit square S yields the Smale
horseshoe, that is,


 = 
V ∩
H =
∞⋂

k=−∞
f (k)(D) =

[ ∞⋂

k=0

f (−k)(D)

]
∩
[ ∞⋂

k=1

f (k)(D)

]
. (3.127)

The vertical invariant set of Eq. (3.124) has two scaling ratios r1x = λ1 and r2x = λ2
and probability weight p1x = p1x = 1/2. Therefore, from the 1D multifractal theory,
its partition function in x-direction is

�x =
[

λ
−τx
1

2q
+ λ
−τx
2

2q

]n

= 1. (3.128)

Re-expressing Eq. (3.128), we have

q = log(λ
−τx
1 + λ

−τx
2 )

log 2
. (3.129)

The multifractal dimension, scaling index and fractal spectrum for the vertical invari-
ant set in the x-direction are

Dqx = τx log 2

log(λ
−τx
1 + λ

−τx
2 )− log 2

, (3.130)

αx = (λ
−τx
1 + λ

−τx
1 ) log 2

λ
−τx
1 log λ1 + λ

−τx
2 log λ2

, (3.131)

fx (αx ) = αx q − τx (q). (3.132)

Next, consider the multifractality of the horizontal invariant set of Eq. (3.124) in the
y-direction and the results are

q = log(μ
τy
1 + μ

τy
2 )

log 2
, (3.133)
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Dqy = τy log 2

log(μ
τy
1 + μ

τy
2 )− log 2

, (3.134)

αy = (μ
τy
1 + μ

τy
2 ) log 2

μ
τy
1 log μ1 + μ

τy
2 log μ2

, (3.135)

f (αy) = αyq − τy(q). (3.136)

Therefore, the multifractal characteristics for the vertical invariant set, the horizontal
invariant set and the nonuniform Smale horseshoe are

τq = q − 1+ τqx , Dq = 1+ Dqx , α = 1+ αx , f (α) = 1+ f (αx ). (3.137)

for vertical invariant set,

τq = q − 1+ τqy, Dq = 1+ Dqy, α = 1+ αy, f (α) = 1+ f (αy). (3.138)

for horizontal invariant set,

τ = τx + τy, Dq = Dqx + Dqy, α = αx + αy, f (α) = f (αx )+ f (αy). (3.139)

for the Smale horseshoe set.
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Chapter 4
Complete Dynamics and Synchronization

This chapter will present a Ying–Yang theory for nonlinear discrete dynamical sys-
tems with consideration of positive and negative iterations of discrete iterative maps.
In existing analysis, the solutions relative to “Yang” in nonlinear dynamical sys-
tems are extensively investigated. However, the solutions pertaining to “Ying” in
nonlinear dynamical systems will be presented. A set of concepts on “Ying” and
“Yang” in discrete dynamical systems will be introduced. Based on the Ying–Yang
theory, the complete dynamics of discrete dynamical systems can be discussed. A
discrete dynamical system with the Henon map will be presented as an example. The
companion and synchronization of discrete dynamical systems will be introduced,
and the corresponding conditions are developed. The synchronization dynamics of
Duffing and Henon maps will be discussed.

4.1 Discrete Systems with a Single Nonlinear Map

Definition 4.1 Consider an implicit vector function f : D → D on an open set
D ⊂ Rn in an n-dimensional discrete dynamical system. For xk, xk+1 ∈ D, there is
a discrete relation as

f(xk, xk+1, p) = 0 (4.1)

where the vector function is f = ( f1, f2, · · · , fn)T ∈ Rn and discrete variable
vector is xk = (xk1, xk2,· · ·, xkn)T ∈ D with a parameter vector p= (p1, p2,· · ·, pm)T

∈ Rm .

As in Luo (2010), to symbolically describe the discrete dynamical systems, intro-
duce two discrete sets.

Definition 4.2 For a discrete dynamical system in Eq. (4.1), the positive and negative
discrete sets are defined by

A. C. J. Luo, Regularity and Complexity in Dynamical Systems, 169
DOI: 10.1007/978-1-4614-1524-4_4, © Springer Science+Business Media, LLC 2012
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�+ = {xk+i |xk+i ∈ Rn, i ∈ Z+} ⊂ D and
�− = {xk−i |xk−i ∈ Rn, i ∈ Z+} ⊂ D

}
(4.2)

respectively. The discrete set is

� = �+ ∪�−. (4.3)

A positive mapping is defined as

P+ : �→ �+ ⇒ P+ : xk → xk+1 (4.4)

and a negative mapping is defined by

P− : �→ �− ⇒ P− : xk → xk−1. (4.5)

Definition 4.3 For a discrete dynamical system in Eq. (4.1), consider two points
xk ∈ D and xk+1 ∈ D, and there is a specific, differentiable, vector function g ∈ Rn

to make g(xk, xk+1,λ) = 0.

(i) The stable solution based on xk+1 = P+xk for the positive mapping P+
is called the “Yang” of the discrete dynamical system in Eq. (4.1) in sense
of g(xk, xk+1,λ)= 0 if solutions (x∗k , x∗k+1) of f(xk, xk+1, p) = 0 and g(xk,

xk+1,λ)= 0 exist.
(ii) The stable solution based on xk = P−xk+1 for the negative mapping P−

is called the “Ying” of the discrete dynamical system in Eq. (4.1) in sense
of g(xk, xk+1,λ)= 0 if solutions (x∗k , x∗k+1) of f(xk, xk+1, p) = 0 and g(xk,

xk+1,λ)= 0 exist.
(iii) The solution based on xk+1 = P+xk is called the “Ying–Yang” for the

positive mapping P+ of the discrete dynamical system in Eq. (4.1) in sense
of g(xk, xk+1,λ)= 0 if solutions (x∗k , x∗k+1) of f(xk, xk+1, p)= 0 and g(xk,

xk+1,λ)= 0 exist and the eigenvalues of D P+(x∗k ) are distributed inside and
outside the unit cycle.

(iv) The solution based on xk = P−xk+1 is called the “Ying–Yang” for the neg-
ative mapping P− of the discrete dynamical system in Eq. (4.1) in sense
of g(xk, xk+1,λ) = 0 if solutions (x∗k , x∗k+1) of f(xk, xk+1, p)= 0 and
g(xk, xk+1,λ)= 0 exist and the eigenvalues of D P−(x∗k+1) are distributed inside
and outside unit cycle.

Consider the positive and negative mappings are

xk+1= P+xk and xk = P−xk+1. (4.6)

For the simplest case, consider the constraint condition of g(xk, xk+1, λ)= xk+1 −
xk = 0. Thus, the positive and negative mappings have, respectively, the constraints

xk+1 = xk and xk = xk+1. (4.7)
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Both positive and negative mappings are governed by the discrete relation in Eq. (4.1).
In other words, equation (4.6) gives

f(xk, xk+1, p) = 0 and f(xk, xk+1, p) = 0. (4.8)

Setting the period-1 solution x∗k and substitution of Eqs. (4.7) into (4.8) gives

f(x∗k , x∗k , p) = 0 and f(x∗k , x∗k , p) = 0. (4.9)

It is observed that the period-1 solutions for the positive and negative mappings
are identical. The two relations for positive and negative mappings are illustrated
in Figs. 4.1a, b, respectively. To determine the period-1 solution, the fixed points of
Eq. (4.7) exist under constraints in Eq. (4.8), which are also shown in Fig. 4.1. The
two thick lines on the axis are two sets for the mappings from the starting to final
states. The relation in Eq. (4.7) is presented by a solid curve. The intersection points
of the curves and straight lines for relations in Eqs. (4.7) and (4.8) give the fixed
points of Eq. (4.9), which are period-1 solutions, labeled by the circular symbols.
However, their stability and bifurcation for the period-1 solutions are different. To
determine the stability and bifurcation of the positive and negative mappings, the
following theorem is stated.

Theorem 4.1 For a discrete dynamical system in Eq. (4.1), there are two points
xk ∈ D and xk+1 ∈ D, and two positive and negative mappings are

xk+1 = P+xk and xk = P−xk+1 (4.10)

with

f(xk, xk+1, p) = 0 and f(xk, xk+1, p) = 0. (4.11)

Suppose a specific, differentiable, vector function g ∈ Rn makes g(xk, xk+1,λ) = 0
hold. If the solutions (x∗k , x∗k+1) of both f(xk, xk+1, p) = 0 and g(xk, xk+1,λ) = 0
exist, then the following conclusions in the sense of g(xk, xk+1,λ) = 0 hold.

(i) The stable P+-1 solutions are the unstable P−-1 solutions with all eigenvalues
of D P−(x∗k ) outside the unit cycle, vice versa.

(ii) The unstable P+-1 solutions with all eigenvalues of D P+(x∗k ) outside the unit
cycle are the stable P−-1 solutions, vice versa.

(iii) For the unstable P+-1 solutions with eigenvalue distribution of D P+(x∗k ) inside
and outside the unit cycle, the corresponding P−-1 solution is also unstable
with switching the eigenvalue distribution of D P−(x∗k ) inside and outside the
unit cycle, vice versa.

(iv) All the bifurcations of the stable and unstable P+-1 solutions are all the bifur-
cations of the unstable and stable P−-1 solutions, respectively.

Proof Consider the positive and negative mappings with relations in Eq. (4.9). The
periodic solution in sense of g(xk, xk+1,λ) = 0 is given by
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Fig. 4.1 Period-1 solution
for a positive mapping and b
negative mapping. The two
thick lines on the axis are
two sets for the mappings
from the starting to final
states. The mapping relation
is presented by a solid curve.
The circular symbols give
period-1 solutions for the
positive and negative
mappings

(a)

(b)

f(xk, xk+1, p) = 0 and g(xk, xk+1,λ) = 0

from which the fixed points (x∗k , x∗k+1) can be determined. Consider a small pertur-
bation

xk+1 = x∗k+1 + δxk+1 and xk = x∗k + δxk .

The linearization of mappings in Eq. (4.6) gives

δxk+1 = D P+(x∗k )δxk and δxk = D P−(x∗k+1)δxk+1
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where

D P+(x∗k ) = [
∂xk+1

∂xk
]x∗k and D P−(x∗k+1) = [

∂xk

∂xk+1
]x∗k+1

.

From Eq. (4.1), one obtains

([ ∂f
∂xk
] + [ ∂f

∂xk+1
][∂xk+1

∂xk
])(x∗k ,x∗k+1)

= 0,

g(xk, xk+1,λ) = g(x∗k , x∗k+1,λ) = 0;
([ ∂f

∂xk+1
] + [ ∂f

∂xk
][ ∂xk

∂xk+1
])(x∗k ,x∗k+1)

= 0,

g(x∗k , x∗k+1,λ) = g(xk, xk+1,λ) = 0.

That is,

D P+(x∗k ) = [
∂xk+1

∂xk
]|x∗k = −([ ∂f

∂xk+1
]−1[ ∂f

∂xk
])(x∗k ,x∗k+1)

,

D P−(x∗k+1) = [
∂xk

∂xk+1
]x∗k+1
= −([ ∂f

∂xk
]−1[ ∂f

∂xk+1
])(x∗k ,x∗k+1)

.

Taking the inverse of the second equation in the foregoing equation gives

D P−1− (x∗k+1) = [
∂xk

∂xk+1
]−1|x∗k+1

= −[ ∂f
∂xk+1

]−1[ ∂f
∂xk
](x∗k+1,x

∗
k )

which is identical to D P+(x∗k ). Therefore, one obtains

D P−1− (x∗k+1) = D P+(x∗k ).

In other words, D P+(x∗k ) is the inverse of D P−(x∗k+1).

Consider the eigenvalues λ− and λ+ of D P−(x∗k+1) and D P+(x∗k ), accordingly.
The following relations hold

(D P−(x∗k+1)− λ−I)δxk+1 = 0,

(D P+(x∗k )− λ+I)δxk = 0.

Left multiplication of D P+(x∗k ) in the first equation of the foregoing equation and
δxk+1 = λ−1− dxk gives

[D P+(x∗k )− λ−1− I]δxk = 0.

Thus, one can obtain

λ+ = λ−1− .

From the stability and bifurcation theory for P+-1 and P−-1 solutions for discrete
dynamical system in Eq. (4.1), the following conclusions can be given as follows:
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(i) The stable P+-1 solutions are the unstable P−-1 solutions with all eigenvalues
of D P−(x∗k ) outside the unit cycle, vice versa.

(ii) The unstable P+-1 solutions with all eigenvalues of D P+(x∗k ) outside the unit
cycle are the stable P−-1 solutions, vice versa.

(iii) For the unstable P+-1 solutions with eigenvalue distribution of D P+(x∗k ) inside
and outside the unit cycle, the corresponding P−-1 solution is also unstable with
switching the eigenvalue distribution of D P−(x∗k ) inside and outside the unit
cycle, vice versa.

(iv) All the bifurcations of the stable and unstable P+-1 solutions are all the bifur-
cations of the unstable and stable P−-1 solutions, respectively.

This theorem is proved. �
From the foregoing theorem, the Ying, Yang and Ying-Yang states in discrete

dynamical systems exist. To generate the above ideas to P(N )
+ -1 and P(N )

− -1 solutions
in discrete dynamical systems in sense of g(xk, xk+N ,λ) = 0, the mapping structure
consisting of N- positive or negative mappings is considered.

Definition 4.4 For a discrete dynamical system in Eq. (4.1), the mapping structures
of N-mappings for the positive and negative mappings are defined as

xk+N = P+ ◦ P+ ◦ · · · ◦ P+︸ ︷︷ ︸
N

xk = P(N )
+ xk, (4.12)

xk = P− ◦ P− ◦ · · · ◦ P−︸ ︷︷ ︸
N

xk+N = P(N )
− xk+N . (4.13)

with

f(xk+i−1, xk+i , p) = 0 for i = 1, 2, . . . , N (4.14)

where P(0)
+ = 1 and P(0)

− = 1 for N = 0.

Definition 4.5 For a discrete dynamical system in Eq. (4.1), consider two points
xk+i−1 ∈ D (i = 1, 2, . . . , N ) and xk+N ∈ D, and there is a specific, differentiable,
vector function g ∈ Rn to make g(xk, xk+N ,λ) = 0.

(i) The stable solution based on xk+N = P(N )
+ xk for the positive mapping

P+ is called the “Yang” of the discrete dynamical system in Eq. (4.1) in sense
of g(xk, xk+N ,λ) = 0 if the solutions (x∗k , x∗k+1, . . . , x∗k+N ) of Eq. (4.14) with
g(xk, xk+N ,λ) = 0 exist.

(ii) The stable solution based on xk = P(N )
− xk+N for the negative mapping

P− is called the “Ying” of the discrete dynamical system in Eq. (4.1) in sense
of g(xk, xk+N ,λ) = 0 if the solutions (x∗k , x∗k+1, · · · , x∗k+N ) of Eq. (4.14) with
g(xk, xk+N ,λ) = 0 exist.

(iii) The solution based on xk+N = P(N )
+ xk is called the “Ying–Yang” for the

positive mapping P+ of the discrete dynamical system in Eq. (4.1) in sense of
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g(xk, xk+N ,λ) = 0 if the solutions (x∗k , x∗k+1, . . . , x∗k+N ) of Eq. (4.14) with

g(xk, xk+N ,λ) = 0 exist and the eigenvalues of D P(N )
+ (x∗k ) are distributed

inside and outside the unit cycle.
(iv) The solution based on xk = P(N )

− xk+N is called the “Ying–Yang” for the
negative mapping P− of the discrete dynamical system in Eq. (4.1) in sense
of g(xk, xk+N ,λ) = 0 if the solutions (x∗k , x∗k+1, . . . , x∗k+N ) of Eq. (4.14) with

g(xk, xk+N ,λ) = 0 exist and the eigenvalues of DP(N )
− (x∗k+N ) are distributed

inside and outside unit cycle.

To determine the Ying–Yang properties of P(N )
+ -1 and P(N )

− -1 in the discrete
mapping system in Eq. (4.1), the corresponding theorem is presented as follows.

Theorem 4.2 For a discrete dynamical system in Eq. (4.1), there are two points
xk ∈ D and xk+N ∈ D, and two positive and negative mappings are

xk+N = P(N )
+ xk and xk = P(N )

− xk+N . (4.15)

and xk+i = P+xk+i−1 and xk+i−1 = P−xk+i can be governed by

f(xk+i−1, xk+i , p) = 0 for i = 1, 2, . . . , N . (4.16)

Suppose a specific, differentiable, vector function of g ∈ Rn makes g(xk, xk+N ,λ)

= 0 hold. If the solutions (x∗k , . . . , x∗k+i ) of Eq. (4.16) with g(xk, xk+N ,λ) ≡ 0 exist,
then the following conclusions in the sense of g(xk, xk+N ,λ) = 0 hold.

(i) The stable P(N )
+ -1 solution is the unstable P(N )

− -1 solution with all eigenvalues

of DP(N )
− (x∗k+N ) outside the unit cycle, vice versa.

(ii) The unstable P(N )
+ -1 solution with all eigenvalues of DP(N )

+ (x∗k ) outside the

unit cycle is the stable P(N )
− -1 solution, vice versa.

(iii) For the unstable P(N )
+ -1 solution with eigenvalue distribution of DP(N )

+ (x∗k )
inside and outside the unit cycle, the corresponding P(N )

− -1 solution is also

unstable with switching eigenvalue distribution of DP(N )
− (x∗k+N ) inside and

outside the unit cycle, vice versa.
(iv) All the bifurcations of the stable and unstable P(N )

+ -1 solution are all the bifur-

cations of the unstable and stable P(N )
− -1 solution, respectively.

Proof Consider positive and negative mappings with relations in Eq. (4.16), i.e.,

f(xk+i−1, xk+i , p) = 0 for i = 1, 2, . . . , N

from which xk+i is a function of xk+i−1 in the positive mapping iteration and xk+i−1
is a function of xk+i in the negative mapping iteration. The periodic solution in sense
of g(xk, xk+N ,λ) = 0 is given by

f(xk+i−1, xk+i , p) = 0 for i = 1, 2, . . . , N

g(xk, xk+N ,λ) = 0.
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Setting the period-1 solution be x∗k+i−1 or x∗k+i (i = 1, 2, . . . , N ) and the foregoing
equation gives

f(x∗k+i−1, x∗k+i , p) = 0 for i = 0, 1, . . . , N ;
g(x∗k , x∗k+N ,λ) = 0

for both the positive and negative mapping iterations. The existence condition of the
foregoing equation requires

det[(Di j )N×N ] 
= 0

where

DN1 =− ([∂f(xk+N−1, xk+N , p)

∂xk+N
]n×n[ ∂xk

∂xk+N
]−1
n×n)(x∗k+N−1,x

∗
k )

=− ([∂f(xk+N−1, xk+N , p)

∂xk+N
]n×n[∂g(xk+N , xk, p)

∂xk+N
]−1
n×n

× [∂g(xk+N , xk, p)

∂xk
]n×n)

∣∣∣
(x∗k+N−1,x∗k )

,

DN N =[∂f(xk+N−1, xk, p)

∂xk+N−1
]n×n|(x∗k+N−1,x

∗
k ),

DN j =[0]n×n for j = 2, 3, . . . , N − 1;

Dii = [∂f(xk+i−1, xk+i , p)

∂xk+i−1
]n×n|(x∗k+i−1,x

∗
k+i )

,

Di(i+1) = [∂f(xk+i−1, xk+i , p)

∂xk+i
]n×n|(x∗k+i−1,x

∗
k+i )

Di j = [0]n×n for i = 1, 2, . . . , N − 1;
j = 1, 2, . . . , i − 1; i + 2, i + 3, . . . , N .

Once x∗k+i−1 or x∗k+i (i = 1, 2, . . . , N ) is obtained in sense of g(xk, xk+N ,λ) ≡ 0,

the corresponding stability and bifurcation of the periodic solutions can be deter-
mined. However, the stability and bifurcation of the P(N )

+ -1 and P(N )
− -1 solutions

will be different. Herein, consider a small perturbation from the periodic solution

xk+i = x∗k+i + δxk+i

xk+i+1 = x∗k+i+1 + δxk+i+1

}
for i = 0, 1, . . . , N .

With the foregoing equation, linearization of Eq. (4.15) gives

δxk+N = D P+ · D P+ · . . . · D P+︸ ︷︷ ︸
N

|x∗k δxk

= D P(N )
+ (x∗k )δxk,
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δxk = D P− · D P− · . . . · D P−︸ ︷︷ ︸
N

|x∗k+N
δxk+N

= D P(N )
− (x∗k+N )δxk+N .

On the other hand, for each single positive and negative mappings gives

δxk+i = D P+(x∗k+i−1)δxk+i−1 for i = 1, 2, . . . , N

δxk+i−1 = D P−(x∗k+i )δxk+i for i = 1, 2, . . . , N

where

D P+(x∗k+i−1) = [
∂xk+i

∂xk+i−1
]x∗k+i−1

for i = 1, 2, . . . , N

D P−(x∗k+i ) = [
∂xk+i−1

∂xk+i
]x∗k+i

for i = 1, 2, . . . , N

and for i = 1, 2, . . . N , linearization of Eq. (4.15) gives

D P+(x∗k+i−1) = [
∂xk+i

∂xk+i−1
]x∗k+i−1

= −([ ∂f
∂xk+i

]−1[ ∂f
∂xk+i−1

])(x∗k+i ,x
∗
k+i−1)

,

D P−(x∗k+i ) = [
∂xk+i−1

∂xk+i
]x∗k+i
= −([ ∂f

∂xk+i−1
]−1[ ∂f

∂xk+i
])(x∗k+i ,x

∗
k+i−1)

.

Therefore, the resultant Jacobian matrices for P(N )
+ -1 and P(N )

− -1 are

D P(N )
+ (x∗k ) = D P+(x∗k+N−1) · D P+(x∗k+N−2) · . . . · D P+(x∗k+1) · D P+(x∗k )

= [ ∂xk+N

∂xk+N−1
]x∗k+N−1

· [ ∂xk+N

∂xk+N−1
]x∗k+N−2

· . . . · [∂xk+2

∂xk+1
]x∗k+1
· [∂xk+1

∂xk
]x∗k

= (−1)N ([ ∂f
∂xk+N

]−1[ ∂f
∂xk+N−1

])(x∗k+N ,x∗k+N−1)
· . . . ·

([ ∂f
∂xk+1

]−1[ ∂f
∂xk
])(x∗k+1,x

∗
k ),

D P(N )
− (x∗k+N )

= D P−(x∗k+1) · D P−(x∗k+2) · . . . · D P−(x∗k+N−1) · D P−(x∗k+N )

= [ ∂xk

∂xk+1
]x∗k+1
· [∂xk+1

∂xk+2
]x∗k+2
· · · · · [∂xk+N−2

∂xk+N−1
]x∗k+N−1

· [∂xk+N−1

∂xk+N
]x∗k+N

= (−1)N ([ ∂f
∂xk
]−1[ ∂f

∂xk+1
])(x∗k+1,x

∗
k ) · · · ·

([ ∂f
∂xk+N−1

]−1[ ∂f
∂xk+N

])(x∗k+N ,x∗k+N−1)
.
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From the two equations, it is very easily proved that the two resultant Jacobian
matrices are inverse each other, i.e.,

D P(N )
+ (x∗k ) · D P(N )

− (x∗k+N ) = In×n .

Similarly, consider eigenvalues λ− and λ+ of DP(N )
− (x∗k+N ) and DP(N )

+ (x∗k ),
accordingly. The following relations hold

(D P(N )
− (x∗k+N )− λ−I)δxk+N = 0,

(D P(N )
+ (x∗k )− λ+I)δxk = 0.

Left multiplication of DP(N )
+ (x∗k ) in the first equation of the foregoing equation and

δxk+N = λ−1− dxk gives

(D P(N )
+ (x∗k )− λ−1− I)δxk = 0.

Compared to (D P(N )
+ (x∗k )− λ+I)δxk = 0, one obtains

λ+ = λ−1−

in the sense of g(xk, xk+N ,λ) = 0 hold. From the stability and bifurcation theory
for discrete dynamical systems, the following conclusions can be summarized as

(i) The stable P(N )
+ -1 solution is the unstable P(N )

− -1 solution with all eigenvalues

of DP(N )
− (x∗k+N ) outside the unit cycle, vice versa.

(ii) The unstable P(N )
+ -1 solution with all eigenvalues of DP(N )

+ (x∗k ) outside the

unit cycle is the stable P(N )
− -1 solution, vice versa.

(iii) For the unstable P(N )
+ -1 solution with eigenvalue distribution of DP(N )

+ (x∗k )
inside and outside the unit cycle, the corresponding P(N )

− -1 solution is also

unstable with switching eigenvalue distribution of DP(N )
− (x∗k+N ) inside and

outside the unit cycle, vice versa.
(iv) All the bifurcations of the stable and unstable P(N )

+ -1 solution are all the bifur-

cations of the unstable and stable P(N )
− -1 solution, respectively.

This theorem is proved. �

Notice that the number N for the P(N )
+ -1 and P(N )

− -1 solutions in the dis-
crete dynamical system can be any integer if such a solution exists in sense of
g(xk, xk+N ,λ) = 0.

Theorem 4.3 For a discrete dynamical system in Eq. (4.1), there are two points
xk ∈ D and xk+N ∈ D. If the period-doubling cascade of the P(N )

+ -1 and P(N )
− -1

solution occurs, the corresponding mapping structures are given by
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xk+2N = P(N )
+ ◦ P(N )

+ xk = P(2N )
+ xk and g(xk, xk+2N ,λ) = 0;

xk+22 N = P(2N )
+ ◦ P(2N )

+ xk = P(22 N )
+ xk and g(xk, xk+22 N ,λ) = 0;

...

xk+2l N = P(2l−1 N )
+ ◦ P(2l−1 N )

+ xk = P(2l N )
+ xk and g(xk, xk+2l N ,λ) = 0;

(4.17)

for positive mappings and

xk = P(N )
− ◦ P(N )

− xk+2N = P(2N )
− xk+2N and g(xk, xk+2N ,λ) = 0;

xk = P(2N )
− ◦ P(2N )

− xk+22 N = P(22 N )
− xk+22 N and g(xk, xk+22 N ,λ) = 0;

...

xk = P(2l−1 N )
− ◦ P(2l−1 N )

− xk+2l N = P(2l N )
− xk+2l N and g(xk, xk+2l N ,λ) = 0

(4.18)
for negative mapping, then the following statements hold, i.e.,

(i) The stable chaos generated by the limit state of the stable P(2l N )
+ -1 solutions

(l → ∞) in sense of g(xk, xk+2l N ,λ) = 0 is the unstable chaos generated

by the limit state of the unstable stable P(2l N )
− -1 solution (l → ∞) in sense

of g(xk, xk+2l N ,λ) = 0 with all eigenvalue distribution of DP(2l N )
− outside

unit cycle, vice versa. Such a chaos is the “Yang” chaos in nonlinear discrete
dynamical systems.

(ii) The unstable chaos generated by the limit state of the unstable P(2l N )
+ -1

solutions (l → ∞) in sense of g(xk, xk+2l N ,λ) = 0 with all eigenvalue

distribution of DP(2l N )
+ outside the unit cycle is the stable chaos generated

by the limit state of the stable P(2l N )
− -1 solution (l → ∞) in sense of

g(xk, xk+2l N ,λ) = 0, vice versa. Such a chaos is the “Ying” chaos in nonlinear
discrete dynamical systems.

(iii) The unstable chaos generated by the limit state of the unstable P(2l N )
+ -1

solutions (l → ∞) in sense of g(xk, xk+2l N ,λ) = 0 with all eigenvalue

distribution of DP(2l N )
+ inside and outside the unit cycle is the unstable chaos

generated by the limit state of the unstable P(2l N )
− -1 solution (l →∞) in sense

of g(xk, xk+2l N ,λ) = 0 with switching all eigenvalue distribution of DP(2l N )
+

inside and outside the unit cycle, vice versa. Such a chaos is the “Ying–Yang”
chaos in nonlinear discrete dynamical systems.

Proof The proof is similar to the proof of Theorem 4.2, and the chaos is obtained
by l →∞. This theorem is proved. �
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4.2 Discrete Systems with Multiple Maps

Definition 4.6 Consider a set of implicit vector functions f ( j) : D → D ( j =
1, 2, · · · ) on an open set D ⊂ Rn in an n-dimensional discrete dynamical system.
For xk, xk+1 ∈ D, there is a discrete relation as

f ( j)(xk, xk+1, p( j)) = 0 for j = 1, 2, · · · (4.19)

where the vector function is f ( j) = ( f ( j)
1 , f ( j)

2 , · · · , f ( j)
n )T ∈ Rn and discrete

variable vector is xk = (xk1, xk2, · · · , xkn)T ∈ � with a parameter vector p( j) =
(p( j)

1 , p( j)
2 , · · · , p( j)

m j )
T ∈ Rm j .

Definition 4.7 Consider a set of implicit vector functions f ( j) : D → D ( j =
1, 2, · · · ) on an open set D ⊂ Rn in an n-dimensional discrete dynamical system.

(i) A set for discrete relations is defined as

� = {f ( j)|f ( j)(xk, xk+1, p( j)) = 0, j ∈ Z+; k ∈ Z}. (4.20)

(ii) The positive and negative discrete sets are defined as

�+ = {xk+i |xk+i ∈ Rn, i ∈ Z+} ⊂ D and
�− = {xk−i |xk−i ∈ Rn, i ∈ Z+} ⊂ D

}
(4.21)

respectively, and the total set of the discrete states is

� = �+ ∪�−. (4.22)

(iii) A positive mapping for f ( j) ∈ � is defined as

P+j : �→ �+ ⇒ P+j : xk → xk+1 (4.23)

and a negative mapping is defined by

P−j : �→ �− ⇒ P−j : xk → xk−1. (4.24)

(iv) Two sets for positive and negative mappings are defined as

�+ = {P+j |P+j : xk → xk+1 with f ( j)(xk, xk+1, p( j)) = 0, j ∈ Z+; k ∈ Z}
�− = {P−j |P−j : xk+1 → xk with f ( j)(xk, xk+1, p( j)) = 0, j ∈ Z+; k ∈ Z}

(4.25)
with the total mapping sets as

� = �+ ∪�−. (4.26)
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Definition 4.8 Consider a discrete dynamical system with a set of implicit vector
functions f ( j) : D → D ( j = 1, 2, · · · ). For a mapping P+j ∈ �+ with N j -actions

and P−j ∈ �− with N j -actions. The resultant mapping is defined as

P+
j N = P+j ◦ P+j ◦ · · · ◦ P+j︸ ︷︷ ︸

N

and P−
j N = P−j ◦ P−j ◦ · · · ◦ P−j︸ ︷︷ ︸

N

. (4.27)

Definition 4.9 Consider a discrete dynamical system with a set of implicit vector
functions f ( j) : D → D ( j = 1, 2, · · · ). For the m- positive mappings of P+ji ∈
�+ (i = 1, 2, · · · , m) with N ji -actions (N ji ∈ {0, Z+}) and the corresponding
m- negative mappings of P−ji ∈ �− (i = 1, 2, · · · , m) with N ji -actions, the resultant
nonlinear mapping cluster with pure positive or negative mappings is defined as

P+(N jm ···N j2 N j1 ) = P+
j

N jm
m

◦ · · · ◦ P+
j

N j2
2

◦ P+
j

N j1
1︸ ︷︷ ︸

m−terms

;

P−(N j1 N j2 ···N jm ) = P−
j

N j1
1

◦ P−
j

N j2
2

◦ · · · ◦ P−
j

N jm
m︸ ︷︷ ︸

m−terms

.

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(4.28)

in which at least one of mappings (P+ji and P−ji ) with N ji ∈ Z+ possesses a nonlinear
iterative relation.

Theorem 4.4 Consider a discrete dynamical system with a set of implicit vector
functions f ( j) : D → D ( j = 1, 2, · · · ). For the m- positive mappings of P+ji ∈
�+ (i = 1, 2, · · · , m) with N ji -actions (N ji ∈ {0, Z+}) and the corresponding m-
negative mappings of P−ji ∈ �− (i = 1, 2, · · · , m) with N ji -actions, the resultant
nonlinear mapping with pure positive and negative mappings

xk+�m
s=1 N js

= P+(N jm ···N j2 N j1 )xk and xk = P−(N j1 N j2 ···N jm )xk+�m
s=1 N js

. (4.29)

and xk+i = P+js xk+i−1 and xk+i−1 = P−js xk+i can be governed by

f(xk+i−1, xk+i , p) = 0 for i = 1, 2, · · · , �m
s=1 N jt . (4.30)

Suppose a differentiable, vector function g ∈ Rn possesses g(xk, xk+�m
s=1 N js

,

λ) = 0 hold. If the solutions (x∗k , · · · , xk+�m
s=1 N js

)of Eq. (4.29) with g(xk, xk+�m
s=1 N js

,

λ) = 0 exist, then the following conclusions in the sense of g(xk, xk+�m
s=1 N js

,λ) = 0
hold.

(i) The stable P+(N jm ···N j2 N j1 )-1 solution is the unstable P−(N j1 N j2 ···N jm )-1 solutions

with all eigenvalues of DP−(N j1 N j2 ···N jm )(x
∗
k+�m

s=1Njs
) outside the unit cycle, vice

versa.
(ii) The unstable P+(N jm ···N j2 N j1 )-1 solution with all eigenvalues of DP+(N jm ···N j2 N j1 )

(x∗k ) outside the unit cycle is the stable P−(N j1 N j2 ···N jm )-1 solutions, vice versa.
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(iii) For the unstable P+(N jm ···N j2 N j1 )-1 solution with eigenvalue distribution of

DP+(N jm ···N j2 N j1 )(x
∗
k ) inside and outside the unit cycle, the corresponding

P−(N j1 N j2 ···N jm )-1 solution is also unstable with switching eigenvalue distrib-

ution of DP−(N j1 N j2 ···N jm )(x
∗
k+�m

s=1 N js
) inside and outside the unit cycle, vice

versa.
(iv) All the bifurcations of the stable and unstable P+(N jm ···N j2 N j1 )-1 solution are all

the bifurcations of the unstable and stable P−(N j1 N j2 ···N jm )-1 solution, respec-

tively.

Proof The proof is similar to the proof of Theorem 4.2. This theorem is proved. �
The chaos generated by the period-doubling of the P+(N jm ···N j2 N j1 )-1 and

P−(N j1 N j2 ···N jm )-1 solutions can be described through the following theorem.

Theorem 4.5 Consider a discrete dynamical system with a set of implicit vector
functions f ( j) : D → D ( j = 1, 2, · · · ). For the m- positive mappings of P+ji ∈
�+ (i = 1, 2, · · · , m) with N ji -actions (N ji ∈ {0, Z+}) and the corresponding m-
negative mappings of P−ji ∈ �− (i = 1, 2, · · · , m) with N ji -actions, the resultant
nonlinear mapping with pure positive and negative mappings

xk+�m
s=1 N js

= P+(N jm ···N j2 N j1 )xk and xk = P−(N j1 N j2 ···N jm )xk+�m
s=1 N js

; (4.31)

and xk+i = P+js xk+i−1 and xk+i−1 = P−js xk+i can be governed by

f ( j)(xk+i−1, xk+i , p( j)) = 0 for i = 1, 2, · · · , �m
s=1 N jt . (4.32)

Suppose a differentiable, vector function g ∈ Rn possesses g(xk, xk+�m
s=1 N js

,λ) = 0
hold. If the period-doubling cascade of the P+(N jm ···N j2 N j1 )-1 and P−(N j1 N j2 ···N jm )-1

solution occurs, the corresponding mapping structures are given by

xk+2�m
s=1 N js

=P+(N jm ···N j2 N j1 ) ◦ P+(N jm ···N j2 N j1 )xk

=P+2(N jm ···N j2 N j1 )xk

g(xk, xk+2�m
s=1 N js

,λ) = 0;

⎫
⎪⎬

⎪⎭

xk+22�m
s=1 N js

=P+2(N jm ···N j2 N j1 ) ◦ P+2(N jm ···N j2 N j1 )xk

=P+
22(N jm ···N j2 N j1 )

xk

g(xk, xk+22�m
s=1 N js

,λ) = 0;

⎫
⎪⎬

⎪⎭

...

xk+2l�m
s=1 N js

=P+
2l−1(N jm ···N j2 N j1 )

◦ P+
2l−1(N jm ···N j2 N j1 )

xk

=P+
2l (N jm ···N j2 N j1 )

xk

g(xk, xk+2l�m
s=1 N js

,λ) = 0;

⎫
⎪⎬

⎪⎭

(4.33)
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for positive mappings and

xk =P−(N j1 N j2 ···N jm ) ◦ P−(N j1 N j2 ···N jm )xk+2�m
s=1 N js

=P−2(N j1 N j2 ···N jm )xk+2�m
s=1 N js

g(xk, xk+2�m
s=1 N js

,λ) = 0;

⎫
⎪⎬

⎪⎭

xk =P−2(N j1 N j2 ···N jm ) ◦ P−2(N j1 N j2 ···N jm )xk+22�m
s=1 N js

=P−
22(N j1 N j2 ···N jm )

xk+22�m
s=1 N js

g(xk, xk+22�m
s=1 N js

,λ) = 0;

⎫
⎪⎬

⎪⎭

...

xk =P−
2l−1(N j1 N j2 ···N jm )

◦ P−
2l−1(N j1 N j2 ···N jm )

xk+2l�m
s=1 N js

=P−
2l (N j1 N j2 ···N jm )

xk+2l�m
s=1 N js

g(xk, xk+2l�m
s=1 N js

,λ) = 0;

⎫
⎪⎬

⎪⎭

(4.34)

for negative mapping, then the following statements hold, i.e.,

(i) The stable chaos generated by the limit state of the stable P+
2l (N jm ···N j2 N j1 )

-1

solutions (l →∞) in sense of g(xk, xk+2l�m
s=1 N js

,λ) = 0 is the unstable chaos

generated by the limit state of the unstable stable P−
2l (N j1 N j2 ···N jm )

-1 solution

(l →∞) in sense of g(xk, xk+2l�m
s=1 N js

,λ) = 0 with all eigenvalue distribution

of DP+
2l (N jm ···N j2 N j1 )

outside unit cycle, vice versa. Such a chaos is the “Yang”

chaos in nonlinear discrete dynamical systems.
(ii) The unstable chaos generated by the limit state of the unstable P+

2l (N jm ···N j2 N j1 )
-1

solutions (l →∞) in sense of g(xk, xk+2l�m
s=1 N js

,λ) = 0 with all eigenvalue

distribution of P+
2l (N jm ···N j2 N j1 )

-1 outside the unit cycle is the stable chaos gen-

erated by the limit state of the stable P−
2l (N j1 N j2 ···N jm )

-1 solution (l → ∞) in

sense of g(xk, xk+2l�m
s=1 N js

,λ) = 0, vice versa. Such a chaos is the “Ying”
chaos in nonlinear discrete dynamical systems.

(iii) The unstable chaos generated by the limit state of the unstable P+
2l (N jm ···N j2 N j1 )

-1

solutions (l → ∞) in sense of g(xk, xk+2l N ,λ) = 0 with all eigenvalue dis-
tribution of DP+

2l (N jm ···N j2 N j1 )
inside and outside the unit cycle is the unstable

chaos generated by the limit state of the unstable P−
2l (N j1 N j2 ···N jm )

-1 solution

(l →∞) in sense of g(xk, xk+2l N ,λ) = 0 with switching all eigenvalue distri-
bution of DP−

2l (N j1 N j2 ···N jm )
inside and outside the unit cycle, vice versa. Such

a chaos is the “Ying–Yang” chaos in nonlinear discrete dynamical systems.

Proof The proof is similar to the proof of Theorem 4.2, and the chaos is obtained by
l →∞. This theorem is proved. �
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4.3 Complete Dynamics of a Henon Map System

As in Luo and Guo (2010), consider the Henon map system as

f1(xk, xk+1, p) = xk+1 − yk − 1+ ax2
k = 0,

f2(xk, xk+1, p) = yk+1 − bxk = 0

}
(4.35)

where xk = (xk, yk)
T, f = ( f1, f2)

T and p = (a, b)T. Consider two positive and
negative mapping structures as

xk+N = P(N )
+ xk = P+ ◦ · · · P+ ◦ P+︸ ︷︷ ︸

N-terms

xk,

xk = P(N )
− xk+N = P− ◦ · · · P− ◦ P−︸ ︷︷ ︸

N-terms

xk+N .
(4.36)

Equations (4.35) and (4.36) give

f(xk, xk+1, p) = 0,

f(xk+1, xk+2, p) = 0,

...

f(xk+N−1, xk+N , p) = 0

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(4.37)

and

f(xk+N−1, xk+N , p) = 0,

f(xk+N−2, xk+N−1, p) = 0,
...

f(xk, xk+1, p) = 0.

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
(4.38)

The switching of equation order in Eq. (4.38) shows Eqs. (4.37) and (4.38) are iden-
tical. For periodic solutions of the positive and negative maps, the periodicity of the
positive and negative mapping structures of the Henon map requires

xk+N = xk or xk = xk+N . (4.39)

So the periodic solutions x∗k+ j ( j = 0, 1, · · · , N ) for the negative and positive map-
ping structures are the same, which are given by solving Eqs. (4.37) and (4.38) with
(4.39). However, the stability and bifurcation are different because xk+ j varies with
xk+ j−1 for the jth positive mapping and xk+ j−1 varies with xk+ j for the jth negative
mapping. For a small perturbation, equation (4.37) for the positive mapping gives

[ ∂f
∂xk+ j−1

] + [ ∂f
∂xk+ j

] · [ ∂xk+ j

∂xk+ j−1
]|(x∗k+ j−1,x

∗
k+ j )
= 0, (4.40)
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where

[ ∂f
∂xk+ j−1

]
(x∗k+ j−1,x

∗
k+ j )

=

⎡

⎢⎢⎢⎣

∂ f1

∂xk+ j−1

∂ f1

∂yk+ j−1

∂ f2

∂xk+ j−1

∂ f2

∂yk+ j−1

⎤

⎥⎥⎥⎦

(x∗k+ j−1,x
∗
k+ j )

=
[

2ax∗k+ j−1 −1
−b 0

]
,

(4.41)

[ ∂f
∂xk+ j

]
(x∗k+ j−1,x

∗
k+ j )

=

⎡

⎢⎢⎢⎣

∂ f1

∂xk+ j

∂ f1

∂yk+ j

∂ f2

∂xk+ j

∂ f2

∂yk+ j

⎤

⎥⎥⎥⎦

(x∗k+ j−1,x
∗
k+ j )

=
[

1 0
0 1

]
.

(4.42)

So

D P+(x∗k+ j−1) = [
∂xk+ j

∂xk+ j−1
]x∗k+ j−1

= [ ∂f
∂xk+ j

]−1[ ∂f
∂xk+ j−1

]x∗k+ j−1

=
[

2ax∗k+ j−1 −1
−b 0

]
.

(4.43)

Similarly, for the negative mapping,

[ ∂f
∂xk+ j

] + [ ∂f
∂xk+ j−1

] · [∂xk+ j−1

∂xk+ j
]|(x∗k+ j−1,x

∗
k+ j )
= 0. (4.44)

With Eqs. (4.41) and (4.42), the foregoing equation gives

D P−(x∗k+ j ) = [
∂xk+ j−1

∂xk+ j
]x∗k+ j
= [ ∂f

∂xk+ j−1
]−1[ ∂f

∂xk+ j
]x∗k+ j

= −1

b

[
0 1
b 2ax∗k+ j−1

]
.

(4.45)

Thus, the resultant perturbation of the mapping structure in Eq. (4.36) gives

δxk+N = D P(N )
+ δxk = D P+ · · · · · D P+ · D P+︸ ︷︷ ︸

N-terms

δxk,

δxk = D P(N )
− δxk+N = D P− · · · · · D P− · D P−︸ ︷︷ ︸

N-terms

δxk+N

(4.46)
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where

D P(N )
+ =∏N

j=1 D P+(x∗k+N− j ),

D P(N )
− =∏1

j=N D P−(x∗k+N− j+1).

}
(4.47)

Consider the eigenvalues λ− and λ+ of DP(N )
− (x∗k+N ) and DP(N )

+ (x∗k ), respec-
tively. The following statements hold.

(i) If |λ+1,2| < 1 (or |λ−1,2| < 1), the periodic solutions of P(N )
+ (xk) (or P(N )

− (xk+N ))

are stable.
(ii) If |λ+1 or2| > 1 (or |λ−1 or 2| > 1), the periodic solutions ofP(N )

+ (xk) (or

P(N )
− (xk+N )) are unstable.

(iii) If real eigenvalues λ+1 = −1 and |λ+2 | < 1 (or λ−1 = −1 and |λ−2 | < 1),

the period-doubling (PD) bifurcation of the periodic solutions of P(N )
+ (xk)

(orP(N )
− (xk+N )) occurs.

(iv) If real eigenvalues |λ+1 | < 1 and λ+2 = 1 (or |λ−1 | < 1 and λ−2 = 1), then

the saddle-node (SN) bifurcation of the periodic solutions relative to P(N )
+ (xk)

(orP(N )
− (xk+N )) occurs.

(v) If two complex eigenvalues of |λ+1,2| = 1 (or |λ−1,2| = 1), the Neimark bifur-

cation (NB) of the periodic solutions of P(N )
+ (xk) (orP(N )

− (xk+N )) occurs.

A numerical prediction of periodic solutions of the Henon map is presented
with varying parameter b for a = 1.1, as shown in Figs. 4.2a–d. The dashed vertical
lines give the bifurcation points. The acronyms “PD”, “SN” and “NB” are repre-
sented the period-doubling bifurcation, saddle-node bifurcation and Neimark bifur-
cation, respectively. All the stable periodic solutions for positive mapping P+ lie in
b ∈ (−1.0, 1.0). The stable period-1 solution of P+ is in b ∈ (−1.0,−0.22).

At b = −1, the Neimark bifurcation (NB) of the period-1 solution occurs. At
b ≈ −0.22, the period-doubling bifurcation (PD) of the period-1 solution occurs.
This point is the saddle-node bifurcation (SN) for the period-2 solution of P+
(i.e.,P(2)

+ ). The periodic solution of P(2)
+ is in b ∈ (−0.22, 0.1133). At b ≈ 0.1133,

the corresponding period-doubling bifurcation (PD) of P(2)
+ occurs, which also cor-

responds to the saddle-node bifurcation (SN) for the period-4 solution (i.e.,P(4)
+ ).

The periodic solution of P(4)
+ exists in b ∈ (0.1133, 0.2084). At b ≈ 0.2084,

there is a period-doubling bifurcation (PD) of P(4)
+ , corresponding to the saddle-

node bifurcation (SN) of the period-8 solution (i.e.,P(8)
+ ). The periodic solution

of P(8)
+ exist in b ∈ (0.2084, 0.2468). Also the coexisting periodic solutions of

P(3)
+ and P(6)

+ exist in b ∈ (−1.0,−0.344). The periodic solution of P(3)
+ exists

in b ∈ (−1.0,−0.8771) and (−0.4,−0.344). At b ≈ −0.344, the saddle-node
bifurcation (SN) of P(3)

+ occurs where the periodic solution of P(3)
+ disappears. At

b ≈ −0.4, the period-doubling bifurcation (PD) of P(3)
+ occurs, and the saddle-node

bifurcation (SN) for the periodic solution of P(6)
+ appears. The periodic solution of
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Table 4.1 Parameter ranges for stable periodic and Chaotic solutions in bifurcation scenario (a = 1.1)

Mapping structure Parameter b

Positive mapping (stable) P+ (−1.0,−0.22)

P(2)
+ (−0.22,0.1133)

P(4)
+ (0.1133,0.2084)

P(8)
+ (0.2084,0.2468)

P(3)
+ (−1.0,−0.8771) and (−0.4,−0.344)

P(6)
+ (−0.482,−0.4) and (−0.8771,−0.8112)

Negative mapping (stable) P− (−∞,−1.0) and (2.2184,+∞)

P(2)
− (1.1,2.2184)

P(4)
− ((1.0,1.1))

P(3)
− (−1.0773,−1.0)

Chaos – (0.2468,0.523)

P(6)
+ lies in b ∈ (−0.4582,−0.4) and (−0.8771,−0.8112). At b = 1, the Neimark

bifurcation (NB) of the periodic solution of P(4)
+ occurs, which cannot be obtained

through the numerical prediction but is predicted by the analytical prediction. After
the Neimark bifurcation, the stable periodic solutions for positive mapping P+ do not
exist any more. Such stable periodic solutions for positive mapping P+ are shown in
Figs. 4.2a, b. The stable solution for negative mapping P− is in b ∈ (−∞,−1.0) and
b ∈ (−1,+∞). At b = −1, the Neimark bifurcation (NB) of the periodic solutions
of P− and P(3)

− coexist. The period-1 solution of P− is in b ∈ (−∞,−1.0) and
b ∈ (2.2184,+∞). The period-doubling bifurcation (PD) of the period-1 solution
of P− occurs at b ≈ 2.2184 and the bifurcation point is also a saddle-node bifurca-
tion (SN) for the period-2 solution of P− (i.e., P(2)

− ). The stable periodic solution

of P(2)
− is in b ∈ (1.1, 2.2184). After the period-doubling bifurcation, the periodic

solution of P(4)
− is in b ∈ (1.0, 1.1). The coexisting periodic solution of P(3)

− is
in b ∈ (−1.0773,−1.0), which is actually connected with the coexisting periodic
solution of P(3)

+ through the Neimark bifurcation (NB). At b = 1, the Neimark bifur-

cation (NB) of the periodic solution of P(4)
− occurs. Such stable periodic solutions

for negative mapping P− are shown in Figs. 4.2c, d. Finally the chaotic solutions
occurs in b ∈ (0.2468, 0.523). The parameter range of b can be shown from nega-
tive to positive infinity. The values of b for bifurcation and stable periodic solution in
bifurcation scenario are tabulated in Table 4.1. From the numerical prediction, some
of the stable periodic solutions of the Henon map can be obtained. However, the
unstable solution for each mapping structure can only be obtained by the analytical
prediction due to the sensitive dependency on initial conditions.

The stable and unstable periodic solutions for both positive and negative mappings
of the Henon maps are obtained in Figs. 4.3 and 4.4. The acronyms “PD”, “SN” and
“NB” represent the stable period-doubling bifurcation, stable saddle-node bifurcation
and Neimark bifurcation, respectively. The acronyms “UPD”, and “USN” represent
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Parameter, b
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Fig. 4.2 Numerical predictions of periodic solutions of the Henon mapping: (a) and (b) positive
mapping (P+), (c) and (d) negative mapping (P−). (a = 1.1)

the period-doubling bifurcation from unstable nodes with negative eigenvalues to
saddle and the saddle-node bifurcation from unstable nodes with positive eigenval-
ues to saddle, respectively. The analytical stable and unstable periodic solutions of
positive mapping P+ for a = 1.1 and b ∈ (−∞,+∞) are presented in Figs. 4.3a–d.
The stable period-1 solutions of P+ lie in b ∈ (−1.0,−0.2143), matched with the
numerical iteration. For b ∈ (−0.2143,+∞), the unstable period-1 solution of P+
is saddle. For b ∈ (−∞,−1.0), the unstable period-1 solution of P+ is an unstable
focus. The corresponding bifurcations of the period-1 solution of P+ are Neimark
bifurcation (NB) and period-doubling bifurcation (PD). The stability and bifurcation
of the unstable period-1 solution of P+ is determined by the negative mapping P−.

For b ∈ (2.2211,+∞), the period-1 solution of P+ is an unstable node. The unstable
period-1 solution of P+ is saddle for b ∈ (−∞, 2.2211). Thus, the unstable period-
doubling bifurcation (UPD) of the period-1 solution ofP+ occurs at b ≈ 2.2211. At
this point, the unstable periodic solution is from unstable nodes with negative eigen-
values to saddle. Because of the unstable period-doubling bifurcation, the unstable
periodic solution of P(2)

+ for the unstable nodes with negative eigenvalues is obtained
for b ∈ (1.0936, 2.2211). The unstable periodic solution is from unstable focus to
unstable node during the parameter of b ∈ (1.0936, 2.2211). At b ≈ 2.2211, the
USN bifurcation of the unstable periodic solution of P(2)

+ is from unstable nodes
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with positive eigenvalues to saddle. At such a point, the bifurcation for the map-
ping of P(2)

− is from the stable node to saddle. At b ≈ 1.0936, the bifurcation of

the unstable periodic solution of P(2)
+ is unstable period-doubling bifurcation. The

bifurcation of periodic solution of P(2)
− is a period-doubling bifurcation. The sta-

ble and unstable periodic solutions of P(2)
+ exist in b ∈ (−0.2143, 0.1068) and in

b ∈ (0.1068, 1.0932) with saddle, respectively. At b ≈ 0.1068, there is a period-
doubling bifurcation of P(2)

+ from the stable nodes to saddle. The unstable periodic

solution of P(2)
+ is saddle. Such a bifurcation point is also a SN bifurcation of P(4)

+ .

The stable periodic solution of P(4)
+ is b ∈ (0.1068, 0.2083) and (0.9842, 1.0).

The unstable periodic solution of P(4)
+ is saddle in b ∈ (0.2083, 0.9842). The two

points b = 0.2083 and 0.9842 are for the period-doubling bifurcation of P(4)
+ ,

and for the saddle-node bifurcation of P(8)
+ , respectively. The unstable periodic

solution of P(4)
+ are an unstable node in b ∈ (1.0, 1.0936), determined by the

negative mapping of P(4)
− . At b = 1.0, the Neimark bifurcation (NB) for the period-

4 solution of positive mappings (i.e., P(4)
+ ) occurs. The stable period-8 solution

lies in b ∈ (0.2083, 0.2556) and (0.9451, 0.9842). The unstable periodic solu-
tion of P(8)

+ is saddle in b ∈ (0.2556, 0.9451). A zoomed view of the periodic

solutions of P(4)
+ and P(8)

+ is given in Fig. 4.3c. The coexisting stable solution of

P(3)
+ is b ∈ (−1.0,−0.8531) and b ∈ (−0.3981,−0.3408). At b = −1.0 the

Neimark bifurcation (NB) of P(3)
+ occurs. At points of b ≈ −0.8531 and −0.3981,

the PD bifurcation of P(3)
+ occurs, and the unstable periodic solution of

P(3)
+ is saddle in b ∈ (−0.8531,−0.3981). The two points of b ≈ −0.8531 and

−0.3981 are also the SN bifurcation of P(6)
+ . The unstable periodic solution of

P(3)
+ in b ∈ (−1.0917,−1.0) is determined by the negative mapping of P(3)

− . At

b ≈ −0.3408, the SN bifurcation of P(3)
+ occurs and the corresponding periodic

solution disappears. At b ≈ −1.0923, an USN bifurcation leads to the disappear-
ance of the unstable periodic solution of P(3)

+ . The stable periodic solution of P(6)
+

is in b ∈ (−0.8531,−0.8088) and (−0.4384,−0.3947), and the unstable periodic
solution of P(6)

+ is saddle in b ∈ (−0.8088,−0.4384). A zoomed view of P(3)
+ and

P(6)
+ for coexisting periodic solution of P+ is presented in Fig. 4.3d. For a clear

picture of bifurcation and stability, the bifurcation values and stability ranges of
parameter b for the periodic solutions of positive mapping are tabulated in
Table 4.2. In a similar fashion, the analytical prediction of stable and unstable peri-
odic solutions for negative mapping P− for a = 1.1 and b ∈ (−∞,+∞) is presented
in Figs. 4.4a, b.

The stable periodic solutions for negative mapping P− lie in b ∈ (−∞,−1.0) and
(1.0,+∞), which is the same as in numerical prediction. The stable period-1 solution
of P− is a stable focus in b ∈ (−∞,−1.0) and stable nodes in b ∈ (2.2211,+∞).

For b ∈ (−1.0,−0.2143), the unstable period-1 solution of P− is from an unstable
focus to unstable node. At b = −1, the bifurcation between the stable and unstable
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Fig. 4.3 Analytical predictions of stable and unstable periodic solutions for positive map of the
Henon map: (a) and (b) periodic solutions, (c) zoomed period-4 solutions, and (d) zoomed period-3
solutions. (a = 1.1 and b ∈ (−∞,+∞))
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Fig. 4.4 Analytical predictions of stable and unstable periodic solutions for negative map of the
Henon map: (a) and (b) periodic solutions. (a = 1.1 and b ∈ (−∞,+∞))
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Table 4.2 Parameter ranges for analytical stable and unstable periodic solutions for positive map-
pings (a = 1.1)

Mapping structure Parameter b

Stable (nodes & focus) P+ (−1.0,−0.2143)

P(2)
+ (−0.2143,0.1068)

P(4)
+ (0.1068,0.2083) and (0.9842,1.0)

P(8)
+ (0.2083,0.2556) and (0.9451,0.9842)

P(3)
+ (−1.0,−0.8531) and (−0.3981,−0.3408)

P(6)
+ (−0.8531,−0.8088) and (−0.4384,−0.3947)

Unstable focus P+ (−∞,−1.0)

P(3)
+ (−1.0917,−1.0)

Saddle P+ (−0.2143,+∞) and (−∞, 2.2211)

P(2)
+ (0.1068,1.0932)

P(4)
+ (0.2083,0.9842)

P(8)
+ (0.2556,0.9451)

P(3)
+ (−0.8531,−3981)

P(6)
+ (−0.8088,−0.4384)

Unstable node P+ (2.2211,+∞)

P(2)
+ (1.0936,2.2211)

P(4)
+ (1.0,1.0936)

period-1 solution of P− is the Neimark Bifurcation (NB). For b ∈ (−0.2143,+∞),

the unstable period-1 solution of P− is saddle. Thus, the UPD bifurcation of P−
occurs at b = −0.2143. For b ∈ (−∞, 2.2211), the unstable period-1 solution of
P− is saddle. At b ≈ 2.2211, the PD bifurcation of the period-1 solution of P− occurs.
The unstable period-2 solution of P− (i.e., P(2)

− ) exists in b ∈ (−0.2143, 0.1068)

and(0.1068, 1.0936). For b ∈ (1.0936, 2.2211), the stable period-2 solution of
P− (i.e., P(2)

− ) exists from the stable focus to nodes. The point at b ≈ −0.2143

is the USN bifurcation of the unstable periodic solution of P(2)
− . At b ≈ 1.0936, the

PD bifurcation of the stable periodic solution of P(2)
− occurs, and the saddle periodic

solution of P(2)
− appears. At b ≈ 2.2211, the SN bifurcation of P(2)

− takes place. The

unstable periodic solution of P(4)
− is in b ∈ (0.1068, 0.2083) and (0.9842, 1.0). An

USN bifurcation for the unstable periodic solution of P(4)
− occurs at b ≈ 0.1068. At

b ≈ 0.2083 and 0.9842, the UPD bifurcation of the unstable periodic solution of
P(4)
− occurs. For the point at b = 1, the Neimark bifurcation of the periodic solution

of P(4)
− occurs. Thus, the stable periodic solution of P(4)

− is in b ∈ (1.0, 1.0936).

The SN bifurcation of P(4)
− occurs at b ≈ 1.0936. The unstable periodic solution of

P(8)
− is in b ∈ (0.2083, 0.2556) and (0.9451, 0.9842). The USN bifurcations of P(8)

−
occur at b ≈ 0.2083 and 0.9842. The unstable periodic solution of P(8)

− is saddle

in b ∈ (0.2556, 0.9451), and the UPD bifurcations of P(8)
− are at b ≈ 0.2556 and

0.9451. The stable periodic solution of P(3)
− coexist with the period-1 motion of
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Table 4.3 Parameter ranges for analytical stable and unstable periodic solutions for negative map-
pings (a = 1.1)

Mapping structure Parameter b

Stable (nodes & focus) P− (−∞,−1.0) and (2.2211,+∞)

P(2)
− (1.0936,2.2211)

P(4)
− (1.0,1.0936)

P(3)
− (−1.0917,−1.0)

Unstable focus P− (−1.0,−0.2143)

P(2)
− (−0.2143,0.1068)

Saddle P− (−0.2143,+∞) and (−∞, 2.2211)

P(2)
− (0.1068,1.0932)

P(4)
− (0.2083,0.9842)

P(8)
− (0.2556,0.9451)

P(3)
− (−0.8531,−3981)

P(6)
− (−0.8088,−0.4384)

Unstable node P(4)
− (0.1068,0.2083) and (0.9842,1.0)

P(8)
− (0.2083,0.2556) and (0.9451,0.9842)

P(3)
− (−1.0,−0.8531) and (−0.3981,−0.3408)

P(6)
− (−0.8531,−0.8088) and (−0.4384,−0.3947)

P− in b ∈ (−1.0917,−1.0), and the unstable periodic solution of P(3)
− is an unsta-

ble node in b ∈ (−1.0,−0.8531) and (−0.3981,−0.3408). The unstable periodic
solution of P(3)

− is saddle in b ∈ (−0.8531,−0.3981). At b = −1.0, the Neimark

bifurcation of the periodic solutions of P(3)
− andP− coexist. The unstable periodic

solution of P(6)
− is saddle in b ∈ (−0.8088,−0.4384) and is an unstable node in

b ∈ (−0.8531,−0.8088) and (−0.4384,−1.0923). As in positive mapping, the
values of parameter b for stability ranges are listed in Table 4.3.

From the analytical prediction, the following statements are verified.

(i) The stable periodic solution of positive mapping P+ is the unstable periodic
solution of negative mapping P− with all eigenvalues outside the unit cycle.

(ii) The stable periodic solution of negative mapping P− is the unstable periodic
solution of positive mapping P+ with all eigenvalues outside the unit cycle.

(iii) The PD and SN bifurcations of the periodic solutions of positive mappingP+
are the UPD and USN bifurcations of the periodic solutions of negative
mappingP−, vice versa.

(iv) The PD and SN bifurcations of the periodic solutions of negative mappingP−
are the UPD and USN bifurcations of the periodic solutions of positive
mappingP+, vice versa.

(v) If the unstable periodic solutions of positive mapping P+ are saddle, the cor-
responding periodic solutions of negative mapping P− are also saddle.
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Table 4.4 Input data for
Poincare mappings of
period-1 at the Neimark
bifurcation (a = 1.1 and
b =−1.0)

(xk , yk) (xk , yk)

(0.4083,−0.4083) (0.4683,−0.4083)
(0.4283,−0.4083) (0.4783,−0.4083)
(0.4383,−0.4083) (0.4883,−0.4083)
(0.4483,−0.4083) (0.4983,−0.4083)
(0.4583,−0.4083) (0.5131,−0.4083)

Table 4.5 Input data for
Poincare mappings of
period-3 at the Neimark
bifurcation (a = 1.1 and
b =−1)

(xk , yk) (xk , yk)

(1.1966,0.2877) (1.2267,0.2877)
(1.2067,0.2877) (1.2367,0.2877)
(1.2167,0.2877) (1.2413,0.2877)

From the analytical prediction, the parameter maps of both the positive and negative
mappings are developed. An overall view of the parameter map is given in Fig. 4.5a.
The corresponding periodic solutions are labeled by mapping structures. “None”
represents no periodic solutions exists, which means the solution goes to infinity.
“Chaos” gives the regions for chaotic solutions. The existing theory can only give
the periodic solutions relative to the positive mapping. The coexistence of the peri-
odic solutions is observed. The unstable periodic solutions with saddle will not be
presented. The positive and negative mappings are separated by the two Neimark
bifurcations at b = ±1. The zoomed views of the parameter map for periodic solu-
tions of P(5)

+ and P(7)
+ are presented in Figs. 4.5b, c for better illustration, respectively.

The Neimark bifurcation of the periodic solution is relative to the unstable and stable
focuses, which is presented for a better understanding of the solution switching from
positive to negative mappings.

The Poincare mapping relative to the Neimark bifurcation of positive (or negative)
mapping at a = 1.1 and b = −1 is presented in Fig. 4.6. Two Neimark bifurcations
coexist with different initial conditions. The Neimark bifurcation of period-1 solution
is presented in Fig. 4.6a, and the initial values of (xk, yk) are tabulated in Table 4.4.
The most inside point (x∗k , y∗k ) ≈ (0.4083,−0.4083) is the point for the period-1
solution of P+ or P− relative to the Neimark bifurcation. The most outside curve with
the initial condition (x∗k , y∗k ) ≈ (0.5131,−0.4083) is the separatrix for the strange
attractors around the period-1 solutions with the Neimark bifurcation. The Neimark
bifurcation of period-3 solution is presented in Fig. 4.6b. The initial conditions are
listed in Table 4.5. For this case, there are three portions of the strange attractor.
The most inside points are (x∗k , y∗k ) ≈ (−0.2877,−1.1967), (−0.2877, 0.2877)

and (1.1966, 0.2877) for the period-3 solution of P+ or P− relative to the Neimark
bifurcation. The initial condition for three portions of the strange attractor is
(x∗k , y∗k ) ≈ (1.2067, 0.2877).
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Fig. 4.5 Parameter map of
(a,b): (a) global view, (b)
zoomed view for periodic
solution of P(5)

+ and (c)
zoomed view for periodic
solution of P(7)

+

(a)

(b)

(c)
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Fig. 4.6 Poincare mappings at the Neimark bifurcation of period-1 and period-3 solution of the
Henon map (i.e., P+ − 1 orP− − 1, P(3)

+ − 1 orP(3)
− − 1). (a) Neimark bifurcation of period-1

solution, (b) Neimark bifurcation of period-3 solution. (a = 1.1 and b =−1)

4.4 Companion and Synchronization

This section will extend the concepts presented in the previous section. The com-
panion and synchronization of two discrete dynamical systems will be presented.

Definition 4.10 Consider the αth implicit vector function f (α) : D → D (α =
1, 2, · · · , N ) on an open set D ⊂ Rn in an n-dimensional discrete dynamical system.
For xk, xk+1 ∈ D, there is a discrete relation as

f (α)(xk, xk+1, p(α)) = 0 (4.48)

where the vector function is f (α) = ( f (α)
1 , f (α)

2 , · · · , f (α)
n )T ∈ Rn and discrete

variable vector is xk = (xk1, xk2, · · · , xkn)T ∈ D with the corresponding parameter
vector p(α) = (p(α)

1 , p(α)
2 , · · · , p(α)

mα
)T ∈ Rmα .

Similarly, the discrete sets, positive and negative mappings for discrete dynamical
system of f (α)(xk, xk+1, p(α)) = 0 in Eq. (4.48) are defined.

Definition 4.11 For a discrete dynamical system in Eq. (4.48), the positive and neg-
ative discrete sets are defined by

�
(α)
+ = {x(α)

k+i |x(α)
k+i ∈ Rn, i ∈ Z+} ⊂ D and

�
(α)
− = {x(α)

k−i |x(α)
k−i ∈ Rn, i ∈ Z+} ⊂ D

}
(4.49)

respectively. The corresponding discrete set is

�(α) = �
(α)
+ ∪�

(α)
− . (4.50)

A positive mapping for discrete dynamical system is defined as
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Pα+ : �(α)→ �
(α)
+ ⇒ Pα+ : x(α)

k → x(α)
k+1 (4.51)

and a negative mapping is defined by

Pα− : �(α)→ �
(α)
− ⇒ Pα− : x(α)

k → x(α)
k−1. (4.52)

Definition 4.12 For two discrete dynamical systems in Eq. (4.48), consider two
points x(α)

k , x(β)
k ∈ D and x(α)

k+1, x(β)
k+1 ∈ D, and there is a specific, differentiable,

vector function ϕ = (ϕ1, ϕ2, · · · , ϕl)
T ∈ Rl . For a small number εk > 0, there

is a small number εk+1 > 0. Suppose there are two subdomains U(α)
k ⊂ D and

U(β)
k ⊂ D, then for x(α)

k ∈ U(α)
k and x(β)

k ∈ U(β)
k ,

||ϕ(x(α)
k , x(β)

k ,λ)|| ≤ εk . (4.53)

(i) For εk+1 > 0, there are two subdomains U(α)
k+1 ⊂ D and U(β)

k+1 ⊂ D. If for

x(α)
k+1 ∈ U(α)

k+1 andx(β)
k+1 ∈ U(β)

k+1

||ϕ(x(α)
k+1, x(β)

k+1,λ)|| ≤ εk+1, (4.54)

then, the discrete dynamical systems of f (α) and f (β) are called the companion
in sense of ϕ during the kth and (k + 1)th iteration.

(ia) The discrete dynamical systems of f (α) and f (β) are called the finite
companion if for x(α)

k+ j ∈ U(α)
k+ j ⊂ D and x(β)

k+ j ∈ U(β)
k+ j ⊂ D

||ϕ(x(α)
k+ j , x(β)

k+ j ,λ)|| ≤ εk+ j for j = 1, 2, · · · , N . (4.55)

(ib) The discrete dynamical systems of f (α) and f (β) are called the absolute
permanent companion if x(α)

k+ j ∈ U(α,ε)
k+ j ⊂ D and x(β)

k+ j ∈ U(β,ε)
k+ j ⊂ D

||ϕ(x(α)
k+ j , x(β)

k+ j ,λ)|| ≤ εk+ j for j = 1, 2, · · · . (4.56)

(ic) The discrete dynamical systems of f (α) and f (β) are called the repeatable
finite companion if x(α)

k+ j N (−) ∈ U(α)
k+ j N (−) ⊂ D and x(β)

k+ j (−) ∈ U(β,ε)

k+ j (−) ⊂ D


I(α) : x(α)
k+ j N (−)→ x(α)

k+ j N (+), and 
I(β) : x(β)

k+ j N (−)→ x(β)

k+ j N (+),

x(α)
k+ j N (+) = x(α)

k+ j N (−) +
I(α)
j N and x(β)

k+ j N (+) = x(β)

k+ j N (−) +
I(β)
j N ;

||ϕ(x(α)
k+ j (+), x(β)

k+ j (+),λ)|| ≤ εk+mod(j,N) for j = 1, 2, · · · ,
with x(α)

k+ j (+) ∈ U(α)
k+mod( j,N ) and x(β)

k+ j (+) ∈ U(β)

k+mod( j,N )
.

(4.57)
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(ii) For εk > 0, εk+(Nα :Nβ) > 0 there are there are two subdomains U(α)
k+Nα

⊂ D

and U(β)
k+Nβ

⊂ D. If for x(α)
k+Nα

∈ U(α)
k+Nα

and x(β)
k+Nβ

∈ U(β)
k+Nβ

if

||ϕ(x(α)
k+Nα

, x(β)
k+Nβ

,λ)|| ≤ εk+(Nα :Nβ), (4.58)

then the discrete dynamical systems of f (α) from the kth to (k+Nα)th iteration
and f (β) from the kth to (k+Nβ)th iteration are called the (Nα : Nβ)-companion
in sense of ϕ.

(iia) The discrete dynamical systems of f (α) and f (β) are called the finite (Nα :
Nβ) companion if for x(α)

k+ j Nα
∈ U(α)

k+ j Nα
⊂ D and x(β)

k+ j Nβ
∈ U(β)

k+ j Nβ
⊂ D

||ϕ(x(α)
k+ j Nα

, x(β)
k+ j Nβ

,λ)|| ≤ εk+ j (Nα :Nβ) for j = 1, 2, · · · , N . (4.59)

(iib) The discrete dynamical systems of f (α) and f (β) are called the absolute
permanent (Nα : Nβ) companion if x(α)

k+ j Nα
∈ U(α)

k+ j Nα
⊂ D and x(β)

k+ j Nβ
∈

U(β)
k+ j Nβ

⊂ D

||ϕ(x(α)
k+ j Nα

, x(β)
k+ j Nβ

,λ)|| ≤ εk+ j (Nα :Nβ) for j = 1, 2, · · · . (4.60)

(iic) The discrete dynamical systems of f (α) and f (β) are called the repeat-
able finite (Nα : Nβ) companion if x(α)

k+ j Nα
∈ U(α)

k+ j Nα
⊂ D and x(β)

k+ j Nβ
∈

U(β)
k+ j Nβ

⊂ D


I(α) : x(α)
k+ j Nα(−)→ x(α)

k+ j Nα(+), and 
I(β) : x(β)

k+ j Nβ(−)→ x(β)

k+ j Nβ(+)

x(α)
k+ j Nα(+) = x(α)

k+ j Nα(−) +
I(α)
j Nα

and x(β)

k+ j Nβ(+) = x(β)

k+ j Nβ(−) +
I(β)
j Nβ

||ϕ(x(α)
k+ j Nα(+), x(β)

k+ j Nβ(+),λ)|| ≤ εk+ mod ( j,N )(Nα :Nβ) for j = 1, 2, · · · ,
x(α)

k+ j Nα(+) ∈ U(α)
k+ mod ( j,N )Nα

and x(β)

k+ j Nβ(+) ∈ U(β)

k+ mod ( j,N )Nβ
.

(4.61)

Definition 4.13 For two discrete dynamical systems in Eq. (4.48), consider two
points x(α)

k , x(β)
k ∈ D and x(α)

k+1, x(β)
k+1 ∈ D, and there is a specific, differentiable,

vector function ϕ = (ϕ1, ϕ2, · · · , ϕl)
T ∈ Rl . For

ϕ(x(α)
k , x(β)

k ,λ) = 0. (4.62)

(i) If

ϕ(x(α)
k+1, x(β)

k+1,λ) = 0, (4.63)

then, discrete dynamical systems of f (α) and f (β) are called the (1:1) synchro-
nization in sense of ϕ;
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(ii) If

ϕ(x(α)
k+1, x(β)

k+1,λ) = 0,


I(α) :x(α)
k+1(−)→ x(α)

k+1(+) and 
I(β) : x(β)

k+1(−)→ x(β)

k+1(+)

x(α)
k+1(+) = x(α)

k+1(−) +
I(α) and x(β)

k+1(+) = x(β)

k+1(−) +
I(β)

x(α)
k+1(+) = x(α)

k and x(β)

k+1(+) = x(β)
k ;

(4.64)

then, discrete dynamical systems of f (α) and f (β) are called the repeatable (1:1)
synchronization in sense of ϕ.

(iii) If

ϕ(x(α)
k+Nα

, x(β)
k+Nβ

,λ) = 0 (4.65)

then the discrete dynamical systems of f (α) and f (β) are called the (Nα : Nβ)-
synchronization in sense of ϕ.

(iv) If

ϕ(x(α)
k+Nα

, x(β)
k+Nβ

,λ) = 0 with


I(α) : x(α)
k+Nα

→ x(α)
k and 
I(β) : x(β)

k+Nβ
→ x(β)

k

x(α)
k+Nα(+) = x(α)

k+Nα(−) +
I(α) and x(β)

k+Nβ(+) = x(β)

k+Nβ(−) +
I(β)

x(α)
k+Nβ(+) = x(α)

k and x(β)

k+Nβ(+) = x(β)
k ,

(4.66)

then the discrete dynamical systems of f (α) and f (β) are called the repeatable
(Nα : Nβ)-synchronization in sense of ϕ.

From the definition, the companions of two discrete dynamical systems are pre-
sented in Figs. 4.7 and 4.8. For each step, if the corresponding relation satisfies
Eq. (4.62), the companion is called the (1:1)companion, which is presented in Fig. 4.7.
The shaded areas are the companion domain which is controlled by εk and ϕ. For
the repeated companion, for each step, the companion with specific impulses will
have the same control domains. Such shaded areas can be overlapped or separated.
The (Nα : Nβ) state for f (α) with Nα-iterations and f (β) with Nβ -iterations satisfy
Eq. (4.65) is called the (Nα : Nβ)-companion, which is sketched in Fig. 4.8a. This
companion does not require each iteration step to do so. The companion states are
shaded. For the repeated companion, the companion state with specific impulses will
have the same control domains. Similarly, the companion for negative maps can be
defined, as shown in Fig. 4.8b.

Consider synchronization of two discrete dynamical systems, as shown in Fig. 4.9,
with

f (α)(xk+1, xk, p(α)) = 0 and f (β)(yk+1, yk, p(β)) = 0. (4.67)
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Fig. 4.7 Companion of two discrete dynamical systems
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Fig. 4.8 Companion of two discrete nonlinear systems: a positive companion and b negative com-
panion
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For the initial state, there is a relation as

ϕ(xk, yk,λ) = 0, (4.68)

For the positive synchronization, there are Nα-actions with function f (α) and mapping
Pα+ and Nβ -actions with function f (β) and mapping Pβ+

f (α)(xk+i , xk+i−1, p(α)) = 0 for i = 1, 2, · · · , Nα

f (β)(yk+ j , yk+ j−1, p(β)) = 0 for j = 1, 2, · · · , Nβ

(4.69)

and the synchronization is based on

ϕ(xk+Nα , yk+Nβ ,λ) = 0. (4.70)

For the negative synchronization, there are Nα-actions with function f (α) and
mapping Pα− and Nβ -actions with function f (β) and mapping Pβ−

f (α)(xk−i+1, xk−i−1, p(α)) = 0 for i = 1, 2, · · · , Nα

f (β)(yk− j , yk− j−1, p(β)) = 0 for j = 1, 2, · · · , Nβ

(4.71)

and the synchronization is based on

ϕ(xk−Nα , yk−Nβ ,λ) = 0. (4.72)

Thus there is a relation

xk = Pϕ− ◦ P
(Nβ)

β− ◦ Pϕ+ ◦ P(Nα)
α+ xk (4.73)

where

Pϕ− ◦ P
(Nβ)

β− ◦ Pϕ+ ◦ P(Nα)
α+

= Pϕ− ◦ Pβ− ◦ Pβ− ◦ · · · ◦ Pβ−︸ ︷︷ ︸
Nβ−actions

◦Pϕ+ ◦ Pα+ ◦ Pα+ ◦ · · · ◦ Pα+︸ ︷︷ ︸
Nα−actions

. (4.74)

From Eq. (4.73), we have

xk+Nα = P(Nα)
α+ xk and yk+Nβ = Pϕxk+Nα

yk = P
(Nβ)

β− yk+Nβ and xk = Pϕ−yk

(4.75)

and

xk+Nα = P(Nα)
α+ xk and yk+Nβ = Pϕ+xk+Nα

Pϕ+xk = yk and P
(Nβ)

β+ yk = yk+Nβ .
(4.76)



4.4 Companion and Synchronization 201

kx 1kx

( )f

2kx 3kx k Nx
1k Mx

x

( )f ( )f ( )f

y

( )f ( )f( )f ( )f

ky 1ky 2ky 3ky
k Ny1k Ny

N ac tions

N actions

kx
1kx

( )f

2kx3kxk Nx
1k Nx

x

( )f
( )f ( )f

y

( )f
( )f( )f ( )f

ky1ky
2ky3ky

k Ny 1k Ny

N actions

N act ions

(a)

(b)

Fig. 4.9 Synchronization of two discrete nonlinear systems: a positive synchronization and b neg-
ative synchronization

The corresponding commutative diagram is given in Fig. 4.10. The solid and dashed
arrows give the positive and negative mappings, respectively.

From the above discussion on synchronization of P(Nα)
α+ and P

(Nβ)

β+ under the
constraint ϕ, the following relations should exist

x′k = Pϕ− ◦ P
(Nβ)

β− ◦ Pϕ+ ◦ P(Nα)
α+ xk, or

x′k = P(Nα)
α− ◦ Pϕ− ◦ P

(Nβ)

β+ ◦ Pϕ+xk .
(4.77)

The above equation forms an iterative mapping. If the fixed point exists, i.e.,
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Fig. 4.10 Commutative
mapping diagram for
synchronization kx
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x′k = xk (4.78)

then the synchronization of P(Nα)
α+ and P

(Nβ)

β− under the constraint ϕ exists

xk+Nα = P(Nα)
α+ xk, and yk+Nβ = P

(Nβ)

β+ yk;
yk = Pϕxk and yk+Nβ = Pϕxk+Nα .

(4.79)

Theorem 4.6 Consider two discrete dynamical systems (Pα, f (α)) and (Pβ, f (β)) as
in Eq. (4.48) with

Pα+ : xk → xk+1 and Pα− : xk+1 → xk

f (α)(xk, xk+1, p(α)) = 0
(4.80)

and

Pβ+ : yk → yk+1 and Pα− : yk+1 → yk

f (β)(yk, yk+1, p(β)) = 0.
(4.81)

For two points xk ∈ Dα and yk ∈ Dβ, there is a specific, differentiable, vector func-
tion ϕ = (ϕ1, ϕ2, · · · , ϕl)

T ∈ Rl . The synchronization of two discrete dynamical
systems (Pα, f (α)) and (Pβ, f (β)) is under the following constraints

ϕ(xk, yk,λ) = 0 and ϕ(xk+1, yk+1,λ) = 0. (4.82)

Consider a resultant hybrid mapping relation as

x′k = Pxk = Pϕ− ◦ Pβ− ◦ Pϕ+ ◦ Pα+xk (4.83)

with
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Pα+ : xk → xk+1 with f (α)(xk+1, xk, p(α)) = 0,

Pϕ+ : xk+1 → yk+1 with ϕ(xk+1, yk+1,λ) = 0,

Pβ− : yk+1 → yk with f (β)(yk+1, yk, p(α)) = 0,

Pϕ− : yk → x′k with ϕ(x′k, yk,λ) = 0;
x′k = xk

(4.84)

and

D P(x∗k ) = D Pϕ−(y∗k ) · D Pβ−(y∗k+1) · D Pϕ+(x∗k+1) · D Pα+(x∗k ) (4.85)

where

D P(x∗k ) =
[
∂x′k
∂xk

]

x∗k
, D Pα+(x∗k ) =

[
∂xk+1

∂xk

]

x∗k
, D Pϕ+(x∗k+1) =

[
∂yk+1

∂xk+1

]

x∗k+1

,

D Pβ−(y∗k+1) =
[

∂yk

∂yk+1

]

y∗k+1

, D Pϕ−(y∗k ) =
[
∂x′k
∂yk

]

y∗k
.

(4.86)

(i) The (1:1) synchronization of two discrete dynamical systems of (Pα, f (α)) and
(Pβ, f (β)) is persistent if and only if all the eigenvalues λi (i = 1, 2, · · · , n) of
DP(x∗k ) lie in the unit circles, i.e.,

|λi | < 1 for i = 1, 2, · · · , n. (4.87)

(ii) The (1:1) synchronization of two discrete dynamical systems of (Pα, f (α)) and
(Pβ, f (β)) is a saddle-node vanishing if and only if at least one of the real
eigenvalues λi (i = 1, 2, · · · , n1 and n1 ≤ n) of DP(x∗k ) is positive one (+1)
and the other eigenvalues are in the unite circle, i.e.,

λi = 1 and |λ j | < 1 for i, j ∈ {1, 2, · · · , n} and j 
= i. (4.88)

(iii) The (1:1) synchronization of two discrete dynamical systems of (Pα, f (α)) and
(Pβ, f (β)) is a period-doubling vanishing if and only if at least one of the real
eigenvalues λi (i = 1, 2, · · · , n1 and n1 ≤ n) of DP(x∗k ) is negative one (−1)
and the other eigenvalues are in the unite circle, i.e.,

λi = −1 and |λ j | < 1 for i, j ∈ {1, 2, · · · , n} and j 
= i. (4.89)

(iv) The (1:1) synchronization of two discrete dynamical systems of (Pα, f (α)) and
(Pβ, f (β)) is a Neimark vanishing if and only if one pair of all the complex
eigenvalues λi = αi ± βi i (i = 1, 2, · · · , n1 and n1 ≤ n/2) of DP(x∗k ) are on
the unit circle and the other eigenvalues are in the unite circle, i.e.,

|λi | =
√

α2
i + β2

i = 1 and |λ j | < 1 for i, j ∈ {1, 2, · · · , n} and j 
= i.
(4.90)
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(v) The (1:1) synchronization of two discrete dynamical systems of (Pα, f (α)) and
(Pβ, f (β)) is a (l1 : l2 : l3) vanishing if and only if l1 and l2 real eigenvalues λi of
DP(x∗k ) are negative one (−1) and positive one (+1), respectively, and l3-pairs of
complex eigenvalues λi = αi ±βi i (i = 1, 2, · · · , n1 and n1 ≤ n/2) of DP(x∗k )
are on the unit circle and the other eigenvalues are in the unite circle, i.e.,

λi = −1 for i = i1, i2, · · · , il1 ∈ {1, 2, · · · , n},
λ j = +1 for j = j1, j2, · · · , jl2 ∈ {1, 2, · · · , n},
|λr | =

√
α2

r + β2
r = 1 for r = r1, r2, · · · , rl3 ∈ {1, 2, · · · , n},

|λs | < 1 for s ∈ {1, 2, · · · , n} and s∈/ {i, j, r}. (4.91)

(vi) The (1:1) synchronization of two discrete dynamical systems of (Pα, f (α)) and
(Pβ, f (β)) is instantaneous if and only if at least one of the eigenvalues λi (i =
1, 2, · · · , n) of DP(x∗k ) lies out of the unit circle, i.e.,

|λi | > 1 for i ∈ {1, 2, · · · , n}. (4.92)

Proof From the definition of synchronization, we have

f (α)(xk+1, xk, p(α)) = 0, f (β)(yk+1, yk, p(β)) = 0;
ϕ(xk, yk,λ) = 0,ϕ(xk+1, yk+1,λ) = 0.

Using positive and negative mapping concepts, a resultant mapping in Eq. (4.83) with
a relation in Eq.(4.84) can be developed as a hybrid discrete dynamical system with
positive and negative mappings, i.e.,

f (α)(xk+1, xk, p(α)) = 0 for Pα+ : xk → xk+1,

ϕ(xk+1, yk+1,λ) = 0 for Pϕ+ : xk+1 → yk+1,

f (β)(yk+1, yk, p(β)) = 0 for Pβ− : yk+1 → yk,

ϕ(x′k, yk,λ) = 0 for Pϕ− : yk → x′k;
x′k = xk .

Thus, two sets of equations are identical to each other. However, the foregoing equa-
tion gives an iterative mapping relation as

x′k = Pxk = Pϕ− ◦ Pβ− ◦ Pϕ+ ◦ Pα+xk .

The fixed point of such a mapping relation yields the solutions of synchronization,
and the corresponding stability of the fixed point of the foregoing mapping relation
gives the persistence and instant of synchronization. In other words, the eigenvalue
analysis ofDP(x∗k ) in Eq. (4.75) gives the stability and bifurcation conditions of the
fixed point of the hybrid mapping, which is the persistence, vanishing and instant
conditions of the synchronization two discrete dynamical systems of (Pα, f (α)) and
(Pβ, f (β)). Thus, statements (i)–(v) can be proved directly. �
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Theorem 4.7 Consider two discrete dynamical systems (Pα, f (α)) and (Pβ, f (β)) as
in Eq. (4.48) with

Pα+ : xk → xk+1 and Pα− : xk+1 → xk

f (α)(xk, xk+1, p(α)) = 0
(4.93)

and

Pβ+ : yk → yk+1 and Pβ− : yk+1 → yk

f (β)(yk, yk+1, p(β)) = 0
(4.94)

For two points xk ∈ Dα and yk ∈ Dβ, there are two specific, differentiable, vector
function ϕ = (ϕ1, ϕ2, · · · , ϕl)

T ∈ Rl . The (Nα : Nβ)-synchronization of two dis-
crete dynamical systems (Pα, f (α)) and (Pβ, f (β)) is under the following constraints

ϕ(xk, yk,λ) = 0 and ϕ(xk+Nα , yk+Nβ ,λ) = 0. (4.95)

Consider a resultant hybrid mapping relation as

x′k = P(Nα :Nβ)xk = Pϕ− ◦ P
(Nβ)

β− ◦ Pϕ ◦ P(Nα)
α+ xk (4.96)

with

P(Nα)
α+ : xk → xk+Nα with

f (α)(xk+1, xk, p(α)) = 0
f (α)(xk+2, xk+1, p(α)) = 0
...

f (α)(xk+Nα , xk+Nα−1, p(α)) = 0

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
,

Pϕ+ : xk+1 → yk+1 with ϕ(xk+Nα , yk+Nβ ,λ) = 0;
P

(Nβ)

β− : yk+Nβ → ykwith

f (β)(yk+Nβ , yk+Nβ−1, p(β)) = 0
...

f (β)(yk+2, yk+1, p(β)) = 0
f (β)(yk+1, yk, p(β)) = 0

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
,

Pϕ− : yk → x′kwith ϕ(x′k, yk,λ) = 0;
x′k = xk

(4.97)

and

D P(Nα :Nβ)(x∗k ) = D Pϕ−(y∗k ) · D P
(Nβ)

β− (y∗k+Nα
) · D Pϕ+(x∗k+Nα

) · D P(Nα)
α+ (x∗k )

(4.98)
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where

D P(Nα)
α+ (x∗k ) = D Pα+(x∗k+Nα−1) · . . . · D Pα+(x∗k+1) · D Pα+(x∗k )

D P
(Nβ)

β− (y∗k+Nβ
) = D Pβ−(x∗k+1) · . . . · D Pβ−(x∗k+Nβ−1) · D Pβ−(x∗k+Nβ

)
(4.99)

D P(Nα :Nβ)(x∗k ) =
[
∂x′k
∂xk

]

x∗k
,

D P(Nα)
α+ (x∗k ) =

1∏

j=Nα

[
∂xk+ j

∂xk+ j−1

]

x∗k+ j−1

, D Pϕ+(x∗k+Nα
) =

[
∂yk+Nβ

∂xk+Nα

]

x∗k+Nα

,

D P
(Nβ)

β− (y∗k+Nβ
) =

Nβ∏

j=1

[
∂yk+Nβ− j

∂yk+Nβ− j+1

]

y∗k+Nβ− j+1

, D Pϕ−(y∗k ) =
[
∂x′k
∂yk

]

y∗k
.

(4.100)

(i) The (Nα : Nβ)-synchronization of two discrete dynamical systems of (Pα, f (α))

and (Pβ, f (β)) is persistent if and only if all the eigenvalues λi (i = 1, 2, · · · , n)

of DP(Nα :Nβ)(x∗k ) lie in the unit circles, i.e.,

|λi | < 1 for i = 1, 2, · · · , n. (4.101)

(ii) The (Nα : Nβ)-synchronization of two discrete dynamical systems of (Pα, f (α))

and (Pβ, f (β)) is a saddle-node vanishing if and only if at least one of the real
eigenvalues λi (i = 1, 2, · · · , n1 and n1 ≤ n) of DP(Nα :Nβ)(x∗k ) is positive one
(+1) and the other eigenvalues are in the unite circle, i.e.,

λi = 1 and |λ j | < 1 for i, j ∈ {1, 2, · · · , n} and j 
= i. (4.102)

(iii) The (Nα : Nβ) synchronization of two discrete dynamical systems of (Pα, f (α))

and (Pβ, f (β)) is a period-doubling vanishing if and only if at least one of the
real eigenvalues λi (i = 1, 2, · · · , n1 and n1 ≤ n) of DP(Nα :Nβ)(x∗k ) is negative
one (−1) and the other eigenavalues are in the unite circle, i.e.,

λi = −1 and |λ j | < 1 for i, j ∈ {1, 2, · · · , n} and j 
= i. (4.103)

(iv) The (Nα : Nβ)-synchronization of two discrete dynamical systems of (Pα, f (α))

and (Pβ, f (β)) is a Neimark vanishing if and only if at least one pair of all
the complex eigenvalues λi = αi ± βi i (i = 1, 2, · · · , n1 and n1 ≤ n/2) of
DP(Nα :Nβ)(x∗k ) are on the unit circle and the other eigenvalues are in the unite
circle, i.e.,

|λi | =
√

α2
i + β2

i = 1 and |λ j | < 1 for i, j ∈ {1, 2, · · · , n} and j 
= i.
(4.104)
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(v) The (Nα : Nβ) synchronization of two discrete dynamical systems of (Pα, f (α))

and (Pβ, f (β)) is a (l1 : l2 : l3) vanishing if and only if l1 and l2 real eigenvalues
λi of DP(Nα :Nβ)(x∗k ) are negative one (-1) and positive one (+1), respectively, and
l3-pairs of complex eigenvalues λi = αi ±βi i (i = 1, 2, · · · , n1 and n1 ≤ n/2)

of DP(Nα :Nβ)(x∗k ) are on the unit circle and the other eigenvalues are in the unite
circle, i.e.,

λi = −1 for i = i1, i2, · · · , il1 ∈ {1, 2, · · · , n},
λ j = +1 for j = j1, j2, · · · , jl2 ∈ {1, 2, · · · , n},
|λr | =

√
α2

r + β2
r = 1 for r = r1, r2, · · · , rl3 ∈ {1, 2, · · · , n},

|λs | < 1 for s ∈ {1, 2, · · · , n} and s∈/ {i, j, r}.

(4.105)

(vi) The (Nα : Nβ) synchronization of two discrete dynamical systems of (Pα, f (α))

and (Pβ, f (β)) is instantaneous if and only if at least one of the eigenvalues
λi (i = 1, 2, · · · , n) of DP(Nα :Nβ)(x∗k ) lies out of the unit circle, i.e.,

|λi | > 1 for i ∈ {1, 2, · · · , n}. (4.106)

Proof The proof is similar to Theorem 4.6. �
From Chap. 2, fixed points in nonlinear discrete dynamical systems possess many

types of unstable states from eigenvalue analysis. From the similar ideas, the instan-
taneous (Nα : Nβ) synchronization of two discrete dynamical systems can be
classified. Therefore, such instantaneous synchronization classification will not be
presented herein. If Nα →∞ and Nβ →∞, the (Nα : Nβ) synchronization of two
discrete dynamical systems should be chaotic. Consider two hybrid maps

P
(�n

i=1 Ni
β⊕Ni

α)

+ = P
(N n

β )

β+ ◦ P
(N n

α )
α+ ◦ · · · ◦ P

(N 1
β)

β+ ◦ P
(N 1

α)
α+︸ ︷︷ ︸

n−terms

,

P
(�m

j=1 M j
β⊕M j

α)

+ = P
(Mm

β )

β+ ◦ P
(Mm

α )
α+ ◦ · · · ◦ P

(M1
β )

β+ ◦ P
(M1

α)
α+︸ ︷︷ ︸

m−terms

;
(4.107)

P
(�1

i=n Ni
α⊕Ni

β)

− = P
(N 1

α)
α− ◦ P

(N 1
β)

β− ◦ · · · ◦ P
(N m

α )
α− ◦ P

(N m
β )

β−︸ ︷︷ ︸
n−terms

,

P
(�1

j=m M j
α⊕M j

β )

− = P
(M1

α)
α− ◦ P

(M1
β )

β− ◦ · · · ◦ P
(Mm

α )
α− ◦ P

(Mm
β )

β−︸ ︷︷ ︸
m−terms

.

(4.108)

The (Nβ ⊕ Nα : Mβ ⊕Mα)-hybrid synchronization of two discrete systems with

two maps P
(�n

i=1 Ni
β⊕Ni

α)

+ and P
(�m

j=1 M j
β⊕M j

α)

+ can be investigated via the following
map

http://dx.doi.org/10.1007/978-1-4614-1524-4_2
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P(Nβ⊕Nα :Mβ⊕Mα)xk = Pϕ− ◦ P
(�1

j=m M j
α⊕M j

β )

− ◦ Pϕ+ ◦ P
(�n

i=1 Ni
β⊕Ni

α)

+ xk, or

P(Nβ⊕Nα :Mβ⊕Mα)xk = Pϕ− ◦ P
(�1

i=n Ni
α⊕Ni

β)

− ◦ Pϕ+ ◦ P
(�m

j=1 M j
β⊕M j

α)

+ xk .

(4.109)

Thus,

x′k = P(Nβ⊕Nα :Mβ⊕Mα)xk . (4.110)

Similar to the (Nα : Nβ)-synchronization in Theorem 4.7, the corresponding fixed
point and the stability conditions of Eq. (4.110) gives the (Nβ ⊕ Nα : Mβ ⊕ Mα)—
hybrid synchronization of two discrete systems. This concept can be extended to the
discrete dynamical systems with multiple maps

As in discrete dynamical systems with multiple maps in Sect. 4.2, the synchro-
nization for the resultant mappings in multiple different maps can be developed.

Definition 4.14 Consider two sets of discrete dynamical systems
⋃

i=1(Pαi , f (αi ))

and
⋃

j=1(Pβ j , f (β j )) as in Eq. (4.48) for each discrete system with

Pαi+ : xk → xk+1 and Pαi− : xk+1 → xk

f (αi )(xk, xk+1, p(αi )) = 0
(4.111)

and

Pβ j+ : yk → yk+1 and Pβ j− : yk+1 → yk

f (β j )(yk, yk+1, p(β j )) = 0
(4.112)

For the two sets of discrete dynamical systems, the resultant mappings are

P+(Nαm ···Nα2 Nα1 ) = P+
α

Nαm
m
◦ · · · ◦ P+

α
Nα2
2

◦ P+
α

Nα1
1︸ ︷︷ ︸

m−terms

;

P−(Nα1 Nα2 ···Nαm ) = P−
α

Nα1
1

◦ P−
α

Nα2
2

◦ · · · ◦ P−
α

Nαm
m︸ ︷︷ ︸

m−terms

(4.113)

and

P+(Nβn ···Nβ2 Nβ1 ) = P+
β

Nβn
n

◦ · · · ◦ P+
β

Nβ2
2

◦ P+
β

Nβ1
1︸ ︷︷ ︸

n−terms

;

P−(Nβ1 Nβ2 ···Nβn ) = P−
β

Nβ1
n

◦ P−
β

Nβ2
2

◦ · · · ◦ P−
β

Nβn
n︸ ︷︷ ︸

n−terms

(4.114)

where
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Nα =
m∑

i=1

Nαi and Nβ =
n∑

j=1

Nβ j . (4.115)

For two points xk ∈ Dα1 and yk ∈ Dβ1 , there is a specific, differentiable, vector
function ϕ = (ϕ1, ϕ2, · · · , ϕl)

T ∈ Rl .

(i) If

ϕ(x(αm )
k+Nα

, x(βn)
k+Nβ

,λ) = 0, (4.116)

then the two discrete dynamical systems
⋃

i=1(Pαi , f (αi )) and
⋃

j=1(Pβ j , f (β j ))

are called the (Nα : Nβ)-synchronization in sense of ϕ.

(ii) If

ϕ(x(αm )
k+Nα

, x(βn)
k+Nβ

, λ) = 0 with


I(αmα1) : x(αm )
k+Nα(−)→ x(αm )

k+Nα(+) and 
I(βnβ1) : x(βn)

k+Nβ(−)→ x(βn)

k+Nβ(+)

x(αm )
k+Nα(+) = x(αm )

k+Nα(−) +
I(αmα1) and x(βn)

k+Nβ(+) = x(βn)

k+Nβ(−) +
I(βnβ1)

x(αm )
k+Nβ(+) = x(α1)

k and x(βn)

k+Nβ(+) = x(β1)
k ,

(4.117)

then the two discrete dynamical systems
⋃

i=1(Pαi , f (αi )) and
⋃

j=1(Pβ j , f (β j ))

are called the repeatable (Nα : Nβ)-synchronization in sense of ϕ.

The corresponding theorem can be presented as in Theorem 4.7. For convenience,
the statement is given as follows.

Theorem 4.8 Consider two sets of discrete dynamical systems
⋃

i=1(Pαi , f (αi )) and⋃
j=1(Pβ j , f (β j )) as in Eq. (4.48) for each discrete system with

Pαi+ : xk → xk+1 and Pαi− : xk+1 → xk

f (αi )(xk, xk+1, p(αi )) = 0
(4.118)

and

Pβ j+ : yk → yk+1 and Pβ j− : yk+1 → yk

f (β j )(yk, yk+1, p(β j )) = 0.
(4.119)

For two points xk ∈ Dα1 and yk ∈ Dβ1 , there is a specific, differentiable, vector
function ϕ = (ϕ1, ϕ2, · · · , ϕl)

T ∈ Rl . The (Nα : Nβ)-synchronization of two sets
of discrete dynamical systems

⋃
i=1(Pαi , f (αi )) and

⋃
j=1(Pβ j , f (β j )) is under the

following constraints

ϕ(xk, yk,λ) = 0 and ϕ(xk+Nα , yk+Nβ ,λ) = 0. (4.120)
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Consider a resultant hybrid mapping relation as

x′k = P(Nα :Nβ)xk = Pϕ− ◦ PNβ− ◦ Pϕ+ ◦ PNα+xk (4.121)

with

PNα+ = P+(Nαm ···Nα2 Nα1 ) and PNβ− = P−(Nβ1 Nβ2 ···Nβn ) (4.122)

PNαi+ : xk+�i−1
r=1 Nαr

→ xk+�i
r=1 Nαr

with

f (αi )(xk+�i−1
r=1 Nαr+1, xk+�i−1

r=1 Nαr
, p(α)) = 0

f (αi )(xk+�i−1
r=1 Nαr+2, xk+�i−1

r=1 Nαr+1, p(α)) = 0
...

f (αi )(xk+�i
r=1 Nαr

, xk+�i−1
r=1 Nαr−1, p(αi )) = 0

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

for i = 1, 2, · · · , m;
Pϕ+ : xk+Nα → yk+Nβ with ϕ(xk+Nα , yk+Nβ ,λ) = 0;
PNβ j

: yk+Nβ−�n
r= j Nβr

→ y
k+Nβ−�

j
r= j−1 Nβr

with (4.123)

f (β j )(yk+Nβ−�n
r= j Nβr

, yk+Nβ−�n
r= j Nβr−1, p(β j )) = 0

...

f (β j )(y
k+Nβ−�

j
r= j−1 Nβr+2

, y
k+Nβ−�

j
r= j−1 Nβr+1

, p(β j )) = 0

f (β j )(y
k+Nβ−�

j
r= j−1 Nβr+1

, y
k+Nβ−�

j
r= j−1 Nβr

, p(β j )) = 0

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

for j = n, n − 1, · · · , 1;
Pϕ− : yk → x′k with ϕ(x′k, yk,λ) = 0;
x′k = xk

and

D P(Nα :Nβ)(x∗k ) = D Pϕ−(y∗k ) · D P
(Nβ)

β− (y∗k+Nα
) · D Pϕ+(x∗k+Nα

) · D P(Nα)
α+ (x∗k )

(4.124)
where

D P
(Nβ)

β− (y∗k+Nα
) =

∏1

i=m
D P

(Nαi )

αi+ (x∗k ),

D P
(Nαi )

αi+ (x∗k )
= D Pαi+(x∗

k+�i
r=1 Nαi−1

)· · ·D Pαi+(x∗
k+�i−1

r=1 Nαi+1
) · D Pαi+(x∗

k+�i−1
r=1 Nαi

),

(4.125)
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D P
(Nβ)

β− (y∗k+Nα
) =

∏m

j=1
D P

(Nβ j )

β j+ (y∗
k+Nβ−�

j−1
r=1 Nαi

),

D P
(Nβ j )

β j+ (y∗
k+Nβ−�

j−1
r=1 Nαi

)

= D Pβ−(x∗
k+Nβ−�

j−1
r=1 Nαi

) · · · D Pβ−(x∗
k+Nβ−�

j−1
r=1 Nαi−1

) · D Pβ−(x∗
k+Nβ−�

j
r=1 Nαi

),

(4.126)

D P(Nα :Nβ)(x∗k ) =
[
∂x′k
∂xk

]

x∗k
, (4.127)

D P
(Nαi )

αi+ (x∗
k+�i

r=1 Nαi
) =

∏1

s=Nαi

[
∂xk+�i−1

r=1 Nαi+s

∂xk+�i−1
r=1 Nαi+s−1

]

x∗
k+�

i−1
r=1 Nαi +s−1

,

D Pϕ+(x∗k+Nα
) =

[
∂yk+Nβ

∂xk+Nα

]

x∗k+Nα

,

D P
(Nβ j )

β j− (y∗
k+Nβ−�

j−1
r=1 Nβ j

) =
∏Nβ j

s=1

⎡

⎣
∂y

k+Nβ−�
j
r=1 Nβ j−s

∂y
k+Nβ−�

j
r=1 Nβ j−s+1

⎤

⎦

y∗
k+Nβ−�

j
r=1 Nβ j

−s+1

,

D Pϕ−(y∗k ) =
[
∂x′k
∂yk

]

y∗k
.

(4.128)

(i) The (Nα : Nβ)-synchronization of two sets of discrete dynamical systems⋃
i=1(Pαi , f (αi )) and

⋃
j=1(Pβ j , f (β j )) is persistent if and only if all the eigen-

values λi (i = 1, 2, · · · , n) of DP(Nα :Nβ)(x∗k ) lie in the unit circles, i.e.,

|λi | < 1 for i = 1, 2, · · · , n. (4.129)

(ii) The (Nα : Nβ)-synchronization of two sets of discrete dynamical systems⋃
i=1(Pαi , f (αi )) and

⋃
j=1(Pβ j , f (β j )) is a saddle-node vanishing if and only

if at least one of the real eigenvalues λi (i = 1, 2, · · · , n1 and 1 ≤ n1 ≤ n) of
DP(Nα :Nβ)(x∗k ) is positive one (+1) and the other eigenavalues are in the unite
circle, i.e.,

λi = 1 and |λ j | < 1 for i, j ∈ {1, 2, · · · , n} and j 
= i. (4.130)

(iii) The (Nα : Nβ) synchronization of two sets of discrete dynamical systems⋃
i=1(Pαi , f (αi )) and

⋃
j=1(Pβ j , f (β j )) is a period-doubling vanishing if and

only if at least one of the real eigenvalues λi (i = 1, 2, · · · , n1 and 1 ≤ n1 ≤ n)
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of DP(Nα :Nβ)(x∗k ) is negative one (-1) and the other eigenavalues are in the unite
circle, i.e.,

λi = −1 and |λ j | < 1 for i, j ∈ {1, 2, · · · , n} and j 
= i. (4.131)

(iv) The (Nα : Nβ)-synchronization of two sets of discrete dynamical systems⋃
i=1(Pαi , f (αi )) and

⋃
j=1(Pβ j , f (β j )) is a Neimark vanishing if and only if

at least one pair of all the complex eigenvalues λi = αi ±βi i (i = 1, 2, · · · , n1
and 1 ≤ n1 ≤ n/2) of DP(Nα :Nβ)(x∗k ) are on the unit circle and the other
eigenvalues are in the unite circle, i.e.,

|λi | =
√

α2
i + β2

i = 1 and |λ j | < 1 for i, j ∈ {1, 2, · · · , n} and j 
= i.
(4.132)

(v) The (Nα : Nβ) synchronization of two sets of discrete dynamical systems⋃
i=1(Pαi , f (αi )) and

⋃
j=1(Pβ j , f (β j )) is a (l1 : l2 : l3) vanishing if and only

if l1 and l2 real eigenvalues λi of DP(Nα :Nβ)(x∗k ) are (−1) and (+1), respec-
tively, and l3-pairs of complex eigenvalues λi = αi ±βi i (i = 1, 2, · · · , n1 and
1 ≤ n1 ≤ n/2) of DP(Nα :Nβ)(x∗k ) are on the unit circle and the other eigenvalues
are in the unite circle, i.e.,

λi = −1 for i = i1, i2, · · · , il1 ∈ {1, 2, · · · , n}
λ j = +1 for j = j1, j2, · · · , jl2 ∈ {1, 2, · · · , n}
|λr | =

√
α2

r + β2
r = 1 for r = r1, r2, · · · , rl3 ∈ {1, 2, · · · , n}

|λs | < 1 for s ∈ {1, 2, · · · , n} and s ∈/ {i, j, r}.

(4.133)

(vi) The (Nα : Nβ) synchronization of two sets of discrete dynamical systems⋃
i=1(Pαi , f (αi )) and

⋃
j=1(Pβ j , f (β j )) is instantaneous if and only if at least

one of the eigenvalues λi (i = 1, 2, · · · , n) of DP(Nα :Nβ)(x∗k ) lies out of the unit
circle, i.e.,

|λi | > 1 for i ∈ {1, 2, · · · , n}. (4.134)

Proof The proof is similar to Theorem 4.6. �
Note that for higher-order singularity, the similar discussion can be done with the

stability with the higher-order singularity in Chapter 2.

4.5 Synchronization of Duffing and Henon Maps

As in Luo and Guo (2011), consider an identical synchronization of the Duffing and
Henon maps as an example. The Duffing map is

x1(k+1) = x2(k) and x2(k+1) = −dx1(k) + cx2(k) − x3
2(k). (4.135)

and the Henon map is
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y1(k+1) = y2(k) + 1− ay2
1(k) and y2(k+1) = by1(k). (4.136)

Introduce the vectors as

xk = (x1(k), x2(k))
T and yk = (y1(k), y2(k))

T

f (α) = ( f (α)
1 , f (α)

2 )T for α = 1, 2.
(4.137)

Note that α = 1 for the Duffing map and α = 2 for the Henon map. Thus, the Duffing
map is described by

P1 : xk → xk+1 and f (1)(xk, xk+1, p(1)) = 0 (4.138)

where

f (1)
1 (xk, xk+1, p(1)) = x1(k+1) − x2(k),

f (1)
2 (xk, xk+1, p(1)) = x2(k+1) + dx1(k) − cx2(k) + x3

2(k);
p(1) = (c, d)T.

(4.139)

The Henon map is described by

P2 : yk → yk+1 and f (2)(yk, yk+1, p(2)) = 0 (4.140)

where

f (2)
1 (yk, yk+1, p(2)) = y1(k+1) − y2(k) − 1+ ay2

1(k),

f (2)
2 (yk, yk+1, p(2)) = y2(k+1) − by1(k);

p(2) = (a, b)T.

(4.141)

Consider the (N1 : N2) synchronization of the Duffing and Henon maps with

ϕ(xk, yk,λ) = xk − yk = 0,

ϕ(xk+N1 , yk+N2 ,λ) = xk+N1 − yk+N2 = 0.
(4.142)

where

xk+N1 = P(N1)
1 xk = P1 ◦ P1 ◦ · · · ◦ P1︸ ︷︷ ︸

N1

xk with

f (1)
1 (xk+i−1, xk+i , p(1)) = x1(k+i) − x2(k+i−1) = 0,

f (1)
2 (xk+i−1, xk+i , p(1)) = x2(k+i) + dx1(k+i−1) − cx2(k+i−1) + x3

2(k+i−1) = 0

}

for i = 1, 2, · · · , N1
(4.143)

and
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yk+N2 = P(N2)
2 yk = P2 ◦ P2 ◦ · · · ◦ P2︸ ︷︷ ︸

N2

yk with

f (2)
1 (yk+ j , yk+ j−1, p(2)) = y1(k+ j) − y2(k+ j−1) − 1+ ay2

1(k+ j−1) = 0,

f (2)
2 (yk, yk+1, p(2)) = y2(k+ j) − by1(k+ j−1) = 0

}

for j = 1, 2, · · · , N2
(4.144)

For the (N1 : N2) synchronization, the equivalent mapping structure is

x′k = Pϕ ◦ P(N2)
2− ◦ Pϕ ◦ P(N1)

1+ xk . (4.145)

If x′k = xk, we have

f (1)
1 (xk+i−1, xk+i , p(1)) = x1(k+i) − x2(k+i−1) = 0

f (1)
2 (xk+i−1, xk+i , p(1)) = x2(k+i) + dx1(k+i−1) − cx2(k+i−1) + x3

2(k+i−1) = 0

}

for i = 1, 2, · · · , N1;
ϕ(xk+N1 , yk+N2 ,λ) = xk+N1 − yk+N2 = 0;
f (2)
1 (yk+ j , yk+ j−1, p(2)) = y1(k+ j) − y2(k+ j−1) − 1+ ay2

1(k+ j−1) = 0

f (2)
2 (yk, yk+1, p(2)) = y2(k+ j) − by1(k+ j−1) = 0

}

for j = N2, · · · , 2, 1;
ϕ(xk, yk,λ) = xk − yk = 0. (4.146)

From which the fixed points of Eq. (4.145) can be obtained, x∗k+i (i = 1, 2, · · · , N1)

and y∗k+ j ( j = 1, 2, · · · N2). The corresponding stability boundary of such fixed
points is given the eigenvalue analysis, i.e.,


x′k = D Pϕ− · D P(N2)
2− · D Pϕ+ · D P(N1)

1+ 
xk . (4.147)

where

D Pϕ−(y∗k ) = [
∂x′k
∂yk
]y∗k =

[
1 0
0 1

]
;

D P(N2)
2− =

N2∏

j=1

D P2−(y∗k+ j ),

D P2−(y∗k+ j ) = [
∂yk+ j−1

∂yk+ j
]y∗k+ j
= −1

b

[
0 1
b 2ay∗1(k+ j−1)

]
;

D Pϕ+(x∗k+N1
) = [∂yk+N2

∂xk+N1

]x∗k+N1
=

[
1 0
0 1

]
;

D P(N1)
1+ =

1∏

i=N1

D P2−(x∗k+ j ),

D P1+(x∗k+ j−1) = [
∂xk+ j

∂xk+ j−1
]x∗k+ j−1

=
[

0 1
−d −c + 3(x∗2(k+ j−1))

2

]
.

(4.148)
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Fig. 4.11 The numerical iteration for the (1:1) synchronization of two discrete dynamical systems
with the Duffing and Henon maps. Bifurcation scenario alike plots for x1(k) and x2(k) with y1(k)

andy2(k): a and b for b ∈ (−∞,−30.84) and b ∈ (33.88,∞); c and d for b ∈ (1.2431, 1.3687); e
and f for b ∈ (−1.7667,−1.4216). The shaded regions are for the (1:1) synchronization. PD and
SN represent period-doubling and saddle-node vanishing of the (1:1) synchronization, respectively.
(a = 0.8, c = 2.75 and d=0.2)

Through the above analysis procedure, the (N1 : N2) synchronization domains
and boundaries can be determined from Theorem 4.7. In Eq. (4.145), we can form a
new map iteration
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Fig. 4.12 The analytical prediction of the (1:1) synchronization of two discrete dynamical systems
with the Duffing and Henon maps. The iterative states x1(k) and x2(k) with y1(k) and y2(k) are
presented: a and b for b ∈ (−∞,−30.84) and b ∈ (33.88,∞); c and d for b ∈ (1.2431, 1.3687);
e and f for b ∈ (−1.7667,−1.4216). The shaded regions are for the (1:1) synchronization. PD and
SN represent period-doubling and saddle-node vanishing of the (1:1) synchronization, respectively.
The instantaneous (1:1) synchronizations are represented by the dotted curves. (a = 0.8, c = 2.75
and d=0.2)

xJ+1 = PxJ with

xJ ≡ xk and P ≡ Pϕ− ◦ P(N2)
2− ◦ Pϕ+ ◦ P(N1)

1+
(4.149)
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Fig. 4.13 Parameter maps of the (1:1) synchronization of two discrete dynamical systems with the
Duffing and Henon maps: a and b parameter map(a, b) for c = 2.75 and d = 0.2; c and d parameter
maps(d, b) for a = 0.8 and c = 2.75; e and f parameter (c, b) for a = 0.8 and d = 0.2. The overall views
are given on the left-hand side, and the zoomed view are given on the right-hand side. The shaded
regions are for the (1:1) synchronization. PD and SN represent period-doubling and saddle-node
vanishing of the (1:1) synchronization, respectively

Using Eq. (4.149), numerical iteration can be done to observe the (N1 : N2) identical
synchronization of the Duffing and Henon maps.
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Fig. 4.14 Parameter maps of the (1:2) synchronization of two discrete dynamical systems with the
Duffing and Henon maps: a and b parameter map(a, b) for c = 2.75 and d = 0.2; c and d parameter
maps (d, b) for a = 0.8 and c = 2.75; e and f parameter (c, b) for a = 0.8 and d = 0.2. The overall views
are given on the left-hand side, and the zoomed view are given on the right-hand side. The shaded
regions are for the (1:2) synchronization. PD and SN represent period-doubling and saddle-node
vanishing of the (1:2) synchronization, respectively

As in Luo and Guo (2011), consider parameters of a = 0.8, c = 2.75 and d=0.2
From the mapping in Eq. (4.149), the (1:1)-identical synchronization of the Duffing
and Henon maps is simulated, as shown in Fig. 4.11. The bifurcation scenario alike
plots for x1(k) and x2(k) with y1(k) and y2(k). The shaded regions are for the (1:1)
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Fig. 4.15 Parameter maps of the (2:2) synchronization of two discrete dynamical systems with the
Duffing and Henon maps: a and b parameter map(a, b) for c = 2.75 and d = 0.2; c and d parameter
maps (d, b) for a = 0.8 and c = 2.75; e and f parameter (c, b) for a = 0.8 and d = 0.2 The overall views
are given on the left-hand side, and the zoomed views are given on the right-hand side. The shaded
regions are for the (2:2) synchronization. PD and SN represent period-doubling and saddle-node
vanishing of the (2:2) synchronization, respectively

synchronization. PD and SN represent period-doubling and saddle-node vanishing
of the (1:1) synchronization, respectively. The synchronization range is b∈(−∞,

−30.84) and b∈(33.88,∞) in Figs. 4.11a, b. In Figs. 4.11c–f, the zoomed view
for small parameter ranges are presented. The parameter ranges are given by
b∈(1.2431, 1.3687) and b∈(−1.7667,−1.4216), respectively. The analytical
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Fig. 4.16 Parameter maps of the (2:3) synchronization of two discrete dynamical systems with the
Duffing and Henon maps: a and b parameter map(a, b) for c = 2.75 and d = 0.2; c and d parameter
maps(d, b) for a = 0.8 and c = 2.75; e and f parameter (c, b) for a = 0.8 and d = 0.2 The overall views
are given on the left-hand side, and the zoomed views are given on the right-hand side. The shaded
regions are for the (2:3) synchronization. PD and SN represent period-doubling and saddle-node
vanishing of the (2:3) synchronization, respectively

predictions of the (1:1)-synchronization is presented in Fig. 4.12. The solid curves
are the (1:1) synchronizations. PD and SN represent period-doubling and saddle-
node vanishing of the (1:1) synchronization, respectively. The instantaneous (1:1)
synchronizations are represented by dashed curves. For numerical simulations, the



4.5 Synchronization of Duffing and Henon Maps 221

instantaneous synchronization state cannot be achieved. The (1:1)synchronization
that is given by the analytical prediction matches with the numerical prediction. The
large parameter ranges for the (1:1)synchronization are presented in Figs. 4.12a, b.
The small parameter ranges for the (1:1)-synchronization are arranged in Figs. 4.12c–
f. The corresponding parameter maps for (1:1)-synchronization are presented in
Fig. 4.13. The shaded regions are for the (1:1) synchronization. PD and SN represent
period-doubling and saddle-node vanishing of the (1:1) synchronization, respec-
tively. The intersected points of the PD and SN vanishing are (1,1,0)-critical syn-
chronization vanishing with λ1 = −1 and λ2 = 1. Figures 4.13a, c, e is for overall
parameter maps, and Figs. 4.13b, d, f is for the zoomed views of parameter maps.
Figures 4.13a, b shows parameter map (a,b) for c = 2.75 and d = 0.2. Figures 4.13c, d
presents the parameter maps (d,b) for a = 0.8 and c = 2.75. Figures 4.13e, f gives the
parameter (c,b) for a = 0.8 and d = 0.2. For the parameter maps, the (1:1) synchro-
nizations exist in different regions with many cusp points, and such cusp points will
be very difficult to be analyzed by the catastrophe analysis.

Similarly, the parameter maps for (1:2), (2:2) and (2:3)-synchronizations are pre-
sented in Figs. 4.14, 4.15, 4.16, respectively. The shaded regions are for the (Nα : Nβ)

synchronization. PD, SN and NB represent period-doubling, saddle-node, Neimark
bifurcation vanishing of the (Nα : Nβ) synchronization, respectively. The intersected
points of the PD and SN vanishing are (1, 1, 0)-critical synchronization vanishing
with λ1 = −1 and λ2 = 1. The intersected points of the PD and NB vanishing are
for (1,0,0) or (0,0,1)-critical synchronization vanishing with eigenvalues of λ1 = −1
and |λ1,2| = 1, as observed in Fig. 4.16. For the multiple-step synchronization, the
parameter maps become more complicated and many cusps exist. Again, the catastro-
phe theory to analyze the synchronization is very difficult. Other parameter maps for
(Nα : Nβ) can be developed in the similar fashion. The vanishing boundaries will
include all possibility of synchronization vanishing.
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Chapter 5
Switching Dynamical Systems

In this chapter, dynamics of switching dynamical systems will be presented.
A switching system of multiple subsystems with transport laws at switching points
will be discussed. The existence and stability of switching dynamical systems will be
discussed through equi-measuring functions. The G-function of the equi-measuring
functions will be introduced. The local increasing and decreasing of switching
systems to equi-measuring functions will be presented. The global increasing and
decreasing of the switching systems to equi-measuring functions will be discussed.
Based on the global and local properties of the switching dynamical systems to the
equi-measuring function, the stability of switching systems can be discussed. To
demonstrate flow regularity and complexity of switching systems, the impulsive sys-
tem is as a special switching system to present, and the quasi-periodic flows and
chaotic diffusion of impulsive systems will be presented. A frame work for periodic
flows in switching systems will be presented. The periodic flows and stability for
linear switching systems will be discussed. This framework can be applied to non-
linear switching systems. The further results on stability and bifurcation of periodic
flows in nonlinear switching systems can be discussed.

5.1 Continuous Subsystems

On an open domain �i ⊂ Rn, there is a Cri -continuous system (ri > 1) in the time
interval t ∈ [tk−1, tk]

ẋ(i) = F(i)(x(i), t, p(i)) ∈ Rn, x(i) = (x(i)
1 , x(i)

2 , · · · , x(i)
n )T ∈ �i . (5.1)

The time is t and ẋ(i) = dx(i)/dt. p(i) = (p(i)
1 , p(i)

2 , · · · , p(i)
mi )

T ∈ Rmi is a para-
meter vector. On the domain �i ⊂ Rn, the vector field F(i)(x(i), t, p(i)) with the
parameter vector p(i) is Cri -continuous in x(i) for time interval t ∈ [tk−1, tk]. With
an initial condition x(i)(tk−1) = x(i)

k−1, the dynamical system in Eq. (5.1) possesses
a continuous flow as

A. C. J. Luo, Regularity and Complexity in Dynamical Systems, 223
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x(i)(t) = �(i)(x(i)
k−1, t, p(i)) with x(i)

k−1 = �(i)(x(i)
k−1, tk−1, p(i)). (5.2)

To investigate the switching system consisting of many subsystems, the following
assumptions of the i th subsystem should be held.
(A5.1)

F(i)(x(i), t, p(i)) ∈ Cri ,

�(i)(x(i)
k , t, p(i)) ∈ Cri+1

}
on �i for t ∈ [tk−1, tk], (5.3)

(A5.2)

||F(i)|| ≤ K (i)
1 (const),

||�(i)|| ≤ K (i)
2 (const)

}
on �i for t ∈ [tk−1, tk], (5.4)

(A5.3)

x(i) = �(i)(t) /∈ ∂�i j for t ∈ [tk−1, tk]. (5.5)

(A5.4) The switching of any two subsystems possesses the time-continuity.

From the foregoing assumptions, the subsystem possesses a finite solution in the
finite time interval as a candidate to be selected for the resultant switching system.
From Assumption (A5.3), any flow in the ith subsystem for t ∈ (tk−1, tk) will not
arrive to the boundary of the domains before the flow switches to the next subsystem.
If the flow of the ith subsystem for t ∈ (tk−1, tk) reaches the domain boundary of the
systems, it will be discussed in discontinuous switching systems. Suppose the vector
x ∈ Rn can be decomposed into two vectors xn1 ∈ Rn1 and xn2 ∈ Rn2 , where
n = n1 + n2 and x = (xn1 , xn2)

T. From such concepts, such a finite and bounded
solution in phase space is sketched for the time interval t ∈ [tk−1, tk] in Fig. 5.1a,
and the corresponding time-history of the dynamical flow is presented in Fig. 5.1b.

5.2 Switching Systems

To investigate the switching system, a set of dynamical systems in finite time inter-
vals will be introduced first. From such a set of dynamical systems, the dynamical
subsystems in a resultant switching system can be selected.

Definition 5.1 From dynamical systems in Eq. (5.1), a set of dynamical systems on
the open domain �i in the time interval t ∈ [tk−1, tk] for i = 1, 2, · · · , m is defined
as

S� ≡ { Si | i = 1, 2, · · · , m} , (5.6)

where
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Fig. 5.1 a A flow in phase
space and b a flow in the
time-history
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Si ≡
⎧
⎨

⎩ẋ(i) = F(i)(x(i), t, p(i)) ∈ Rn

∣∣∣∣∣∣

x(i) ∈ �i ⊂ Rn, p(i) ∈ Rmi ;
x(i)(tk−1) = x(i)

k−1; t ∈ [tk−1, tk];
k ∈ N

⎫
⎬

⎭ . (5.7)

To discuss the switchability of two subsystems at time tk, the existence and unique-
ness of solutions of the two systems are very important. From Assumptions (A5.1–
A5.3), the subsystem possesses a finite solution in the finite time interval and such
a solution will not reach the corresponding domain boundary. From the set of sub-
systems, the corresponding set of solutions for such subsystems can be defined as
follows.

Definition 5.2 For the ith dynamical subsystems in Eq. (5.1), with an initial condition
x(i)

k−1 ∈ �i for k ∈ N, there is a unique solution x(i)(t) = �(i)(x(i)
k−1, t, p(i)). For

all i = 1, 2, · · · , m, a set of solutions for the ith subsystem in Eq. (5.1) on the open
domain Di in the time interval t ∈ [tk−1, tk] is defined as

S =
{
�(i) |i = 1, 2, · · · , m

}
, (5.8)

where

�(i) ≡
{

x(i)(t)

∣∣∣∣
x(i)(t) = �(i)(x(i)

k−1, t, p(i))

t ∈ [tk−1, tk], k ∈ N

}
. (5.9)
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To discuss the switching of two subsystems for time tk, the overlapping of domains
of vector fields should be discussed. For different time intervals, two open domains �i

and� j can be overlapped or separated, (i.e.,�i∩� j �= ∅ or�i∩� j = ∅).However,
in discontinuous dynamical systems, the open domains for subsystems should be
�i ∩� j = ∅ (also see, Luo 2006). In other words, the domains for the discontinuous
systems cannot be overlapped. If the two domains of the ith and j th subsystems in
Eq. (5.1) can be overlapped partially or fully (i.e., �i ⊆ � j or �i ⊇ � j ), there
are two kinds of switching in the overlapping zone of the two domains. The two
switching include (i) the continuous switching and (ii) C0-discontinuous switching.
However, for either the two separated domains or the switching points in the non-
overlapping zone, only the C0-discontinuous switching. Because the time intervals
for two systems are different, the domains for the two systems can be overlapped. In
other words, on the same domain, many different dynamical systems can be defined.
Thus, there is a relation for the ith and jth switchable subsystems

�i ⊆ � j or �i ⊇ � j . (5.10)

From the foregoing relation, different systems can be defined on the full or partial,
same domain for different time intervals. To extend such a concept for two sub-
systems, the domain for the resultant switching system of many subsystems can be
defined. Before doing so, as in Luo (2005, 2006, 2008a), the inaccessible and acces-
sible domains in phase space will be defined for discontinuous dynamical systems
in phase space.

Definition 5.3 On a domain �0 ⊂ Rn in phase space, if no dynamical system is
defined, the domain �0 is called an inaccessible domain.

Definition 5.4 On a domain �i ⊂ Rn in phase space, if the ith-subsystem is defined,
the domain �i is called an accessible domain.

Definition 5.5 In the neighborhood of a point xp, if there is a set of domains �li (li ∈
{1, 2, · · · , m}, i = 1, 2, · · · , m1) for subsystems and an inaccessible domain �0 in
phase space, there is the union of the domains as

� = ∪m1
i=1�li ∪�0 and �li ⊆ � (5.11)

for the subsystems to switch. Such a union is called the resultant domain in the
neighborhood of a point xp for the switching system of subsystems.

To investigate the responses of the switching system in the resultant domain D
in the neighborhood of a point xp, the switchability of any two systems should be
discussed. The concept of the switching from a subsystem to another subsystem is
presented.

Definition 5.6 Consider two subsystems Si , S j ∈ SD on the domains �i and � j .

(i) For x(i)
k , x( j)

k ∈ �i ∩� j �= ∅ at t = tk, if
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dsx(i)
k

dts
= dsx( j)

k

dts
for s = 0, 1, 2, · · · , r;

dr+1x(i)
k

dtr+1 �=
dr+1x( j)

k

dtr+1 ,

⎫
⎪⎪⎬

⎪⎪⎭
(5.12)

then the switching of the two subsystems Si and S j at time tk is called a
Cr -continuous switching,

(ii) For x(i)
k ∈ �i and x( j)

k ∈ � j at t = tk, if x(i)
k �= x( j)

k and there is an transport
law

g(i j)(x(i)
k , x( j)

k , pi j ) = 0 (5.13)

then the switching of the two subsystems Si and S j at time tk is called the
C0-discontinuous switching.

To illustrate the aforementioned concept for the switching of the two subsystems,
the switching of the ith and jth subsystems are sketched in Fig. 5.2. A flow from the
ith subsystem switching to the jth-subsystem at time tk is presented. The domain of
the ith subsystem is filled with gray color. The flow is depicted by the curves with
arrows. The switching points are labeled by circular symbols. The hatched areas are
the overlapped domains. In Fig. 5.2a, the two subsystems at time tk are switched
with at least x(i)

k = x( j)
k . In Fig. 5.2b, the domains of the ith and ith subsystems are

separated at time tk . To complete the switching of the ith and jth subsystems at point
tk, the transport law (i.e., g(i j)(x(i)

k , x( j)
k , tk) = 0) should be used. The transport law

is presented with a dashed line with an arrow.

Definition 5.7 For a flow x(i) ∈ �, two positive constants with 0 ≤ C1 < C2 exist.
If the following relation holds

C1 ≤ ||x − xp|| ≤ C2 (5.14)

where ||•|| is a norm, the domain � is called the finite domain in the vicinity of point
xp.

From the resultant domain � and the switchability conditions between any two
subsystems, a resultant switching system can be defined.

Definition 5.8 A switching system on the domain � = ∪m1
i=1�li ∪�0 is defined as

ẋ(αk ) = F(αk )(x(αk ), t, p(αk )) for t ∈ [tk−1, tk]
αk ∈ {l1, l2, · · · , lm1} ⊆ {1, 2, · · · , m}, k = 1, 2, · · · (5.15)

with an given initial condition x(α1) = x(α1)
0 and the corresponding transport laws at

time tk

g(αkαk+1)(x(αk )
k , x(αk+1)

k , pαkαk+1) = 0 for k = 1, 2, · · · . (5.16)
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Fig. 5.2 The dynamical system switching: a continuous switching, and b C0-discontinuous switch-
ing with transport laws P(i j)

0 in phase space

At a switching point at time tk, if the Cr -continuous switching of any the switching
system exists, then Eq. (5.16) is expressed by

dβg(αkαk+1)

dtβ
≡ dβx(αk+1)

k

dtβ
− dβx(αk )

k

dtβ
= 0 for k ∈ N, β = 0, 1, 2, · · · , r. (5.17)

For β = 0, one obtains g(αkαk+1) ≡ x(αk+1)

k − x(αk )
k = 0. Therefore, no matter how

the system is switching, the transport law as a general expression is adopted from
now on. Consider a resultant switching system on the domain � = ∪m1

i=0�li for
li ∈ {0, 1, 2, · · · , m} in the vicinity of point pk to be formed by

S ≡ · · · ⊕ Sαk ⊕ · · · ⊕ Sα2 ⊕ Sα1

for Sαk ∈ SD, αk ∈ {l1, l2, · · · , lm1} ⊆ {1, 2, · · · , m}, k = 1, 2, · · ·
t ∈ ∪∞k=1[tk, tk−1]

(5.18)

with the corresponding switching conditions given by the transport law.



5.2 Switching Systems 229

( )il
kx( )

1
il

kx

il
D

1nx

2nx

( )jl

kx
( )

1
jl

kx

jlD

( ) 0i jl lg

px

Fig. 5.3 A flow and switching of a switching system on the resultant domain in neighborhood
of point xp

x = x(α1)
0 ∈ �α1 at t = t0

g(αkαk+1)(x(αk )
k , x(αk+1)

k , pαkαk+1) = 0 at t = tk,
for k = 1, 2, · · · .

⎫
⎪⎬

⎪⎭
(5.19)

From the set of the solutions in Eq. (5.9) for subsystems, the solution of the
switching system is given by

x(αk ) = �(αk )(x(αk )
k−1, t, p(αk )) ∈ �αk for t ∈ [tk−1, tk]

g(αkαk+1)(x(αk )
k , x(αk+1)

k , pαkαk+1) = 0,

αk ∈ {l1, l2, · · · , lm1} ⊆ {1, 2, · · · , m}, k = 1, 2, · · · .

⎫
⎪⎬

⎪⎭
(5.20)

Note that symbol “⊕” means the switching action of two subsystems. To explain
the two system switching, on the domain � = ∪m1

i=1�li ∪�0 a switching dynamical
system given by Eq. (5.18) with the switching and initial conditions are sketched in
Fig. 5.3. The short-dashed curves are the boundary of the domain D in the neigh-
borhood of point xp, and the accessible domains are given by closed solid curves.
The thick solid curves with arrows are flows. The circular symbols represent the
switching points and the dashed lines with arrows are the transport laws for the two
systems.

Definition 5.9 For a switching system in Eqs. (5.18) and (5.19), if there is a switching
pattern of the subsystems as

S ≡ · · · ⊕ S( j) ⊕ · · · ⊕ S(2) ⊕ S(1) with t ∈ ∪ j=1 ∪m1
i=1 [t ( j)

i−1, t ( j)
i ]

where S( j) ≡ Sαm1
⊕ · · · ⊕ Sα2 ⊕ Sα1 for t ∈ ∪m1

i=1[t ( j)
i−1, t ( j)

i ]
t (1)
0 = t0 for j = 1, 2, · · · ;

(5.21)
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then, the switching system S is called a repeated, switching system of subsystems.
For each repeating pattern of the subsystem, if

t ( j)
m1 − t ( j)

0 = T = const for j = 1, 2, · · · , (5.22)

then, the switching system S in Eq. (5.21) is called a repeated, switching system with
the equi-time interval (or, an equi-time, repeated, switching system).

Definition 5.10 Under the switching conditions in Eq. (5.19), a switching system of
subsystems on the domain � = ∪m1

i=1�li ∪�0 for li ∈ {1, 2, · · · , m} in the vicinity
of point xp is defined by

S ≡ Sαm1
⊕ · · · ⊕ Sα2 ⊕ Sα1 with t ∈ ∪m1

i=1[ti−1, ti ]. (5.23)

If the flow of the switching system satisfies the following condition

x
(αm1 )
m1 = x(α1)

0 and tm1 − t0 ≡ T = const (5.24)

then, the switching system S in Eq. (5.23) possesses a periodic flow on the domain
� in the vicinity of point xp.

Definition 5.11 With the switching conditions in Eq. (5.19), for a switching system
S in Eq. (5.23), if there is a new switching system as

S′ ≡ S ⊕ S = Sαm1
⊕ · · · ⊕ Sα2 ⊕ Sα1︸ ︷︷ ︸

S

⊕ Sαm1
⊕ · · · ⊕ Sα2 ⊕ Sα1︸ ︷︷ ︸

S

for t ∈ ∪2m1
i=1 [ti−1, ti ]

(5.25)

with the conditions

x
(αm1 )

2m1
= x(α1)

0 and t2m1 − t0 ≡ 2T = const (5.26)

then, the new switching system S′ is called a period-doubling system of the switching
system S. The corresponding flow is called the period-doubling flow of the switching
system S.

Definition 5.12 From the switching system S in Eq. (5.23), if there is a new switching
system as

S′ ≡ S ⊕ · · · ⊕ S︸ ︷︷ ︸
l

= Sαm1
⊕ · · · ⊕ Sα2 ⊕ Sα1︸ ︷︷ ︸

S

⊕ · · · ⊕ Sαm1
⊕ · · · ⊕ Sα2 ⊕ Sα1︸ ︷︷ ︸

S︸ ︷︷ ︸
l

with t ∈ ∪l×m1
i=1 [ti−1, ti ]

(5.27)

with the conditions
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x
(αm1 )

l×m1
= x(α1)

0 and tl×m1 − t0 ≡ l × T = const (5.28)

then, the new switching system S′ is called a period-l system of the switching system
S. The corresponding flow is called the period-l flow of the switching system S. If
l → ∞, the new switching system S′ is called a chaotic system of the switching
system S, and the corresponding flow is called the chaotic flow of the switching
system S.

5.3 Measuring Functions and Stability

To investigate the stability of the switching systems consisting of many subsystems
on the domain in the vicinity of point xp, a measuring function should be introduced
through the relative position vector to point xp. The relative position vector is given by

r = x − xp. (5.29)

From the relative position vector, a distance function of two points xp and x can
be defined. Further, using such a distance function, the measuring function can be
introduced herein. If xp = 0, such a position vector is called the absolute position
vector.

Definition 5.13 For a given point xp, consider a flow x ∈ �(xp) in the switching
system of Eq. (5.23). A relative distance function for the flow x to the fixed point xp

is defined by

d(x, xp) = ||x − xp||. (5.30)

If d(x, xp) = C = const, there is a surface given by

||x − xp|| = C (5.31)

which is called the equi-distance surface of point xp. Further, if there is a monoton-
ically increasing or decreasing function of the relative distance d(x, xp),

E = V (x, xp) ≡ f (d(x, xp)) (5.32)

with the following property

V (x, xp) = f (d(x, xp)) = min (or max) if d(x, xp) = 0. (5.33)

Such a monotonic function V (x, xp) is called a generalized measuring function of
switching system in neighborhood of the point xp. If E = C = const, there is a
surface given by

V (x, xp) = C (5.34)
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Fig. 5.4 A relative position vector from xp to x and a measuring function with n1 + n2 = n

which is called the equi-measuring function surface.

Consider a distance function d(x, xp) ≡ [(x − xp) · (x − xp)]1/2 as an exam-
ple. From the foregoing definition, consider two monotonically increasing, metric
functions to the relative distance to the point xp as

V = d(x, xp)+ C = [(x − xp) · (x − xp)]1/2 + C or
V = (d(x, xp))

2 + C = (x − xp) · (x − xp)+ C
(5.35)

where C is an arbitrarily selected constant. Without losing generality, one can choose
C = 0. Similarly, the monotonically decreasing functions can be expressed. Such a
selection of the monotonic, measuring functions is dependent on the convenience
and efficiency in applications. From the foregoing discussion, the relative distance is
a simple measuring function. From Eq. (5.14), the maximum and minimum relative
distances in �(xp) are C1 and C2, respectively. The minimum and maximum values
of the monotonically increasing metric functions for domain x ∈ �(xp) are Emin =
V (C1) and Emax = V (C2) from Eq. (5.32). For the two simple metric function in
Eq. (5.33), one obtains the minimum and maximum values (Emin = C1 + C and
Emax = C2 + C) or (Emin = C2

1 + C and Emax = C2
2 + C).

To explain the concept of the measuring function, consider a domain �(x) in phase
space for a subsystem in the vicinity of the given point xp with big circular symbol, as
shown in Fig. 5.4. Suppose a point x with a small circular symbol is the solution of the
subsystem. The relative location vector to the given point xp is expressed by a vector
r = x− xp and the corresponding relative distance is expressed by d(x, xp). Such a
point x is on the equi-measuring function surface of E = V (d(x, xp)). For different
values of E = Ei (i = 1, 2, · · · ), a set of the equi-measuring function surfaces will
fill the entire domain of �(x), which are depicted by the green curves in Fig. 5.4.
Based on the equi-measuring function surface, there is a dynamical system.
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Definition 5.14 For any equi-measuring function surface in Eq. (5.34), there is a
dynamical system as

ẋm = fm(xm) (5.36)

with the initial condition (xm
0 , t0) and the equi-measuring function surface can be

expressed by

V (xm, xp) = V (xm
0 , xp) = E . (5.37)

The dynamical system given in Eq. (5.36) is invariant in sense of the measur-
ing function in Eq. (5.34). The subscript or superscript “m” represents the follow
on the “equi-measuring function surface”. This system can be designed from the
practical applications. To measure the dynamical behaviors of any subsystems to the
equi-measuring function surface, from Luo (2008a, b), the following functions are
introduced.

Definition 5.15 Consider a flow x(i) of the ith dynamical subsystem with a vector
field F(i)(x(i), t, p(i)) in Eq. (5.1). At time t, if the flow x(i) arrives to the equi-
measuring function surface with the corresponding constant (E = C) in Eq. (5.33),
the kth-order, G-functions at the constant measuring function level are defined as

G(k)
m (x(i), xp, t) = (k + 1)! lim

ε→0

1

εk+1

{
[n(xm, xp, t + ε)]T · x(i)(t + ε)

− [n(xm, xp, t)]T · x(i)(t)−
k∑

q=1

1

q!G
(q−1)
m (x(i), xp, t)εq

}

=∑k+1
r=1 Cr

k+1 D(k+1−r)[n(xm, xp, t)]T · [D(r−1)F(i)(x(i), t, p(i))

−D(r−1)fm(xm, xp)]
∣∣
xm=x(i)

(5.38)
for k = 0, 1, 2, · · · . The normal vector of the equi-measuring function surface is

n(xm, xp, t) = ∂V (xm, xp)

∂xm
= (

∂V

∂xm
1

,
∂V

∂xm
2

, · · · , ∂V

∂xm
n

)T (5.39)

where the total differential operator is given by

D = ẋ
∂

∂x
+ ∂

∂t
,

D(r)(·) = D ◦ D(r−1)(·) = D(D(r−1)(·)),
and D(0) = 1

(5.40)

with
Cr

k+1 =
(k + 1)!

r !(k + 1− r)! and r ! = 1× 2× 3 · · · × r. (5.41)

From Eq. (5.34), the following relation holds
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0 = ẋ · ∂V

∂x
= n(xm, xp) · fm(xm, xp). (5.42)

For a zero-order G-function (k = 0), one obtains

G(0)
m (x(i), xp, t) = [n(xm, xp)]T · [F(i)(x(i), t, p(i))− fm(xm, xp)]

∣∣∣
xm=x(i)

= [n(x(i), xp)]T · F(i)(x(i), t, p(i)).

(5.43)

The zero-order G-function is the dot product of the vector field F(i)(x(i), t, p(i)) and
normal vector n(xm, xp) for the ith subsystem. Consider an instantaneous value of
the equi-measuring function at time t. In other words, letting xm = xi ,
equation (5.37) is

E (i)(t) = V (x(i), xp). (5.44)

The corresponding time change ratio of the measuring function is

d E (i)(t)

dt
= ∂V (x(i), xp)

∂x(i)
· ẋ(i)

= [n(x(i), xp)]T · F(i)(x(i), t, p(i))

= G(0)
m (x(i), xp, t).

(5.45)

From the foregoing equation, the change of the equi-measuring function for the i th
dynamical subsystem for time t ∈ [tk, tk+1] can be defined from Luo (2008a, b).

Definition 5.16 For a flow x(i) of the ith dynamical subsystem with a vector field
F(i)(x(i), t, p(i)) in Eq. (5.1), consider the equi-measuring function V (x(i), xp) in
Eq. (5.32) to be monotonically increased to a metric function d(x, xp) in Eq. (5.30).
The total change of the equi-measuring function for the time interval [tk, t] is defined
as

L(i)(xp, tk, t) =
∫ t

tk

d E (i)(t)

dt
=
∫ t

tk
G(0)

m (x(i), xp, t)dt

=
∫ t

tk
[n(x(i), xp)]T · F(i)(x(i), t, p(i))dt

= V (x(i)(t), xp)− V (x(i)
k , xp)

(5.46)

where x(i)
k = x(i)(tk). For a given t = tk+1 > tk, the increment of the equi-measuring

function to the ith subsystem in Eq. (5.1) for t ∈ [tk, tk+1] is

L(i)(xp, tk, tk+1) =
∫ tk+1

tk
G(0)

m (x(i), xp, t)dt

=
∫ tk+1

tk
[n(x(i), xp)]T · F(i)(x(i), t, p(i))dt

= V (x(i)
k+1, xp)− V (x(i)

k , xp).

(5.47)
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From Eq. (5.47), it is observed that the equi-measuring function quantity is used to
measure changes of the ith subsystem. Thus such a function can be used to investigate
the stability of dynamical systems. Before the stability theory of the switching system
is discussed, the following concepts are defined first.

Definition 5.17 For the ith dynamical subsystem in Eq. (5.1), consider the equi-
measuring function V (x(i), xp) in Eq. (5.32) to be monotonically increased to a metric

function d(x, xp) in Eq. (5.30). A flow x(i)(t) at x(i)
k for t = tk in the domain �i ⊂ Rn

is:

(i) locally decreasing to the equi-measuring function surface in �i ⊂ Rn if

V (x(i)
k , xp, tk)− V (x(i)

k−ε, xp, tk−ε) < 0,

V (x(i)
k+ε, xp, tk+ε)− V (x(i)

k , xp, tk) < 0;

⎫
⎬

⎭ (5.48)

(ii) locally increasing to the equi-measuring function surface in �i ⊂ Rn if

V (x(i)
k , xp, tk)− V (x(i)

k−ε, xp, tk−ε) > 0,

V (x(i)
k+ε, xp, tk+ε)− V (x(i)

k , xp, tk) > 0;

⎫
⎬

⎭ (5.49)

(iii) locally tangential to the equi-measuring function surface in �i ⊂ Rn if

either
V (x(i)

k , xp, tk)− V (x(i)
k−ε, xp, tk−ε) < 0,

V (x(i)
k+ε, xp, tk+ε)− V (x(i)

k , xp, tk) > 0;

⎫
⎬

⎭

or
V (x(i)

k , xp, tk)− V (x(i)
k−ε, xp, tk−ε) > 0,

V (x(i)
k+ε, xp, tk+ε)− V (x(i)

k , xp, tk) < 0.

⎫
⎬

⎭

(5.50)

From the previous definitions, the locally increasing and decreasing of a flow
x(i)(t) at xk to the measuring function surface can be described in Fig. 5.5 in the
vicinity of the point xp. A flow x(i)(t) at x(i)

k , locally tangential to the equi-measuring
function surface, can be similarly sketched.

Theorem 5.1 For the ith dynamical subsystem in Eq. (5.1), consider the equi-
measuring function V (x(i), xp) in Eq. (5.32) to be monotonically increased to a

metric function d(x, xp) in Eq. (5.30). A flow x(i)(t) at x(i)
k for t = tk in the domain

�i ⊂ Rn is:

(i) locally decreasing to the equi-measuring function surface in �i ⊂ Rn if and
only if

G(0)
m (x(i)

k , xp, t) = [n(x(i)
k , xp)]T · F(i)(x(i)

k , tk, p(i)) < 0; (5.51)
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Fig. 5.5 a A locally
increasing flow, and b a
locally decreasing flow to a
measuring function with
n1 + n2 = n
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(ii) locally increasing to the equi-measuring function surface in �i ⊂ Rn if and
only if

G(0)
m (x(i)

k , xp, t) = [n(x(i)
k , xp)]T · F(i)(x(i)

k , tk, p(i)) > 0; (5.52)

(iii) locally tangential to the equi-measuring function surface in �i ⊂ Rn if and
only if

G(0)
m (x(i)

k , xp, t) = [n(x(i)
k , xp)]T · F(i)(x(i)

k , tk, p(i)) = 0;
G(1)

m (x(i)
k , xp, t) �= 0.

(5.53)

Proof Using G-functions and Taylor series expansion, this theorem can be proved
directly. �
Definition 5.18 For the ith dynamical subsystem in Eq. (5.1), consider the equi-
measuring function V (x(i), xp) in Eq. (5.32) to be monotonically increased to a metric
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function d(x, xp) in Eq. (5.30). A flow x(i)(t) from x(i)
k to x(i)

k+1 for t = ts ∈ [tk, tk+1]
in the domain �i ⊂ Rn is:

(i) uniformly decreasing to the equi-measuring function surface in �i ⊂ Rn if

V (x(i)
s , xp, ts)− V (x(i)

s−ε, xp, ts−ε) < 0,

V (x(i)
s+ε, xp, ts+ε)− V (x(i)

s , xp, ts) < 0;

⎫
⎬

⎭ (5.54)

(ii) uniformly increasing to the equi-measuring function surface in �i ⊂ Rn if

V (x(i)
s , xp, ts)− V (x(i)

s−ε, xp, ts−ε) > 0,

V (x(i)
s+ε, xp, ts+ε)− V (x(i)

s , xp, ts) > 0;

⎫
⎬

⎭ (5.55)

(iii) uniformly invariant to the equi-measuring function surface in �i ⊂ Rn if

V (x(i)
s+ε, xp, ts+ε) = V (x(i)

s , xp, ts) = V (x(i)
s−ε, xp, ts−ε). (5.56)

Theorem 5.2 For the dynamical subsystem in Eq. (5.1), consider the equi-measuring
function V (x(i), xp) in Eq. (5.32) to be monotonically increased to a metric function

d(x, xp) in Eq. (5.30). A flow x(i)(t) from x(i)
k to x(i)

k+1 for t ∈ [tk, tk+1] in the domain
�i ⊂ Rn is:

(i) uniformly decreasing to the equi-measuring function surface in �i ⊂ Rn if
and only if all points x(i)(t) for t ∈ [tk, tk+1] on the flow γ satisfy the following
condition

G(0)
m (x(i), xp, t) = [n(x(i), xp)]T · F(i)(x(i), t, p(i)) < 0; (5.57)

(ii) uniformly increasing to the equi-measuring function surface in �i ⊂ Rn if
and only if all points x(i)(t) for t ∈ [tk, tk+1] on the flow γ satisfy the following
condition

G(0)
m (x(i), xp, t) = [n(x(i), xp)]T · F(i)(x(i), t, p(i)) > 0; (5.58)

(iii) uniformly invariant to the equi-measuring function surface in �i ⊂ Rn if and
only if all points x(i)(t) for t ∈ [tk, tk+1] on the flow γ satisfy the following
condition

G(k)
m (x(i), xp, t) = 0 k = 0, 1, 2, · · · . (5.59)

Proof Using G-functions and Taylor series expansion, this theorem can be proved
directly. �
Definition 5.19 For the ith dynamical subsystem in Eq. (5.1), consider the equi-
measuring function V (x(i), xp) in Eq. (5.32) to be monotonically increased to a metric

function d(x, xp) in Eq. (5.30). A flow x(i)(t) at x(i)
k for t = tk in the domain �i ⊂ Rn

is:
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(i) locally decreasing with the (2s)th-order to the equi-measuring function surface
in �i ⊂ Rn if

G(r)
m (x(i)

k , xp, tk) = 0 for r = 0, 1, 2, · · · , 2s − 1;
V (x(i)

k , xp, tk)− V (x(i)
k−ε, xp, tk−ε) < 0,

V (x(i)
k+ε, xp, tk+ε)− V (x(i)

k , xp, tk) < 0;
(5.60)

(ii) locally increasing with the (2s)th-order to the equi-measuring function surface
in �i ⊂ Rn if

G(r)
m (x(i)

k , xp, tk) = 0 for r = 0, 1, 2, · · · , 2s − 1;
V (x(i)

k , xp, tk)− V (x(i)
k−ε, xp, tk−ε) > 0,

V (x(i)
k+ε, xp, tk+ε)− V (x(i)

k , xp, tk) > 0;
(5.61)

(iii) locally tangential with the (2s − 1)th-order to the equi-measuring function
surface in �i ⊂ Rn if

G(r)
m (x(i)

k , xp, tk) = 0 for r = 0, 1, 2, · · · , 2s;

either
V (x(i)

k , xp, tk)− V (x(i)
k−ε, xp, tk−ε) < 0,

V (x(i)
k+ε, xp, tk+ε)− V (x(i)

k , xp, tk) < 0;

⎫
⎬

⎭

or
V (x(i)

k , xp, tk)− V (x(i)
k−ε, xp, tk−ε) > 0,

V (x(i)
k+ε, xp, tk+ε)− V (x(i)

k , xp, tk) > 0.

⎫
⎬

⎭

(5.62)

Theorem 5.3 For the ith dynamical subsystem in Eq. (5.1), consider the equi-
measuring function V (x(i), xp) in Eq. (5.32) to be monotonically increased to a

metric function d(x, xp) in Eq. (5.30). A flow x(i)(t) at x(i)
k for t = tk in the domain

�i ⊂ Rn is:

(i) locally decreasing with the (2s)th-order to the equi-measuring function surface
in �i ⊂ Rn if and only if

G(r)
m (xk, xp, tk) = 0, for r = 0, 1, 2, · · · , 2s − 1

G(2s)
m (xk, xp, tk) < 0;

(5.63)

(ii) locally increasing with the (2s)th-order to the equi-measuring function surface
in �i ⊂ Rn if and only if

G(r)
m (xk, xp, tk) = 0, for r = 0, 1, 2, · · · , 2s − 1

G(2s)
m (xk, xp, tk) > 0;

(5.64)
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(iii) locally tangential with the (2s − 1)th-order to the equi-measuring function
surface in �i ⊂ Rn if and only if

G(r)
m (xk, xp, tk) = 0, for r = 0, 1, 2, · · · , 2s

G(2s+1)
m (xk, xp, tk) �= 0.

(5.65)

Proof Using G-functions and Taylor series expansion, this theorem can be proved
directly. �
Definition 5.20 For the ith dynamical subsystem in Eq. (5.1), consider the equi-
measuring function V (x(i), xp) in Eq. (5.32) to be monotonically increased to a metric

function d(x, xp) in Eq. (5.30). A flow x(i)(t) from x(i)
k to x(i)

k+1 for t ∈ [tk, tk+1] in
the domain �i ⊂ Rn is:

(i) globally decreasing to the equi-measuring function surface in �i ⊂ Rn if the
equi-measuring function increment for t ∈ [tk, tk+1] is less than zero, i.e.,

L(i)(xp, tk, tk+1) ≡
∫ tk+1

tk
[n(x(i), xp)]T · F(i)(x(i), t, p(i))dt < 0; (5.66)

(ii) globally increasing to the equi-measuring function surface in �i ⊂ Rn if the
equi-measuring function increment for t ∈ [tk, tk+1] is greater than zero, i.e.,

L(i)(xp, tk, tk+1) ≡
∫ tk+1

tk
[n(x(i), xp)]T · F(i)(x(i), t, p(i))dt > 0; (5.67)

(iii) globally invariant to the equi-measuring function surface in �i ⊂ Rn if the
equi-measuring function increment for t ∈ [tk, tk+1] is equal to zero, i.e.,

L(i)(xp, tk, tk+1) ≡
∫ tk+1

tk
[n(x(i), xp)]T · F(i)(x(i), t, p(i))dt = 0. (5.68)

From the foregoing definition, the global increase, decrease and invariance for
a single subsystem are defined. The L-function is pertaining to the averaging of a
flow x(i)(t) to the equi-measuring function surface of V (x(i), xp) = C for the time
period of [tk, tk+1]. To determine the global increase, decrease and invariance for a
switching system, the resultant flow of the switching system is the union of all the
flows of the subsystems in a certain queue series, and the corresponding L-function
can be defined.

Definition 5.21 For a switching system in Eqs. (5.15) and (5.16) on the domain
� = ∪m1

i=1�li ∪�0, there is a resultant flow γ (t0, t), i.e.,

γ (t0, t) = ∪l−1
k=1γ

(αk )(tk−1, tk)+ γ (αl )(tl−1, t), (5.69)

where
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γ (αk )(tk−1, tk) =
⎧
⎨

⎩x(αk )(t)

∣∣∣∣∣∣

Sαk : ẋ(αk ) = F(αk )(x(αk ), t, p(αk ))

on �αk with x(i)(tk−1) = x(i)
k−1

for all t ∈ [tk−1, tk]

⎫
⎬

⎭ . (5.70)

The corresponding L-function along the resultant flow γ (t0, t) is defined as

L(xp, t0, t) =
∑l−1

k=1

[
L(αk )(xp, tk−1, tk)+	(αkαk+1)(tk)

]
+ L(αl )(xp, tl−1, t),

(5.71)
where 	(αkαk+1)(tk) is the quantity increment of the equi-measuring function surface
for the switching from dynamical system Sαk to dynamical systems Sαk+1 through
the transport laws in Eq. (5.16), i.e., the quantity increment is equal to

	(αkαk+1)(tk) = V (x(αk+1)

k , xp)− V (x(αk )
k , xp). (5.72)

Note that the resultant L-function for the total flow γ (t0, t) is computed by

L(xp, t0, t) =
∑l−1

k=1

[
L(αk )(xp, tk−1, tk)+	(αkαk+1)

]
+ L(αl )(xp, tl−1, t)

=
∑l−1

k=1
[
∫ tk

tk−1

G(0)
m (x(αk ), xp, t)dt +	(αkαk+1)]

+
∫ t

tl−1

G(0)
m (x(αl ), xp, t)dt

=
∑l−1

k=1

{∫ tk

tk−1

[n(x(αk ), xp)]T · F(αk )(x(αk ), t, p(αk ))dt

+	(αkαk+1)
}
+
∫ t

tl−1

[n(x(αl ), xp)]T · F(αl )(x(αl ), t, p(αl ))dt

=
∑l−1

k=1

[
V (x(αk )

k , xp)− V (x(αk )
k−1, xp)+	(αkαk+1)

]

+ V (x(αl )(t), xp)− V (x(αl )
l−1, xp).

(5.73)

The resultant L-function in Eq. (5.73) can be sketched through the equi-measuring
functions, as shown in Fig. 5.6. The measuring functions for each subsystem may
not always increase or decrease with increasing time. The total effect of equi-
measuring functions to all the queue series subsystems in the switching system
should be considered. The solid curves give the equi-measuring-function values of a
flow γ (αk )(t) (k = 1, 2, · · · , m, · · · ). The dashed lines are jumping changes of the
equi-measuring function, and the jumping changes are caused by the transport laws
between two adjacent queue subsystems. The circular points represent the switching
points for two adjacent queue subsystems. The L-function changes for the switching
system is clearly presented.

Since any switching system possesses a queue series of subsystems, the total effect
of equi-measuring functions to all the queue series subsystems in the switching
system should be considered. If each system is uniformly increasing to the equi-
measuring function, with a positive impulse, then the switching system is uniformly
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Fig. 5.6 The equi-measuring function varying with flows of sub-systems. The solid curves give
the equi-measuring function values of a flow γ (αk )(t). The dashed lines are jumping changes of
the equi-measuring function, and the jumping changes are caused by the transport laws between
two adjacent queue subsystems. The circular points represent the switching points for two adjacent
queue subsystems

increasing. Otherwise, if each system is uniformly decreasing to the equi-measuring
functions, with a negative impulse, then the switching system is uniformly decreasing.

Definition 5.22 For a switching system in Eqs. (5.15) and (5.16) on the domain � =
∪m1

i=1�li ∪�0, there is an resultant flow γ (t0, t) in Eq. (5.69). For the αk th dynamical
subsystem Sαk , consider the equi-measuring function V (x(αk ), xp) in Eq. (5.32) to be
monotonically increased to a metric function d(x, xp) in Eq. (5.30). A flow γ (t0, t)
from γ (α1)(t0, t1) to γ (αl )(tl−1, t) for t ∈ [t0, tl ] in the domain ∪l

k=1�αk is:

(i) uniformly decreasing to the equi-measuring function surface in ∪l
k=1�αk if

V (x(αk )
s , xp, ts)− V (x(αk )

s−ε , xp, ts−ε) < 0,

V (x(αk )
s+ε , xp, ts+ε)− V (x(αk )

s , xp, ts) < 0,

for x(αk )
s ∈ γ (αk )(tk−1, tk) with ts ∈ [tk−1, tk];

	(αkαk+1)(tk) < 0 for k = 1, 2, · · · , l;

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(5.74)

(ii) uniformly increasing to the equi-measuring function surface in ∪l
k=1�αk if

V (x(αk )
s , xp, ts)− V (x(αk )

s−ε , xp, ts−ε) > 0,

V (x(αk )
s+ε , xp, ts+ε)− V (x(αk )

s , xp, ts) > 0;
for x(αk )

s ∈ γ (αk )(tk−1, tk) with ts ∈ [tk−1, tk]
	(αkαk+1)(tk) > 0 for k = 1, 2, · · · , l;

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(5.75)

(iii) uniformly and negatively impulsive to the equi-measuring function surface in
∪l

k=1�αk if
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V (x(αk )
s+ε , xp, ts+ε) = V (x(αk )

s , xp, ts) = V (x(αk )
s−ε , xp, ts−ε)

for x(αk )
s ∈ γ (αk )(tk−1, tk) with ts ∈ [tk−1, tk],

	(αkαk+1)(tk) < 0 for k = 1, 2, · · · , l;

⎫
⎪⎬

⎪⎭
(5.76)

(iv) uniformly and positively impulsive to the equi-measuring function surface in
∪l

k=1�αk if

V (x(αk )
s+ε , xp, ts+ε) = V (x(αk )

s , xp, ts) = V (x(αk )
s−ε , xp, ts−ε)

for x(αk )
s ∈ γ (αk )(tk−1, tk) with ts ∈ [tk−1, tk],

	(αkαk+1)(tk) > 0 for k = 1, 2, · · · , l;

⎫
⎪⎬

⎪⎭
(5.77)

(v) uniformly invariant to the equi-measuring function surface in ∪l
k=1�αk if

V (x(αk )
s+ε , xp, ts+ε) = V (x(αk )

s , xp, ts) = V (x(αk )
s−ε , xp, ts−ε)

for x(αk )
s ∈ γ (αk )(tk−1, tk) with ts ∈ [tk−1, tk],

	(αkαk+1)(tk) = 0 for k = 1, 2, · · · , l.

⎫
⎪⎬

⎪⎭
(5.78)

From the foregoing definition, the uniformly increasing and decreasing of a resul-
tant flow of the switching system to the equi-measuring surface require that each
subsystem should be uniformly increasing with a positive impulse and uniformly
decreasing with a negative impulse, respectively. For an intuitive illustration, such
uniformly increasing and decreasing of a switching system are presented in Fig. 5.7a
and b, respectively. The corresponding trajectories in phase space are presented in
Fig. 5.8a and b for uniformly increasing and decreasing.

Consider a dynamical system

ẋ (i) = y(i) and ẏ(i) = −c(i)x (i) − 2d(i)y(i) (5.79)

with an impulsive function

x (i)
k+ = x (i)

k−, y(i)
k+ = y(i)

k− + a(i)sgn(y(i)
k−)(k = 1, 2, · · · )

for tk = kT/m with T = 2π/
√

c, a(i) > 0.
(5.80)

For the impulsive system in Eq. (5.79), consider a measuring function

V (i) = 1

2
(y(i))2 + 1

2
c(i)(x (i))2. (5.81)

The solutions for Eq. (5.79) can be easily obtained. Herein, for (d(i))2 < c(i), the
solution is given for t ∈ [tk+, tk+1)

x (i) = e−d(i)(t−tk+)[C (i)
1 cos ω

(i)
d (t − tk+)+ C (i)

2 sin ω
(i)
d (t − tk+)],

y(i) = e−d(i)(t−tk+)[(C (i)
2 ω

(i)
d − C (i)

1 d(i)) cos ω
(i)
d (t − tk+)

−(C (i)
2 d(i) + ω

(i)
d C (i)

1 ) sin ω
(i)
d (t − tk+)],

(5.82)
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Fig. 5.7 The equi-measuring function varying with time: a uniformly increasing, b uniformly
decreasing. The solid curves give the equi-measuring-function values of a flow γ (αk )(t). The dashed
lines are jumping changes of the equi-measuring function, and the jumping changes are caused by
the transport laws between two adjacent queue subsystems. The circular symbols represent the
switching points for two adjacent queue subsystems

where

C (i)
1 = x (i)

k+, C (i)
2 = (y(i)

k+ + x (i)
k+d(i))/ω

(i)
d ;ω(i)

d =
√

c(i) − (d(i))2. (5.83)

For simplicity, consider a system with an impulsive function

c(i) = c = 1, d(i) = d = −0.005, a(i) = a = 1.0, m = 2; (5.84)

and the initial condition is
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Fig. 5.8 A flow to the equi-measuring function surface in vicinity of point xp in phase space:
a uniform increase, and b uniform decrease. The cycles are equi-measuring function surfaces. The
circular symbols represent the switching points for two adjacent queue subsystems

x (i)
0 = y(i)

0 = 4 for t0 = 0. (5.85)

Thus, the dynamical characteristics of the impulsive system are presented in Fig. 5.9.
The impulsive system possesses the uniform increases of measuring function with
increasing impulses, as presented in Fig. 5.9a. The corresponding trajectory for
such an impulsive system is presented in Fig. 5.9b. The time-history of G-function
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Fig. 5.9 An impulsive system with negative damping: a uniformly increasing of measuring function
with increasing impulses, b trajectory in phase plane, c G-function of measuring function, and
d discontinuous velocity. The circular symbols represent the impulsive points for such an impulsive
system. Two time impulses for each period are labeled by the vertical lines. (c(i) = c = 1, d(i) =
d = −0.01, a(i) = a = 1.0, m = 2 and x (i)

0 = y(i)
0 = 4 for t0 = 0)

of the equi-measuring function is presented in Fig. 5.9c. It is observed that the
G-function is less than zero. Since the impulsive effect is exerted, the velocity is
C0-discontinuous, which is presented in Fig. 5.9d. Thus, the corresponding displace-
ment is C0-continuous, which will not be presented herein. For uniform deceasing
of measuring function, the impulsive rule in Eq. (5.80) can be changed as

x (i)
k+ = x (i)

k−, y(i)
k+ = y(i)

k− − a(i)sgn(y(i)
k−)(k = 1, 2, · · · )

for tk = kT/m with T = 2π/
√

c, a(i) > 0.
(5.86)

and the impulsive system with an impulsive function has the following parameters
to be considered as

c(i) = c = 1, d(i) = d = 0.05, a(i) = a = 1.0, m = 2. (5.87)

and the initial condition is

x (i)
0 = y(i)

0 = 4 for t0 = 0. (5.88)

Thus, such an impulsive system with uniform decrease of measuring function is
in Fig. 5.10. The uniform decrease of measuring function with increasing impulses
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Fig. 5.10 An impulsive system with positive damping: a uniformly decreasing of measuring func-
tion with decreasing impulses, b trajectory in phase plane, c G-function of measuring func-
tion, and d discontinuous velocity. The circular symbols represent the impulsive points for
such an impulsive system. Two time impulses for each period are labeled by the vertical lines.
(c(i) = c = 1, d(i) = d = 0.05, a(i) = a = 1.0, m = 2 and x (i)

0 = y(i)
0 = 4 for t0 = 0)

for the impulsive system is presented in Fig. 5.10a. The correspond trajectory for
such an impulsive system is presented in Fig 5.10b. It is observed that the trajectory
will approach the equilibrium point (x = y = 0). The time-history of G-function
of the equi-measuring function is presented in Fig. 5.10c. It is observed that the
G-function is greater than zero. Again, since the impulsive effect are exerted, the
C0-discontinuous velocity is presented in Fig. 5.10d.

For the switching system with uniformly increasing (decreasing) of measuring
function at impulses, each subsystem in the switching system is uniformly invariant
to the equi-measuring function, and only the uniform, positive (or negative) impulses
exist in the switching system, as shown in Fig. 5.11a and b. The corresponding tra-
jectories in phase space are also presented in Fig. 5.12a and b. The dashed lines
are jumping changes of the equi-measuring function, and the jumping changes are
caused by the transport laws between two adjacent queue subsystems. The circular
points represent the switching points for two adjacent queue subsystems.

To illustrate this case, consider the dynamical system in Eq. (5.79) without damp-
ing (d(i) = 0). The corresponding solution is
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Fig. 5.11 The equi-measuring function varying with time: a uniformly positive impulse only,
b uniformly negative impulse only. The solid lines give the invariant equi-measuring-functions of
a flow γ (αk )(t). The dashed lines are impulsive changes of the equi-measuring function, which are
caused by the transport laws between two adjacent queue subsystems. The circular points represent
the switching points for two adjacent queue subsystems

x (i) = [C (i)
1 cos ω(i)(t − tk+)+ C (i)

2 sin ω(i)(t − tk+)],
y(i) = [C (i)

2 ω(i) cos ω(i)(t − tk+)− ω(i)C (i)
1 sin ω(i)(t − tk+)], (5.89)

where

C (i)
1 = x (i)

k+, C (i)
2 = y(i)

k+/ω(i);ω(i) =
√

c(i). (5.90)

With the strength of impulsive function (a = 0.8) and initial conditions in
Eq. (5.87), the corresponding measuring functions and trajectories in phase plane
are presented in Figs. 5.13 and 5.14 for the uniformly increasing and decreasing of
impulses, respectively.

From the above definition, the corresponding theorem is presented as follows.
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Fig. 5.12 A flow to the equi-measuring function surface in vicinity of point xp in phase space:
a uniformly positive impulse, and b uniformly negative impulse. The cycles are equi-measuring
function surfaces. The circular symbols represent the switching points for two adjacent queue
subsystems

Theorem 5.4 For a switching system in Eqs. (5.15) and (5.16) on the domain � =
∪m1

i=1�li ∪�0, there is an resultant flow γ (t0, t) in Eq. (5.69). For the αk th dynamical
subsystem Sαk , consider the equi-measuring function V (x(αk ), xp) in Eq. (5.32) to be
monotonically increased to a metric function d(x, xp) in Eq. (5.30). A flow γ (t0, t)
from γ (α1)(t0, t1) to γ (αl )(tl−1, tl) for t ∈ [t0, tl ] in domain ∪l

k=1�αk is:

(i) uniformly decreasing to the equi-measuring function surface in∪l
k=1�αk if and

only if
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Fig. 5.13 An impulsive
system without positive
damping: a invariant
measuring function with
increasing impulses,
b trajectory in phase plane.
The circular symbols
represent the impulsive
points for such an impulsive
system. Two time impulses
for each period are labeled
by the vertical lines.
(c(i) = c = 1,

a(i) = a = 0.8, m = 4 and
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0 = y(i)
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G(0)
m (x(i), xp, t) = [n(x(i), xp)]T · F(i)(x(i), t, p(i)) < 0

for x(αk )
s ∈ γ (αk )(tk−1, tk) with ts ∈ [tk−1, tk];

	(αkαk+1)(tk) < 0 for k = 1, 2, · · · , l;
(5.91)

(ii) uniformly increasing to the equi-measuring function surface in∪l
k=1�αk if and

only if

G(0)
m (x(i), xp, t) = [n(x(i), xp)]T · F(i)(x(i), t, p(i)) > 0

for x(αk )
s ∈ γ (αk )(tk−1, tk) with ts ∈ [tk−1, tk];

	(αkαk+1)(tk) > 0 for k = 1, 2, · · · , l;
(5.92)

(iii) uniformly and negatively impulsive (or jumping down, or jumping decreasing)
to the equi-measuring function surface in ∪l

k=1�αk if and only if

G(r)
m (x(αk ), xp, t) = 0 for r = 0, 1, 2, · · ·

for x(αk )
s ∈ γ (αk )(tk−1, tk) with ts ∈ [tk−1, tk],

	(αkαk+1)(tk) < 0 for k = 1, 2, · · · , l;
(5.93)
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Fig. 5.14 An impulsive
system without damping:
a invariant measuring
function with decreasing
impulses, b trajectory in
phase plane. The circular
symbols represent the
impulsive points for such an
impulsive system. Two time
impulses for each period are
labeled by the vertical lines.
(c(i) = c = 1, a(i) = a =
0.8, m = 4 and
x (i)

0 = y(i)
0 = 4 for t0 = 0)
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(iv) uniformly and positively impulsive (or jumping up, or jumping increase) to the
equi-measuring function surface in ∪l

k=1�αk if and only if

G(r)
m (x(αk ), xp, t) = 0 for r = 0, 1, 2, · · ·

for x(αk )
s ∈ γ (αk )(tk−1, tk) with ts ∈ [tk−1, tk],

	(αkαk+1)(tk) > 0 for k = 1, 2, · · · , l;
(5.94)

(v) uniformly invariant to the equi-measuring function surface in ∪l
k=1�αk if and

only if

G(r)
m (x(αk ), xp, t) = 0 for r = 0, 1, 2, · · ·

for x(αk )
s ∈ γ (αk )(tk−1, tk) with ts ∈ [tk−1, tk],

	(αkαk+1)(tk) = 0 for k = 1, 2, · · · , l.

(5.95)

Proof Using G-functions and Taylor series expansion, this theorem can be proved
directly. �



5.3 Measuring Functions and Stability 251

For switching dynamical systems, it is very difficult to require all systems are
uniformly increasing, or decreasing or invariant. To construct a switching dynamics
system, subsystems do not require such strict increase, or decrease and invariance.
Thus, as in Definition 5.19, the L-function will be adopted to measure the resultant
flow γ (t0, t) with increase, decrease and invariance to the measuring function surface.
The increase, decrease and invariance for the entire time interval are called the global
increase, or decrease, or invariance of the resultant flow to the measuring function
surface, which can be used to measure system stability. The corresponding definitions
are given as follows.

Definition 5.23 For a switching system in Eqs. (5.15) and (5.16) on the domain � =
∪m1

i=1�li ∪�0, there is an resultant flow γ (t0, t) in Eq. (5.69). For the αk th dynamical
subsystem Sαk , consider the equi-measuring function V (x(αk ), xp) in Eq. (5.32) to be
monotonically increased to a metric function d(x, xp) in Eq. (5.30). A resultant flow
γ (t0, tl) of the switching system from γ (α1)(t0, t1) to γ (αl )(tl−1, tl) for t ∈ [t0, tl ] in
the domain ∪l

k=1�αk is:

(i) globally decreasing to the equi-measuring function surface in ∪l
k=1�αk if

L(xp, t0, tl) =
∑l

k=1

[
L(αk )(xp, tk−1, tk)+	(αkαk+1)

]
< 0; (5.96)

(ii) globally increasing to the equi-measuring function surface in ∪l
k=1�αk if

L(xp, t0, tl) =
∑l

k=1

[
L(αk )(xp, tk−1, tk)+	(αkαk+1)

]
> 0; (5.97)

(iii) globally invariant to the equi-measuring function surface in ∪l
k=1�αk if

L(xp, t0, tl) =
∑l

k=1

[
L(αk )(xp, tk−1, tk)+	(αkαk+1)

]
= 0. (5.98)

To illustrate the above definitions, the global increase, global decrease and global
invariance of the resultant flow to the equi-measuring function surface can be pre-
sented through the equi-measuring function varying with time. The global increase,
decrease and invariance of the resultant flow for time interval t ∈ [t0, tl ] require the
corresponding L-function L(xp, t0, tl) be greater than, less than and equal to zero.
The global increase and decrease are illustrated in Fig. 5.15a and b, respectively.
The corresponding trajectories in phase space are presented in Fig. 5.16a and b. The
dashed lines are jumping changes of the equi-measuring function, and the jumping
changes are caused by the transport laws between two adjacent queue subsystems.
The circular points represent the switching points for two adjacent queue subsystems.

Theorem 5.5 For a switching system on the domain � = ∪m
i=1�li ∪ �0 in the

vicinity of point pk in Eq. (5.23), if there is a periodic flow with periodicity condition
in Eq. (5.24), then the resultant L-function is zero, i.e.,
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Fig. 5.15 The equi-measuring function varying with time: a globally deceasing, b globally increas-
ing. The solid lines give the invariant equi-measuring-functions of a flow γ (αk )(t). The dashed lines
are jumping changes of the equi-measuring function, and the jumping changes are caused by the
transport laws between two adjacent queue subsystems. The circular points represent the switching
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L(xp, t0, tm) =∑m
k=1

[
L(αk )(xp, tk−1, tk)+	(αkαk+1)

] = 0

x(αm+1)
m = x(α1)

0 , tm = t0 + T and αm+1 = α1.
(5.99)

Proof From Eq. (5.73) with 	(αkαk+1)(tk) = V (x(αk+1)

k , xp) − V (x(αk )
k , xp), one

obtains

L(xp, t0, tm) =
∑m

k=1

[
L(αk )(xp, tk−1, tk)+	(αkαk+1)

]

=
∑m

k=1

[
V (x(αk )

k , xp)− V (x(αk )
k−1, xp)+	(αkαk+1)

]

= V (x(αm+1)
m , xp)− V (x(α1)

0 , xp).

The periodic flow requires x(αm+1)
m = x(α1)

0 , tm = t0 + T and αm+1 = α1, which

implies V (x(αm+1)
m , xp) = V (x(α1)

0 , xp). Thus, L(xp, t0, tm) = 0. This theorem is
proved. �

Periodic flows in switching systems with impulses are sketched to help one under-
stand the mechanism, characteristics and construction of periodic flow, which are
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Fig. 5.16 A flow to the equi-measuring function surface in vicinity of point xp in phase space:
a global increase, and b global decrease. The cycles are equi-measuring function surfaces. The
circular symbols represent the switching points for two adjacent queue subsystems

different from the continuous dynamical systems. Herein, the simple cases will be
discussed first to build the corresponding concepts. Consider a flow with uniformly
invariance to the equi-measuring surface with positive and negative increase with
the same amplitude. Such a switching system is a conservative system to the equi-
measuring surface for given time intervals with a kind of impulse with a specific
transport law at given switching moments. In other words, one has

G(r)
m (x(αk ), xp, t) = 0 for r = 0, 1, 2, · · ·

for x(αk )(t) ∈ γ (αk )(tk−1, tk) with t ∈ [tk−1, tk],
	(αkαk+1)(tk) = −C or C at switching time tk;

(5.100)
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or

V (x(αk )(t), xp) = V (x(αk )
k , xp) = V (x(αk )

k−1, xp)

for x(αk )(t) ∈ γ (αk )(tk−1, tk) with t ∈ [tk−1, tk];
	(αkαk+1)(tk) = C for jumping up,

	(αkαk+1)(tk) = −C for jumping down

with 	(αkαk+1)(tk) = V (x(αk+1)

k , xp)− V (x(αk )
k , xp).

(5.101)

If the switching systems cannot form a periodic flow, then a chaotic flow can be
formed or at least a randomly switching flow can be observed. The stochasticity
of such a flow can be determined through a random setting of the switching time.
However, for (2m) switching with jumping up and down with constant magnitude,
if there is a relation as

x(α1)
0 = x(α2m+1)

2m and t2m = t0 + T

where T is period
(5.102)

then the switching flow can form a periodic flow. In addition, the switching is given
by the transport laws

g(αkαk+1)(x(αk )
k , x(αk+1)

k ) = 0

V (x(α2k+1)

k , xp) = C1 and V (x(α2k )
k , xp) = C2.

(5.103)

For linear switching systems, such a periodic flow is stable.
For a better understanding of the concepts, the following illustrations are given

to form periodic flows. The equi-measuring function varying with time for periodic
flows is sketched in Fig. 5.17. In Fig. 5.17a, the periodic motion with positive and
negative impulses with the same strength of impulses. In Fig. 5.17b, the periodic
flows with positive and negative impulses with different strengths of impulses are
presented. The corresponding periodic trajectories for such periodic flows in phase
space are presented in Fig. 5.18. For special cases, consider an impulsive system
with the measuring functions uniformly increase or decrease with time. However,
the impulsive jump can remove such increasing and decreasing of the measuring
functions. Thus, the periodic flows can be formed. For intuitive illustration, such
periodic flows are presented in Figs. 5.19 and 5.20. The constant increments of mea-
suring function are adopted. In fact, such measuring functions increments are not
necessary to be constant. Periodic flows with the uneven increments of measuring
functions are sketched in Figs. 5.21 and 5.22. If the total increments of measuring
functions can be cancelled by the total increments of impulsive jumps, the periodic
flow can formed. In other words, for unstable subsystems in the impulsive system, if
impulsive jumps can draw the measuring function to the original level, the resultant
impulsive system with unstable subsystems should be stable. For general case, it is
not necessary for subsystems to make the measuring function be uniformly increasing
or deceasing. The corresponding illustration is given in Fig. 5.23.
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Fig. 5.17 The equi-measuring function varying with time: a positive and negative impulses with
the same strength, and b positive and negative impulses with different strengths. The cycles are
equi-measuring function surfaces. The circular symbols are for switching points

Consider the dynamical system in Eq. (5.79) without damping (d(i) = 0) again.
However, the impulsive relation will be changed as

x (i)
k+ = x (i)

k−, y(i)
k+ = y(i)

k− + a(i)(k = 1, 2, · · · )
for tk = kT/m with T = 2π/

√
c, a(i) > 0.

(5.104)

The corresponding solution in Eq. (5.89) and (5.90) will be used for dynamical system
in Eq. (5.79). The measuring function in Eq. (5.81) will be used herein.

With the strength of impulsive function (a = 1.0) and initial conditions are

x (i)
0 = 2.0, y(i)

0 = 2.0 for t = 0.0. (5.105)

The periodic motion for the switching system with impulses (m = 2) is presented in
Fig. 5.24. The measuring functions are two invariants. The impulses possess “jump-
ing up” and “jumping down” with the same increments, which is clearly presented
in Fig. 5.24a. The trajectory of the periodic motion in phase plane is presented in
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Fig. 5.18 A periodic flow to the equi-measuring function surface in vicinity of point xp in phase
space: a positive and negative impulses with the same strength, and b positive and negative impulses
with different strengths. The cycles are equi-measuring function surfaces. The circular symbols are
for switching points

Fig. 5.24b. Since subsystem in Eq. (5.79) with (d(i) = 0) is a conservative and the
Hamiltonian is selected as a measuring function. Thus, the subsystem possesses the
invariant measuring function without impulses. The time-histories of displacement
and velocity for such a periodic motion are presented in Fig. 5.24c and d, respec-
tively. Since the impulsive effects are exerted on the velocity. The displacement is
C0-continuous at the impulsive points, but the velocity is C0-discontinuous. With
multiple impulses, the corresponding periodic motions are presented in Fig. 5.25
(m = 4). The same initial conditions and system parameters are used. Compared
with Fig. 5.24, the impulsive effects on the measuring functions, trajectory in phase
plane, displacement and velocity time-histories are observed. If m →∞, the impul-
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Fig. 5.19 The equi-measuring function varying with time: a uniformly increasing with constant
jump down only, b uniformly increasing with constant jumping up. The solid lines give the invari-
ant equi-measuring-functions of a flow γ (αk )(t). The dashed lines are jumping changes of the
equi-measuring function, and the jumping changes are caused by the transport laws between two
adjacent queue subsystems. The circular points represent the switching points for two adjacent
queue subsystems

sive force will become a constant force exerting on the vibration system. The analyti-
cal and numerical solutions can be easily obtained. However, the measuring function
is not necessary to be chosen as the Hamiltonian. Consider a measuring function in
Eq. (5.81) as

V (i) = 1

2
(y(i))2 + 1

4
c(i)(x (i))2. (5.106)

Based on the foregoing measuring functions, the G-function is

G(0,i) = y(i) ẏ(i) + 1

2
c(i)x (i)y(i) = −1

2
c(i)x (i)y(i). (5.107)

The above measuring function and the corresponding G-functions for the same
periodic motion presented in Fig. 5.25 are presented in Fig. 5.26. It is observed that the
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Fig. 5.20 A flow to the equi-measuring function surface in vicinity of point xp in phase space:
a uniform increasing with jump down, and b uniform decreasing with jump up. The cycles are equi-
measuring function surfaces. The circular symbols represent the switching points for two adjacent
queue subsystems

measuring function is not uniformly increasing or decreasing. From the traditional
Lyapunov method, the stability of this impulsive system cannot be determined. In
addition, the switching systems have many subsystems. If one measuring function
is used, definitely such a function cannot be the first integral invariant manifolds for
all subsystems. Thus, the L-function for measuring function should be adopted.

5.4 Impulsive Systems and Chaotic Diffusions

For further discussion on impulsive systems, consider a dynamical system as
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Fig. 5.21 The equi-measuring function varying with time: a uniformly invariance with jumps only,
b uniformly increasing with jumping down. The solid lines give the invariant equi-measuring-
functions of a flow γ (αk )(t). The dashed lines are jumping changes of the equi-measuring function,
and the jumping changes are caused by the transport laws between two adjacent queue subsystems.
The circular points represent the switching points for two adjacent queue subsystems

ẋ (i) = y(i) and ẏ(i) = −c(i)x (i) + a(i) f (x, y)δ(t − knT/m)

(k = 1, 2, · · · ; i = 1, 2, · · · , l).
(5.108)

The foregoing equation is equal to subsystems in Eq. (5.79) with d(i) = 0 and the
impulsive function in Eq. (5.80) becomes

x (i)
k+ = x (i)

k−, y(i)
k+ = y(i)

k− + a(i) f (i)(x (i)
k−, y(i)

k−)(k = 1, 2, · · · )
for tk = knT/m with T = 2π/�, a(i) > 0.

(5.109)

The solutions in Eqs. (5.89) and (5.90) are adopted. Thus, for t = t(k+1)−, we have
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Fig. 5.22 A flow to the equi-measuring function surface in vicinity of point xp in phase space: a
uniform increase, and b uniform decrease. The cycles are equi-measuring function surfaces. The
circular symbols represent the switching points for two adjacent queue subsystems

x (i)
(k+1)− = [x (i)

k+ cos ω(i)(t(k+1)− − tk+)+ y(i)
k+/ω(i) sin ω(i)(t(k+1)− − tk+)],

y(i)
(k+1)− = [y(i)

k+ cos ω(i)(t(k+1)− − tk+)− ω(i)x (i)
k+ sin ω(i)(t(k+1)− − tk+)].

(5.110)
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Fig. 5.23 The equi-measuring function varying with time: a globally deceasing, b globally increas-
ing. The solid lines give the invariant equi-measuring-functions of a flow γ (αk )(t). The dashed lines
are jumping changes of the equi-measuring function, and the jumping changes are caused by the
transport laws between two adjacent queue subsystems. The circular points represent the switching
points for two adjacent queue subsystems

Because

cos ω(i)(t(k+1)− − tk+) = cos
2πnω(i)

m�
= K (i)

1 ,

sin ω(i)(t(k+1)− − tk+) = sin
2πnω(i)

m�
= K (i)

2

(5.111)

with Eq. (5.108), Equation (5.111) becomes
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Fig. 5.24 Periodic motions for an impulsive system: a Measuring function with impulses, b trajec-
tory in phase plane, c displacement and d discontinuous velocity. The circular symbols represent
the impulsive points for such an impulsive system. Two time impulses for each period are labeled
by the vertical lines. (c(i) = c = 1, a(i) = a = 1.0, m = 2, x (i)

0 = y(i)
0 = 2.0 for t0 = 0)

x (i)
(k+1)− = K (i)

1 x (i)
k− +

K (i)
2

ω(i)
[y(i)

k− + a(i) f (i)(x (i)
k−, y(i)

k−)],
y(i)
(k+1)− = K (i)

1 [y(i)
k− + a(i) f (i)(x (i)

k−, y(i)
k−)] − K (i)

2 ω(i)x (i)
k−.

(5.112)

Dropping subscript “-”, the foregoing equation becomes

{
x (i)

k+1

y(i)
k+1

}
=
⎡

⎢⎣
K (i)

1
K (i)

2

ω(i)

−K (i)
2 ω(i) K (i)

1

⎤

⎥⎦

{
x (i)

k

y(i)
k

}
+

⎧
⎪⎨

⎪⎩

K (i)
2

ω(i)

K (i)
1

⎫
⎪⎬

⎪⎭
a(i) f (i)(x (i)

k , y(i)
k ). (5.113)

The mapping Pi (i = 1, 2, · · · , l) of Eq. (5.108) for t ∈ [tk+1, tk] is developed.
Suppose there are m-subsystems during n-periods (nT). The resultant mapping is

P = Plm ◦ · · · ◦ Pl2 ◦ Pl1 , l j ∈ {1, 2, · · · , l} and j ∈ {1, 2, · · · , m}. (5.114)

For xk = (xk, yk)
T, we have

xk+m = Pxk = Plm ◦ · · · ◦ Pl2 ◦ Pl1 xk . (5.115)

The corresponding relations are
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Fig. 5.25 Periodic motions for an impulsive system: a Measuring function with impulses, b trajec-
tory in phase plane, c displacement and d discontinuous velocity. The circular symbols represent
the impulsive points for such an impulsive system. Two time impulses for each period are labeled
by the vertical lines. (c(i) = c = 1, a(i) = a = 1.0, m = 4, x (i)

0 = y(i)
0 = 2.0 for t0 = 0)

xk+ j = g(l j )(xk+ j−1) for j = 1, 2, · · · , m (5.116)

where g(l j )(xk+ j−1) = (g
(l j )

1 , g
(l j )

2 )T with
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⎨
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a(l j ) f (l j )(x

(l j )

k+ j−1, y
(l j )

k+ j−1).

(5.117)
For periodic motion during n-periods (nT), the periodicity conditions are

xk+m = xk . (5.118)

The stability and bifurcation of the periodic solutions can be determined. Herein, it
should not be discussed. Similarly problems will be discussed in next section.

To illustrate complex motions in such impulsive system, as in Luo (2011), consider
a single system with the following function as example

f (xk, yk) = sin xk . (5.119)

Thus, the mapping in Eq. (5.113) becomes
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Fig. 5.26 Periodic motions
for an impulsive system: a
Measuring function with
impulses, b G-functions.
The circular symbols
represent the impulsive
points for such an impulsive
system. Two time impulses
for each period are labeled
by the vertical lines.
(c(i) = c = 1, a(i) = a =
1.0, m = 4, x (i)

0 = y(i)
0 =

2.0 for t0 = 0)
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⎧
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ω

K1

⎫
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⎭ a sin xk . (5.120)

During n-periods (nT), the resultant mapping is

P(m) = P ◦ · · · ◦ P ◦ P︸ ︷︷ ︸
m

. (5.121)

For xk = (xk, yk)
T, we have

xk+N = P(N )xk . (5.122)

The corresponding relations are

xk+ j = g(xk+ j−1) for j = 1, 2, · · · , N (5.123)
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where g(xk+ j−1) = (g1, g2)
T with

{
g1
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}
=
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⎣ K1
K2

ω

−K2ω K1

⎤

⎦
{

xk+ j−1
yk+ j−1

}
+
⎧
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⎩

K2

ω

K1

⎫
⎬

⎭ a sin xk+ j−1. (5.124)

From the mapping in Eq. (5.123), the quasi-periodic motions and chaos can be
obtained via the impulsive points. The impulsive switching scenario with impulsive
strength is presented in Fig. 5.27 for c(i) = c = 1, � = 1.0, n = 1, m = 3, x (i)

0 =
y(i)

0 = 4.0 and a(i) = a for t0 = 0. The critical value of impulsive strength acr ≈
1.2974 is for the motion from the quasi-periodic motion to the chaotic motion. If
a > acr , the chaotic diffusion will be observed. With such chaotic diffusion, long-
range interactions can exist via such an impulsive action. The quasi-periodic motion
and chaotic diffusion for mod(nω, m�) = l with l = 1, 2, · · · , m − 1 are same.
Without loss of generality, we can set ω = �. All possible quasi-periodic motions
and chaotic diffusion can be obtained by mod(n, m) = l. The switching sections
are same for any specific l with all numbers of n with mod(n, m) = l. For n > m,

the trajectories in phase plane are same, which are different from the trajectory for
n = l. However, the time responses are different for different n.

Consider a = 1.0 with n = l = 1 and m = 3 for illustration in Fig. 5.28
with same parameters and same initial conditions. The trajectory in phase plane
and impulsive switching sections are presented in Fig. 5.28a and b, respectively.
The impulsive switching points before impulse jumps are labeled by circular
symbols. To show switching pattern, the impulsive switching points after impulse
jumps are not labeled. The impulsive jumps are connected by vertical lines. The
switching sections is based on the impulsive switching points before impulsive jumps.
The trajectory in phase plane is for n = l = 1 and m = 3 only. However, the
switching section is for the quasi-periodic motion relative to all integers of n with
mod (n, 3) = 1 for a specific l = 1. In other words, for n = km+1 (k = 0, 1, 2, · · · ),
the switching section are same. For this problem in Eq. (5.108), the trajectories for
k �= 0 and k = 0 are different. However, all trajectories for k �= 0 are identical but
the corresponding time-histories of responses (e.g., displacement and velocity) are
different. In Fig. 5.29a and b, the trajectories in phase plane for n = 1,4 are presented,
respectively. It is observed that the switching points are same but the trajectories are
different. Thus, the time-histories of velocity for n = 1,4 are presented in Fig. 5.29c
and d, respectively.

As a > acr , the chaotic diffusion generates the chaotic impulsive motion pattern
with long-range interactions. The switching sections of chaotic impulsive motion for
(n = 1, m = 3, a = 1.4 and acr ≈ 1.2974) and (n = 2, m = 3, a = 1.89 and
acr ≈ 1.8855) are presented in Fig. 5.30a and b. The 20,000 impulsive switching
points are used to generate the switching sections. The chaotic diffusion patterns are
very clearly observed for two types of chaotic diffusion. They have three branches
for diffusion. The chaotic diffusion patterns for (1:3) and (2:3) resonant impulses
are different. For a further view of the chaotic diffusion patterns, the chaotic dif-
fusion patterns for (1:3), (1:4), (1:5) and (1:6) resonant impulses are presented in
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Fig. 5.27 Impulsive
switching scenario with
impulsive strength: a
switching displacement, b
switching velocity. (c(i) =
c = 1, a(i) = a, � =
1., n = 1, m = 3, n =
1, m = 3, a = 1.89). (c(i) =
c = 1, a(i) = a, � = 1,

x (i)
0 = y(i)

0 = 4.0 for t0 = 0)
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Fig. 5.31a–d, respectively. Each branch of the chaotic diffusion is colored by a dif-
ferent color for a better view of chaotic diffusion pattern. This deterministic system
shows random walks properties. The complexity and randomness needs to be further
investigated.

5.5 Mappings and Periodic Flows

To describe the switching of sub-systems, consider a switching set for the i th sub-
system to be


(i) =
{

x(i)
k

∣∣∣ x(i)
k = x(i)(tk), k ∈ {0, 1, 2, · · · }

}
. (5.125)

From the solution of the i th subsystem, a mapping Pi for a time interval [tk−1, tk] is
defined as

Pi : 
(i)→ 
(i) for i = 1, 2, · · · , m (5.126)
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Fig. 5.28 A quasi-periodic
impulsive motions: a
trajectory in phase plane, b
switching sec-tions.
(c(i) = c = 1, a(i) = a =
1.0, � = 1.n = 1, m =
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or

Pi : x(i)
k−1 → x(i)

k for i = 1, 2, · · · , m. (5.127)

Define a time difference parameter for the ith subsystem for a time interval
[tk−1, tk] which can be set arbitrarily.

α
(i)
k = tk − tk−1. (5.128)

For simplicity, introduce two vectors herein

f (i) = ( f (i)
1 , f (i)

2 , · · · f (i)
n )T and x(i) = (x (i)

1 , x (i)
2 , · · · x (i)

n )T. (5.129)

From the solution in Eq. (5.9) for the ith subsystem, the foregoing equation gives for
(i = 1, 2, · · · , m)

f (i)(x(i)
k , x(i)

k−1) = x(i)
k −�(i)(x(i)

k−1, tk, tk−1, p(i)) = 0. (5.130)
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Fig. 5.30 Switching sections
for chaotic impulsive
motions: a
(n = 1, m = 3, a = 1.4)

and b (n = 2, m = 3, a =
1.89).(c(i) = c = 1, a(i) =
a, � = 1, x (i)

0 = y(i)
0 = 4.0

for t0 = 0)
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Suppose the two trajectories of the ith and jth systems in phase space at the switching
time tk is continuous, i.e.,

x( j)
k = x(i)

k at time tk (5.131)

or

(x ( j)
1(k), · · · , x ( j)

n(k)) = (x (i)
1(k), · · · , x (i)

n(k)) for i, j ∈ {1, 2, · · · , m}. (5.132)

If the two solutions of the ith and jth subsystems at the switching time tk are discon-
tinuous, for instance, an impulsive switching system needs transport laws. From Luo
(2006), a vector for the transport law from the ith to jth systems is introduced as

g(i j) = (g(i j)
1 , g(i j)

2 , · · · g(i j)
m )T. (5.133)

So the transport law between the ith and jth subsystems can be written as

g(i j)(x(i)
k , x( j)

k ) = 0 at time tk . (5.134)
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Fig. 5.32 a Mapping Pi and b transport mapping P(i j)
0 in phase plane (n1 + n2 = n)

In other words, one obtains

x ( j)
1(k) = g(i j)

1 (x (i)
1(k), · · · , x (i)

n(k))

x ( j)
2(k) = g(i j)

2 (x (i)
1(k), · · · , x (i)

n(k))

...

x ( j)
n(k) = g(i j)

n (x (i)
1(k), · · · , x (i)

n(k))

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

for i, j ∈ {1, 2, · · · , m}. (5.135)

From the transport law, a transport mapping is introduced as for i, j ∈ {1, 2, · · · , m}

P(i j)
0 : 
(i)→ 
( j), (5.136)

i.e.,

P(i j)
0 : x(i)

k → x( j)
k or P(i j)

0 : (x (i)
1(k), · · · , x (i)

n(k))→ (x ( j)
1(k), · · · , x ( j)

n(k)). (5.137)

The algebraic equations for the transport mapping are given in Eq. (5.135).
The mapping Pi for the ith subsystem for time t ∈ [tk−1, tk] and the transport

mapping at time t = tk are sketched in Figs. 5.32 and 5.33. The initial and final points
of mapping Pi are x(i)

k−1 and x(i)
k . Similarly, the initial and final points of mapping Pj

are x( j)
k and x( j)

k+1. The mappings relative to subsystems are sketched by solid curves.
The two mappings are connected by a transport mapping at t = tk, which is depicted
by the dashed line. In phase space, there is a non-negative distance governed by
Eq. (5.134). However, the time-history of flows for the switching system experiences
a jump at time t = tk . If the transport law gives a special case to satisfy Eq. (5.131),
the solutions of two sub-systems are C0-continuous at the switching time t = tk .
The jump phenomenon will disappear.

Consider a flow of the switching system with a mapping structure for t ∈
∪N

j=1[tk+ j−1, tk+ j ] as

P = P(lN lN+1)

0 ◦ PlN ◦ · · · ◦ Pl2 ◦ P(l1l2)
0 ◦ Pl1 ≡ PlN ···l2l1 , (5.138)
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Fig. 5.33 a Mapping Pi and b transport mapping P(i j)
0 in the time-history

where

Pl j ∈ { Pi | i = 1, 2, · · · , m} for j = 1, 2, · · · , m. (5.139)

Consider the initial and final states x(l1)
k = (x (l1)

1(k), · · · , x (l1)
n(k))

T at t = tk and x(lN+1)

k+N =
(x (lN+1)

1(k+N ), · · · , x (lN+1)

n(k+N ))
T at t = tk+N , respectively.

x(lN+1)

k+N = Px(l1)
k = P(lN lN+1)

0 ◦ PlN ◦ · · · ◦ Pl2 ◦ P(l1l2)
0 ◦ Pl1 x(l1)

k . (5.140)

With each time difference, the total time difference is

tk+N − tk =
∑N

j=1
α

(l j )

k+ j . (5.141)

In addition, equation (5.140) gives the following mapping relations

x(l1)
k+1 = Pl1 x(l1)

k ⇒ Pl1 : x(l1)
k → x(l1)

k+1,

x(l2)
k+1 = P(l1l2)

0 x(l1)
k+1 ⇒ P(l1l2)

0 : x(l1)
k+1 → x(l2)

k+1,

x(l2)
k+2 = Pl2 x(l2)

k+1 ⇒ Pl2 : x(l2)
k+1 → x(l2)

k+2,

x(l3)
k+1 = P(l2l3)

0 x(l2)
k+2 ⇒ P(l1l3)

0 : x(l2)
k+2 → x(l3)

k+2,

...

x(lN )
k+n = PlN x(lN )

k+N−1 ⇒ PlN : x(lN )
k+N−1 → x(lN )

k+N ,

x(lN+1)

k+N = P(lN lN+1)

0 x(lN )
k+N ⇒ P(lN lN+1)

0 : x(lN )
k+N → x(lN+1)

k+N .

(5.142)

Mapping relations in Eq. (5.137) yields a set of algebraic equations as



5.5 Mappings and Periodic Flows 273

f (l1)(x(l1)
k+1, x(l1)

k , α
(l1)
k ) = 0,

g(l1l2)(x(l1)
k+1, x(l2)

k+1) = 0,

...

f (lN )(x(lN )
k+N , x(lN )

k+N−1, α
(lN )
k+N ) = 0,

g(lN lN+1)(x(lN )
k+N , x(lN+1)

k+N ) = 0.

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(5.143)

If there is a periodic motion, the periodicity for tk+N = T + tk is

x(lN+1)

k+N = x(l1)
k for lN+1 = l1 or

x (lN+1)

1(k+N ) = x (l1)
1(k), · · · , x (lN+1)

m(k+N ) = ẋ (l1)
m(k)

⎫
⎬

⎭ (5.144)

where T is time period. The resultant periodic solution of the switching system is for
i = 1, 2, · · · , m

x(li )(t) = {x(li )(t)
∣∣ t ∈ [tk+Ns+i−1, tk+Ns+i ] for s = 0, 1, 2 · · ·} ,

x(li )
k+Ns+i = x

(l mod (i,N )+1)

k+Ns+i for s = 0, 1, 2, · · · .

}
(5.145)

From Eqs. (5.138) and (5.139), the corresponding switching points for the periodic
motion can be determined. From the time difference, the time interval parameter is
defined as

q
(l j )

k+ j =
α

(l j )

k+ j

T
. (5.146)

Thus, one obtains

∑N

j=1
q

(l j )

k+ j = 1. (5.147)

If a set of the time interval parameters for switching subsystems during the next
period is the same as during the current period, the periodic flow is called the equi-
time-interval periodic flow. The pattern of the resultant flow for the switching system
during the next period will repeat the pattern of the flow during the current period. If
a set of the time interval parameters for the second period is different from the first
period, the periodic motion is called the non-equi-time-interval periodic motion. For
such a flow, the switching pattern during the next period is different from the current
one. For a general case, during two periods, only one pattern makes Eq. (5.147) be
satisfied. Hence, this switching pattern can be treated as a periodic flow with two
periods. To determine the stability of such a periodic motion, the Jacobian matrix
can be computed, for j = 1, 2, · · · , n i.e.,

D P = D P(lN l1)
0 · D PlN · . . . · D Pl2 · D P(l1l2)

0 · D Pl1 (5.148)
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with

D Pl j =
⎡

⎣ ∂x
(l j )

k+ j )

∂x
(l j )

k+ j−1

⎤

⎦

m×m

=
⎡

⎣ ∂(x
(l j )

1(k+ j), x
(l j )

2(k+ j), · · · x
(l j )

m(k+ j))

∂(x
(l j )

1(k+ j−1), x
(l j )

2(k+ j−1), · · · x
(l j )

m(k+ j−1))

⎤

⎦

m×m

= −
⎡

⎣ ∂f (l j )

∂x
(l j )

k+ j

⎤

⎦
−1

m×m

⎡

⎣ ∂f (l j )

∂x
(l j )

k+ j−1

⎤

⎦

m×m

.

(5.149)
Due to Eq. (5.130), one obtains

⎡

⎣ ∂f (l j )

∂x
(l j )

k+ j−1

⎤

⎦

m×m

+
⎡

⎣ ∂f (l j )

∂x
(l j )

k+ j−1

⎤

⎦

m×m

⎡

⎣ ∂x
(l j )

k+ j

∂x
(l j )

k+ j−1

⎤

⎦

m×m

= 0. (5.150)

Similarly, from the transport law, one obtains
⎡

⎣∂g(l j l j+1)

∂x
(l j )

k+ j

⎤

⎦

m×m

+
⎡

⎣∂g(l j l j+1)

∂x
(l j+1)

k+ j

⎤

⎦

m×m

⎡

⎣∂x
(l j+1)

k+ j

∂x
(l j )

k+ j

⎤

⎦

m×m

= 0, (5.151)

D P
(l j l j+1)

0 =
⎡

⎣∂x
(l j+1)

k+ j )

∂x
(l j )

k+ j

⎤

⎦

m×m

=
⎡

⎣∂(x
(l j+1)

1(k+ j), x
(l j+1)

2(k+ j), · · · x
(l j+1)

m(k+ j))

∂(x
(l j )

1(k+ j), x
(l j )

2(k+ j), · · · x
(l j )

m(k+ j))

⎤

⎦

m×m

= −
⎡

⎣∂g(l j l j+1)

∂x
(l j+1)

k+ j

⎤

⎦
−1

m×m

⎡

⎣∂g(l j l j+1)

∂x
(l j )

k+ j

⎤

⎦

m×m

.

(5.152)
If the magnitudes of two eigenvalues of the total Jacobian matrix DP are less than
1 (i.e., |λα| < 1, α = 1, 2, · · · , m), the periodic motion is stable. If the magnitude
of one of two eigenvalues is greater than 1 (|λα| > 1, α ∈ {1, 2, · · · , m}), the
periodic motion is unstable. If one of eigenvalues is a positive one (+1) and the rest
of eigenvalues are in the unit cycle, the periodic flow experiences a saddle-node
bifurcation. If one of eigenvalues is a negative one (−1) and the rest of eigenvalues
are in the unit cycle, the periodic flow possesses a period-doubling bifurcation. If a
pair of complex eigenvalues is on the unit cycle and the rest of eigenvalues are in the
unit cycle, the Neimark bifurcation of the periodic flow occurs.

Consider a switching system as a combination of two subsystems (i.e., l1th and
l2th subsystems). A point x(l1)

k at t = tk is selected as the initial point for the l1th-

subsystem. A mapping Pl1 maps the initial state to the final state x(l1)
k+1 at t = tk+1.

For the l1th subsystem switching to the l2th subsystem, the transport mapping P(l1l2)
0

will be adopted at time t = tk+1 and the initial condition of the l2th subsystem
will be obtained (i.e.,x(l2)

k+1). Through the mapping Pl2 of the l2th subsystem, the
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Fig. 5.34 A periodic motion
of mapping structure Pl2l1 : a
phase space and b
time-history (n1 + n2 = n)
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final state x(l2)
k+2 is obtained at time t = tk+2. To form a periodic flow, the transport

mapping P(l2l1)
0 will map the point x(l2)

k+2 to the starting point x(l1)
k with tk+2 = tk+T .

This process of flow formation is sketched in Fig. 5.34. The solid curves give the
mappings for the l1th and l2th subsystems, and the dashed lines represent the transport
mappings.

5.6 Linear Switching Systems

As in Luo and Wang (2009a, b) consider the ith subsystem in a resultant switching
system for a time interval t ∈ [tk−1, tk] in a form of

ẋ = A(i)x +Q(i)(t) for i = 1, 2, · · · , m, (5.153)

where A(i) is a matrix for the ith system matrix in the time interval t ∈ [tk−1, tk]. Q(i)

is a time-dependent vector function for the ith subsystem.

A(i) =
(

a(i)
kl

)

n×n
and Q(i) =

(
Q(i)

kl (t)
)

n×1
. (5.154)

Eigenvalues of A(i), given by |λ(i) I − A(i)| = 0, possess p pairs of conjugated
complex eigenvalues (λ1,2 = u1±v1i, λ3,4 = u2±v2i, · · · , λ2p−1,2p = u p±vpi)
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with i = √−1 and (n − 2p) real eigenvalues of λ2p+1, λ2p+2, · · · , λn . The closed-
form solution of the i th subsystem in Eq. (5.153) will be given herein to demonstrate
the methodology, i.e.,

x(i) =
n∑

r=2p+1

L(k)
r B(i)

r exp [λ(i)
r (t − tk−1)] +

p∑

r=1

exp [u(i)
r (t − tk−1)]

×
{

S(i)
r cos v(i)

r (t − tk−1) − T(i)
r sin v(i)

r (t − tk−1)
}
+ x(i)

p (t).

(5.155)

where

B(i)
r = (1, c(i)

2(r), · · · , c(i)
n(r))

T,

S(i)
j = (M (k)

j , U (i)
2( j)M (k)

j − V (i)
2( j)N (k)

j , · · · , U (i)
n( j)M (k)

j − V (i)
n( j)N (k)

j )T,

T(i)
j = (N (k)

j , U (i)
2( j)N (k)

j + V (i)
2( j)M (k)

j , · · · , U (i)
n( j)N (k)

j + V (i)
n( j)M (k)

j )T.

(5.156)

and the coefficients can be obtained by

c(i) =
[
C(i)

11 − Iλ(i)
r

]−1 [−a(i)
]
,

[
U(i)

V(i)

]
=
⎡

⎣
C(i)

11 − Ia(i)
k Ib(i)

k

−Ib(i)
k C(i)

11 − Ia(i)
k

⎤

⎦
−1 [−a(i)

0

]
,

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(5.157)

where

c(i) = (c(i)
2(r), c(i)

3(r), · · · , c(i)
m(r))

T, U(i) = (U (i)
2(k), U (i)

3(k), · · · , U (i)
n(k))

T,

V(i) = (V (i)
2(k), V (i)

3(k), · · · , V (i)
n(k))

T, a(i) = [a(i)
21 , a(i)

31 , · · · , a(i)
n1 ]T,

(5.158)

and C(i)
11 is a matrix relative to the minor of a(i)

11 in matrix A(i),

C(i)
11 =

⎡

⎢⎢⎢⎢⎢⎢⎣

a(i)
22 a(i)

23 · · · a(i)
2n

a(i)
32 a(i)

33 · · · a(i)
3n

...
...

...
...

a(i)
n2 a(i)

n3 · · · a(i)
nn

⎤

⎥⎥⎥⎥⎥⎥⎦
. (5.159)

The corresponding coefficients are

M(k) = [M (k)
1 , M (k)

2 , · · · , M (k)
p ]T,

N(k) = [N (k)
1 , N (k)

2 , · · · , N (k)
p ]T,

L(k) = [L(k)
2p+1, L(k)

2p+2, · · · , L(k)
m ]T;

(5.160)
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⎡

⎢⎣
M(k)

N(k)

L(k)

⎤

⎥⎦ =

⎡

⎢⎢⎢⎢⎢⎢⎣

1 0 · · · 1 0 1 · · · 1
U (i)

2(1) −V (i)
2(1) · · · U (i)

2(p) −V (i)
2(p) c(i)

2(2p+1) · · · c(i)
2(n)

...
...

...
...

...
...

...
...

U (i)
n(1) −V (i)

n(1) · · · U (i)
n(p) −V (i)

n(p) c(i)
n(2p+1) · · · c(i)

n(n)

⎤

⎥⎥⎥⎥⎥⎥⎦

−1

×
[
x(i)(tk−1)− x(i)

p (tk−1)
]
;

(5.161)

where x(i)
p (tk−1) is x(i)

p (t) at time tk−1 and x(i)
k−1 = x(i)(tk−1).

Consider three simple external forcing as examples herein

Q(1)(t) =
∑J1

s=0
a(1)

s (t − tk−1)
s,

Q(2)(t) =
∑J2

s=0
a(2)

s cos
[
�(2)

s (t − tk−1)
]
+b(2)

s sin
[
�(2)

s (t − tk−1)
]
,

Q(3)(t) =
∑J3

s=0
a(3)

s exp
[
λ(3)

s (t − tk−1)
]

(5.162)

with

a(i)
s =

[
a(i)

1(s) a(i)
2(s) · · · a(i)

n(s)

]T
,

b(2)
s =

[
b(2)

1(s) b(2)
2(s) · · · b(2)

n(s)

]T
(5.163)

where a(i)
l(s)(i = 1, 2, 3; l = 1, · · · , n) and �

(2)
j , ϕ

(2)
j and λ

(3)
j are coefficients. The

corresponding particular solutions are

x(1)
p (t) =

∑J1

j=0
A(1)

j (t − tk−1)
j ,

x(2)
p (t) =

∑J2

j=0
A(2)

j cos
[
�

(2)
j (t − tk−1)

]
+ B(2)

j sin
[
�

(2)
j (t − tk−1)

]

x(3)
p (t) =

∑J3

j=0
A(3)

j exp
[
λ

(3)
j (t − tk−1)

]
, (5.164)

where

A(1)
s = A−1[A(1)

s+1(s + 1)− a(1)
s ],

A(1)
J1
= −A−1a(1)

J1

⎫
⎬

⎭ (s = 0, 1, 2, · · · , J1 − 1);
[

A(2)
s

B(2)
s

]
= −

[
A(i) −I�(2)

s

I�(2)
s A(i)

]−1 [
a(2)

s

b(2)
s

]
, (s = 0, 1, 2, · · · , J2);

A(3)
s = −

[
A− Iλ(3)

s

]−1
a(3)

s , (s = 0, 1, 2, · · · , J3).

(5.165)
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Consider a periodic flow as in Eq. (5.140). The vector function for mapping Pl j of
the l j th system is

f (l j )(x
(l j )

k+ j , x
(l j )

k+ j−1) = x
(l j )

k+ j − g(l j )(x
(l j )

k+ j−1)− d(l j )(tk+ j )

= x
(l j )

k+ j −
∑n

r=2p+1
L(k)

r B
(l j )
r (x

(l j )

k+ j−1)exp[λ(l j )
r (tk+ j − tk+ j−1)]

−
∑p

r=1
exp [u(l j )

r (tk+ j − tk+ j−1)]
×
{

S
(l j )
r (x

(l j )

k+ j−1)cos v
(l j )
r (tk+ j − tk+ j−1)− T

(l j )
r (x

(l j )

k+ j−1)

× sin v
(l j )
r (tk+ j − tk+ j−1)

}
− x

(l j )
p (tk+ j ).

(5.166)

From f (l j )(x
(l j )

k+ j , x
(l j )

k+ j−1) = 0, one obtains

x
(l j )

k+ j = G(l j )x
(l j )

k+ j−1 + d(l j ) (5.167)

where the corresponding mapping and constant vector are given by

G(l j ) = ∂g(l j )(x
(l j )

k+ j−1)

∂x
(l j )

k+ j−1

and d(l j ) = x
(l j )
p . (5.168)

Consider the transport law to be an affine transformation

g(l j+1l j )(x
(l j+1)

k+ j , x
(l j )

k+ j ) = 0⇒ x
(l j+1)

k+ j = E(l j+1l j )x
(l j )

k+ j−1 + e(l j+1l j ). (5.169)

For the mapping structure in Eq. (5.140), one obtains

x
(l j+1)

k+ j − C(l j+1)x(l1)
k = D(l j+1) (5.170)

where for j = 0, 1, 2, · · · , N

C(l j+1) = E(l j+1l j )G(l j+1) · · ·G(l j+1)E(l j+1l j )G(l j ) · · ·E(l2l1)G(l1), (5.171)

D(lN+1) = (E(lN+1lN )G(lN ))D(lN ) + e(lN+1lN ), · · · ,
D(l j+1) = (E(l j+1l j )G(l j ))D(l j ) + e(l j+1l j ), · · · ,

D(l2) = (E(l2l1)G(l1))d(l1) + e(l2l1), D(l1) = d(l1).

(5.172)

The periodic motion requires

x(lN+1)

k+N = x(l1)
k . (5.173)

If D(lN+1) �= 0, the existence condition for periodic motion is
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|I− C(lN+1)| �= 0. (5.174)

In other words, the solution for the periodic flow does not exist if

|I− C(lN+1)| = 0. (5.175)

That is, the existence condition for periodic flow with mapping in Eq. (5.140) is that
the eigenvalue of matrix is not one (+1). On the other hand, for the stability of the
linear switching system, equation (5.170) for j = N gives

	x(lN+1)

k+N = D P	x(l1)
k = C(lN+1)	x(l1)

k . (5.176)

Let 	x(lN+1)

k+N = λ	x(l1)
k , and the foregoing equation gives

|D P − λI| = |C(lN+1) − λI| = 0. (5.177)

If the magnitudes of all eigenvalues λ j ( j = 1, 2, · · · , n) are less than one (i.e.,
|λ j | < 1), the periodic flow in the switching system is stable. If the magnitude of
one of eigenvalues λ j ( j = 1, 2, · · · , n) is greater than one, the periodic flow in the
switching system is unstable. However, the saddle-node bifurcation of such periodic
flow occurs if one of eigenvalues λ j ( j ∈ {1, 2, · · · , n}) is one. Meanwhile, the
periodic flow with such a mapping structure will disappear.

5.6.1 Vibrations with Piecewise Forces

As in Luo and Wang (2009a), consider the ith oscillator in a resultant switching
system for a time interval t ∈ [tk−1, tk] as

ẍ + 2δ(i) ẋ + (ω(i))2x = Q(i)(t) for i = 1, 2, · · · , m, (5.178)

where δ(i) and ω(i) are damping coefficient and natural frequency in the i th oscillator
in the time interval t ∈ [tk−1, tk], respectively. Q(i)(t) is the ith external forcing. For
a case (δ(i) < |ω(i)|), the closed-form solution of the ith oscillator in Eq. (5.178) will
be given herein.

x (i)(t) = e−δ(i)(t−tk−1)
[
c(k)

1 cos ω
(i)
d (t − tk−1) +c(k)

2 sin ω
(i)
d (t − tk−1)

]
+ x (i)

p (t),

ẋ (i)(t) = e−δ(i)(t−tk−1)
[
(−δ(i)c(k)

1 + ω
(i)
d c(k)

2 ) cos ω
(i)
d (t − tk−1)

− (δ(i)c(k)
2 + ω

(i)
d c(k)

1 ) sin ω
(i)
d (t − tk−1)

]
+ ẋ (i)

p (t);
(5.179)

with ω
(i)
d =

√
(ω(i))2 − (δ(i))2 and the two coefficients c(k)

1 and c(k)
2 are given by
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c(k)
1 = x (i)

k−1 − x (i)
p (tk−1),

c(k)
2 =

1

ω
(i)
d

[ẋ (i)
k−1 − ẋ (i)

p (tk−1)+ δ(i)c(k)
1 ],

(5.180)

where x (i)
p (tk−1) and ẋ (i)

p (tk−1) are x (i)
p (t) and ẋ (i)

p (t) at time tk−1, x (i)
k−1 = x (i)(tk−1)

and ẋ (i)
k−1 = ẋ (i)(tk−1). Consider three simple external forcing as

Q(1)(t) =
∑J1

j=0
a(1)

j (t − tk−1)
j ,

Q(2)(t) =
∑J2

j=0
a(2)

j cos[�(2)
j (t − tk−1)+ ϕ

(2)
j ]

Q(3)(t) =
∑J3

j=0
a(3)

j exp [λ(3)
j (t − tk−1)]

, (5.181)

where a(l)
j (l = 1, 2, 3) and �

(2)
j , ϕ

(2)
j and λ

(3)
j are coefficients. The corresponding

particular solutions are

x (1)
p (t) =

∑J1

j=0
A(1)

j (t − tk−1)
j ,

x (2)
p (t) =

∑J2

j=1
A(2)

j cos[�(2)
j (t − tk−1)+�

(2)
j ],

x (3)
p (t) =

∑J3

j=0

a(3)
j

(λ
(3)
j )2 + 2δ(i)λ

(3)
j + (ω(i))2

exp [λ(3)
j (t − tk−1)]

(5.182)

where

A(1)
J1
= a(1)

J1

(ω(i))2
, A(1)

J1−1 =
a(1)

J1−1 − 2δ(i) J1 A(1)
J1

(ω(i))2
,

A(1)
J =

1

(ω(i))2
[a(1)

J − (J + 2)(J + 1)A(1)
J+2 − 2δ(i)(J + 1)A(1)

J+1]

(J = 0, 1, 2, · · · , J1 − 1),

(5.183)

A(2)
j =

a(2)
j√

[(ω(i))2 − (�
(2)
j )2]2 + (2δ(i)�

(2)
j )2

,

�
(2)
j = ϕ

(2)
j − arctan

2δ(i)�
(2)
j

(ω(i))2 − (�
(2)
j )2

.

(5.184)

Consider a switching set for the ith oscillator to be


(i) =
{
(x (i)

k , ẋ (i)
k )

∣∣∣ x (i)
k = x (i)(tk), ẋ (i)

k = ẋ (i)(tk), k ∈ {0, 1, 2, · · · }
}

. (5.185)
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From the solution of the ith oscillator, a mapping Pi for a time interval t ∈[tk−1, tk]
is defined as

Pi : 
(i)→ 
(i) for i = 1, 2, · · · , m (5.186)

or

Pi : (x (i)
k−1, ẋ (i)

k−1)→ (x (i)
k , ẋ (i)

k ) for i = 1, 2, · · · , m. (5.187)

For simplicity, introduce two vectors for mapping Pi herein

f (i) = ( f (i)
1 , f (i)

2 )T and x(i) = (x (i), ẋ (i))T. (5.188)

From the displacement and velocity solutions of the ith oscillator for the starting
and ending points, the two component functions of the vector function f (i) can be
determined. For instance, from the starting point (x (i)

k−1, ẋ (i)
k−1) at time tk−1 and the

ending points (x (i)
k , ẋ (i)

k ) at time tk, the two components of the vector function f (i)

can be written for i = 1, 2, · · · , m by two algebraic equations, i.e.,

f (i)
1 (x(i)

k , x(i)
k−1) ≡ f (i)

1 (x (i)
k , ẋ (i)

k , x (i)
k−1, ẋ (i)

k−1, ) = 0,

f (i)
2 (x(i)

k , x(i)
k−1) ≡ f (i)

2 (x (i)
k , ẋ (i)

k , x (i)
k−1, ẋ (i)

k−1) = 0.

}
(5.189)

Using Eq. (5.179), the algebraic equations of mapping Pi for t ∈ [tk−1, tk] are

f (i)
1 (x(i)

k , x(i)
k−1) = x (i)

k − e−δ(i)(tk−tk−1)[c(k−1)
1 cos ω

(i)
d (tk − tk−1)

+ c(k−1)
2 sin ω

(i)
d (tk − tk−1)] + x (i)

p (tk) = 0,

f (i)
2 (x(i)

k , x(i)
k−1) =ẋ (i)

k − e−δ(i)(tk−tk−1)[(−δ(i)c(k)
1 + ω

(i)
d c(k)

2 ) cos ω
(i)
d (tk − tk−1)

− (δ(i)c(k)
2 + ω

(i)
d c(k)

1 ) sin ω
(i)
d (tk − tk−1)] + ẋ (i)

p (tk) = 0.

(5.190)
Suppose the two trajectories of the ith and jth oscillators in phase space at the switch-
ing time tk is continuous, i.e.,

(x (i)
k , ẋ (i)

k ) = (x ( j)
k , ẋ ( j)

k ) for i, j ∈ {1, 2, · · · , m}. (5.191)

If the two responses of the ith and jth oscillators at the switching time tk are discon-
tinuous, a transport law is needed. The transport law is assumed as

x( j)
k = g(i j)(x(i)

k ) where g(i j) = (g(i j)
1 , g(i j)

2 )T. (5.192)

In other words, the transport law can be written as

x ( j)
k = g(i j)

1 (x (i)
k , ẋ (i)

k )

ẋ ( j)
k = g(i j)

2 (x (i)
k , ẋ (i)

k )

}
for i, j ∈ {1, 2, · · · , m}. (5.193)
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The ith and jth dynamical systems are evolving in the time intervals [tk−1, tk] and
[tk, tk+1], respectively. The switching point for the two dynamical systems is at time
tk . The transport law between the ith and jth dynamical systems is to transport the
final state of the ith dynamical system to the initial state of the jth dynamical system.
This process makes the responses of the two systems to be continued at time tk . This
phenomenon described by the transport law or the transport mapping extensively
exists, such as impact, control logic laws, impulse and other physical laws to make the
discontinuity. To describe the entire responses of the resultant systems, the mapping
structures are adopted as a kind of symbolic description. Thus, the transport mapping
relative to the transport law is used to possess the same function as the transport law.
From the transport law, a transport mapping is introduced as

P(i j)
0 : 
(i)→ 
( j) for i, j ∈ {1, 2, · · · , m}, (5.194)

or

P(i j)
0 : (x (i)

k , ẋ (i)
k )→ (x ( j)

k , ẋ ( j)
k ) for i, j ∈ {1, 2, · · · , m}. (5.195)

The algebraic equations for the transport mapping are given by Eq. (5.193). The
transport mapping P(i j)

0 is to make the final point of the trajectory of the ith system
jump to the starting point of the trajectory of the jth system at time tk .

If the system parameters of the oscillators in Eq. (5.178) will be invariant, consider
a switching system governed by a rectangular wave forcing as an example, i.e.,

Q(i)(t) = (−1)i+1C (i) for t ∈ [tk−1, tk] and i ∈ {1, 2}. (5.196)

The corresponding exact solution for each piece of the rectangular wave force is

x (i)(t) = e−δ(i)(t−tk−1)
[
c(k)

1 cos ω
(i)
d (t − tk−1) +c(k)

2 sin ω
(i)
d (t − tk−1)

]

+ (−1)i+1 C (i)

(ω(i))2

ẋ (i)(t) = e−δ(i)(t−tk−1)
[
(−δ(i)c(k)

1 + ω
(i)
d c(k)

2 ) cos ω
(i)
d (t − tk−1)

− (δ(i)c(k)
2 + ω

(i)
d c(k)

1 ) sin ω
(i)
d (t − tk−1)

]

(5.197)

where

c(k)
1 = x (i)

k−1 − (−1)i+1 C (i)

(ω(i))2
and c(k)

2 =
1

ω
(i)
d

(ẋ (i)
k−1 + δ(i)c(k)

1 ). (5.198)

For this switching system, the two subsystems switch with the transport law as

(x (l1)
k+ j , ẋ (l1)

k+ j ) = (x (l2)
k+ j , ẋ (l2)

k+ j ) for l1, l2 ∈ {1, 2} and j = 1, 2, · · · . (5.199)

Consider Q(1)(t) = C (1) and Q(2)(t) = −C (2). The total solution of the resultant
system is for i = 1, 2
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x(t) = { (x (i)(t), ẋ (i)(t))
∣∣ t ∈ [tk+2 j+i−1, tk+2 j+i ] and j = 0, 1, · · ·}

(x (1)
k+ j+1, ẋ (1)

k+ j+1) = (x (2)
k+ j+1, ẋ (2)

k+ j+1) for j = 0, 1, 2, · · · .

⎫
⎬

⎭ (5.200)

If the piecewise discontinuous forcing in switching systems is periodic, one often
uses the Fourier series expansion method to obtain the corresponding responses of the
switching systems. However, the Fourier series expansion method has smoothened
the discontinuity of piecewise discontinuous forcing. Suppose the infinite-term sum-
mation of the Fourier series can approach such piecewise discontinuous forcing.
In fact, once the discontinuity of the piecewise forcing is smoothened, the non-
smooth responses of the dynamical system cannot be accurately described. For the
jump or impulsive discontinuity of the forcing, the Gibbs phenomenon can never be
avoided. The method presented herein can treat the switching system through sub-
systems with switching connections, and the entire exact solutions can be obtained
through subsystems in the switching system. Such a method does not use the Dirich-
let conditions. If a piecewise forcing in subsystems is non-periodic, one cannot find
a traditional method to obtain any approximate solution to approach the exact solu-
tion. From the method presented herein, the exact solutions of the switching systems
consisting of a group of linear systems can be obtained for any randomly selected
piecewise forcing, as well as randomly impulsive forcing (see Luo and Wang, 2009a).
One cannot find any Fourier series to model such a random piecewise forcing. The
traditional methods based on the Lipschitz condition (e.g., Fourier series and Taylor
series expansions) cannot provide adequate solutions for the oscillator with the ran-
dom piecewise forcing. The method presented herein can easily achieve the exact
solution for such a switching linear system. In vibration testing, only random, piece-
wise, sinusoidal waves can be used in shaking tables. Thus, this method can provide a
reasonable wave for actuators to drive the shaking table in random vibration testing.

Consider an excitation of a two-uneven rectangular wave with the time interval
spans of T1 = 0.75T and T2 = 0.25T (e.g.,T = 2) and C (i) = 1. The two pieces of
the excitation are considered as two different forcing, and the oscillator can be treated
as two switching systems to switch at given times. Therefore, from the presented
method in the previous section, the responses of the oscillator under such rectangular
wave forcing are presented in Fig. 5.35. Such a rectangular excitation forcing is
illustrated in Fig. 5.35a. The two pieces of the rectangular uneven wave is illustrated.
The time-histories of displacement, velocity and acceleration for such oscillator are
presented in Fig. 5.35b–d. It is observed that the exact solution of displacement is
smooth. However, the exact velocity response is non-smooth because the rectangular
wave forcing is discontinuous. Such a discontinuity causes the acceleration of the
oscillator to be discontinuous. However, for the Fourier series solution of this system,
the responses of velocity and acceleration are continuous. For a further look at the
dynamical behaviors of the oscillator, the trajectory for periodic response is presented
in Fig. 5.35e, and the corresponding forcing distribution along the displacement is
presented in Fig. 5.35f.
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Fig. 5.35 Periodic motion under two pieces of rectangular waves: a forcing, b displacement c
velocity, d acceleration, e phase plane and f acceleration versus displacement (ω(i) = 4.0, δ(i) =
1.0, C (i) = 1, T1 = 1.5, T2 = 0.5, x(0) = −1.3728, and ẋ(0) = −3.2947)

5.6.2 Switching Systems with Impulses

As in Luo and Wang (2009b), consider a switching system with two 2-D subsystems
with two matrices for j = 0, 1, 2, · · ·
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A(1) =
[

a1 b1
c1 d1

]
for t ∈ [tk+2 j , tk+2 j+1],

A(2) =
[

a b
c d

]
for t ∈ [tk+2 j+1, tk+2 j+2],

Q(i) = (Q1, Q2)
T cos �t for i = 1, 2.

(5.201)

The corresponding switching points are continuous but non-smooth, i.e.,

x (1)
1 (tk+ j ) = x (2)

1 (tk+ j ) and x (1)
2 (tk+ j ) = x (2)

2 (tk+ j ). (5.202)

Without losing generality, the parameters for a dynamical system are fixed and the
parameters for another subsystem are varied. Select parameters as

a = a1 = d1 = −1, b1 = 1, c1 = −2. (5.203)

From Eqs. (5.146) and (5.147), the time-interval parameters can be expressed as

q(i)
2k+i−1 =

t2k+i − t2k+i−1

T
for i = 1, 2 and

1 =
∑2

i=1

∑N

k=1
q(i)

2k+i−1 for k = 1, 2, · · · .
(5.204)

If q(i)
2k+i−1 = q(i), the ith subsystem possesses the equi-time interval. Otherwise,

the ith subsystem possesses the non-equi-time interval. Consider a simple periodic
motion with a mapping structure of P21, and the corresponding time interval
parameter can be set as q(1) and q(2). For q(1) = 0 (q(2) = 1), the switching system
is formed by the second subsystem only. For q(1) = 1 (q(2) = 0), the switching
system is formed by the first subsystem only. For a periodic flow with P = P21,

consider an initial state x(1)
k and the final state x(1)

k+1 for the first subsystem in the

resultant, switching system, and an initial state x(2)
k+1 and the final state x(2)

k+2 for the
second subsystem. The analytical prediction of a periodic flow for such a mapping
structure is given in Fig. 5.36 for parameters (b = −5.0, d = 1.6, q(1) = 0.25
and q(2) = 0.75, Q1 = 1.0, Q2 = 1.5, � = 1.5) with other parameters in
Eq. (5.202) (i.e., a = a1 = d1 = −1, b1 = 1, c1 = −2). With varying parameter
c, the switching points of the periodic flow with P21 for the two subsystems are
obtained, and the corresponding stability is presented in Fig. 5.37 through the eigen-
value analysis. The stable and unstable ranges of periodic flows of P21 for parameter
c are clearly observed. With increasing parameter c, the stable range for such a sim-
ple periodic flow becomes large. If c > 10, all the periodic flow is always stable.
The infinity solutions for the switching points are observed when the eigenvalue is
equal to positive one (+1), which agreed very well with the afore-mentioned discus-
sion. To further look into the stability of such a periodic flow, the parameter map
between the parameters d and c are developed, as shown in Fig. 5.36 for parame-
ters (b = −5.0, q(1) = 0.25 and q(2) = 0.75 a = a1 = d1 = −1, b1 = 1,
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Fig. 5.36 Periodic motion
scenario with P21 : a
switching x1(k) and b
switching x2(k). (b =
−5.0, d = 1.6, q(1) = 0.25
and q(2) = 0.75, a = a1 =
d1 = −1, b1 = 1, c1 =
−2, Q1 = 1.0,

Q2 = 1.5, ω = 1.5). The
solid and dashed curves
represent stable and unstable
periodic flows with P21,

respectively
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c1 = −2, Q1 = 1.0, Q2 = 1.5, � = 1.5). In Fig. 5.38, the stable and unstable
periodic flows lie in the shaded and non-shaded areas, respectively. For the switching
system, the time-interval of each sub-system is significant to influence the stability
characteristics of the resultant system. The parameter maps between the parameter
d and the time interval parameter q(1) for a periodic flow of P21 are presented with
(c = −0.5, 0.5, 1.0 and 2.0) in Fig. 5.39a–d, respectively. For c = −0.5, the mini-
mum value of d for the unstable periodic motion is d ≈ −0.271 with q(1) ≈ 0.09.

The cusp point exists for this parameter map. Only two dents in parameter map exist
for the unstable periodic flow. For c = 0.5, the minimum value of d for the unstable
periodic motion is d ≈ 0.557 with q(1) ≈ 0.2. The three dents in parameter map exist
for the unstable periodic flow, but the cusp points do not exist. For c = 1.0 and 2.0,

the number of dents in the parameter maps becomes four and five accordingly. The
dents in the stability maps are not uniform.
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Fig. 5.37 Eigenvalue
analysis for periodic motions
with P21 : a magnitudes and
b real and imaginary parts of
eigenvalues (b =
−5.0, d = 1.6, q(1) =
0.25, q(2) = 0.75, a =
a1 = d1 = −1, b1 =
1, c1 = −2, Q1 =
1.0, Q2 = 1.5, � = 1.5)
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Table 5.1 Input data for numerical simulations of stable and unstable periodic flows of P21 (b =
−5.0, d = 1.6, q(1) = 0.25, q(2) = 0.75, a = a1 = d1 = −1, b1 = 1, c1 = −2, Q1 =
1.0, Q2 = 1.5, � = 1.5, t0 = 0.0)

Parameter c Initial condition Stability

Figure 5.41a c = 0.45 x (1)
1 ≈ −5.4975, x (1)

2 ≈ −2.0072 Unstable

Figure 5.41b c = 0.55 x (1)
1 ≈ 5.1645, x (1)

2 ≈ 6.2506 stable

Figure 5.41c c = 0.80 x (1)
1 ≈ 0.2707, x (1)

2 ≈ 2.7373 Unstable

Figure 5.41d c = 1.10 x (1)
1 ≈ −0.6420, x (1)

2 ≈ 4.1622 Stable

5.6.3 Numerical Illustrations

(A) A 2-D Switching System: The matrices and vectors for the 2-dimensional system
in Eq. (5.201) will be considered again, and the parameters in Eq. (5.203) will be
used. From the analytical prediction, the time histories for state variables for a stable
periodic flow of P21(c = 0.55) are plotted in Fig. 5.40 for parameters (b = −5.0,
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Fig. 5.38 Parameter maps of
(d, c): a stable and unstable
motion regions, b zoomed
view
(b = −5.0, q(1) = 0.25 and
q(2) = 0.75, a = a1 = d1 =
−1, b1 = 1, c1 = −2, Q1 =
1.0, Q2 = 1.5, � = 1.5)
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Parameter, c
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d = 1.6, q(1) = 0.25, q(2) = 0.75, a = a1 = d1 = −1, b1 = 1, c1 = −2,

Q1 = 1.0, Q2 = 1.5, � = 1.5) and the initial conditions (t0 = 0.0, x (1)
1 ≈

5.1645, x (1)
2 ≈ 6.2506). The non-smooth behavior of the periodic flow for state

variables (x1 and x2) are observed. For a further observation of non-smooth charac-
teristics of the switching system, the trajectories of stable and unstable periodic flows
in phase plane for P21 is presented in Fig. 5.41a–d for d = 1.6, and the corresponding
input data is listed in Table 5.1. The initial conditions are obtained from the analytical
prediction. In Fig. 5.41a, the periodic flow for c = −0.5 is unstable. The asymptotic
instability of the periodic flow in phase plane is observed. With increasing parameter
c, a stable periodic flow with c = 0.5 is presented in Fig. 5.41b. For c = 0.8, another
unstable periodic flow can be observed, as plotted in Fig. 5.41c. Compared to the
trajectory in Fig. 5.41a, the configuration of trajectory is different. For c = 1.1, the
stable periodic flow is observed, and the profile of the trajectory in phase plane is
changed. The stability of the periodic flows can be obtained through the parameter
map in Fig. 5.38.
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Fig. 5.40 A stable periodic
flow of P21 (c = 0.55) for a
2-D switching system:
a time-history of x1 and
b time-history of x2
(b = −5.0, d =
1.6, q(1) = 0.25,

q(2) = 0.75, a = a1 =
d1 = −1, b1 = 1, c1 =
−2, Q1 = 1.0,

Q2 = 1.5, � =
1.5) (t0=0.0, x (1)

1 ≈
5.1645, x (1)

2 ≈ 6.2506)
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In the foregoing illustrations, the switching between two subsystems is continu-
ous but non-smooth. In fact, the switching between two systems can be completed
through a transport law. To discuss effects of the transport law on periodic motion,
the transport law in Eq. (5.169) for the 2-D switching system will be used. Four cases
of the linear transformation are:

(i) continuous switching for two sub-systems

x(1)
k = x(2)

k for k = 1, 2, · · · ; (5.205)

(ii) translation switching as a switching transport law

x(1)(tk+) = x(2)(tk−)+e12)

x(2)(tk+) = x(1)(tk−)+e(21)

e(12), e(21) = const

⎫
⎬

⎭ for k = 1, 2, · · · ; (5.206)
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Fig. 5.41 Trajectories of stable and unstable periodic flows in phase plane with P21 for a 2-
D switching system (t0 = 0.0) : a (c = 0.45, x (1)

1 ≈ −5.4975, x (1)
2 ≈ −2.0072), b (c =

0.55, x (1)
1 ≈ 5.1645, x (1)

2 ≈ 6.2506), c (c = 0.80, x (1)
1 ≈ 0.2707, x (1)

2 ≈ 2.7373) and d

(c = 1.10, x (1)
1 ≈ −0.6420, x (1)

2 ≈ 4.1622). (b = −5.0, d = 1.6, q(1) = 0.25, q(2) =
0.75, a = a1 = d1 = −1, b1 = 1, c1 = −2, Q1 = 1.0, Q2 = 1.5, � = 1.5)

(iii) scaling switching as a switching transport law

x(2)(tk+) = E(12) · x(1)(tk−)

x(1)(tk+) = E(21) · x(2)(tk−)

E(12), E(21) is diaginal matrix

⎫
⎬

⎭ for k = 1, 2, · · · ; (5.207)

(iv) affine switching as a switching transport law

x(2)(tk+) = E(12) · x(1)(tk−)+ e(12)

x(1)(tk+) = E(21) · x(2)(tk−)+ e(21)

E(12), E(21) are const matrices
e(12), e(21) are const vectors

⎫
⎪⎪⎬

⎪⎪⎭
for k = 1, 2, · · · . (5.208)

Consider the effects of the transport laws to the dynamical behaviors of the resul-
tant system. The same system parameters are used but the switching laws are different.
The corresponding input data for numerical simulation is tabulated in Table 5.2 for
stable and unstable periodic flows of P21 with the transport laws.The trajectories
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Table 5.2 Input data for numerical simulations of stable and unstable periodic flows of P21 with
transportation laws (a = −1, b = −5, c = 1.5, d = 0.5, q(1) = 0.25 and q(2) = 0.75,
a1 = d1 = −1, b1 = 1, c1 = −2, Q1 = 1.0, Q2 = 1.5, � = 1.5)

Parameter c Initial condition (x10, x20) Transport law

Figure 5.42a E12 =
[

1 0
0 1

]
e12 =

[
0
1

]
(−8.7597, 8.8674) Translation

E21 =
[

1 0
0 1

]
e21 =

[
0
2

]

Figure 5.42b E12 =
[

0.5 0
0 0.6

]
e12 =

[
0
0

]
(−14.7546, 2.6000) Scaling

E21 =
[

3 0
0 4

]
e21 =

[
0
0

]

Figure 5.42c E12 =
[

0.8 0.3
0.2 0.6

]
e12 =

[
0
0

]
(7.3426, 4.3876) Linear transformation

E21 =
[

8 5
3 4

]
e21 =

[
0
0

]

Figure 5.42d E12 =
[

0.5 0
0 0.6

]
e12 =

[
0
−1

]
(3.6392, 3.1714) Affine transformation

E21 =
[

2 3
1.5 1

]
e21 =

[
0
2

]

of periodic flows with mapping structure P21 are plotted in Fig. 5.42. In Fig. 5.42a,
the translation switching for the variable x2 is considered. The jump of variable x2
is observed in phase plane. For this translation switching, the stability condition is
the same as in the continuous switching. Only the switching points are different. In
Fig. 5.42b, the scaling transport law is considered. From the first subsystem to the
second subsystem, the shrinking transport law is used, but the stretching transport
law is adopted from the second subsystem to the first subsystem. Such a stretching
and shrinking can be observed very clearly. The scaling transport law will change
the stability for the switching of two subsystems. In Fig. 5.42c, a linear transforma-
tion is used as a transport law, and the linear transformations with the shrinking and
stretching are for the first to second subsystem and for the second to first subsystem,
respectively. This linear transformation transport law will also change the stability
for the two system switching. Finally, the affine transformations as transport laws are
used for the switching of the two sub-systems in Fig. 5.42d. This affine transformation
includes the rotation, scaling and translation transformation.

(B) A 3-D Switching System: Consider three linear subsystems with matrices as

A(1) =
⎡

⎣
−1 2 −1
−2 1 −1
1 3 −3

⎤

⎦ , A(2) =
⎡

⎣
−1 0.5 2
−1.5 1 −1
−1 2 −1

⎤

⎦ , A(3) =
⎡

⎣
−1 −1 2
2 −3 −1
1 −2 −2

⎤

⎦ (5.209)

and from eigenvalue analysis of the three matrices, λ
(1)
1 = −1.4735, λ

(1)
2,3 =

−0.7633 ± 2.0416i, λ
(2)
1 = −3.3672, λ

(2)
2,3 = 0.1836 ± 2.4906i, and λ

(3)
1 =

−4.4260, λ
(3)
2,3 = −0.787 ± 1.1891i where i = √−1. Because the time for
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Fig. 5.42 Trajectories of stable periodic flows in phase plane with P21 for a 2-D switching system
(t0 = 0.0): a (x (1)

1 ≈ −8.7597, x (1)
2 ≈ 8.8674), b (x (1)

1 ≈ −14.7546, x (1)
2 ≈ 2.6000), c (x (1)

1 ≈
7.3426, x (1)

2 ≈ 4.3876) and d (x (1)
1 ≈ 3.6392, x (1)

2 ≈ 3.1714). (a = −1, b = −5, c = 1.5, d =
0.5, q(1) = 0.25 and q(2) = 0.75, a1 = d1 = −1, b1 = 1, c1 = −2, Q1 = 1.0, Q2 = 1.5,

� = 1.5)

subsystems in switching systems is finite, it is not very significant that subsystems
are stable or unstable. It is sufficient that the solutions of subsystems exist during the
given time interval. The important issue is whether the flow of the resultant switch-
ing system is stable or unstable. The time interval for each system in the switching
system is a key issue to control the stability of the resultant flow of the switching
system. The external excitations for three subsystems in the 3-D switching system
are

Q(i) = (A(i)
1 et−t0 , A(i)

2 × (t − t0), A(i)
3 )T (5.210)

where A(1)
1 = A(1)

2 = A(1)
3 = 1, A(2)

1 = A(2)
2 = A(3)

3 = 1, A(2)
3 = A(3)

1 = A(3)
2 =−1. Select the period of T = 4.5 arbitrarily, and consider the time interval parameters

as q(1) = 2
9 , q(2) = 4

9 and q(3) = 1
9 for a periodic flow with a mapping structure

P321 for the 3-D switching system. The continuous and impulsive switching with the
same subsystems is considered for illustrations.

For the continuous switching, the analytical prediction gives the initial condition
x1(0) ≈ −2.7348, x2(0) ≈ −1.2346 and x3(0) ≈ −1.7856 for the periodic flow
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Fig. 5.43 Time-histories of variables (xi , i = 1, 2, 3) for two 3-D switching systems: a–c con-
tinuous switching (x1(0) ≈ −3.0672, x2(0) ≈ 2.0328, x3(0) ≈ 4.7815) and d–f impulsive
switching (x1(0) ≈ −2.7348; x2(0) ≈ −1.2346, x3(0) ≈ −1.7856). (A(1)

1 = A(1)
2 = A(1)

3 =
1, A(2)

1 = A(2)
2 = 1, A(2)

3 = −1, A(3)
1 = A(3)

2 = −1, A(3)
3 = 1, T = 4.5; q(1) = 2

9 ; q(2) =
4
9 ; q(3) = 1

3 )

of P321. For the impulsive switching, the impulsive vectors between the two sub-
systems are e(12) = (0, 5, 5)T, e(23) = (0, 6, 4)T and e(31) = (0, 4, 6)T. The state
variable x1 is continuous, but the stable variables x2 and x3 are discontinuous at
switching points. The initial condition for the 3-D, impulsive switching system is
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Fig. 5.44 Trajectories in
phase space (xi , i = 1, 2, 3)

for two 3-D switching
systems: a–c continuous
switching (x1(0) ≈
−3.0672, x2(0) ≈
2.0328, x3(0) ≈ 4.7815)

and d–f impulsive switching
x1(0) ≈ −2.7348; x2(0) ≈
−1.2346, x3(0) ≈ −1.7856.

(A(1)
1 = A(1)

2 = A(1)
3 =

1, A(2)
1 = A(2)

2 = 1, A(2)
3 =

−1, A(3)
1 = A(3)

2 = −1,

A(3)
3 = 1.T = 4.5; q(1) =

2
9 ; q(2) = 4

9 ; q(3) = 1
3 )

x1(0) ≈ −3.0672, x2(0) ≈ 2.0328, x3(0) ≈ 4.7815. The time-histories of three
state variables (xi , i = 1, 2, 3) for the periodic flow of the 3-D linear switching
system are presented in Fig. 5.43. In Fig. 5.43a–c, the periodic flows for the contin-
uous switching system are presented. It is observed that the periodic flow at all the
switching points is continuous but non-smooth. In Fig. 5.43d–f, the periodic flow for
the 3-D, impulsive switching system switching are presented. The time-history of
the state variable x1 is continuous, while the time-history of the state variables x2
and x3 are discontinuous due to impulsive at switching points. The trajectories in
phase space for the continuous and impulsive switching are presented in Fig. 5.44a
and b, respectively.
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Chapter 6
Mapping Dynamics and Symmetry

In the previous chapter, dynamics of switching systems were discussed. In this
chapter, mapping dynamics and symmetry in discontinuous dynamical systems will
be discussed. The G-function of the discontinuous boundary will be presented first.
To understand of nonlinear dynamics of a flow from one domain to another domain,
mapping dynamics of discontinuous dynamics systems will be presented, which is
a generalized symbolic dynamics. Using the mapping dynamics, one can determine
periodic and chaotic dynamics of discontinuous dynamical systems, and complex
motions can be classified through mapping structure. The nonlinear dynamics of the
Chua’s circuit system will be presented as an example. The flow grazing property
of a flow will be discussed, which is a source to generate the complex motions in
discontinuous dynamical systems. The flow symmetry in discontinuous dynamical
systems will be discussed through the mapping dynamics and grazing. The strange
attractor fragmentation generated by the grazing of flows to the boundary will be
presented.

6.1 Discontinuous Dynamical Systems

As in Luo (2005a, 2006a), consider a dynamic system consisting of N sub-dynamic
systems in a universal domain � ⊂ Rn . The accessible domain in phase space
means that a continuous dynamical system can be defined on such a domain. The
inaccessible domain in phase space means that no dynamical system can be defined
on such a domain. A universal domain in phase space is divided into N accessible
sub-domains �i plus the inaccessible domain �0. The union of all the accessible
sub-domains is ∪N

i=1�i and the universal domain is � = ∪N
i=1�i ∪ �0, which can

be expressed through an n1-dimensional sub-vector xn1 and an (n−n1)-dimensional
sub-vector xn−n1 . �0 is the union of the inaccessible domains. �0 = �\ ∪m

i=1 �i

is the complement of the union of the accessible sub-domain. If all the accessible
domains are connected, the universal domain in phase space is called the connectable
domain. If the accessible domains are separated by the inaccessible domain, the

A. C. J. Luo, Regularity and Complexity in Dynamical Systems, 297
DOI: 10.1007/978-1-4614-1524-4_6, © Springer Science+Business Media, LLC 2012
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(b)

(a)

Fig. 6.1 Phase space: a connectable and b separable domains

universal domain is called the separable domains, as shown in Fig. 6.1. To investigate
the relation between two disconnected domains without any common boundary,
specific transport laws should be inserted. Such an issue can be referred to in Luo
(2006). Herein, the flow switchability in discontinuous dynamical system focuses
on dynamics in the two connected domains with a common boundary. For example,
the boundary between two domains �i and � j is ∂�i j = �̄i ∩ �̄ j , as sketched in
Fig. 6.2. This boundary is formed by the intersection of the closed sub-domains.

On the i th open sub-domain �i , there is a Cri -continuous system (ri ≥ 1) in the
form of

ẋ(i) ≡ F(i)(x(i), t, pi ) ∈ Rn, x(i) = (x(i)
1 , x(i)

2 , · · · , x(i)
n )T ∈ �i. (6.1)

The time is t and ẋ(i) = dx(i)/dt . In an accessible sub-domain �i , the vector field
F(i)(x(i), t, pi ) with parameter vectors p = (p(1)

i , p(2)
i , · · · , p(l)

i )T ∈ Rl is Cri -
continuous (ri ≥ 1) in a state vector x(i) and for all time t; and the continuous
flow in Eq. (6.1) x(i)(t) = �(i)(x(i)(t0), t, pi ) with x(i)(t0) = �(i)(x(i)(t0), t0, pi ) is
Cri+1-continuous for time t.
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Fig. 6.2 Two adjacent
sub-domains �i and � j , the
corresponding boundary
∂�i j

The discontinuous dynamics theory presented herein holds for the following
hypothesis.

H6.1: The switching between two adjacent sub-systems possesses time-continuity.
H6.2: For an unbounded, accessible sub-domain �i , there is a bounded domain
Di ⊂ �i and the corresponding vector field and its flow are bounded, i.e.,

||F(i)|| ≤ K1(const) and ||�(i)|| ≤ K2(const) on Di for t ∈ [0,∞). (6.2)

H6.3: For a bounded, accessible domain �i , there is a bounded domain Di ⊂ �i

and the corresponding vector field is bounded, but the flow may be unbounded, i.e.,

||F(i)|| ≤ K1(const) and ||�(i)|| <∞ on Di for t ∈ [0,∞). (6.3)

Because dynamical systems on the different accessible sub-domains are different,
a relation between two flows in the two sub-domains should be developed for con-
tinuation. For a sub-domain �i , there are ki -piece boundaries. Consider a boundary
set of any two adjacent sub-domains.

Definition 6.1 The boundary in an n-D phase space is defined as

Si j ≡ ∂�i j = �̄i ∩ �̄ j

= {x ∣∣ϕi j (x, t,λ) = 0 , ϕi j is Cr -continuous (r ≥ 1)
} ⊂ Rn−1.

(6.4)

From the boundary definition, we have ∂�i j = ∂� j i . On the separation boundary
∂�i j with ϕi j (x, t,λ) = 0, there is a dynamical system as

ẋ(0) = F(0)(x(0), t,λ), (6.5)

where x(0) = (x (0)
1 , x (0)

2 , · · · , x (0)
n )T. The flow of x(0)(t) = �(0)(x(0)(t0), t,λ) with

x(0)(t0) = �(0)(x(0)(t0), t0,λ) is Cr+1-continuous for time t.
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6.2 G-Functions to Boundaries

Consider two infinitesimal time intervals [tm− ε, tm) and (tm, tm+ ε]. There are two
flows in domain �α(α = i, j) and on the boundary ∂�i j in Eqs. (6.1) and (6.5). As in
Luo (2008a, b), the vector difference between the two flows for three time instants are
given by x(α)

tm−ε−x(0)
tm−ε, x(α)

tm −x(0)
tm and x(α)

tm+ε−x(0)
tm+ε. The normal vector of the bound-

ary relative to the corresponding flow x(0)(t) are expressed by tm−εn∂�i j ,
tm n∂�i j and

tm+εn∂�i j , respectively, and the corresponding tangential vectors of the flow x(0)(t)
on the boundary are the tangential vectors expressed by tx(0)

tm−ε
, t

x (0)
tm

, and tx(0)
tm+ε

. From

the normal vectors of the boundary ∂�i j , the dot products of the normal vectors and
the state vector difference between two flows in domain and on the boundary are
defined by

d(α)
tm−ε = tm−εnT

∂�i j
· (x(α)

tm−ε − x(0)
tm−ε),

d(α)
tm = tm nT

∂�i j
· (x(α)

tm − x(0)
tm ),

d(α)
tm+ε = tm+εnT

∂�i j
· (x(α)

tm+ε − x(0)
tm+ε),

⎫
⎪⎪⎬

⎪⎪⎭
(6.6)

where the normal vector of the boundary surface ∂�i j at point x(0)(t) is given by

t n∂�i j (x
(0), t,λ) = ∇ϕi j (x(0), t,λ) = (∂

x (0)
1

ϕi j , ∂x (0)
2

ϕi j , · · · , ∂x (0)
n

ϕi j )
T
(t,x(0))

(6.7)
for time t. If the normal vector is a unit vector, the dot product is the normal com-
ponent, which is a distance of the two points of two flows in the normal direction of
the boundary surface.

Definition 6.2 Consider a dynamical system in Eq. (6.1) in domain �α(α ∈ {i, j})
which has the flow x(α)

t = �(t0, x(α)
0 , p, t) with the initial condition (t0, x(α)

0 ) and on

the boundary ∂�i j , there is a flow x(0)
t = �(t0, x(0)

0 ,λ, t) with the initial condition
(t0, x̄0). For an arbitrarily small ε > 0, there are two time intervals [t − ε, t) or
(t, t + ε] for flow x(α)

t (α ∈ {i, j}). The G-functions (G(α)
∂�i j

) of the flow x(α)
t to the

flow x(0)
t on the boundary in the normal direction of the boundary ∂�i j are defined

as

G(α)
∂�i j

(x(0)
t , t−, x(α)

t− , pα,λ)

= lim
ε→0

1

ε

[
t nT

∂�i j
· (x(α)

t− − x(0)
t )− t−εnT

∂�i j
· (x(α)

t−ε − x(0)
t−ε)

]
,

G(α)
∂�i j

(x(0)
t , t+, x(α)

t+ , pα,λ)

= lim
ε→0

1

ε

[
t+εnT

∂�i j
· (x(α)

t+ε − x(0)
t+ε)− t nT

∂�i j
· (x(α)

t+ − x(0)
t )
]
.

(6.8)

From equation (6.8), since x(α)
t and x(0)

t are the solutions of Eqs. (6.1) and (6.5),
their derivatives exist. Further, by use of the Taylor series expansion, Eq. (6.8) gives
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G(α)
∂�i j

(x(0)
t , t±, x(α)

t± , pα,λ) = Dx(0)
t

t nT
∂�i j
· (x(α)

t± − x(0)
t )+t nT

∂�i j
· (ẋ(α)

t± − ẋ(0)
t )

(6.9)

where the total derivative Dx(0)
t

(·) = ∂x(0)
t

(·)ẋ(0)
t + ∂t (·). Using Eqs. (6.1) and (6.5),

the G-function in Eq. (6.9) becomes

G(α)
∂�i j

(x(0)
t , t, x(α)

t± , pα,λ) = [∂x(0)
t

(t nT
∂�i j

)ẋ(0)
t + ∂t (

t nT
∂�i j

)] · (x(α)
t± − x(0)

t )

+t nT
∂�i j
· (F(α)(x(α), t±, p)− F(0)(x(0), t,λ)).

(6.10)

If a flow x(α)(t) approaches the separation boundary with the zero-order contact at
tm (i.e.,x(α)(tm−) = xm = x(0)(tm)), the G-function of the zero-order is defined as

G(α)
∂�i j

(xm, tm, pα,λ)

≡ nT
∂�i j

(x(0), t,λ) · [ẋ(α)(t)− ẋ(0)(t)]
∣∣∣
(x(0)

m ,x(α)
m ,tm±)

= nT
∂�i j

(x(0), t,λ) · ẋ(α)(t)+ ∂tϕi j (x(0), t,λ)

∣∣∣
(x(0)

m ,x(α)
m ,tm±)

= ∇ϕi j (x(0), t,λ) · ẋ(α)(t)+ ∂tϕi j (x(0), t,λ)

∣∣∣
(x(0)

m ,x(α)
m ,tm±)

.

(6.11)

With Eqs. (6.1), (6.5), equation (6.11) can be rewritten as

G(α)
∂�i j

(xm, tm, pα,λ)

≡ nT
∂�i j

(x(0), t,λ) · [F(x(α), t, pα)− F(0)(x(0), t,λ)]
∣∣∣
(x(0)

m ,x(α)
m ,tm±)

= nT
∂�i j

(x(0), t,λ) · F(x(α), t, pα)+ ∂tϕi j (x(0), t,λ)

∣∣∣
(x(0)

m ,x(α)
m ,tm±)

= ∇ϕi j (x(0), t,λ) · F(x(α), t, pα)+ ∂tϕi j (x(0), t,λ)

∣∣∣
(x(0)

m ,x(α)
m ,tm±)

.

(6.12)

Definition 6.3 Consider a dynamical system in Eq. (6.1) in domain �α(α ∈ {i, j})
which has the flow x(α)

t = �(t0, x(α)
0 , p, t) with the initial condition (t0, x(α)

0 ) and on

the boundary ∂�i j , there is a flow x(0)
t = �(t0, x(0)

0 ,λ, t) with the initial condition
(t0, x0). For an arbitrarily small ε > 0, there are two time intervals [t − ε, t) for
flow x(α)

t (α ∈ {i, j}) and (t, t + ε] for flow x(β)
t (β ∈ {i, j}). The vector fields

F(α)(x(α), t, pα) and F(0)(x(0), t,λ) are Cr[t−ε,t+ε]-continuous (rα ≥ k) for time

t. The flow of x(α)
t (α ∈ {i, j}) and x(0)

t are Crα

[t−ε,t) or Crα

(t,t+ε]-continuous (rα ≥
k + 1) for time t, ||drα+1x(α)

t /dtrα+1|| <∞ and ||drα+1x(0)
t /dtrα+1|| < ∞. The

G-functions of kth-order for a flow xt to a boundary flow x(0)
t in the normal direction

of the boundary ∂�i j are defined as
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G(k,α)
∂�i j

(x(0)
t , t−, x(α)

t− , pα,λ)

= lim
ε→0

(k + 1)! (−1)k+2

εk+1

[
t nT

∂�i j
· (x(α)

t− − x(0)
t )− t−εnT

∂�i j
· (x(α)

t−ε − x(0)
t−ε)

+∑k−1
s=0

1

(s + 1)!G
(s,α)
∂�i j

(x(0)
t , t−, x(α)

t− , pα,λ)(−ε)s+1
]

,

G(k,α)
∂�i j

(x(0)
t , t+, x(α)

t+ , pα,λ)

= lim
ε→0

(k + 1)! 1

εk+1

[
t+εnT

∂�i j
· (x(α)

t+ε − x(0)
t+ε)− t nT

∂�i j
· (x(α)

t+ − x(0)
t )

−∑k−1
s=0

1

(s + 1)!G
(s,α)
∂�i j

(x(0)
t , t, x(α)

t+ , pα,λ)εs+1
]

.

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(6.13)

Again, the Taylor series expansion applying to Eq. (6.13) yields

G(k,α)
∂�i j

(x(0)
t , t±, x(α)

t± , pα,λ)

=
∑k+1

s=0
Cs

k+1 Dk+1−s
x(0)

t

t nT
∂�i j
· (dsx(α)

t

dts
− dsx(0)

t

dts
)

∣∣∣∣∣
(x(0)

t ,t,x(α)
t± )

.
(6.14)

Using Eqs. (6.1) and (6.5), the kth-order G-function becomes

G(k,α)
∂�i j

(x(0)
t , t±, x(α)

t± , pα,λ)

=
∑k+1

s=1
Cs

k+1 Dk+1−s
x(0)

t

t nT
∂�i j
· (Ds−1

x(α)
t

F(x(α)
t , t, p)

−Ds−1
x(0)

t
F(0)(x(0)

t , t, μ))

∣∣∣∣
(x(0)

t ,t±,x(α)
t± )

+ Dk+1
x(0)

t

t nT
∂�i j
· (x(α)

t± − x(0)
t ),

(6.15)

with Cs
k+1 = (k+1)k(k−1) · · · (k−s+2)/s! and C0

k+1 = 1 with s! = 1×2×· · ·×s.

The G-function G(k,α)
∂�i j

is the time-rate of G(k−1,α)
∂�i j

. If the flow contacting with the

boundary ∂�i j at time tm (i.e., x(α)
tm = x(0)

tm ) and t nT
∂�i j
≡ nT

∂�i j
, the kth-order

G-function is computed by

G(k,α)
∂�i j

(xm , tm±, pα, λ)

=
∑k+1

r=1
Cr

k+1 Dk+1−s
x(0) nT

∂�i j
·
[

dsx
dts −

dsx(0)

dtr

]∣∣∣∣∣
(x(0)

m ,x(α)
m±,tm±)

=
∑k+1

s=1
Cs

k+1 Dk+1−s
x(0) nT

∂�i j
·
[

Ds−1
x F (x, t, pα) −Ds−1

x(0) F(0)(x(0), t,λ)
]∣∣∣

(x(0)
m ,x(α)

m±,tm±)
.

(6.16)
For k = 0, we have G(α,k)

∂�i j
(xm, tm±, pα,λ) = G(α)

∂�i j
(xm, tm±, pα,λ).
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Fig. 6.3 Naming
sub-domains and boundaries:
the dotted route for the order
of naming for sub-domains,
and the solid route for
switching surfaces

J

1

M

1

2

2

N

1nx

2nx

6.3 Mapping Dynamics

As in Luo (2006a), if a flow of a discontinuous system just in a single sub-domain
cannot be intersected with any boundary, such a case will not be discussed because
characteristics of such a flow can be determined by the continuous dynamical sys-
tem theory. The main focus herein is to determine the dynamical properties of global
flows intersected with boundaries in discontinuous dynamical systems. To do so,
the naming of sub-domains and boundaries in discontinuous dynamic systems is
very crucial. Once domains and boundaries in discontinuous dynamical systems are
named, the mappings and mapping structures of the global flow in such discontin-
uous dynamical systems can be developed. Thus, consider a universal domain with
M-sub-domains in phase space, and N-boundaries among the M-sub-domains with
the universal domains. In the previous discussion, the boundaries are expressed by the
neighbored domains. For example, ∂�I J is the boundary between the sub-domains
�I and �J . To define the maps, the switching surfaces relative to boundary should
be named, and the domain should be named. The naming of switching surfaces and
sub-domains can be independent. In Fig. 6.3, the sub-domains are named through a
dotted route, and the switching planes are named by a solid route. In fact, the naming
of the sub-domains and the switching planes can be arbitrary.

Consider all the sub-domains and the switching surfaces expressed by �J (J =
1, 2, · · · , M) and �α (α = 1, 2, · · · , N ), respectively. The switching plane �α

(α = 1, 2, · · · , N ) defined on the boundary ∂�I J (I, J = 1, 2, · · · , M) are given
by

�α = { (tk, xk)|ϕI J (xk, tk) = 0 for time tk} ⊂ ∂�I J . (6.17)

The local mappings relative to the switching sets �α by the dynamical system in the
sub-domain �J is

PJαα : �α → �α. (6.18)
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Fig. 6.4 Mappings: a local mappings, and b global mapping, c sliding mapping

The global mapping starting on the switching sets �α and ending on one of the rest
switching sets �β (β �= α) relative to the sub-domain �J is

PJαβ : �α → �β. (6.19)

The sliding mapping on the switching sets �α governed by the boundary ϕI J (x, t) =
0 is defined by

P0αα : �α → �α. (6.20)

Notice that no mapping can be defined for the inaccessible domain. The above map-
pings are described in Fig. 6.4. The local mapping starting and ending at the same
switching sets are sketched in Fig. 6.4(a). The global mapping starting and ending
different switching sets is presented in Fig. 6.4(b). The sliding mapping is on the
switching sets, as shown in Fig. 6.4(c). The special case of the sliding mapping is the
sliding mapping on the edge.

For simplicity, the following notation for mapping is introduced as
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Pn j ···ni ···n2n1 = Pn j ◦ · · · ◦ Pni ◦ · · · ◦ Pn2 ◦ Pn1 , (6.21)

where all the local and global mappings are

Pni ∈
{

PJαβ
|α, β ∈ {1, 2, · · · , N}, J ∈ {0, 1, 2, · · · , M}} (6.22)

for i ∈ {1, 2, · · · , j, · · · }. The rotation of the mapping of periodic motion in order
gives the same motion (i.e., Pn1n2···n j , Pn2···n j n1, · · · , Pn j n1···nk−1), and only the
selected Poincare mapping section is different. The flow of the m-time repeating
of mapping Pn1n2···nk is defined as

Pm
n j ···n2n1

≡ P(n j ···n2n1)m ≡ P(n j · · · n2n1) · · · (n j · · · n2n1)︸ ︷︷ ︸
m

≡ (Pn j ◦ · · · ◦ Pn2 ◦ Pn1) ◦ · · · ◦ (Pn j ◦ · · · ◦ Pn2 ◦ Pn1)︸ ︷︷ ︸
m-sets

.
(6.23)

To extend this concept to the local mapping, define

Pm
nl ···n j

≡ P(nl ···n j )
m ≡ (Pnl ◦ · · · ◦ Pn j ) ◦ · · · ◦ (Pnl ◦ · · · ◦ Pn j )︸ ︷︷ ︸

m-sets

, (6.24)

where the local mappings are

Pn j1
∈ {PJαα

|α ∈ {1, 2, · · · , N }, J ∈ {0, 1, 2, · · · , M}} (6.25)

for ( j1 ∈ { j, · · · , l}). The J th-sub-domain for the local mappings should be the
neighbored domains of the switching set �α. For the special combination of global
and local mapping, introduce a mapping structure

Pnk ···(nl ···n j )
m ···n2n1

≡ Pnk ◦ · · · ◦ Pm
nl ···n j

◦ · · · ◦ Pn2 ◦ Pn1

= Pnk ◦ · · · ◦ (Pnl ◦ · · · ◦ Pn j ) ◦ · · · ◦ (Pnl ◦ · · · ◦ Pn j )︸ ︷︷ ︸
m−sets

◦ · · · ◦ Pn2 ◦ Pn1 .
(6.26)

From the definition, any global flow of the dynamical systems in Eq. (6.1) can be
very easily managed through a certain mapping structures accordingly. Further, all
the periodic flow of such a system in Eq. (6.1) can be investigated. For the sub-domain
�J , the flow is given by

x(J )(t) = �(J )(t, x( j)
0 , t0) ∈ Rn . (6.27)

Consider the initial condition to be chosen on the discontinuous boundary relative to
the switching plane �α (i.e., (xk, tk)). Once the flow in the sub-domain �J for time
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tk+1 > tk arrives to the boundary with the switching plane �β (i.e., (xk+1, tk+1)),

equation (6.27) becomes

x(J )
k+1 = �(J )(tk+1, x(J )

k , tk) ∈ Rn . (6.28)

The foregoing vector equation gives the relationships for mapping PJαβ , which maps
the starting point (xk, tk) to the final point (xk+1, tk+1) in the sub-domain �J . For
an n-dimensional dynamical system, equation (6.28) gives n-scalar equations. For
one-degree-of-freedom systems, two scalar algebraic equations will be given. For the
sliding flow on the switching plane �α, the sliding mapping P0αα with starting and
ending points (xk, tk) and (xk+1, tk+1). Consider an (n − 1)-dimensional boundary
∂�I J , on which the switching set �α is defined. For the sliding mapping P0αα :
�α → �α, the starting and ending points satisfies ϕI J (xk, tk) = ϕI J (xk+1, tk+1) =
0. The sliding dynamics on the boundary can be determined by Eq. (6.5), i.e.,

ẋ(0) = F(0αα)
I J (x(0), t) ∈ Rn

ϕI J (x(0), t) = 0

}
on ∂�I J , (6.29)

With the starting point (xk, tk), Eq. (6.29) gives

x(0)(t) = �(0αα)(t, xk, tk) and ϕI J (x(0), t) = 0. (6.30)

From the vanishing conditions of the sliding motion on the boundary, at the ending
point, equation (6.30) should be satisfied and one of G-functions should be zero.
Thus, the sliding mapping P0αα on the boundary with ϕI J (xk+1, tk+1) = 0 will be
governed by

xk+1 = �(0αα)(tk+1, xk, tk) ∈ Rn with ϕI J (xk, tk) = ϕI J (xk+1, tk+1) = 0,

G(0,σ )
∂�I J

(xk+1, tk+1) = nT
∂�I J
· F(σ )(xk+1, tk+1) = 0, σ ∈ {I, J }

G(0,σ )
∂�I J

(xk, tk) < 0 and G(0,σ̄ )
∂�I J

(xk, tk) > 0

G(1,σ )
∂�I J

(xk+1, tk+1) > 0

⎫
⎬

⎭ for n∂�I J → �σ ;

G(0,σ )
∂�I J

(xk, tk) > 0 and G(0,σ̄ )
∂�I J

(xk, tk) < 0

G(1,σ )
∂�I J

(xk+1, tk+1) < 0

⎫
⎬

⎭ for n∂�I J → �σ̄ ,

(6.31)
where σ̄ = J if σ = I or σ̄ = I if σ = J. Equation (6.31) is re-written in a general
form of

x(0αα)
k+1 = �(0αα)(tk+1, x(0αα)

k , tk) ∈ Rn . (6.32)

As in Luo (2011), the transport law can be defined as a transport mapping as PTαβ :
�α → �β. Similarly, using tk+1 − tk = 
 and the transport law gives

x(Tαα)
k+1 = �(Tαα)(tk+1, x(Tαα)

k , tk) ∈ Rn . (6.33)
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For practical computations, the transport law is not necessary to be treated as a map-
ping. Once all the single mappings are determined by the corresponding governing
equation. Because of the global flow on the discontinuous boundary in phase space,
a new vector y = (t, x)T is selected on the boundary. Through the new vectors and
boundaries, the global flow based on the mapping structure is expressed by

yk+r = Pnk ···(nl ···n j )
m ···n2n1 yk, (6.34)

where r is the total number of mapping actions in the mapping structure. For a global
periodic flow, the periodicity conditions are required by

(tk+r , xk+r ) = (tk + N T, xk), (6.35)

where N is positive integer, and T is period of system in Eq. (6.1). For system without
external periodic vector fields, the flow with a certain time difference returns to the
selected reference plane, which will be a periodic motion. The governing equations
for Eq. (6.34) is

x(σ )
k+ρ = �(J )(tk+ρ, x(σ )

k+ρ−1, tk+ρ−1),

ϕI J (x(σ )
k+ρ−1, tk+ρ−1) = 0;

}
(6.36)

for σ = {n1, n2, · · · , nk}, ρ = {1, 2, · · · , r} and I, J = 1, 2, · · · , M.

The global periodic flow relative to the mapping structure Pnk ···(nl ···n j )
m ···n2n1 will

be determined by Eqs.(6.35) and (6.36). The global periodic flow may be stable
and unstable. The corresponding stability analysis can be completed through the
traditional local stability analysis. For the periodic flow with sliding or gazing flows,
the local stability analysis may not be useful. The sliding criteria in Luo (2009) should
be employed. Although the local stability analysis can be carried out, it cannot provide
enough information to check the disappearance of the certain global, periodic flow
in discontinuous dynamical systems. For the local stability analysis of the periodic
flow, the all switching points are given by (x(σ )

k+ρ−1, t (σ )
k+ρ−1) and the corresponding

perturbations δy(σ )
k+ρ−1 = (δx(σ )

k+ρ−1, δt (σ )
k+ρ−1)

T are adopted. The perturbed equation
for the stable analysis is

δyk+r = DPnk ···(nl ···n j )
m ···n2n1δyk, (6.37)

and the Jacobian matrix is

DPnk ···(nl ···n j )
m ···n2n1 = DPnk · . . . · (DPnl · . . . ·DPn j )

m · . . . ·DPn2 ·DPn1 . (6.38)

For each single mapping,

DPσ =
[

∂(x(σ )
k+ρ, tk+ρ)

∂(x(σ )
k+ρ−1, tk+ρ−1)

]

(x(σ )
k+ρ,tk+ρ)

(6.39)
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for σ = {n1, n2, · · · , nl}, ρ = {1, 2, · · · , r} and I, J = 1, 2, · · · , M. The follow-
ing determinant gives the all eigenvalues to determine the stability, i.e.,

|DPnk ···(nl ···n j )
m ···n2n1 − λI| = 0. (6.40)

From Chap. 2, for the entire eigenvalues λ j ( j = 1, · · · , s), if the magnitude of all
the s-eigenvalues is less than one (i.e., |λ j | < 1), the periodic flow determined by
Eqs. (6.35) and (6.36) is stable. If at least one of the magnitudes of the s-eigenvalues
is greater than one (i.e., |λ j | < 1, j ∈ {1, · · · , s}), the periodic flow is unstable. The
other stability and bifurcation conditions can be found from Chap. 2.

6.4 Analytical Dynamics of Chua’s Circuits

Consider a simple Chua’s circuit, as shown in Fig. 6.5. The capacitances of two
capacitors are C1 and C2. The inductance of inductor is L , and the resistance of
linear resistor is R. A nonlinear resistor NR possesses the V-I characteristic curve
in Fig. 6.5. Assume V1 and V2 are the voltages of two capacitances, respectively.
The current in the inductor is I3. From the Kirchhoff’s law, equations of the Chua’s
circuit are written as

C1
dV1

dτ
= 1

R
(V2 − V1)− f (V1),

C2
dV2

dτ
= 1

R
(V1 − V2)+ I3,

L
d I3

dτ
= −V2,

⎫
⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

(6.41)

where

f (V1) = GbV1 − 1

2
(Ga + Gb)(|V1 + E | − |V1 − E |). (6.42)

Introduce dimensionless variables as

x = V1

E
, y = V2

E
, z = RI3

E
, t = τ

RC2
, α = C2

C1
, β = C2 R2

L
,

a = RGa − 1, b = RGb + 1.

(6.43)

The state variables and vector fields are defined as

x = (x, y, z)T and F(x) = (α[y − h(x)], x − y + z,−βy)T, (6.44)

where

http://dx.doi.org/10.1007/978-1-4614-1524-4_2
http://dx.doi.org/10.1007/978-1-4614-1524-4_2
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Fig. 6.5 Chua’s circuit
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h(x) =
⎧
⎨

⎩

bx + a + b x < −1,

−ax |x | ≤ 1,

bx − a − b x > 1.

(6.45)

Equations (6.41) and (6.42) are converted into non-dimensional equations by the
dimensionless variables.

ẋ = F(x, p), (6.46)

where the parameter vector p includes all parameters (i.e., a, b, α, β). Because the
function h(x) is piecewise continuous, there are three vector fields in three regions.
Three domains are defined from the three regions as

�−1 = {(x, y, z)|x < −1},
�0 = {(x, y, z)| − 1 < x < 1},
�1 = {(x, y, z)|x > 1},

⎫
⎬

⎭ (6.47)

and two corresponding boundaries ∂�(0,−1) and ∂�(0,1) are

∂�(0,−1) = ∂�(−1,0) = �̄−1 ∩ �̄0 = {(x, y, z)|x = −1},
∂�(0,1) = ∂�(1,0) = �̄1 ∩ �̄0 = {(x, y, z)|x = 1},

}
(6.48)

where �̄i (i = −1, 0, 1) means the closure of the three domains �i . The boundaries
and domains are sketched in Fig. 6.6.

In three domains, equation (6.46) can be expressed by

ẋ(i) = F(i)(x(i), p(i)) = A(i)x(i) + b(i) (i = −1, 0, 1). (6.49)

The linear matrices are for σ = −1, 1

A(0) =
⎛

⎝
αa α 0
1 −1 1
0 −β 0

⎞

⎠ and A(σ ) =
⎛

⎝
−αb α 0

1 −1 1
0 −β 0

⎞

⎠ (6.50)

with constant vectors

b(i) = (iα(a + b), 0, 0)T. (6.51)
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Fig. 6.6 Domains and
boundaries
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For the homogeneous solution, the eigenvalue λ(i) satisfies the equation

∣∣∣A(i) − λ(i)I
∣∣∣ =

∣∣∣∣∣∣

αa(i) − λ(i) α 0
1 −1− λ(i) 1
0 −β −λ(i)

∣∣∣∣∣∣
= 0, (6.52)

where a(0) = a and a(1) = a(−1) = a. Thus,

(λ(i))3 − (αa(i) − 1)(λ(i))2 − (αa(i) + α − β)λ(i) − αβa(i) = 0. (6.53)

Consider a general form of a cubic equation as

f (λ(i)) = a(i)
1 (λ(i))3 + a(i)

2 (λ(i))2 + a(i)
3 λ(i) + a(i)

4 = 0, a(i)
1 �= 0, (6.54)

where

a(i)
1 = 1, a(i)

2 = −(αa(i) − 1), a(i)
3 = −(αa(i) + α− β), a(i)

4 = −αβa(i). (6.55)

Three cases are distinguished through the discriminant


(i) = 4(a(i)
2 )3a(i)

4 − (a(i)
2 a(i)

3 )2 + 4a(i)
1 (a(i)

2 )3

− 18a(i)
1 a(i)

2 a(i)
3 a(i)

4 + 27(a(i)
1 a(i)

4 )2.
(6.56)

There are three cases:
(i) If 
(i) < 0, equation (6.56) has three distinct real roots.

(ii) If 
(i) > 0, equation (6.56) has one real root and a pair of complex conjugate
roots.

(iii) If 
(i) = 0, at least two roots of Eq. (6.56) coincide. For this case, the equation
may have a double repeated real root and another distinct single real root, or the
coincidence of all three roots yields a triple real root.
Introduce several parameters p(i), q(i), r (i) and s(i) as

q(i) = 9a(i)
1 a(i)

2 a(i)
3 − 27(a(i)

1 )2a(i)
4 − 2(a(i)

2 )3

54(a(i)
1 )3

,

r (i) =
√√√√(

3a(i)
1 a(i)

3 − (a(i)
2 )2

9(a(i)
1 )2

)3 + (q(i))2 =
√


(i)

108(a(i)
1 )4

(6.57)
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and

s(i) = 3
√

q(i) + r (i), p(i) = 3
√

q(i) − r (i). (6.58)

Thus, the solutions are

λ
(i)
1 = s(i) + p(i) − a(i)

2

3a(i)
1

,

λ
(i)
2 = − 1

2 (s(i) + p(i))− a(i)
2

3a(i)
1

+
√

3

2
(s(i) − p(i))i,

λ
(i)
3 = − 1

2 (s(i) + p(i))− a(i)
2

3a(i)
1

−
√

3

2
(s(i) − p(i))i,

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(6.59)

where i = √−1.

Case 1 Discriminant 
( j) < 0. There are three different real eigenvalue λ
(i)
j ( j =

1, 2, 3). Modal shape r(i)
j = (r ( j)

1i , r ( j)
2i , r ( j)

3i )T is computed by

r(i)
j = (r ( j)

1i , r ( j)
2i , r ( j)

3i )T = (1,
λ

(i)
j − αa(i)

α
,

a(i)β

λ
(i)
j

,−β

α
)T. (6.60)

Therefore, the general solution is

x(i) = �(i)(x(i)
k , t, tk) =

∑3

i=1
C (i)

j r(i)
j eλ

(i)
j (t−tk) + x(i)

p

= C (i)
1 r(i)

1 eλ
(i)
1 (t−tk) + C (i)

2 r(i)
2 eλ

(i)
2 (t−tk) + C (i)

3 r(i)
3 eλ

(i)
3 (t−tk ) + x(i)

p ,

(6.61)

where

x(i)
p = i(

a + b

b
, 0,−a + b

b
)T. (6.62)

This case was discussed in Bartissol and Chua (1988).

Case 2 Discriminant 
( j) > 0. If λ
(i)
1 = λ(i) and λ

(i)
2,3 = δ(i) ± ω(i)i, the general

solution is

x(i)(t) =�(i)(x(i)
k , t, tk) = x(i)

p + C (i)
1 r(i)

1 eλ(i)(t−tk)

+ (C (i)
2 r(i)

2 + C (i)
3 r(i)

3 )eδ(i)(t−tk ) cos[ω(i)(t − tk)]
+ (−C (i)

2 r(i)
3 + C (i)

3 r(i)
2 )eδ(i)(t−tk) sin[ω(i)(t − tk)],

(6.63)

where
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r(i)
1 = (1,

λ(i) − αa

α
, (

βa

λ(i)
− β

α
))T,

r(i)
2 = (1,

δ(i) − αa

α
,

βaδ(i)

(δ(i))2 + (ω(i))2
,−β

α
)T,

r(i)
3 = (0,

ω(i)

α
,− βaω(i)

(δ(i))2 + (ω(i))2
)T.

(6.64)

Case 3 Discriminant 
( j) = 0. The general solution is

x(i) =�(i)(x(i)
k , t, tk) = C (i)

1 r(i)
1 eλ

(i)
1 (t−tk ) + [C (i)

2 (r(i)
10

+ (t − tk)r
(i)
11 )+ C (i)

3 (r(i)
20 + (t − tk)r

(i)
21 )]eλ

(i)
2 (t−tk ) + x(i)

p (6.65)

where

r(i)
10 = (1,

1

1+ 2λ
(i)
2

, 0)T, r(i)
20 = (0,

β − (λ
(i)
2 )2

β(1+ 2λ
(i)
2 )

, 1)T,

r(i)
11 = (αa − λ

(i)
2 +

α

1+ 2λ
(i)
2

, 1− 1+ λ
(i)
2

1+ 2λ
(i)
2

,− β

1+ 2λ
(i)
2

)T,

r(i)
21 = (

α(β − (λ
(i)
2 )2)

β(1+ 2λ
(i)
2 )

,
(1+ λ

(i)
2 )((λ

(i)
2 )2 − β)

β(1+ 2λ
(i)
2 )

+ 1,
(λ

(i)
2 )2 − β

1+ 2λ
(i)
2

− λ
(i)
2 )T.

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(6.66)

The two boundaries are governed by ϕ (x, y, z) ≡ x ± 1 = 0. The normal vectors
of the two boundaries are

n∂�(−1,0)
= n∂�(0,1)

= (1, 0, 0)T. (6.67)

From the theory of discontinuous dynamic systems in Luo (2006, 2008a, b, 2009),
the condition for grazing response at the boundary (i.e., x(i)

m ∈ ∂�(i, j)) at time tm
satisfies

nT
∂�(i, j)

· F(i)(x(i)
m±, p(i)) = 0,

nT
∂�(i, j)

· DF(i)(x(i)
m±, p(i)) > 0,

⎫
⎬

⎭ for (i, j) ∈ {(1, 0), (0,−1)} (6.68)

nT
∂�(i, j)

· F(i)(x(i)
m±, p(i)) = 0,

nT
∂�(i, j)

· DF(i)(x(i)
m±, p(i)) < 0,

⎫
⎬

⎭ for (i, j) ∈ {(−1, 0), (0, 1)}, (6.69)

where

DF(i)(x(i)
m±, p(i)) = ∂F(i)

∂x(i)
ẋ(i)
∣∣∣
x(i)

m±
. (6.70)



6.4 Analytical Dynamics of Chua’s Circuits 313

(0,1)

x

y

10

o

(0,1)
n

(1) ( )mtx

(1) ( )mtx

z (0,1)

x

y

1
0

(0,1)
n

(1) ( )mtx

(0) ( )mtx

z

o

(a) (b)

Fig. 6.7 Analytical conditions at x = 1 : a grazing and b passable

The condition for passable flows on the boundary (i.e., x(i)
m ∈ ∂�(i, j)) at time tm is

[nT
∂�(i, j)

· F(i)(x(i)
m−, p(i))] × [nT

∂�(i, j)
· F( j)(x( j)

m+, p( j))] > 0. (6.71)

In other words, one obtains

nT
∂�(i, j)

· F(i)(x(i)
m−, p(i)) < 0,

nT
∂�(i, j)

· F( j)(x( j)
m+, p( j)) < 0

⎫
⎬

⎭ for (i, j) = (1, 0), (0,−1), (6.72)

nT
∂�(i, j)

· F(i)(x(i)
m−, p(i)) > 0,

nT
∂�(i, j)

· F( j)(x( j)
m+, p( j)) > 0

⎫
⎬

⎭ for (i, j) = (−1, 0), (0, 1). (6.73)

For the Chua’s system, no sliding responses exist on the two boundaries. The
conditions for the sliding responses will not be presented herein. The grazing and
passable flows at the boundary ∂�(1,0) are sketched in Fig. 6.7. The normal vector
of the boundary points to the domain �1. For a grazing flow in �1, the first equation
of Eq. (6.71) is satisfied as a necessary condition. The second equation gives the
sufficient condition for the grazing flow, as shown in Fig. 6.7(a). A flow in �1 is
passable at the boundary ∂�(1,0), which is sketched in Fig. 6.7(b). It is observed that
Eq. (6.71) or (6.72) is satisfied. It means that two normal vector fields have the same
direction.

6.4.1 Periodic Flows

For periodic responses, switching sets are introduced from the switching boundaries.
The physical meaning of switching sets is a set including the switching points and
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Fig. 6.8 Switching sets and mappings: a local mappings and b global mappings

switching time. The switching sets are defined as

�−−1 = {(xk, yk, zk, tk)|xk = −1−},
�+−1 = {(xk, yk, zk, tk)|xk = −1+},
�−1 = {(xk, yk, zk, tk)|xk = 1−},
�+1 = {(xk, yk, zk, tk)|xk = 1+}.

⎫
⎪⎪⎬

⎪⎪⎭
(6.74)

The superscript “+ ” or “−” means that the switching set is close to the right or left
side of the boundary. In Fig. 6.8, the dash lines infinitesimally close to the boundaries
represent the switching sets �. From the switching sets, six basic mappings are
defined as

P1 : �+1 → �+1 , P2 : �−1 → �−1 ,

P3 : �−−1 → �−−1, P4 : �+−1 → �+−1

}
for local mappings;

P5 : �−1 → �+−1, P6 : �+−1 → �−1 for global mappings.

⎫
⎬

⎭ (6.75)

where the mapping definitions do not follow the previous section because this map-
ping is very simple. The four local mappings, Pl (l = 1, 2, 3, 4), map the initial
state to the final state in the same switching sets, as presented in Fig. 6.8(a). The two
global mappings, P5 and P6, map the initial state from one switching set to another
switching set in order to obtain the final state, as in Fig. 6.8(b).

Consider an initial state (xk, yk, zk, tk) with xk ∈ {−1, 1} and a final state
(xk+1, yk+1, zk+1, tk+1) with xk+1 ∈ {−1, 1}. The four local mappings, Pl (l =
1, 2, 3, 4) are governed by the following algebraic equations

g(l)
1 ≡ ±1−�

(i)
1 (±1, yk, zk, tk+1, tk) = 0,

g(l)
2 ≡ yk+1 −�

(i)
2 (±1, yk, zk, tk+1, tk) = 0,

g(l)
3 ≡ zk+1 − �

(i)
3 (±1, yk, zk, tk+1, tk) = 0

⎫
⎪⎬

⎪⎭
(6.76)

for i = −1, 0, 1. The algebraic equations for global mappings Pl (l = 5, 6) are
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Fig. 6.9 A simple periodic
response of P12
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2 ≡ yk+1 − �
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3 ≡ zk+1 − �
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⎫
⎪⎬

⎪⎭
(6.77)

due to �(i) = (�
(i)
1 ,�

(i)
2 ,�

(i)
3 )T. From such basic mappings, periodic response can

be predicted analytically.
Consider a simple periodic flow P12 = P1◦P2 in Fig. 6.9 to explain how to predict

periodic flows by mapping structures. For a starting point (1, yk, zk, tk) ∈ �−1 , a flow
in domain �0 arrives to the same switching set (i.e., (1, yk+1, zk+1, tk+1) ∈ �−1 ) by
mapping P2 at time tk+1, and the passable condition of the flow is satisfied. The
final state (1, yk+1, zk+1, tk+1) ∈ �−1 becomes the initial state for mapping P1 at the
switching set �+1 . One has (1, yk+1, zk+1, tk+1) ∈ �+1 . The final state of a flow in
domain �1 is at the switching set �+1 by mapping P1. In other words, the final state
is (1, yk+2, zk+2, tk+2) ∈ �+1 .

Because of the periodicity of the flow, the following relations are satisfied, i.e.,

yk+2 = yk, zk+2 = zk, tk+2 = tk + T (6.78)

where T is period for this periodic flow. Thus, the periodic flow based on mapping
structure P12 = P1 ◦ P2 is described, as shown in Fig. 6.9. Other periodic responses
can be developed in a similar fashion. There are two mappings for the periodic
response of P12, and for each mapping, there are three algebraic equations, i.e.,

1−�
(0)
1 (1, yk, zk, tk, tk+1) = 0,

yk+1 −�
(0)
2 (1, yk, zk, tk, tk+1) = 0,

zk+1 − �
(0)
3 (1, yk, zk, tk, tk+1) = 0

(6.79)

for mapping P2 and

1−�
(1)
1 (1, yk+1, zk+1, tk+1, tk+2) = 0,

yk+2 −�
(1)
2 (1, yk+1, zk+1, tk+1, tk+2) = 0,

zk+2 − �
(1)
3 (1, yk+1, zk+1, tk+1, tk+2) = 0

(6.80)
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for mapping P1. Note that tk and tk+1 always appears as tk+1 − tk because in the
Eq. (6.79), and tk+1 and tk+2 always appears as tk+2 − tk+1 in Eq. (6.80). Introduce
two new variables 
tk and 
tk+1 as


tk+1 = tk+2 − tk+1, 
tk = tk+1 − tk, 
tk +
tk+1 = T (6.81)

The period of the periodic flow T can be calculated by the summation of all 
t.
Equations (6.79) and (6.80) give six equations with six unknowns, i.e.,

f (2)
1 (yk+1, zk+1, yk, zk,
tk) = 1−�

(0)
1 (1, yk, zk,
tk) = 0,

f (2)
1 (yk+1, zk+1, yk, zk,
tk) = yk+1 −�

(0)
2 (1, yk, zk,
tk) = 0,

f (2)
1 (yk+1, zk+1, yk, zk,
tk) = zk+1 − �

(0)
3 (1, yk, zk,
tk) = 0, (6.82)

f (1)
1 (yk, zk, yk+1, zk+1,
tk+1) = 1−�

(1)
1 (1, yk+1, zk+1,
tk+1) = 0,

f (1)
2 (yk+2, zk+2, yk+1, zk+1,
tk+1) = yk+2 −�

(1)
2 (1, yk+1, zk+1,
tk+1) = 0,

f (1)
3 (yk+2, zk+2, yk+1, zk+1,
tk+1) = zk+2 − �

(1)
3 (1, yk+1, zk+1,
tk+1) = 0.

The switching points of the periodic flow can be obtained by Eqs. (6.82) with (6.78)
by any numerical method. Other periodic responses are described in the same way.
For instance, a periodic response which contains 2n switching points, its algebraic
equation set has 3× 2n unknowns and equations.

To discuss the stability of the periodic response of P12, the switching points
(1, y∗k , z∗k , t∗k ) of the periodic solution is determined. For the mapping structure of
P12, one obtains

xk+1 = P2xk and xk+2 = P1xk+1. (6.83)

Plugging in the switching points x∗k , x∗k+1, and x∗k+2 = x∗k of the periodic flow yields

x∗k+1 = P2x∗k and x∗k+2 = P1x∗k+1. (6.84)

Consider xl (l = k, k+1, k+2) to be a disturbance from x∗l . Using the Taylor series
extension and keeping the terms up to δxl , gives

x∗k+1 + δxk+1 = P2x∗k + D P2|x∗k δxk + o(δxk)

x∗k+2 + δxk+2 = P1x∗k+1 + D P1|x∗k+1
δxk+1 + o(δxk+1)

}
. (6.85)

Equations (6.84) and (6.85) yields

δxk+1 = D P2|x∗k δxk and δxk+2 = D P1|x∗k+1
δxk+1. (6.86)

From the above equation,

δxk+2 = D P1|x∗k+1
· D P2|x∗k δxk ≡ D P|x∗k δxk, (6.87)
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where

D P1|(y∗k ,z∗k ) = ∂(yk+1, zk+1)

∂(yk, zk)

∣∣∣∣
(y∗k ,z∗k )

=

⎡

⎢⎢⎣

∂yk+1

∂yk

∂yk+1

∂zk

∂zk+1

∂yk

∂zk+1

∂zk

⎤

⎥⎥⎦

∣∣∣∣∣∣∣∣
(y∗k ,z∗k )

D P2|(y∗k+1,z
∗
k+1)
= ∂(yk+2, zk+2)

∂(yk+1, zk+1)

∣∣∣∣
(y∗k+1,z

∗
k+1)

=

⎡

⎢⎢⎣

∂yk+2

∂yk+1

∂yk+2

∂zk+1

∂zk+2

∂yk+1

∂zk+2

∂zk+1

⎤

⎥⎥⎦

∣∣∣∣∣∣∣∣
(y∗k+1,z

∗
k+1)

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(6.88)

To calculate such DP matrix, equation (6.82) is used. Taking total derivative of each
equation with respect to yσ and zσ (σ = k, k + 1), respectively, yields,

D f (i)
1

Dyσ

= ∂ f (i)
1

∂yσ

+ ∂ f (i)
1

∂
tσ

∂
tσ
∂yσ

= 0,

D f (i)
2

Dyσ

= ∂ f (i)
2

∂yσ

+ ∂ f (i)
2

∂yσ+1

∂yσ+1

∂yσ

+ ∂ f (i)
2

∂
tσ

∂
tσ
∂yσ

= 0,

D f (i)
3

Dyσ

= ∂ f (i)
3

∂yσ

+ ∂ f3

∂zσ+1

∂zσ+1

∂yσ

+ ∂ f3

∂
tσ

∂
tσ
∂yσ

= 0,

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(6.89)

and

D f (i)
1

Dzσ

= ∂ f (i)
1

∂zσ

+ ∂ f (i)
1

∂
tσ

∂
tσ
∂zσ

= 0,

D f (i)
2

Dzσ

= ∂ f (i)
2

∂zσ

+ ∂ f (i)
2

∂yσ+1

∂yσ+1

∂zσ

+ ∂ f (i)
2

∂
tσ

∂
tσ
∂zσ

= 0,

D f (i)
3

Dzσ

= ∂ f (i)
3

∂zσ

+ ∂ f (i)
3

∂zσ+1

∂zσ+1

∂zσ

+ ∂ f (i)
3

∂
tσ

∂
tσ
∂zσ

= 0.

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(6.90)

There are three equations with three unknowns in each set of Eqs. (6.89) and (6.90).
From the first equation in each set, ∂
tσ /∂yσ and ∂
tσ /∂zσ can be solved, then plug-
ging into the other two equations, the components ∂yσ+1/∂yσ , ∂zσ+1/∂yσ , ∂yσ+1/

∂zσ and ∂zσ+1/∂zσ for D P2 and D P1 are obtained.
If there exists one eigenvalue of DP matrix with magnitude larger than one,

|λi | > 1, i ∈ {1, 2}, the periodic response based on this Jacobian matrix is unstable.
On the other hand, if magnitudes of both eigenvalues are less then one |λi | ≤ 1,

i = 1, 2, the periodic response is stable. Especially, if one eigenvalue is positive one
(+1), the absolute value of the other eigenvalue is less then one, saddle-node bifur-
cation happens. Period-doubling bifurcation occurs when one eigenvalue is negative
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one (-1), the absolute value of the other eigenvalue is less then one. If the two eigen-
values are a pair of complex number with magnitude equals to one, the Neimark
bifurcation takes place. Other periodic flows can be discussed in a similar fashion.

6.4.2 Analytical Predictions

As in Luo and Xue (2009), before analytical prediction of periodic flow, a bifurcation
scenario based on the switching plane in Eqs. (6.74) and (6.75) is presented first for
parameters a = 0.142857, b = 0.285714 and β = 9. The bifurcation scenario is
presented via the switching sets versus parameter α. Such a parameter represents
the ratio of capacitances, as shown in Fig. 6.10. The acronym “GB” is the grazing
bifurcation, depicted by dashed lines, and such a grazing bifurcation occurs at about
α ≈ 5.117. The periodic response of P12 lies in α ∈ (5.117, 5.890). The periodic
doubling bifurcation of the periodic flow P12 occurs at α ≈ 5.890. Thus the periodic
flow of P(12)2 lies in α ∈ (5.890, 6.040) and the corresponding period-doubling bifur-
cation occurs at α ≈ 6.040. With increasing α, the periodic flow of P(12)4 is obtained.
Continuously, the onset of chaos relative to P(12)2n (n → ∞) occurs at α ≈ 6.12.

The acronym “PD” represents the period doubling bifurcation. With increasing α, the
chaotic responses are observed. However, in the region of chaotic responses, there
are many windows of periodic responses. Such periodic responses can be predicted
analytically later. In addition, the switching points are plotted through the plane of
(y, z) at the boundaries.

For a better understanding of complex responses in the Chua’s circuit, the
analytical prediction of periodic flows will be presented through the mapping struc-
tures as presented in the previous section. From a specific mapping structure, a set of
nonlinear algebraic equations will be solved through the Newton-Raphson method.
Using the local stability and bifurcation analysis, all the possible stable and unstable
responses of the Chua’s circuit can be obtained. However, the numerical computa-
tion can give only one of possible periodic flows. The disappearance of the periodic
responses can be determined by the first saddle-node bifurcation and grazing bifur-
cation. Once the grazing bifurcation occurs, the mapping structures will be changed,
which means the old responses cannot exist any more and the new periodic responses
may exist.

The analytical prediction gives the switching sets on the boundaries, as shown in
Fig. 6.11. The solid and dotted curves give the stable and unstable periodic responses,
respectively. Due to symmetry, switching points in analytical prediction are shown
only at the boundary of x = 1. The parameter regions for the stable periodic responses
are the same as in the bifurcation scenario. The corresponding eigenvalue analysis
gives the local stability and bifurcation, as presented in Fig. 6.12. However, graz-
ing bifurcations cannot be determined by such eigenvalue analysis. The analytical
conditions in Eqs. (6.68) and (6.69) should be adopted. It is clearly observed that
the vanishing of periodic responses is caused by the grazing bifurcation. Only one
grazing bifurcation occurs at the stable periodic response, and the other grazing
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Fig. 6.10 Bifurcation
scenario varying with
parameter α : a switching
current in the inductor, b
switching voltage of the
capacitor C2 and c switching
current versus switching
voltage. (a = 0.142857, b =
0.285714 and β = 9)

bifurcations occur at the unstable periodic responses, which cannot be determined
through numerical prediction.

To further look into periodic responses embedded in chaotic responses, consider
a window of periodic response. The numerical prediction of periodic responses with
mapping structure of P(12)3 is given in Fig. 6.13. The analytical prediction of such
periodic responses is shown in Fig. 6.14. Two periodic responses with mapping struc-
tures of P(12)3 and P(12)5 and their period-doubling responses with P(12)6 and P(12)10

are predicted analytically. In Fig. 6.15, the corresponding eigenvalue analysis is given
for the local stability and bifurcation. Again, the solid and dotted curves represent the
stable and unstable responses, respectively. In Fig. 6.14(a) , the onset of the periodic
response of mapping structure P(12)3 is at α = 8.8784 owing to the saddle-node-
bifurcation. The periodic response of P(12)3 becomes unstable at α = 8.8894 and
its grazing occurs at α = 8.8923. At α = 8.8894, the period-doubling bifurcation
of the periodic response of P(12)3 occurs and also the saddle-node bifurcation of the
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Fig. 6.11 Analytical
prediction under different
parameter α : a switching
current in the inductor and b
switching voltage of the
capacitor C2. (a =
0.142857, b = 0.285714 and
β = 9)
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periodic response of P(12)6 occurs. The grazing bifurcation for the periodic response
of P(12)6 is at α ≈ 8.8898. Because of the grazing, the new periodic response of
P(12)5 appears. With increasing α, the period-doubling bifurcation of such a periodic
response is at α = 8.8948 and its unstable periodic response grazes at α = 9.787. The
period-doubling bifurcation of P(12)5 generates the new periodic response of P(12)10

for its onset. The corresponding period-doubling bifurcation is at α = 8.89614. The
grazing bifurcation occurs at the unstable response of P(12)5 with α = 8.90282. With-
out discontinuity, no such grazing bifurcation exist to cause the switching between
the periodic responses of P(12)6 and P(12)5 . Similarly, the other widows for periodic
responses can be carried out.
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Fig. 6.12 Eigenvalues
varying with parameter 2 for
periodic responses a
real part and b magnitude
(a=0.142857, b=0.285714
and α = 9 )

Capacitance Ratio,

5.00 5.25 5.50 5.75 6.00 7.50

R
ea

l P
ar

t o
f 

E
ig

en
va

lu
es

, R
e

1,
2

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

GB

PD PD

P(12) P(12)
2 P(12)4

PD

SNSN SN SN

Capacitance Ratio, 

5.00 5.25 5.50 5.75 6.00 7.50

M
ag

ni
tu

de
 o

f 
E

ig
en

va
lu

es
, 

|
1,

2|

0.0

0.5

1.0

1.5

GB SN SN

PD PD

P(12) P(12)
2 P(12)4

PD

SN

(b)

(a)

6.4.3 Illustrations

From the analytical prediction of periodic responses, the switching sets are obtained.
Such switching sets can be used as selected initial conditions, and the
periodic responses of the Chua’s circuit can be simulated. For example, consider
parameters (α, β) = {(5.86, 9), (5.86, 9), (6.01, 9) and (8.88, 15)} for periodic
responses of P21, P(21)2 , P21534361, andP(21)3 , respectively. The initial conditions
are given by

P21 : (x0, y0, z0) = (1.0, 0.233577,−0.335582) for α = 5.86, β = 9,

P(21)2 : (x0, y0, z0) = (1.0, 0.154142,−0.267826) for α = 6.01, β = 9,

P21534361 : (x0, y0, z0) = (1.0, 0.168254,−0.277345) for α = 6.34, β = 9,

P(21)3 : (x0, y0, z0) = (1.0, 0.179989,−0.083352) for α = 8.88, β = 15.
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Fig. 6.13 The window of
periodic responses of P(12)3 :
a switching voltage of the
capacitor C2 versus
parameter α and b zoomed
area. (a = 0.142857,

b = 0.285714 and β = 15)

The corresponding trajectories of periodic responses relative to the Chua’s circuit
in (x, z)-plane are plotted in Fig. 6.16. Dashed lines give the boundaries and the
hollow symbols are the switching points for periodic responses. The starting points
are given by solid circular symbols. The periodic responses pertaining to mappings
P21, P(21)2 and P(21)3 are formed by the local mappings. The three periodic responses
are local. However, the periodic response of P21534361 connects three domains and
such a response is a global response. For a clear illustration of periodic responses,
the 3-D view of the periodic responses relative to Fig. 6.16 is given in Fig. 6.17. The
starting points are labeled by green circular symbols. The corresponding mappings
are labeled. It is clearly observed that how the periodic responses pass through
the boundary planes. In other words, the dynamic system will be switched at such
boundary planes. If readers are interested in determining the complicated periodic
motions in other discontinuous dynamical systems through the mapping structure
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Fig. 6.14 Analytic
predictions of periodic
responses relative to the
P(12)3 window: a switching
voltage of the capacitor C2
versus parameter
α and b zoomed area.
(a = 0.142857,

b = 0.285714 and β = 15)

technique, Luo and coworker’s papers (e.g., Han et al 1995; Luo 2002; 2005b; Luo
and Chen 2006; Luo and Gegg 2006, 2007; Luo and Zwiegart Jr. 2008; Luo and
O’Connor 2009; Luo and Rapp 2009; Luo and Guo 2010 ) can be referred.

For complicated, discontinuous dynamical systems, the naming system in
Sect. 6.1 should be used to identify the possible mappings. The mapping dynamics
of periodic motion in any system is to develop the mapping relations from which
expected periodic motions can be analytically predicted. The mapping dynamics
provides a possibility to obtain all stable and unstable periodic motions in dynamical
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Fig. 6.15 Eigenvalues
varying with parameter α for
periodic responses in the
P(12)3 window: a real part
and b magnitude.
(a = 0.142857,

b = 0.285714 and β = 15)
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system rather than only one of stable solutions given by numerical simulations. Based
mapping structures, the stochasticity of chaos in discontinuous dynamical systems
can be investigated.

6.5 Flow Symmetry

In this section, the symmetry of discontinuous dynamical systems will be discussed.
The grazing cluster will be presented as in Luo (2006a). The symmetry of steady-state
flows in discontinuous dynamical systems will be discussed in order to determine
the co-existing steady-state flows.
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Fig. 6.16 The periodic responses in plane of (x, z)(a = 0.142857 and b = 0.285714) : a
P21(α = 5.86, β = 9.0, x = 1.0, y = 0.233577, z = −0.335582), b P(21)2 (α = 6.01, β =
9.0, x = 1.0, y = 0.154142, z = −0.267826), c P21534361 (α = 6.34, β = 9.0, x =
1.0, y = 0.168254, z = −0.277345), d P(21)3 (α = 8.88, β = 15.0, x = 1.0, y = 0.179989,

z = −0.083352)

6.5.1 Symmetric Discontinuity

As in Sect. 6.1, discontinuous dynamic systems with symmetry can be described.
Consider an n-dimensional dynamic system consisting of M -sub-systems on
m-accessible, sub-domains �p (p = 1, 2, · · · , M) in a domain � ⊂ Rn . With the
inaccessible domain �0, the universal domain is expressed by � = ∪M

p=1�p ∪�0.

The M accessible domains and inaccessible domain �0 in phase space are sepa-
rated by boundary ∂�p1 p2 ⊂ Rn−1 ( p1, p2 ∈ {0, 1, 2, · · · , m}), determined by
the specific function ϕp1 p2(x, t) = 0. Among all the boundaries, there are some
pairs of boundaries ∂�p1 p2 with symmetry. For the pth accessible domain, there is
a continuous system in form of

ẋ = F(p)(x, t, pp) = f (p)(x,µp)+ g(x, t,π),

x = (x1, x2, · · · , xn)T ∈ �p,
(6.91)
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Fig. 6.17 The 3D views of periodic responses (x, y, z)(a = 0.142857 and b = 0.285714) :
a P21(α = 5.86, β = 9.0, x = 1.0, y = 0.233577, z = −0.335582), b P(21)2 (α =
6.01, β = 9.0, x = 1.0, y = 0.154142, z = −0.267826), c P21534361 (α = 6.34, β = 9.0, x =
1.0, y = 0.168254, z = −0.277345), d P(21)3 (α = 8.88, β = 15.0, x = 1.0, y = 0.179989,

z = −0.083352)

where the forcing vector function g = (g1, g2, · · · , gn)T is bounded, periodic func-
tions with period T = 2π/�. The forcing frequency is �. The phase variable
is ϕ = �t and a parameter vector π = (π1, π2 · · · , πm1)

T. The vector func-

tion f (p) = ( f (p)
1 , f (p)

2 , · · · f (p)
n )T are Cr -continuous (r ≥ 2) with system para-

meter vector µp = (μ
(p)
1 , μ

(p)
2 , · · · , μ(p)

m2 )T. In all accessible sub-domains �p

(p = 1, 2, · · · , M), the dynamical system in Eq. (6.91) is continuous and there
is a continuous flow expressed by

x(p)(t) = �(p)(x(p)(t0), t,µp,π),

x(p)(t0) = �(p)(x(p)(t0), t0,µp,π).

}
(6.92)
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Fig. 6.18 Two symmetric
domains in phase plane.

2x

1x

13 2

2123

23 12

Consider one of the simplest sub-accessible domains in a two-dimensional
dynamical system in Fig. 6.18. The universal domain is formed by three accessi-
ble sub-domains �p(p = 1, 2, 3). With oriented directions, two boundaries ∂�p1 p2

(p1, p2 ∈ {1, 2, 3}) exist. The accessible sub-domains (�1 and �3) are of the skew-
symmetry. The direction-oriented boundaries (

−→
∂�21,

−→
∂�12) and (

−→
∂�23,

−→
∂�32) are

of the skew-symmetry, respectively. On the corresponding symmetric domains, the
dynamical systems in Eq. (6.91) are of the skew symmetry. On the boundaries (

−→
∂�12

and
−→
∂�21), the governing equation is defined through ϕ12(x, t) = ϕ21(x, t) =

x1 − E = 0, and on the corresponding symmetric boundaries (
−→
∂�23 and

−→
∂�32),

the governing equation is determined by ϕ23(x, t) = ϕ32(x, t) ≡ x1 + E = 0. From
the above discussion, besides the assumptions in Sect. 6.1, the extra conditions should
be added to restrict our discussion. The following assumptions will be considered:
A6.1: The systems in Eq. (6.91) possess time-continuity.
A6.2: For a unbounded domain �p, there is a open domain Dp ⊂ �p. On the domain
Dp, the vector field and the flow are bounded for t ∈ [0,∞), i.e.,

||f (p)|| + ||g|| ≤ K1 (const) and ||�(p)|| ≤ K2(const). (6.93)

A6.3: For a bounded domain �p, there is a open domain Dp ⊂ �p. On the domain
Dp, the vector field and the flow are bounded for t ∈ [0,∞) , i.e.,

||f (p)|| + ||g|| ≤ K1(constant) and ||�(p)|| ≤ ∞. (6.94)

A6.4: The dynamical subsystems possess symmetry at least in two corresponding
symmetric domains.
A6.5: The flow on the discontinuous boundaries is C1-discontinuous or there is a
transport law to connect two flows in two different domains.
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6.5.2 Switching Sets and Mappings

For convenience, without loss generality, the switching sets are from the boundary−→
∂�p1 p2 (q = 0, 1, 2, · · · , M) :

�q =
{
(mod(�tk, 2π), xk)

∣∣∣∣
ϕp1 p2(tk, xk) = 0
p1, p2 ∈ {0, 1, 2, · · · , M}

}
⊆ −→∂�p1 p2 . (6.95)

For simplicity in discussion, the following sign function is introduced as

�α =
{+1 for n∂�i j → �β,

−1 for n∂�i j → �α.
(6.96)

From Luo (2011), the singular sets on the switching sets are stated as follows:

Definition 6.4 For a discontinuous dynamical system of Eq. (6.91), the grazing
singular set on the α-side of the boundary ∂�p1 p2 for α, β ∈ {p1, p2} and β �= α

with p1, p2 ∈ {1, 2, · · · , M} is defined as

S(1,α)
p1 p2
=
{

(mod(�tm, 2π), xm)

∣∣∣∣∣
�αG(α)

∂�p1 p2
(xm, tm±) = 0 and

�αG(1,α)
∂�p1 p2

(xm, tm±) < 0

}
⊂ ∂�p1 p2 .

(6.97)
The double grazing singular set on both sides of the boundary ∂�p1 p2 is defined as

S(1:1)
p1 p2
= S(1,α)

p1 p2
∪ S(1,β)

p1 p2

=

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(mod(�tm, 2π), xm)

∣∣∣∣∣∣∣∣∣∣∣

�αG(α)
∂�p1 p2

(xm, tm±) = 0 and

�αG(1,α)
∂�p1 p2

(xm, tm±) < 0,

�αG(β)
∂�p1 p2

(xm, tm±) = 0 and

�αG(1,β)
∂�p1 p2

(xm, tm±) > 0

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

⊂ ∂�p1 p2 .

(6.98)

Definition 6.5 For a discontinuous dynamical system of Eq. (6.91), the (2kα−1)th-
order, grazing singular set on the α-side of the boundary ∂�p1 p2 for α, β ∈ {p1, p2}
and β �= α with p1, p2 ∈ {1, 2, · · · , M} is defined as

S(2kα+1,α)
p1 p2

=

⎧
⎪⎨

⎪⎩
(mod(�tm, 2π), xm)

∣∣∣∣∣∣∣

�αG(sα,α)
∂�p1 p2

(xm, tm±) = 0

for sα = 0, 1, 2, · · · , 2kα

and �αG(2kα+1,α)
∂�p1 p2

(xm, tm±) < 0

⎫
⎪⎬

⎪⎭
⊂ ∂�p1 p2 .

(6.99)
The (2kα + 1 : 2kβ + 1)-double grazing singular set on both sides of the boundary
∂�p1 p2 is defined as
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S
(2kα+1:2kβ+1)
p1 p2 = S(2kα+1,α)

p1 p2
∪ S

(2kβ+1,β)
p1 p2

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(mod(�tm, 2π), xm)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

�αG
(sβ ,α)

∂�p1 p2
(xm, tm±) = 0

for sα = 0, 1, · · · , 2kα

and �αG(2kα+1,α)
∂�p1 p2

(xm, tm±) < 0;
�αG

(sβ ,β)

∂�p1 p2
(xm, tm±) = 0

for sβ = 0, 1, · · · , 2kβ

and �αG
(2kβ+1,β)

∂�p1 p2
(xm, tm±) > 0

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

⊂ ∂�p1 p2 .

(6.100)

A switching set on the discontinuous boundary ∂�p1 p2 is composed of two neigh-

bored boundaries �q1 ⊆
−→
∂�p1 p2 and �q2 ⊆

←−
∂�p1 p2 connected by a singular point

�p1 p2 = S(2kα+1,α)
p1 p2 (kα = 0, 1, 2, · · · ), i.e.,

�q1q2 = �q1 ∪�q2 ∪ �p1 p2 ⊆ ∂�p1 p2 (6.101)

for q1, q2 ∈ {0, 1, 2, · · · , M}. The local mappings near the switching sets �q1q2 is
defined for specific J1, J2 ∈ {1, 2, · · · , N } as

PJ1 : �q1 → �q2 , PJ2 : �q2 → �q1 . (6.102)

If �q1 ⊆ ∂�p1 p2 and �q3 �⊂ ∂�p1 p2 , the global mapping in an accessible domain
�α (α ∈ {p1, p2}) is defined for specific J3 ∈ {1, 2, · · · , N } as

PJ3 : �q1 → �q3 . (6.103)

On the switching sets �q1 ⊆ ∂�p1 p2 , the sliding mapping is defined for specific
J4 ∈ {1, 2, · · · , N } as

PJ4 : �q1 → �q1 . (6.104)

For a C0-discontinuous switching set �q4 ⊆ ∂�p1 p2 , there must be a transport law
to map it to another switching set, �q5 ⊂ ∂�p3 p4 . Therefore, the transport mapping
is defined for specific J5 ∈ {1, 2, · · · , N } as

PJ5 : �q4 → �q5 . (6.105)

The switching sets, the local, global, sliding and transport mappings are depicted
in Fig. 6.19. The forbidden zone is shown for permanently-non-passable boundary.
Consider a discontinuous dynamical system with domains given in Fig. 6.20 to show
how to use the above concept. Four switching sets are defined as
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Fig. 6.19 Switching sets and generic mappings: a local and global mappings, b sliding mapping
and transport mapping. The shaded domain �α is accessible, and the inaccessible domain is �γ .

The domain �β is accessible and �δ can be accessible or inaccessible

Fig. 6.20 Switching sets and
generic mappings for
x1 = ±E .
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�1 = {(mod(�tm, 2π), xm)|x2 > 0, ϕ21(xm, t) = x1 − E = 0 } ⊆ −→∂�21,

�2 = {(mod(�tm, 2π), xm)|x2 < 0, ϕ12(xm, t) = x1 − E = 0 } ⊆ −→∂�12,

�3 = {(mod(�tm, 2π), xm)|x2 < 0, ϕ23(xm, t) = x1 + E = 0 } ⊆ −→∂�23,

�4 = {(mod(�tm, 2π), xm)|x2 > 0, ϕ32(xm, t) = x1 + E = 0 } ⊆ −→∂�32

(6.106)

and two singular points are

�−→
12
= {(mod(�tm, 2π), xm)|x2 = 0, ϕ12 = x1 − E = 0 } ⊂ �12

�−→
23
= {(mod(�tm, 2π), xm)|x2 = 0, ϕ23 = x1 + E = 0 } ⊂ �23

}
(6.107)



6.5 Flow Symmetry 331

The two switching sets are

�12 = �1 ∪�2 ∪ �12 ⊆ ∂�12,

�34 = �3 ∪�4 ∪ �23 ⊆ ∂�23.
(6.108)

From four subsets, the local mappings are

P1 : �1 → �2 and P2 : �1 → �2, on ∂�12,

P4 : �3 → �4 and P5 : �4 → �3, on ∂�23
(6.109)

and the global mappings from ∂�12 and ∂�23 are

P3 : �2 → �3 and P6 : �4 → �1. (6.110)

In this discontinuous system, no sliding mapping exists on this C1-discontinuous
boundaries. From the definition of mappings, the mappings PJ (J = 1, 2, 4, 5)

relative to one switching section are termed the local mapping, and the mappings
PJ (J = 3, 6) relative to two switching sections are termed the global mapping.
The global mapping maps the motion from one switching boundary into another
switching boundary. The local mapping is the self-mapping in the corresponding
switching section. The six generic mappings are illustrated in Fig. 6.20.

6.5.3 Grazing and Mappings Symmetry

The initial and final times (tk and tk+1) are used for all the mappings PJ (J =
1, 2, · · · , N ) defined through in Eqs. (6.102)–(8.105), and the corresponding phases
are ϕk = �tk and ϕk+1 = �tk+1. Equation (6.92) gives

x(p)(tk+1) = �(p)(tk+1, x(p)(tk), tk,µp,π), or

x(p)(ϕk+1) = �(p)(ϕk+1, x(p)(ϕk), ϕk,µp,π).

}
(6.111)

In an accessible domain �p, the foregoing equations with boundary constraint
equations give the governing equations for mapping PJ . Consider a notation yk ≡
(ϕk, xk)

T ∈ Rn+1, the governing equations for mapping PJ (J = 1, 2, · · · , N ) with
mapping relation yi+1 = PJ yi are

F(J )(ϕk, xk, ϕk+1, xk+1,µp,π) = 0 (6.112)

where F(J ) ∈ Rn+1.

For all mappings PJ (J = 1, 2, · · · , N ), there are 2n1-symmetric mappings Pq

(q = 1, 2, · · · , 2n1). The first n1-mappings Pq1 (q1 = 1, 2, · · · , n1) are symmetric
with the second n1-mappings Pq2 (q2 = n1 + 1, n1 + 2, · · · , 2n1), respectively.
From Assumption (A6.4), the subsystems in domain �pq1

and �pq2
(pq1 , pq2 ∈

http://dx.doi.org/10.1007/978-1-4614-1524-4_8
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{1, 2, · · · , m}) are symmetric. Thus, μpq1
= μpq2

. For convenience, the following
notation is introduced as

q̂ = mod(q + n1 − 1, 2n1)+ 1,

ϕ̂
(q)
k = mod(ϕ

(q)
k , 2(2M1 + 1)π),

ϕ̂
(q̂)
k = mod(ϕ

(q̂)
k , 2(2M1 + 1)π).

⎫
⎪⎪⎬

⎪⎪⎭
, (6.113)

Notice that the integer M1 ≡ 0, 1, 2, · · · and mod(·, ·) is the modulus function.

Definition 6.6 For a discontinuous dynamical system in Eq. (6.91), under a trans-
formation TP : Pq → Pq̂ during (2M1 + 1)-periods with

ϕ̂
(q)
k = mod((2M1 + 1)π + ϕ̂

(q̂)
k , 2(2M1 + 1)π),

x(q̂)
k = −x(q)

k

}
(6.114)

if a relation

F(q̂)(ϕ
(q̂)
k , x(q̂)

k , ϕ
(q̂)
k+1, x(q̂)

k+1,µpq
,π) = −F(q)(ϕ

(q)
k , x(q)

k , ϕ
(q)
k+1, x(q)

k+1,µpq
,π)

(6.115)
holds, then the mapping pair (Pq , Pq̂) is of skew-symmetry. If a mapping pair is
relative to the local (or global, or sliding or transport) mapping, such a mapping
pair is termed the local (or global, or sliding or transport) skew-symmetric mapping
pair.

Theorem 6.1. The 2n1-mappings Pq (q = 1, 2, · · · , 2n1) for the dynamical system
in Eq. (6.91) are invariant under the two actions of a transformation TP , i.e., TP◦TP :
Pq → Pq .

Proof Under the transformation TP , the mapping Pq and Pq̂ are of skew-symmetry,
thus, we have

TP : Pq → Pq̂ and TP : Pq̂ → P ˆ̂q .

From the foregoing relations, for ϕ
(q)
i ∈ [0, (2M1 + 1)π ], Definition 6.6 gives for a

certain given numberN2 ∈ {0, 1, 2, · · · }

ϕ
(q̂)
k = ϕ

(q)
k + (2N2 + 1)(2M1 + 1)π, and x(q̂)

k = −x(q)
k ;

F(q̂)(ϕ
(q̂)
k , x(q̂)

k , ϕ
(q̂)
k+1, x(q̂)

k+1,µpq
,π) = −F(q)(ϕ

(q)
k , x(q)

k , ϕ
(q)
k+1, x(q)

k+1,µpq
,π)

⎫
⎬

⎭

and

ϕ
( ˆ̂q)
k = ϕ

(q̂)
k + (2N2 + 1)(2M1 + 1)π, and x( ˆ̂q)

k = −x(q̂)
k ;

F( ˆ̂q)(ϕ
( ˆ̂q)
k , x( ˆ̂q)

k , ϕ
( ˆ̂q)
k+1, x( ˆ̂q)

k+1,µpq
,π) = −F(q̂)(ϕ

(q̂)
k , x(q̂)

k , ϕ
(q̂)
k+1, x(q̂)

k+1,µpq
,π).

⎫
⎬

⎭
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Substitution of the first equation into the second one of the foregoing two equations
leads to

ϕ
( ˆ̂q)
k = ϕ

(q)
k + 2(2N2 + 1)(2M1 + 1)π, and x( ˆ̂q)

k = x(q)
k ;

F( ˆ̂q)(ϕ
( ˆ̂q)
k , x( ˆ̂q)

k , ϕ
( ˆ̂q)
k+1, x( ˆ̂q)

k+1,µpq
,π) = F(q)(ϕ

(q)
k , x(q)

k , ϕ
(q)
k+1, x(q)

k+1,µpq
,π).

⎫
⎬

⎭

It is easily proved that ˆ̂q = q from the property of the modulus function. Since
the period for mapping Pq is (2M1 + 1)-periods, the phase satisfies a relation as

mod(ϕ
(q)
k , 2(2M1 + 1)π) = ϕ

(q)
k . In a similar fashion, the case can be proved for

ϕ
(q)
k ∈ [(2M1 + 1)π, 2(2M1 + 1)π ]. Thus, the foregoing equation indicates that

TP ◦TP : Pq → Pq holds. Namely, the mapping Pq (q = 1, 2, · · · , 2n1) for dynam-
ical systems in Eq. (6.91) is invariant under the two actions of transformation TP .

�
Consider a post-grazing mapping cluster of a specific local or global mapping

PJ (J ∈ {1, 2, · · · , N }). For a local mapping PJ1 on the boundary ∂�p1 p2 , the
pre-grazing, grazing and post-grazing flows are illustrated in Fig. 6.21a–d. There are
many clusters of post-grazing mappings, which determines the property of the post-
grazing. Two clusters of the post-grazing mappings for mapping PJ1 are sketched.
After grazing, the relation between the pre-grazing and post-grazing is

PJ1

post−grazing
�

pre−grazing
PJ1 ◦ PJn2

◦ · · · ◦ PJ3 ◦ PJ2︸ ︷︷ ︸
local mapping cluster

= PJ1(Jn2 ···J3 J2) (6.116)

for J1, J2, · · · , Jn2 ∈ {1, 2, · · · , N }. The index J2 can be J1 but the index Ji

(Ji = J3, J4, · · · , Jn2) should not be J1. PJ2 �= PJ1 can be any mappings on the
same boundaries. Similarly, consider the global mapping PJ1 to map the flow on the
boundary ∂�p1 p2 to another boundary ∂�p2 p3 in domain �p2 . The pre-grazing, graz-
ing and post-grazing flows for the global mapping PJ1 are illustrated in Fig. 6.22a–d.
The relation between the pre-grazing and post-grazing is given by

PJ1

post−grazing
�

pre−grazing
PJn2
◦ · · · ◦ PJ3︸ ︷︷ ︸

grazing mapping cluster

◦PJ2 = P(Jn2 ···J3)J2 (6.117)

for (J1, J2, · · · , Jn2 ∈ {1, 2, · · · , N }). The index J2 can be J1 but the index Ji

(Ji = J3, J4, · · · , Jn2) should not be J1. In post-grazing mapping clusters, the
mappings can be local mappings, sliding and transport mappings on the boundary
∂�p2 p3 . Two clusters of post-mapping structure for such a mapping grazing are
sketched in Fig. 6.22c and d. For the grazing occurrence of the mapping PJ1 on the
boundary ∂�p1 p2 , the post-grazing mapping structure is the same as in Eq. (6.116).
However, the mapping PJ1 is global and the index J2 cannot be J1 because PJ2 is
any mapping rather than PJ1 or another global mapping. This mapping can be a local
mapping. Without the mapping PJ1 , this post-grazing mapping structure is a local
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(a) (b) 

(c) (d) 

Fig. 6.21 Local mapping grazing switching PJ1 (J1 ∈ {1, 2, · · · , N }) : a pre-grazing mapping, b
grazing mapping, c, d two possible post-grazing mappings. The black solid circular symbols are
singular points. The rest circular points are switching points

mapping grazing structure as in Eq. (6.116). This concept is extended to the more
generalized case. The post-mapping cluster can include any possible mappings rather
than the local mappings.

Consider the generic mappings in Fig. 6.20. Once the grazing occurs, the flow of
PJ (J = 1, 2, · · · , 6) switches from an old flow to a new one, and the corresponding
post-grazing mapping structures are from Luo (2005b)
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1JP

2q

1 2p p

4q

1q

3q

4q1nx

2nx

(a)  

1JP

2q

1 2p p

4q

1q

3q

4q1nx

2nx

(b) 

(c)  (d) 

Fig. 6.22 Global mapping grazing switching: a pre-grazing mapping, b grazing mapping, c, d two
possible post grazing mappings. The black solid circular symbols are singular points. The rest
circular points are switching points

PJ
grazing

�
grazing

PJ ◦ PJ+1 ◦ PJ for (J = 1, 4);

P2
grazing

�
grazing

P6 ◦ P1 ◦ P3, P2
grazing

�
grazing

P2 ◦ P1 ◦ P2;

P5
grazing

�
grazing

P3 ◦ P1 ◦ P6, P5
grazing

�
grazing

P5 ◦ P4 ◦ P5;

PJ
grazing

�
grazing

PJ ◦ PJ−2 ◦ PJ−1 for (J = 3, 6),

PJ
grazing

�
grazing

PJ ◦ P mod (J+1,6) ◦ P mod (J+2,6)for(J = 3, 6).

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(6.118)

From the above discussion, the invariance of the post-grazing under the transforma-
tion TP is of great interest.
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Theorem 6.2. For symmetric mappings Pq (q ∈ {1, 2, · · · , 2n1}, n1 ≤ N/2) from
all N-mappings of the dynamical system in Eq. (6.91), if the mapping pair (Pq , Pq̂)

is of skew-symmetry with a symmetric transformation TP , the post-grazing mapping
pair is still of skew-symmetry with the same transformation.

Proof For the dynamical system in Eq. (6.91), there are n1 skew-symmetric mapping
pairs (Pq , Pq̂) (q ∈ {1, 2, · · · , 2n1}) from all the N-mappings. Thus, from Definition
6.6, the skew-symmetry conditions are

ϕ
(q j )

k = ϕ
(q̂ j )

k + (2M1 + 1)π and x
(q j )

k = −x
(q̂ j )

k

for q j = {q1, q2 · · · , qn2} ∈ {1, 2, · · · , 2n1}, and

F(q j )(ϕ
(q j )

k , x
(q j )

k , ϕ
(q j )

k+1, x
(q j )

k+1,µpq j
,π)

= −F(q̂ j )(ϕ
(q̂ j )

k , x
(q̂ j )

k , ϕ
(q̂ j )

k+1, x
(q̂ j )

k+1,µpq j
,π).

Consider the post-grazing mapping structure of the skew-symmetry mapping pair
(Pq1 , Pq̂1). For a local mappingPq̂1 , the post-grazing mapping structure is

Pq̂1

post−grazing
�

pre−grazing
Pq̂1 ◦ Pq̂n2

◦ · · · ◦ Pq̂3 ◦ Pq̂2 .

The corresponding governing equations are

F(q̂ j )(ϕ
(q̂ j )

k+ j−2, x
(q̂ j )

k+ j−2, ϕ
(q̂ j )

k+ j−1, x
(q̂ j )

k+ j−1,µpq j
,π) = 0,

F(q̂1)(ϕ
(q̂1)
k+n2−1, x(q̂1)

k+n2−1, ϕ
(q̂1)
k+n2

, x(q̂1)
k+n2

,µpq1
,π) = 0.

⎫
⎬

⎭

for j = 2, 3, · · · , n2. With Assumption (A6.5), the switching points satisfy

x
(q̂ j )

k+ j−1 = x
(q̂ j+1)

k+ j−1 and x
(q̂n2 )

k+n2−1 = x(q̂1)
k+n2−1

for j = 2, 3, · · · , n2−1.From Assumption (A6.1), the system in Eq. (6.91) possesses
time-continuity. Therefore the switching phase for j = 2, 3, · · · , n2 − 1 should be
continuous, i.e.,

ϕ
(q̂ j )

k+ j−1 = ϕ
(q̂ j+1)

k+ j−1 and ϕ
(q̂n2 )

k+n2−1 = ϕ
(q̂1)
k+n2−1.

Multiplication of negative one (−1) on both sides of the governing equations and the
switching point state variable vectors, and simplification with the skew-symmetry
conditions gives

F(q j )(ϕ
(q j )

k+ j−2, x
(q j )

k+ j−2, ϕ
(q j )

k+ j−1, x
(q j )

k+ j−1,µpq j
,π) = 0,

F(q1)(ϕ
(q1)
k+n2−1, x(q1)

k+n2−1, ϕ
(q1)
k+n2

, x(q1)
k+n2

,µpq1
,π) = 0

⎫
⎬

⎭
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for j = 2, 3, · · · , n2.The switching points and switching phases satisfy the following
relations ( j = 2, 3, · · · , n2)

x
(q j )

k+ j−1 = x
(q j+1)

k+ j−1 and x
(qn2 )

k+n2−1 = x(q1)
k+n2−1;

ϕ
(q j )

k+ j−1 = ϕ
(q j+1)

k+ j−1 and ϕ
(qn2 )

k+n2−1 = ϕ
(q1)
k+n2−1.

⎫
⎬

⎭

The foregoing equations form the post-grazing mapping structure of Pq1 is

Pq1

post−grazing
�

pre−grazing
Pq1 ◦ Pqn2

◦ · · · ◦ Pq3 ◦ Pq2 .

Thus, the post-grazing mapping structure (Pq1qn2
···q3q2 , Pq̂1q̂n2

···q̂3q̂2) of the skew-
symmetric mapping pair (Pq1, Pq̂1) is skew-symmetric. Because the local mapping
Pq1 can be all the local mapping from mapping Pq (q ∈ {1, 2, · · · , 2n1}), the post-
grazing, skew-symmetry for the local skew-symmetric mapping pair is proved under
the symmetric transformation TP . Similarly, the post-grazing, skew-symmetry of
the global skew-symmetric mapping pair (Pq1 , Pq̂1) can be proved with a symmet-
ric transformation TP . Because the skew-symmetry mapping pair (Pq1 , Pq̂1) are
chosen arbitrarily, the post-grazing mapping structure for a mapping pair (Pq , Pq̂)

(q ∈ {1, 2, · · · , 2n1}) in the skew-symmetry mapping is also skew-symmetric. This
theorem is proved. �

Since the symmetry invariance of the post-grazing of mapping exists, the combina-
tion of the symmetric mapping Pq (q = 1, 2, · · · , 2n1) should possess a symmetry
invariance under transformation TP . For convenience, the following notations for
mapping clusters are introduced.

P̂(lm ,nk ) = Pq̂nk ···q̂(n(k−1)+1)(q̂n(k−1)
···q̂(n(k−2)+1))lm q̂n(k−2)

···q̂
(n2+1)

(q̂n2 ···q̂2)
l1 q̂1

,

P(lm ,nk ) = Pqnk ···q(n(k−1)+1)(qn(k−1)
···q(n(k−2)+1))

lm qn(k−2)
···q

(n2+1)
(qn2 ···q2)

l1 q1
.

⎫
⎬

⎭ (6.119)

To determine such a symmetrical invariance of the skew-symmetry flow, from the
above notations, a theorem is stated as follows:

Theorem 6.3. For mappings Pq (q = 1, 2, · · · , 2n1) of the dynamical system
in Eq. (6.91), if the mapping pair (Pq , Pq̂) during (2M1 + 1)-periods is of skew-
symmetry with a transformation TP , then the following two mappings

(P̂(lm2L ,nk2L ) ◦ P(lm1L ,nk1L ) ◦ · · · ◦ P̂(lm21 ,nk21 ) ◦ P(lm11 ,nk11 )
︸ ︷︷ ︸

L−repeating

,

P(lm1L ,nk1L ) ◦ P̂(lm2L ,nk2L ) ◦ · · · ◦ P(lm11 ,nk11 ) ◦ P̂(lm21 ,nk21 )
︸ ︷︷ ︸

L−repeating

)
(6.120)

form a skew-symmetric mapping pair under the same transformation TP .
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Proof. Consider a motion relative to a mapping

P̂(lm2L ,nk2L ) ◦ P(lm1L ,nk1L ) ◦ · · · ◦ P̂(lm21 ,nk21 ) ◦ P(lm11 ,nk11 )
︸ ︷︷ ︸

L−repeating

with the initial state yk = (xk, ϕk) and the final state yk+SL (SL = �L
r=1sr + ŝr ), and

the mapping equation is

yk+SL = P̂(lm2L ,nk2L ) ◦ P(lm1L ,nk1L ) ◦ · · · ◦ P̂(lm21 ,nk21 ) ◦ P(lm11 ,nk11 )
︸ ︷︷ ︸

L−repeating

yk .

For mapping clusters P(lm1r ,nk1r ) and P̂(lm2r ,nk2r ) in the r th mapping pair with mapping
numbers sr and ŝr , the governing equations of the foregoing mapping structures for
r = 1, 2, · · · , SL are

F(q1)(ϕ
(q1)
k+Sr−1

, x(q1)
k+Sr−1

, ϕ
(q1)
k+Sr−1+1, x(q1)

k+Sr−1+1,µpq1
,π) = 0,

...

F(qnkr
)
(ϕ

(qnk1r
)

k+Sr−1+sr−1, x
(qnk1r

)

k+Sr−1+sr−1, ϕ
(qnk1r

)

k+Sr−1+sr
, x

(qnk1r
)

k+Sr−1+sr
,µpqnk1r

,π) = 0;

F(q̂1)(ϕ
(q̂1)
k+Sr−1+sr

, x(q̂1)
k+Sr−1+sr

, ϕ
(q̂1)
k+Sr−1+sr+1, x(q̂1)

k+Sr−1+sr+1,µpq1
,π) = 0,

...

F(q̂nk )(ϕ
(q̂nk2r

)

k+Sr−1, x
(q̂nk2r

)

k+Sr−1, ϕ
(q̂nk2r

)

k+Sr
, x

(q̂nk2r
)

k+Sr
,µpqnk2r

,π) = 0.

where Sr−1 = �r−1
σ=1sσ+ ŝσ . Application of Eqs. (8.114) and (8.115) to the foregoing

equations, and multiplication of negative one (−1) on both sides of the foregoing
equations leads to

F(q̂1)(ϕ
(q̂1)
k+Sr−1

, x(q̂1)
k+Sr−1

, ϕ
(q̂1)
k+Sr−1+1, x(q̂1)

k+Sr−1+1,µpq1
,π) = 0,

...

F(q̂nk )(ϕ
(q̂nk2r

)

k+Sr−1+ŝr−1, x
(q̂nk2r

)

k+Sr−1+ŝr−1, ϕ
(q̂nk2r

)

k+Sr−1+ŝr
, x

(q̂nk2r
)

k+Sr−1+ŝr
,µpqnk2r

,π) = 0,

F(q1)(ϕ
(q1)

k+Sr−1+ŝr
, x(q1)

i+Sr−1+ŝr
, ϕ

(q1)

i+Sr−1+ŝr+1, x(q1)

i+Sr−1+ŝr+1,µpq1
,π) = 0,

...

F(qnkr
)
(ϕ

(qnk1r
)

k+Sr−1, x
(qnk1r

)

k+Sr−1, ϕ
(qnk1r

)

i+Sr
, x

(qnk1r
)

i+Sr
,µpqnk1r

,π) = 0
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being governing equations for

yk+SL = P(lm1L ,nk1L ) ◦ P̂(lm2L ,nk2L ) ◦ · · · ◦ P(lm11 ,nk11 ) ◦ P̂(lm21 ,nk21 )
︸ ︷︷ ︸

L−repeating

yk .

Therefore, the following mapping pair

(P̂(lm2L ,nk2L ) ◦ P(lm1L ,nk1L ) ◦ · · · ◦ P̂(lm21 ,nk21 ) ◦ P(lm11 ,nk11 )
︸ ︷︷ ︸

L−repeating

,

P(lm1l ,nk1L ) ◦ P̂(lm2L ,nk2L ) ◦ · · · ◦ P(lm11 ,nk11 ) ◦ P̂(lm21 ,nk21 )
︸ ︷︷ ︸

L−repeating

)

is skew-symmetric under a transformation TP . �

6.5.4 Symmetry for Steady-State Flows and Chaos

The symmetry invariance of combined mapping structures has been discussed. The
flow symmetry in discontinuous dynamical systems will be presented in this section.
Consider a skew-symmetry mapping cluster pair(P(lm ,nk ), P̂(lm ,nk )). The mapping
numbers are s for two mapping clusters in the mapping pair. The corresponding
flows should be of the skew-symmetry. The theorem is presented herein.

Theorem 6.4. For mappings Pq (q = 1, 2, · · · , 2n1) of the dynamical system in
Eq. (6.91), if the mapping pair (Pq , Pq̂) under (2M1+1)-periods is of skew-symmetry
with a transformation TP , then the asymmetric flows respectively relative to two
mappings P(lm ,nk )y = y and P̂(lm ,nk )y = y with the same mapping number s under
N1-periods with a periodicity

yk+s = yk or (ϕk+s, xk+s)
T ≡ (ϕk + 2N1π, xk)

T (6.121)

have the corresponding solutions (ϕI
k+ j , xI

k+ j )and (ϕII
k+ j , xII

k+ j ) for j ={0, 1, · · · , s}
on the discontinuous boundaries to satisfy the following conditions

ϕ̂I
k+ j = mod((2M1 + 1)π + ϕ̂II

k+ j , 2(2M1 + 1)π),

xI
k+ j = −xII

k+ j .
(6.122)

Superscripts I and II denote solutions of P(lm ,nk )y = y and P̂(lm ,nk )y = y, respec-
tively.

Proof From Definition 6.6, the solutions (ϕI
i+ j , xI

i+ j ) and (ϕII
i+ j , xII

i+ j ) for the

mapping P(lm ,nk )y = y and the skew-symmetry mapping P̂(lm ,nk )y = y satisfy
Eq. (8.115). �
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If the local mappings in the mapping cluster exist only on a special boundary,
the two skew-symmetric, local flows relative to P(lm ,nk )y = y and P̂(lm ,nk )y = y are
separated, as in Sect. 6.4. From the above theorem, once the solutions for one of the
two mapping clusters are determined, the solutions for the other mapping clusters
can be obtained right away. If the two mapping clusters are combined with global
mappings, the symmetric flows relative to a global symmetric mapping structure
P̂(lm ,nk ) ◦ P(lm ,nk ) are discussed first, and then the asymmetrical flows for such a global
symmetric mapping structure are presented. The theorem for the symmetrical flow
is stated as follows.

Theorem 6.5. For mappings Pq (q = 1, 2, · · · , 2n1) of the dynamical system in
Eq. (6.91), if the mapping pair (Pq , Pq̂) under (2M1+1)-periods is of skew-symmetry

with a transformation TP , then the symmetric flow relative to a mapping P̂(lm ,nk ) ◦
P(lm ,nk )y = y with the same mapping number s of two mapping clusters under N1-
periods with a periodicity condition

yk+2s = yk or (ϕk+2s, xk+2s)
T ≡ (ϕk + 2N1π, xk)

T (6.123)

have the corresponding solutions (ϕi+ j , xi+ j ) for j = 0, 1, · · · , 2s on the discon-
tinuous boundaries to satisfy the following conditions

ϕ̂k+ j = mod((2M1 + 1)π + ϕ̂k+ mod (s+ j,2s), 2(2M1 + 1)π),

xk+ j = −xk+ mod (s+ j,2s).
(6.124)

Proof For the symmetrical flow of a mapping P̂(lm ,nk ) ◦P(lm ,nk )y = y with Eq. (8.123),
the governing equations are

F(q1)(ϕ
(q1)
k , x(q1)

k , ϕ
(q1)
k+1, x(q1)

k+1,µpq1
,π) = 0,

...

F(qnk )(ϕ
(qnk )

k+s−1, x
(qnk )

k+s−1, ϕ
(qnk )

k+s−1, x
(qnk )

k+s ,µpqnk
,π) = 0;

F(q̂1)(ϕ
(q̂1)
k+s , x(q̂1)

k+s, ϕ
(q̂1)
k+s+1, x(q̂1)

k+s+1,µpq1
,π) = 0,

...

F(q̂nk )(ϕ
(q̂nk )

k+2s−1, x
(q̂nk )

k+2s−1, ϕ
(q̂nk )

k+2s , x
(q̂nk )

k+2s,µpqnk
,π) = 0.

Substitution of Eq. (6.124) into the foregoing equations and using modulus mod(s+
j, 2s) from (8.124) gives for a given number N2 ∈ {0, 1, 2, · · · }
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F(q1)(ϕ
(q1)
k+s + (2N2 + 1)(2M1 + 1)π,−x(q1)

k+s,

ϕ
(q1)
k+s+1 + (2N2 + 1)(2M1 + 1)π,−x(q1)

k+s+1,µpq1
,π) = 0,

...

F(qnk )(ϕ
(qnk )

i+2s−1 + (2N2 + 1)(2M1 + 1)π,−x
(qnk )

i+2s−1,

ϕ
(qnk )

i+2s + (2N2 + 1)(2M1 + 1)π,−x
(qnk )

i+2s ,µpqnk
,π) = 0;

F(q̂1)(ϕ
(q̂1)
k+2s + (2N2 + 1)(2M1 + 1)π,−x(q̂1)

k+2s,

ϕ
(q̂1)
k+2s+1 + (2N2 + 1)(2M1 + 1)π,−x(q̂1)

k+2s+1,µpq1
,π) = 0,

...

F(q̂nk )(ϕ
(q̂nk )

k+3s−1 + (2N2 + 1)(2M1 + 1)π,−x
(q̂nk )

k+3s−1,

ϕ
(q̂nk )

k+3s + (2N2 + 1)(2M1 + 1)π,−x
(q̂nk )

k+3s,µpqnk
,π) = 0.

Using Eqs. (6.114) and (6.115) in Definition 6.6 into the foregoing equations yields

F(q̂1)(ϕ
(q̂1)
k+s , x(q̂1)

k+s, ϕ
(q̂1)
k+s+1, x(q̂1)

k+s+1,µpq1
,π) = 0,

...

F(q̂nk )(ϕ
(q̂nk )

k+2s−1, x
(q̂nk )

k+2s−1, ϕ
(q̂nk )

k+2s , x
(q̂nk )

k+2s,µpqnk
,π) = 0;

F(q1)(ϕ
(q1)
k , x(q1)

k , ϕ
(q1)
k+1, x(q1)

k+1,µpq1
,π) = 0,

...

F(qnk )(ϕ
(qnk )

k+s−1, x
(qnk )

k+s−1, ϕ
(qnk )

k+s , x
(qnk )

k+s ,µpqnk
,π) = 0.

After exchanging the order of the above two equations, they are identical to the
mapping structure of P̂(lm ,nk ) ◦ P(lm ,nk )y = y. If (ϕk+ j , xk+ j )

T is the solutions of peri-
odic flow, then (ϕk+ mod (s+ j,2s), xk+ mod (s+ j,2s))

T is also a skew-symmetry solution
satisfying Eq. (6.124). �

The foregoing theorem discussed about the symmetrical solutions of period-1
motion associated with mapping P̂(lm ,nk ) ◦ P(lm ,nk ) . This structure is quite stable. For
instance, the symmetrical period-1 motion of impacting oscillators can be referred
in references (e.g., Luo 2002; Luo and Chen 2005b). One thought this motion may
have period-doubling bifurcation. In fact, no period-doubling bifurcation exists. The
symmetrical motion will be converted into the asymmetrical period-1 motion with
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the same mapping structures through the saddle-node bifurcation of the first kind
and an unstable region. The flow symmetry for such an asymmetric period-2L(L =
0, 1, 2 · · ·∞) motion is presented in the following theorem.

Theorem 6.6 For mappings Pq (q = 1, 2, · · · , 2n1) of the dynamical system in
Eq. (8.1), if the mapping pair (Pq , Pq̂) under (2M1+1)-periods is of skew-symmetry
with a transformation TP , then the two asymmetric flows relative to a mapping

P̂(lm ,nk ) ◦ P(lm ,nk ) ◦ · · · ◦ P̂(lm ,nk ) ◦ P(lm ,nk )︸ ︷︷ ︸
2L−repeating

y = y (6.125)

for L = 0, 1, 2, · · · ,∞ with the same mapping number (i.e., s) in the two mapping
clusters under N1-periods with a periodicity condition

yk+2L+1s = yk or (ϕk+2L+1s, xk+2L+1s)
T ≡ (ϕk + 2N1π, xk)

T (6.126)

possess the following solution properties

ϕ̂I
k+2(r−1)s+ j = mod((2M1 + 1)π + ϕ̂II

k+2(r−1)s+ mod (s+ j,2s), 2(2M1 + 1)π),

xI
k+2(r−1)s+ j = −xII

k+2(r−1)s+ mod (s+ j,2s);
(6.127)

for r = 1, 2, · · · , 2L and j = 0, 1, · · · , 2s. Superscripts I and II denote the two
asymmetrical solutions.

Proof Suppose the mapping

P̂(lm ,nk ) ◦ P(lm ,nk ) ◦ · · · ◦ P̂(lm ,nk ) ◦ P(lm ,nk )︸ ︷︷ ︸
2L−repeating

y = y

has a set of solutions (ϕI
k+2(r−1)s+ j , xI

k+2(r−1)s+ j ) for j = 0, 1, · · · , 2s with r =
1, 2, · · · , 2N , the governing equations are

F(q1)(ϕ
I(q1)

k+2(r−1)s, xI(q1)

k+2(r−1)s, ϕ
I(q1)

k+2(r−1)s+1, xI(q1)

k+2(r−1)s+1,µpq1
,π) = 0,

...

F(qnk )(ϕ
I(qnk )

k+(2r−1)s−1, x
I(qnk )

k+(2r−1)s−1, ϕ
I(qnk )

k+(2r−1)s, x
I(qnk )

k+(2r−1)s,µpqnk
,π) = 0;

F(q̂1)(ϕ
I(q̂1)

k+(2r−1)s, xI(q̂1)

k+(2r−1)s, ϕ
I(q̂1)

k+(2r−1)s+1, xI(q̂1)

k+(2r−1)s+1,µpq1
,π) = 0,

...

F(q̂nk )(ϕ
I(q̂nk )

k+2rs−1, x
I(q̂nk )
k+2rs−1, ϕ

I(q̂nk )

k+2rs, x
I(q̂nk )

k+2rs,µpqnk
,π) = 0.
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Substitution of Eq. (6.126) into the foregoing equation and using modulus function
of mod(s + j, 2s) from Eq. (6.125) gives for a given number N2 ∈ {0, 1, 2, · · · }

F(q1)(ϕ
II(q1)

k+(2r−1)s + (2N2 + 1)(2M1 + 1)π,−xII(q1)

k+(2r−1)s,

ϕ
II(q1)

k+(2r−1)s+1 + (2N2 + 1)(2M1 + 1)π,−xII(q1)

k+(2r−1)s + 1,µpq1
,π) = 0,

...

F(qnk )(ϕ
II(qnk )

k+2rs−1 + (2N2 + 1)(2M1 + 1)π,−x
II(qnk )

k+2rs−1,

ϕ
II(qnk )

k+2rs + (2N2 + 1)(2M1 + 1)π,−x
II(qnk )

k+2rs ,µpqnk
,π) = 0;

F(q̂1)(ϕ
II(q̂1)
k+2rs + (2N2 + 1)(2M1 + 1)π,−xII(q̂1)

k+2rs,

ϕ
II(q̂1)
k+2rs+1 + (2N2 + 1)(2M1 + 1)π,−xII(q̂1)

k+2rs+1,µpq1
,π) = 0,

...

F(q̂nk )(ϕ
II(q̂nk )

k+(2r+1)s−1 + (2N2 + 1)(2M1 + 1)π,−x
II(q̂nk )

k+(2r+1)s−1,

ϕ
II(q̂nk )

k+(2r+1)s + (2N2 + 1)(2M1 + 1)π,−x
II(q̂nk )

k+(2r+1)s,µpqnk
,π) = 0.

Using Eqs. (6.114) and (6.115) in Definition 6.6 into the foregoing equations and
taking modulus of the index yields

F(q̂1)(ϕ
II(q̂1)

k+(2r−1)s, xII(q̂1)

k+(2r−1)s, ϕ
II(q̂1)

k+(2r−1)s+1, xII(q̂1)

k+(2r−1)s+,µpq1
,π) = 0,

...

F(q̂nk )(ϕ
II(q̂nk )

k+2rs−1, x
II(q̂nk )

k+2rs−1, ϕ
II(q̂nk )
k+2rs , x

II(q̂nk )
k+2rs ,µpqnk

,π) = 0;

F(q1)(ϕ
II(q1)

k+2(r−1)s, xII(q1)
k+2(r−1)s, ϕ

II(q1)

k+2(r−1)s+1, xII(q1)

k+2(r−1)s+1,µpq1
,π) = 0,

...

F(qnk )(ϕ
II(qnk )

k+(2r−1)s−1, x
II(qnk )

k+(2r−1)s−1, ϕ
II(qnk )

k+(2r−1)s, x
II(qnk )

k+(2r−1)s,µpqnk
,π) = 0.

After exchanging the order of the above two sets of equations, it is clear that
(ϕII

i+2(r−1)s+ j , xII
i+2(r−1)s+ j ) for j = 0, 1, · · · , 2s with r = 1, 2, · · · , 2N is another

solution for mapping structures

P̂(lm ,nk ) ◦ P(lm ,nk ) ◦ · · · ◦ P̂(lm ,nk ) ◦ P(lm ,nk )︸ ︷︷ ︸
2L−repeating

y = y.

This theorem is proved. �
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The above theorem discussed about the asymmetrical solutions of periodic and
chaotic flows induced by period-doubling bifurcation of P̂(lm ,nk ) ◦ P(lm ,nk )y = y.

Similarly, the motions pertaining to the asymmetric mapping P̂(lm2,nk2)◦P(lm1,nk1)y = y
are presented in the following theorem.

Theorem 6.7. For mappings Pq (q = 1, 2, · · · , 2n1) of the dynamical system in
Eq.(6.91), if the mapping pair (Pq , Pq̂) under (2M1+1)-periods is of skew-symmetry
with a transformation TP , then the asymmetric flows respectively relative to two
mappings

P̂(lm2,nk2) ◦ P(lm1,nk1) ◦ · · · ◦ P̂(lm2,nk2) ◦ P(lm1,nk1)︸ ︷︷ ︸
2L−repeating

y = y and

P̂(lm1,nk1) ◦ P(lm2,nk2) ◦ · · · ◦ P̂(lm1,nk1) ◦ P(lm2,nk2)︸ ︷︷ ︸
2L−repeating

y = y
(6.128)

for L = 0, 1, 2, · · · ,∞ with different mapping numbers (i.e.,s1 and s2) in two
mapping clusters under N1-periods with a periodicity condition

yk+2L (s1+s2)
= yk or (ϕk+2L(s1+s2)

, xk+2L(s1+s2)
)T = (ϕk + 2N1π, xk)

T (6.129)

are (ϕI
k+(r−1)(s1+s2)+ j , xI

k+(r−1)(s1+s2)+ j ) and(ϕII
k+(r−1)(s1+s2)+ j , xII

k+(r−1)(s1+s2)+ j )

with

ϕ̂I
k+(r−1)(s1+s2)+ j = mod((2M1 + 1)π

+ ϕ̂II
k+(r−1)(s1+s2)+ mod (s2+ j,s1+s2)

, 2(2M1 + 1)π),

xI
k+(r−1)(s1+s2)+ j = −xII

k+(r−1)(s1+s2)+ mod (s2+ j,s1+s2);
(6.130)

or

ϕ̂II
i+(r−1)(s1+s2)+ j = mod((2M1 + 1)π

+ ϕ̂I
i+(r−1)(s1+s2)+ mod (s1+ j,s1+s2)

, 2(2M1 + 1)π),

xII
i+(r−1)(s1+s2)+ j = −xI

i+(r−1)(s1+s2)+ mod (s1+ j,s1+s2).

(6.131)

For r = 1, 2, · · · , 2L and j = 0, 1, · · · , (s1 + s2). Superscripts I and II denote two
asymmetrical flows.

Proof Follow the same proof procedure of Theorem 6.5. Suppose

P̂(lm2,nk2) ◦ P(lm1,nk1) ◦ · · · ◦ P̂(lm2,nk2) ◦ P(lm1,nk1)︸ ︷︷ ︸
2L−repeating

y = y

has a solution (ϕI
k+(r−1)(s1+s2)+ j , xI

k+(r−1)(s1+s2)+ j ) for r = 1, 2, · · · , 2L and j =
0, 1, · · · , 2s, the governing equations are
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F(q1)(ϕ
I(q1)

k+(r−1)(s1+s2), xI(q1)

k+(r−1)(s1+s2), ϕ
I(q1)

k+(r−1)(s1+s2)+1, xI(q1)

k+(r−1)(s1+s2)+1,µpq1
,π) = 0,

.

.

.

F(qnk )(ϕ
I(qnk )

k+(r−1)s2+rs1−1, x
I(qnk )

k+(r−1)s2+rs1−1, ϕ
I(qnk )

k+(r−1)s2+rs1
, x

I(qnk )

k+(r−1)s2+rs1
,µpqnk

,π) = 0;

F(q̂1)(ϕ
I(q̂1)

k+(r−1)s2+rs1
, xI(q̂1)

k+(r−1)s2+rs1
, ϕ

I(q̂1)

k+(r−1)s2+rs1+1, xI(q̂1)

k+(r−1)s2+rs1+1,µpq1
,π) = 0,

.

.

.

F(q̂nk )(ϕ
I(q̂nk )

k+r(s1+s2)−1, x
I(q̂nk )

k+r(s1+s2)−1, ϕ
I(q̂nk )

k+r(s1+s2), x
I(q̂nk )

k+r(s1+s2),µpqnk
,π) = 0.

Substitution of Eq. (6.130) into the foregoing equations and using modulus mod (s+
j, 2s) from Eq. (6.129) gives for a given numberN2 ∈ {0, 1, 2, · · · }

F(q1)(ϕ
II(q1)

k+(r−1)s1+rs2
+ (2N2 + 1)(2M1 + 1)π),−xII(q1)

k+(r−1)s1+rs2
,

ϕ
II(q1)

k+(r−1)s1+rs2+1 + (2N2 + 1)(2M1 + 1)π,−xII(q1)

k+(r−1)s1+rs2
,µpq1

,π) = 0,

...

F(qnk )(ϕ
II(qnk )

k+r(s1+s2)−1 + (2N2 + 1)(2M1 + 1)π,−x
II(qnk )

k+r(s1+s2)−1,

ϕ
II(qnk )

k+r(s1+s2)
+ (2N2 + 1)(2M1 + 1)π,−x

II(qnk )

k+r(s1+s2)
,µpqnk

,π) = 0;

F(q̂1)(ϕ
II(q̂1)

k+r(s1+s2)
+ (2N2 + 1)(2M1 + 1)π,−xII(q̂1)

k+r(s1+s2)
,

ϕ
II(q̂1)

k+r(s1+s2)+1 + (2N2 + 1)(2M1 + 1)π,−xII(q̂1)

k+r(s1+s2)+1,µpq1
,π) = 0,

...

F(q̂nk )(ϕ
II(q̂nk )

k+r(s1+s2)+s2−1 + (2N2 + 1)(2M1 + 1)π,−x
II(q̂nk )

k+r(s1+s2)+s2−1,

ϕ
II(q̂nk )

k+r(s1+s2)+s2
+ (2N2 + 1) (2M1 + 1) π,−x

II(q̂nk )

k+r(s1+s2)+s2
,µpqnk

,π) = 0.

Using Eqs. (6.114) and (6.115) in Definition 6.6 into the foregoing equations and
taking modulus of the index yields

F(q̂1)(ϕ
II(q̂1)

k+rs2+(r−1)s1
, xII(q̂1)

k+rs2+(r−1)s1
, ϕ

II(q̂1)

k+rs2+(r−1)s1+1, xII(q̂1)

k+rs2+(r−1)s1+1,µpq1
,π) = 0,

.

.

.

F(q̂nk )(ϕ
II(q̂nk )

k+r(s1+s2)−1, x
II(q̂nk )

k+r(s1+s2)−1, ϕ
II(q̂nk )

k+r(s1+s2), x
II(q̂nk )

k+r(s1+s2),µpqnk
,π) = 0;
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F(q1)(ϕ
II(q1)

k+(r−1)(s1+s2), xII(q1)

k+(r−1)(s1+s2), ϕ
II(q1)

k+(r−1)(s1+s2)+1, xII(q1)

k+(r−1)(s1+s2)+1,µpq1
,π) = 0,

.

.

.

F(qnk )(ϕ
II(qnk )

k+(r−1)s1+rs2−1, x
II(qnk )

k+(r−1)s1+rs2−1, ϕ
II(qnk )

k+(r−1)s1+rs2
, x

II(qnk )

k+(r−1)s1+rs2
,µpqnk

,π) = 0.

After exchanging the order of the above two sets of equations, it is clear that
(ϕII

k+(r−1)(s1+s2)+ j , xII
k+(r−1)(s1+s2)+ j ) for j = 0, 1, · · · , 2s with r = 1, 2, · · · , 2N

is a set of solutions for the mapping structure

P̂(lm1,nk1) ◦ P(lm2,nk2) ◦ · · · ◦ P̂(lm1,nk1) ◦ P(lm2,nk2)︸ ︷︷ ︸
2N−repeating

y = y.

This theorem is proved. �

The above results can be generalized in the following theorem.

Theorem 6.8 For mappings Pq (q = 1, 2, · · · , 2n1) of the dynamical system in
Eq. (6.91), if the mapping pair (Pq , Pq̂) under (2M1+1)-periods is of skew-symmetry
with a transformation TP , then the asymmetric flows respectively relative to two
mappings

P̂(lm2L ,nk2L ) ◦ P(lm1L ,nk1L ) ◦ · · · ◦ P̂(lm21 ,nk21 ) ◦ P(lm11 ,nk11 )
︸ ︷︷ ︸

L−repeating

y = y and

P(lm1L ,nk1L ) ◦ P̂(lm2N ,nkL ) ◦ · · · ◦ P(lm11 ,nk11 ) ◦ P̂(lm21 ,nk21 )
︸ ︷︷ ︸

L−repeating

y = y
(6.132)

for N = 1, 2, · · · ,∞ with different mapping numbers (i.e., s1r and s2r ) of the two
mapping clusters P(lm1r ,nk1r ) and P̂(lm2r ,nk2r )(r = 1, 2, · · · , N ) under N1-periods
with a periodicity condition

yk+�N
r=1s1r+s2r

= yk or (ϕk+�N
r=1s1r+s2r

, xk+�N
r=1s1r+s2r

)T ≡ (ϕk + 2N1π, xk)
T

(6.133)
are (ϕI

k+�N
ρ=1s1ρ+s2ρ+ j

, xk+�N
ρ=1s1ρ+s2ρ+ j I)and (ϕII

k+�N
ρ=1s1ρ+s2ρ+ j

, xII
k+�N

ρ=1s1ρ+s2ρ+ j
)

with a solution structure

ϕ̂k+�r−1
ρ=1s1ρ+s2ρ+ j I = mod((2M1 + 1)π + ϕ̂II

k+�r−1
ρ=1s1ρ+s2ρ+ j+ mod (s2r+ j,s1r+s2r )

,

2(2M1 + 1)π),

xI
k+�r−1

ρ=1s1ρ+s2ρ+ j
= −xII

k+�r−1
ρ=1s1ρ+s2ρ+ j+ mod (s2r+ j,s1r+s2r )

;
(6.134)

or
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ϕ̂II
k+�r−1

ρ=1s1ρ+s2ρ+ j
= mod((2M1 + 1)π + ϕ̂I

k+�r−1
ρ=1s1ρ+s2ρ+ j+ mod (s1r+ j,s1r+s2r )

,

2(2M1 + 1)π),

xII
k+�r−1

ρ=1s1ρ+s2ρ+ j
= −xI

k+�r−1
ρ=1s1ρ+s2ρ+ j+ mod (s1r+ j,s1r+s2r )

.

(6.135)
for j = {0, 1, · · · , (s1r + s2r )}. Superscripts I and II denote two skew-symmetric
solutions of flows.

Proof From Theorem 6.3, the two mapping structures are skew-symmetric. Thus,
the two solutions of the two mapping structures are skew-symmetric, which implies
that Eqs. (6.132)–(6.135) hold. The alternative proof can be completed through the
procedure used in proof of Theorem 6.7. �

The symmetry of flow in discontinuous dynamical systems with mapping clus-
ters on many discontinuous boundaries is discussed. The grazing does not change
the symmetry invariance of mapping structures in such dynamical systems, and the
periodic and chaotic motions in such a dynamical system possess the symmetry
invariance as same as the basic mappings. From the discussion, the group structure
of mapping combination exists. Thus the further investigation on such an issue should
be carried out. The illustrations for the symmetry of periodic motions in symmetric,
discontinuous dynamic systems can be found. The detailed presentations can be also
seen in Luo (2005c).

6.6 Strange Attractor Fragmentation

Before the discussion of the fragmentation mechanism, the initial and final sets of
grazing mapping will be presented. Because the grazing is strongly dependent on the
singular sets in Eqs.(6.97)–(6.100), the definitions are given as follows.

Definition 6.7 For a discontinuous dynamical system in Eq. (6.91), consider an
initial switching point (mod(ϕk, 2π), xk)

�p1 G(p1)
∂�p1 p2

(xk, tk+) = �p1 nT
∂�p1 p2

· F(p1)(ϕk, xk+) < 0. (6.136)

If �q1 ⊆ ∂�p1 p2 and �q2 ⊆ ∂�p1α (α ∈ {p2, p3}, pi ∈ {1, 2, · · · , m} for i =
1, 2, 3), the following subset (i)�J for mapping PJ : �q1 → �q2 (J ∈ {1, 2, · · · , N }
and q1, q2 ∈ {0, 1, 2, · · · , M}) is called the initial set of grazing mapping,

(i)�J ≡

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩
(mod(ϕk, 2π), xk)

∣∣∣∣∣∣∣∣∣

PJ yk = yk+1,

G(p1)
∂�p1α

(xk+1, t(k+1)±) = 0

�p1 G(1,p1)
∂�p1α

(xk+1, t(k+1)±) < 0

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
⊂ �q1 (6.137)

where yk = (ϕk, xk)
T. The corresponding grazing set is defined as
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(f)GJ ≡

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩
(mod(ϕk+1, 2π), xk+1)

∣∣∣∣∣∣∣∣∣

PJ yk = yk+1,

G(p1)
∂�p1α

(xk+1, t(k+1)±) = 0

�p1 G(1,p1)
∂�p1α

(xk+1, t(k+1)±) < 0

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
⊂ �q2 .

(6.138)

Definition 6.8 For a discontinuous dynamical system in Eq. (6.91), consider a final
switching point (mod(ϕk+1, 2π), xk+1) with

�p1 G(p1)
∂�p1α

(xk+1, t(k+1)−) = �p1 nT
∂�p1 p2

· F(p1)(ϕk+1, x(k+1)−) < 0. (6.139)

If �q1 ⊆ ∂�p1 p2 and �q2 ⊆ ∂�p1α(α ∈ {p2, p3}, pi ∈ {1, 2, · · · , m} for i =
1, 2, 3), the following subset (f)�J for mapping PJ : �q1 → �q2 (J ∈ {1, 2, · · · , N }
and q1, q2 ∈ {0, 1, 2, · · · , M}) is called the final set of grazing post-mapping:

(f)�J ≡

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(mod(ϕk+1, 2π), xk+1)

∣∣∣∣∣∣∣∣∣∣

PJ yk = yk+1,

G(p1)
∂�p1 p2

(xk, tk±) = 0

�p1 G(1,p1)
∂�p1 p2

(xk, tk±) < 0

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

⊂ �q2 (6.140)

where yk = (�tk, xk)
T . The corresponding grazing set of the post-grazing is defined

as

(i)GJ ≡

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(mod(ϕk, 2π), xk)

∣∣∣∣∣∣∣∣∣∣

PJ yk = yk+1,

G(p1)
∂�p1 p2

(xk+1, tk±) = 0

�p1 G(1,p1)
∂�p1 p2

(xk+1, tk±) < 0

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

⊂ �q1 . (6.141)

Definition 6.9 For a discontinuous dynamical system in Eq. (6.91), consider an
initial switching point (mod(ϕk, 2π), xk)

G
(sp1 ,p1)

∂�p1 p2
(xk, tk+) = 0 for sp1 = 0, 1, · · · , 2kp1 − 1;

�p1 G
(2kp1 ,p1)

∂�p1 p2
(xk, tk+) < 0.

(6.142)

If �q1 ⊆ ∂�p1 p2 and �q2 ⊆ ∂�p1α(α ∈ {p2, p3}, pi ∈ {1, 2, · · · , m} for i =
1, 2, 3), the following subset (i)�J for mapping PJ : �q1 → �q2 (J ∈ {1, 2, · · · , N }
and q1, q2 ∈ {0, 1, 2, · · · , M}) is called the initial set of grazing mapping,

(i)�J ≡

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(mod(ϕk , 2π), xk)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

PJ yk = yk+1,

G
(sp1 ,p1)

∂�p1α
(xk+1, t(k+1)±) = 0

for sp1 = 0, 1, · · · , 2k p1 and

�p1 G
(2kp1+1,p1)

∂�p1α
(xk+1, t(k+1)±) < 0

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

⊂ �q1 (6.143)
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where yk = (ϕk, xk)
T. The corresponding grazing set is defined as

(f)GJ ≡

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(mod(ϕk+1, 2π), xk+1)

∣∣∣∣∣∣∣∣∣∣∣∣∣

PJ yk = yk+1,

G
(sp1 ,p1)

∂�p1α
(xk+1, t(k+1)±) = 0

for sp1 = 0, 1, · · · , 2kp1 and

�p1 G
(2kp1+1,p1)

∂�p1α
(xk+1, t(k+1)±) < 0

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

⊂ �q2 .

(6.144)

Definition 6.10 For a discontinuous dynamical system in Eq. (6.91), consider a final
switching point (mod(ϕk+1, 2π), xk+1)

G
(sp1 ,p1)

∂�p1α
(xk+1, t(k+1)−) = 0 for sp1 = 0, 1, · · · , 2kp1 − 1;

�p1 G
(2kp1 ,p1)

∂�p1α
(xk+1, t(k+1)−) < 0.

(6.145)

If �q1 ⊆ ∂�p1 p2 and �q2 ⊆ ∂�p1α(α ∈ {p2, p3} and pi ∈ {1, 2, · · · , m} for i =
1, 2, 3), the following subset (f)�J for mapping PJ : �q1 → �q2(J ∈ {1, 2, · · · , N }
and q1, q2 ∈ {0, 1, 2, · · · , M}) is called the final set of grazing post-mapping:

(f)�J ≡

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(mod(ϕk+1, 2π), xk+1)

∣∣∣∣∣∣∣∣∣∣∣∣∣

PJ yk = yk+1,

G(sα,α)
∂�p1 p2

(xk, tk±) = 0

sα = 0, 1, · · · , 2kα and

�αG(2kα+1,α)
∂�p1 p2

(xk, tk±) < 0

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

⊂ �q2 , (6.146)

where yk = (�tk, xk)
T. The corresponding grazing set of the post-grazing is defined

as

(i)GJ ≡

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(mod(ϕk, 2π), xk)

∣∣∣∣∣∣∣∣∣∣∣∣∣

PJ yk = yk+1,

G(sα,α)
∂�p1p2

(xk, tk±) = 0

sα = 0, 1, · · · , 2kα and

�αG(2kα+1,α)
∂�p1 p2

(xk, tk±) < 0

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

⊂ �q1 . (6.147)

For global and local grazing mappings, the grazing and post-grazing mapping
are sketched in Figs. 6.23 and 6.24 through mapping PJ (J ∈ {J1, · · · , Jm}) on the
boundary ∂�p1 p2 . The grazing in domain �p1 occurs at the final points of the grazing
mapping PJ on the boundary ∂�p1α(α ∈ {p1, p3}). The above definitions for both
the initial grazing sets of grazing mapping and the final sets of grazing post-mapping
are illustrated. The hollow symbol is the initial point for grazing mapping or the
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final point of grazing post-mapping. The circular symbolis the grazing point of the
grazing or post grazing mappings. The governing equations of mapping PJ with the
final point on the boundary ∂�p1α in �α (α ∈ {p2, p3}) are expressed by

F(J )(ϕk, xk, ϕk+1, xk+1) = 0;
ϕp1 p2(xk, ϕk) = 0, ϕp1α(xk+1, ϕk+1) = 0.

}
(6.148)

From Luo (2009), the grazing necessary condition for mapping PJ at the singular
set �

(0)
p1α in the sub-domain �α (α, β = {p1, p2}, α �= β) is:

G(p1)
∂�p1 p2

(xk+1, t(k+1)±) = nT
∂�p1 p2

· F(p1)(ϕk+1, xk+1) = 0. (6.149)

To guarantee the occurrence of the grazing flow at the singular points, the sufficient
condition is

�p1 G(1,p1)
∂�p1 p2

(xk+1, t(k+1)±) < 0. (6.150)

From Eqs. (6.148) and (6.149), the initial set of grazing mapping is on an (n − 1)-
dimensional surface because of the (n+3)-equations with 2(n+1)-unknowns. Equa-
tion (6.150) is the sufficient condition for the initial set. The (n − 1)-dimensional
surface in phase space (mod (ϕk, 2π), xk∩∂�p1 p2) is called the initial grazing mani-
fold. Such a manifold will be used in discussion of the strange attractor fragmentation.
Owing to ϕk = �tk, in computation, the switching time conditions tk+1 > tk should
be inserted. The boundary ∂�p1α is given by ϕp1α(xk, ϕk) = 0. In addition, equation
(6.136) should be satisfied. Similarly, when ϕk and ϕk+1 in Eqs. (6.148)–(6.150) are
exchanged, the final grazing manifold can be determined through the final set of
grazing post-mapping under the condition in Eq. (6.139).

For higher order singularity, the grazing necessary condition for mapping PJ at
the singular set �

(0)
p1α in domain �α (α, β = {p1, p2}, α �= β) is:

G
(2kp1 ,p1)

∂�p1 p2
(xk+1, t(k+1)±) = 0. (6.151)

To guarantee the occurrence of the grazing flow at the singular point, the sufficient
condition is

�p1 G
(2kp1+1,p1)

∂�p1 p2
(xk+1, t(k+1)±) < 0. (6.152)

To investigate the strange attractor fragmentation of chaos through the switching
sets, consider each switching set �q consisting of a set of finite, independent subsets,

(i.e., �q = ∪K
κ=1S(κ)

q and K <∞) and the subsets possesses the following properties

S(κ)
q ⊂ �q , S(κ)

q ∩ S(λ)
q = ∅; κ, λ ∈ {1, 2, · · · , K } but κ �= λ. (6.153)
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Fig. 6.23 a Local and b
global grazing mappings.
The filled solid circular
symbols are grazing points.
The hollow circular symbols
are initial switching points.
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For periodic flows, fixed points in the subset S(κ)
i j for specific κ are countable and

finite, and both the measure and Hausdorff dimension of all the subsets are zero.
However, from the definition of strange attractors for chaotic flows, the fixed points
in such bounded subsets are infinite and countable, and the corresponding Hausdorff
dimension is nonzero. In addition, the compact subsets are not hyperbolic. Based on
the mapping PJ on the compact subsets of the strange attractor, the corresponding
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Fig. 6.24 a Local and b
global grazing
post-mappings mappings.
The filled solid circular
symbols are grazing points.
The hollow circular symbols
are initial switching points.
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flows in domains are dense. All the subsets form the strange attractor of chaotic
flows. The denseness of flows on subsets in the strange attractor will cause more
possibilities for the strange attractor to access at least one of the initial grazing
manifolds. However, the flows in periodic motions have less possibility to access
the initial grazing manifolds. Without chaotic flows, the transition between the pre-
and post-grazing periodic flows can be carried out by a grazing catastrophe. The
grazing of periodic flows will be further discussed. To describe the fragmentation
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of the strange attractors in chaotic flows in discontinuous dynamical systems, the
bounded subsets of the strange attractors are used as the initial and final sets of the
local and global mappings.

Definition 6.11 For a discontinuous dynamical system in Eq. (6.91), the subsets
S(κ)

q1 ⊂ �q1 (κ = 1, 2, · · · , K ) and S(λ)
q2 ⊂ �q2(λ = 1, 2, · · · , L) are termed the

initial and final subsets of the mapping PJ (J ∈ {1, 2, · · · , N }) if there is a mapping
PJ : S(κ)

q1 → S(λ)
q2 (q1, q2 ∈ {0, 1, 2, · · · , M}, q1 �= q2).

For convenience, after grazing, the post-grazing mapping structure is

G PJ ≡ PJn+1 ◦ PJn ◦ · · · ◦ PJ2 ◦ PJ1︸ ︷︷ ︸
post-grazing mapping cluster

= PJn+1 ◦ C P(Jn ···J1). (6.154)

Once the intersection exists between the invariant subsets of strange attractor and
one of the initial grazing manifolds of generic mappings, the strange attractor frag-
mentation will occur. For a subset S(κ)

q1 and an initial, grazing manifold (i)�J relative

to a mapping PJ , if S(κ)
q1 ∩ (i)�J �= ∅, then the final subset of the mapping PJ

will be fragmentized. If one of the all initial, grazing manifolds is tangential to one
of the strange attractor subsets, the strange attractor fragmentation may appear or
vanish. Thus, a mathematical definition of strange attractor fragmentation is given
as follows.

Definition 6.12 For a discontinuous dynamical system in Eq. (6.91), there is a
mapping cluster P(lm ,nk ) with s mappings to generate the strange attractor of
chaotic flows on the switching set �q (q ∈ {0, 1, 2, · · · , M}). For a mapping

PJ : S(κ)
q1 → S(λ)

q2 (J ∈ {1, 2, · · · , N }), if (i)�
(κ)
q1 ≡ S(κ)

q1 ∩ (i)�J �= ∅

and S(κ)
q1 = F S(κ)

q1 ∪ US(κ)
q1 ∪ (i)�

(κ)
q1 , then (f)�

(λ)
q2 ≡ S(λ)

q2 ∩ (f)�J �= ∅ with

S(λ)
q2 = F S(λ)

q2 ∪ U S(λ)
q2 ∪ (f)�

(λ)
q2 exist to make the following mappings hold

PJ : (i)�(κ)
q1
→ (f)G(κ)

J , for (f)G(κ)
J ⊂ (f)G J , (6.155)

PJ : U S(κ)
q1
→ U S(λ)

q2
and G PJ : F S(κ)

q1
→ F S(λ)

q2
. (6.156)

For the post-grazing mapping cluster G PJ = PJn+1 ◦ PJn ◦ · · · ◦ PJ2 ◦ PJ1 , if there
is a mapping chain as

F S(κ)
q1

PJ1−→ FA(κ1)
ρ1
· · · FA

(κn−1)
ρn−1

PJn−→ FA(κn)
ρn

PJn+1−→ F S(λ)
q2

. (6.157)

The union of all the switching sets generated by the mapping cluster of G PJ , Aρ =
∪n

i=1A
(κi )
ρi (A(κi )

ρi ⊂ �ρi for ρi ∈ {0, 1, 2, · · · , M}) is termed the fragmentation set

of the invariant set S(κ)
q1 ⊂ �q1 under the mapping cluster P(lm ,nk ).

To intuitively demonstrate the concept introduced above, consider the invariant
subsets of a strange attractor on the boundary ∂�p1 p2 for the following mapping
structure
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Fig. 6.25 a Invariant subsets and b invariant initial manifolds of grazing mapping on the boundary
∂�p1 p2

P···J4(J1 J2)m J1 J3··· = ◦ · · · ◦ PJ4 ◦ (PJ1 ◦ PJ2)︸ ︷︷ ︸
m−sets

◦PJ1 ◦ PJ3 ◦ · · · ◦ . (6.158)

The invariant sets are generated by

P(l)
···J4(J1 J2)m J1 J3··· = P···J4(J1 J2)m J1 J3··· ◦ · · · ◦ P◦···◦J4(J1 J2)m J1 J3···︸ ︷︷ ︸

l→∞
(6.159)

and the corresponding invariant sets on the boundary ∂�p1 p2 are
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Fig. 6.26 Invariant sets fragmentation on the boundary ∂�p1 p2

�q1 = ∪m+1
κ=1 S(κ)

q1
and �q2 = ∪m+1

κ=1 S(κ)
q2

. (6.160)

The foregoing invariant subsets are illustrated in Fig. 6.25a through the filled areas
on the switching plane (mod(ϕi , 2π), xi ) ∩ ∂�p1 p2 . The mapping relation for the
mapping structure in Eq.(6.148) is also presented. The initial grazing manifolds
(i)�J (J ∈ {J1, J2, J3, J4}) are sketched by the dashed curves in Fig. 6.25b in
the switching planes. For this case, �q1 ∩ (i)�J = ∅ and �q2 ∩ (i)�J = ∅,

no fragmentation of the strange attractor occurs for the aforementioned map-
ping structure. If �q1 ∩ (i)�J �= ∅ and/or �q2 ∩ (i)�J �= ∅, the fragmenta-
tion will occur. The fragmentation of strange attractors on ∂�p1 p2 is sketched in

Fig. 6.26. Suppose (i)�
(κ)
q2 = S(κ)

q2 ∩ (i)�J2 �= ∅ be represented by solid sym-

bols, S(κ)
q2 = F S(κ)

q2 ∪ U S(κ)
q2 ∪ (i)�

(κ)
J2

. The initial grazing manifold is depicted by

the dashed curve. After fragmentation, two new invariant sets A
(κ2)
q2 ⊂ �q2 and

A
(κ1)
q1 ⊂ �q1 exist, which are showed by hatched areas. The non-fragmentized map-

ping are: PJ1 : U S(κ)
q2 → U S(κ+1)

q1 and the mappings relative to the fragmentation

are: PJ2 : F S(κ)
q2 →A

(κ1)
q1 , PJ1 : A

(κ1)
q1 →A

(κ2)
q2 and PJ2 : A

(κ1)
q2 → F S(κ+1)

q1 . From
the new subsets to the non-fragmentized subsets, the final manifold of the post-
grazing(f)�J2 , expressed by the dotted dash curve, separates the invariant subset into
two parts U S(κ+1)

q1 ∪F S(κ+1)
q1 plus the intersected set (f)�

(κ+1)
q1 = S(κ+1)

q1 ∩(f)�J1 �= ∅.

Note that if (i)�
(κ)
q2 possesses n-values, there are n-pieces of non-intersected, invariant

subsets in A
(1)
q2 . As n → ∞, countable, infinite pieces of non-intersected invariant

subsets are obtained by such an attractor fragmentation. The initial sets of grazing
mapping are presented and the corresponding, initial grazing manifolds are presented.
Finally, the grazing-induced fragmentation of strange attractors of chaotic motions in
discontinuous dynamical systems is discussed. The theory for such a fragmentation
of strange attractors should be further developed.
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6.7 Fragmentized Strange Attractors

To demonstrate the fragmentized strange attractor, consider a periodically excited,
piecewise linear system as

ẍ + 2dẋ + k(x) = a cos �t, (6.161)

where ẋ = dx/dt . The parameters (� and a) are excitation frequency and amplitude,
respectively. The restoring force is

k(x) =
⎧
⎨

⎩

cx − e, for x ∈ [E,∞);
0, for x ∈ [−E, E];
cx + e, for x ∈ (−∞,−E];

(6.162)

with E = e/c. The foregoing system possesses three linear regions of the restoring
force (Region I: x ≥ E, Region II: −E ≤ x ≤ E and Region III: x ≤ −E). From
Eqs. (6.161) and (6.162), the dynamical systems in Regions I and III do not have any
singularity. The motions of dynamical systems in Region I and III are finite. In Region
II, the motion of dynamical systems is unstable. However, the displacement of the
domain on which the dynamical system is defined is bounded. Since the velocity is
the derivative of displacement with respect to time, the flows of the system in the
displacement-bounded, Region II is bounded.

The phase space in Eq. (6.161) is divided into three sub-domains, and the three
sub-domains are defined by

�1 = { (x, y)| x ∈ [E,∞), y ∈ (−∞,∞)} ,
�2 = { (x, y)| x ∈ [−E, E], y ∈ (−∞,∞)} ,
�3 = { (x, y)| x ∈ (−∞,−E], y ∈ (−∞,∞)} .

⎫
⎪⎬

⎪⎭
(6.163)

The entire phase space is given by

� = ∪3
α=1�α. (6.164)

The corresponding boundaries are

∂�12 = �1 ∩�2 = { (x, y)|ϕ12(x, y) ≡ x − E = 0} ,
∂�23 = �2 ∩�3 = { (x, y)|ϕ23(x, y) ≡ x + E = 0} .

}
(6.165)

Such domains and the boundary are sketched in Fig. 6.27. From the above definitions,
Eqs. (6.161) and (6.162) give

x(α) = F(α)(x(α), t, μα,π)for α = 1, 2, 3, (6.166)

where
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Fig. 6.27 Sub-domains,
boundaries and equilibriums
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F(1)(x(1), t, μ1,π) = (y(1),−2dy(1) − cx (1) + a cos ωt)T, for x(1) ∈ �1;
F(2)(x(2), t, μ2, π) = (y(2),−2dy(2) + a cos ωt)T, for x(2) ∈ �2;
F(3)(x(3), t, μ3,π) = (y(3),−2dy(3) − cx (3) + a cos ωt)T, for x(3) ∈ �3.

(6.167)
Note that μ1 = μ3 = (c, d)T, μ2 = (0, d)T and π = (�, a)T. To investigate the
global dynamics of Eq. (6.161), an understanding of the local singularity of the flow
the boundary is very important. From Eq. (6.165), the normal vectors of the bound-
aries (i.e.,n∂�i j = ∇ϕi j ) is given by

n∂�12 = n∂�23 = (1, 0)T. (6.168)

From Eqs. (6.167) and (6.168), one gets

nT
∂�12
· F(1)(x(1), t, μ1,π) = y(1), nT

∂�12
· F(2)(x(2), t, μ2,π) = y(2);

nT
∂�23
· F(2)(x(2), t, μ2,π) = y(2), nT

∂�23
· F(3)(x(3), t, μ3,π) = y(3).

(6.169)

From Eqs. (6.168) and (6.169), points (±E, 0) are critical for a flow to be tangential
to the boundary. From Luo (2006a, 2009, 2011), the grazing bifurcation of a flow to
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the boundary in this discontinuous system are

y(1) = 0, ẏ(1) > 0 at x (1) = E,

y(2) = 0, ẏ(2) > 0 at x (2) = −E,

y(2) = 0, ẏ(2) < 0 at x (2) = E,

y(3) = 0, ẏ(3) < 0 at x (3) = −E .

(6.170)

Therefore, in the neighborhoods of the two equilibrium points, the local topologi-
cal structures of flows in the system given in Eq. (6.161) are sketched in Fig. 6.28.
The detailed discussion can be refereed to Luo (2006b). The switching sets and
mappings can be defined in Eqs.(6.106)–(6.110). The mappings are switched in
Fig. 6.20. Consider the initial and final states of (t, x, ẋ) to be (tk, xk, yk) and
(tk+1, xk+1, yk+1) in the sub-domain �α (α = 1, 2, 3), respectively. The local map-
pings are {P1, P3, P5, P6} and the global mappings are {P2, P4}. The displacement
and velocity equations in the linear system in Eq. (6.161) with initial conditions give
the governing equations for mapping Pj ( j = 1, 2, · · · , 6), i.e.,

Pj :
{

f ( j)
1 (xk, yk, tk, xk+1, yk+1, tk+1) = 0,

f ( j)
2 (xk, yk, tk, xk+1, yk+1, tk+1) = 0.

(6.171)

The necessary and sufficient conditions for all the six generic mappings are:

y( j)
k+1 = 0;

ẏ( j)
k+1 = a cos �tk+1 > 0 for Pj ( j = 1, 2, 6),

ẏ( j)
k+1 = a cos �tk+1 < 0 for Pj ( j = 3, 4, 5).

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
(6.172)

With the foregoing equation, once one of the initial time and velocity is selected, the
grazing bifurcation can be determined.

The fragmentation of strange attractors in chaotic motion is illustrated by the
Poincare mapping sections for four sub-switching planes. As in Fig. 6.21, the sub-
sets (i.e., �2 and �1) of the switching plane �12 for strange attractors are on
the upper and lower dashed line. Similarly, the subsets (i.e., �3 and �4) of the
switching plane �34 separated by a dashed line are presented as well. The dashed
curves are the initial grazing, switching manifolds computed by Eq. (6.172) for
specific parameters. The location of grazing points are labeled by “Grazing”. The
parameters (a = 20, c = 100, E = 1, d = 0.5, and xi = 1) are used. Con-
sider a motion with a single grazing first for � = 2.10 and the initial condi-
tion (mod(�tk, 2π), yk) ≈ (6.1117, 6.5251) at xi = 1. The Poincare mapping
sections are plotted by the switching planes in Fig. 6.29 for a strange attractor
of chaotic motion relative to mapping structures (P643(12)1, P6431 andP6(45)431).

The initial, grazing switching manifold of P2 has three intersected points with
the strange attractor in �1 Based on three intersection points, the grazing points
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Fig. 6.29 Chaotic motion associated with mappings (P6(45)431, P6431 and P643(12)1) : a subsets of
switching plane �12 (�1and�2) and b subsets of switching plane �34 (�3and�4). (a = 20, c =
100, E = 1, d = 0.5, �tk ≈ 6.1117, xk = 1, yk ≈ 6.5251 and � = 2.1)

are (mod(�tk, 2π), yk) ≈ (2.056, 0.0), (2.087, 0.0) and (2.094, 0.0), labeled by
“Grazing”. The new invariant set of the strange attractor has two branches in both
�1 and �2 compared to the strange attractor relative to P6431. Hence, there are two
mappings of P2 : �2 → �1 and one mapping of P1 : �1 → �2. The chaotic motion
is relative to the mapping structure P643(12)1 and P6431. However, for the switching
section of �3, the initial, grazing switching manifold of mapping P5 is similar to
mapping P2 which possesses three intersected points with the strange attractor. The
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Fig. 6.30 Fragmented strange attractor for chaotic motion associated with mappings
(P6(45)431, P6431 and P643(12)1) : a subsets of switching plane �12 (�1and�2) and b subsets of
switching plane �34 (�3and�4). (a = 20, c = 100, E = 1, d = 0.5, �tk ≈ 5.7257, xk = 1, yk ≈
6.2363 and � = 1.89)

grazing locations are close to (mod(�tk, 2π), yk) ≈ (5.200, 0.0), (5.229, 0.0) and
(5.235, 0.0) accordingly. The initial grazing manifold of mapping P1 is almost tan-
gential to the strange attractor at point (mod(�tk, 2π), yk) ≈ (5.24, 2.93) in �1.

Some points in the strange attractor in �1 and �2 are close to the grazing point
(mod(�tk, 2π), yk) ≈ (0.0193, 0.0), as shown in Fig. 6.29. Similarly, the initial
grazing manifold of mapping P3 almost tangential to the strange attractor is observed.
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Fig. 6.31 Chaotic motion relative to mappings (P6(45)43(12)1, P6(45)43(12)21 and P6(45)243(12)1) :
a subsets of switching plane �12 (�1and�2) and b subsets of switching plane �34 (�3and�4).

(a = 20, c = 100, E = 1, d = 0.5, �tk ≈ 0.1062, xk = 1, yk ≈ 2.4511 and � = 1.4)

Further illustrations of the fragmentized attractor relative to mapping P6431 are
given for a better understanding of strange attractor fragmentation. For
� = 1.89 with the same other system parameters, the fragmentized strange attrac-
tor of chaotic motion at xk = E is presented in Fig. 6.30 with (�tk, yk) ≈
(5.7257, 6.2363). The shape of the strange attractor is distinct from the one in
Fig. 6.29. The grazing locations on the switching set �12 are close to (�tk, yk) ≈
(2.018, 0.0), (1.991, 0.0), (1.956, 0.0) and (1.929, 0.0). The grazing locations on
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the switching set �34 are near by (�tk, yk) ≈ (5.159, 0.0), (5.133, 0.0), (5.098, 0.0)

and (5.071, 0.0). It is observed that the two fragmentized attractors are distinguish-
ing. With varying system parameters, such fragmentized strange attractors of chaotic
motions will disappear. For instance, decreasing excitation frequency yields the sym-
metric and asymmetric, periodic motion relative to mapping P6(45)43(12)1. If the graz-
ing of the asymmetric periodic motion occurs, the fragmentized strange attractor
will exist. Consider another excitation frequency � = 1.4 with the initial condition
(�tk, yk) ≈ (0.1062, 2.4511) at xk = E . The Poincare mapping sections of the
strange attractor of chaotic motion are shown in Fig. 6.31. There are three branches
of the strange attractor. The initial, grazing manifolds of the mappings P2 in �2
and P5 in �4 have one intersected point with one of three branches of the strange
attractor, and the corresponding grazing points are (�tk, yk) ≈ (1.876, 0.0) and
(5.0375, 0.0) at �12 and �34, respectively. Owing to grazing, one of three branches
of the strange attractor is produced by such a grazing. Thus, the strange attractor of
the chaotic motion possesses the mapping structures of P6(45)43(12)1, P6(45)243(12)1
and P6(45)43(12)21. The other fragmentized strange attractors of the chaotic motion
can be illustrated in the similar fashion.

From the foregoing discussion, the initial and final grazing, switching manifolds
are invariant for given system parameters, which is an important clue to investigate the
mechanism of strange attractor fragmentation. The criteria and topological structure
for the fragmentation of the strange attractor need to be further developed as in
hyperbolic strange attractors. The fragmentation of the strange attractors extensively
exists in discontinuous dynamical systems, which will help us better understand
motion complexity in discontinuous dynamic systems.

From this investigation, the dynamical behaviors in dynamical systems may not
need the Axioms in Smale (1967). The corresponding spectral decomposition of
diffeomorphisms can be directly obtained from the switching sets of discontinuous
boundary. The strange attractor fragmentation caused by grazing singularity is a key
to open the door for the topological structures of chaos in dynamical systems. The
hyperbolic set needed in Smale (1967) may be for separatrix as a hidden discontinuity.
No matter how, the continuous flow should be employed to discuss the topological
structures of chaos, rather than mappings only.

References

Bartissol, P. and Chua, L.O. 1988, The Double Hook Nonlinear Chaotic Circuits, IEEE Transactions
on Circuits and Systems 35:1512–1522.

Han, R.P.S., Luo, A..C.J. and Deng, W. 1995, Chaotic motion of a horizontal impact pair, Journal
of Sound and Vibration, 181:231–250.

Luo, A.C.J., 2002, An unsymmetrical motion in a horizontal impact oscillator, ASME Journal of
Vibration and Acoustics 124:420–426.

Luo, A.C.J., 2005a, A theory for non-smooth dynamical systems on connectable domains, Com-
munication in Nonlinear Science and Numerical Simulation 10:1–55.



6.7 Fragmentized Strange Attractors 363

Luo, A.C.J., 2005b, The mapping dynamics of periodic motions for a three-piecewise linear system
under a periodic excitation, Journal of Sound and Vibration 283:723–748.

Luo, A.C.J., 2005c, The symmetry of steady-state solutions in non-smooth dynamical systems with
two constraints, IMechE Part K Journal of Multi-body Dynamics 219:09–124.

Luo, A.C.J., 2006, Singularity and Dynamics on Discontinuous Vector Fields, Amsterdam: Elsevier.
Luo, A.C.J., 2006b, Grazing and chaos in a periodically forced, piecewise linear system, ASME

Journal of Vibration and Acoustics 128:28–34.
Luo, A.C.J., 2008a, A theory for flow switchability in discontinuous dynamical systems, Nonlinear

Analysis: Hybrid Systems, 2(4):1030–1061.
Luo, A.C.J., 2008b, Global Transversality, Resonance and Chaotic Dynamics, World Scientific:

Singapore.
Luo, A.C.J., 2009, Discontinuous Dynamical Systems on Time varying Domains, HEP-Springer:

Heidelberg.
Luo, A.C.J., 2011, Discontinuous Dynamical Systems, HEP-Springer: Heidelberg.
Luo, A.C.J. and Chen, L.D., 2006, Grazing phenomena and fragmented strange attractors in a

harmonically forced, piecewise, linear system with impacts, IMeChe Part K:Journal of Multi-
body Dynamics, 220:35–51.

Luo, A.C.J. and Gegg, B.C., 2006, Stick and non-stick, periodic motions of a periodically forced,
linear oscillator with dry friction, Journal of Sound and Vibration 291:132–168

Luo, A.C.J. and Gegg, B.C., 2007, An analytical prediction of sliding motions along discontinuous
boundary in non-smooth dynamical systems, Nonlinear Dynamics 40:401–424.

Luo, A.C.J. and Guo, Y., 2010, Switching mechanism and complex motion in a generalized Fermi
accelleration oscillator, ASME Journal of Computational and Nonlinear Dynamics 5(4):041007
(1–14).

Luo, A.C.J. and O’Connor, D., 2009, Impact chatter in a gear transmission system with two oscil-
lators, IMrChe Part K: Journal of Multi-body Dynamics 223:159–188.

Luo, A.C.J., Rapp, B.M., 2009 Flow switchability and periodic motions in a periodically forced,
discontinuous dynamical system, Nonlinear Analysis: Real World Applications 10:3028–3044.

Luo, A.C.J. and Zwiegart Jr., P., 2008, Existence and analytical prediction of periodic motions in a
periodically forced, nonlinear friction oscillator, Journal of Sound and Vibration 309:129–149.

Luo, A.C.J., Xue, B., 2009, An analytical prediction of periodic flows in the Chua’s Circuit system,
International Journal of Bifurcation and Chaos 19:2165–2180.

Smale, S., 1967, Differential dynamical systems, Bulletin of the American Mathematical Society,
73, pp.747–817.



Appendix A
Linear Continuous Dynamical Systems

In this Appendix, the theory of linear systems will be presented to review the
traditional linear dynamical systems. Separated linear systems and diagonalization
of square matrix will be discussed first. The linear operator exponentials will be
presented. The fundamental solutions of autonomous linear systems will be given
with the matrix possessing real eigenvalues, complex eigenvalues and repeated
eigenvalues. The stability theory for autonomous linear systems will be discussed.
The solutions of non-autonomous linear systems will be discussed and steady state
solutions will be presented. A generalized ‘‘resonance’’ concept will be introduced,
and the resonant solutions will be presented. Lower-dimensional linear systems
will be discussed in detail for solutions and stability.

A.1 Basic Solutions

Definition A.1 Consider a linear dynamical system

_x ¼ AxþQðtÞ for t 2 R and x ¼ ðx1; x2; . . .; xnÞT 2 Rn ðA:1Þ

where _x ¼ dx=dt is differentiation with respect to time t. A is an n� n matrix and
QðtÞ is a continuous vector function. If QðtÞ ¼ 0; the linear dynamical system in
Eq. (A.1) is autonomous. Equation (A.1) becomes

_x ¼ Ax for t 2 R and x 2 Rn ðA:2Þ

which is called an autonomous linear system or a homogenous linear system. With
an initial condition of xðt0Þ ¼ x0; the solution of Eq. (A.2) is given by

xðtÞ ¼ eAðt�t0Þx0: ðA:3Þ

If QðtÞ 6¼ 0; the linear dynamical system in Eq. (A.1) is non-autonomous, and such
a non-autonomous system is also called a nonhomogenous linear system. With an
initial condition of xðt0Þ ¼ x0; the solution of Eq. (A.1) is given by

A. C. J. Luo, Regularity and Complexity in Dynamical Systems,
DOI: 10.1007/978-1-4614-1524-4, � Springer Science+Business Media, LLC 2012
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xðtÞ ¼ UðtÞU�1ðt0Þx0 þ
Z t

t0

UðtÞU�1ðsÞQðsÞds: ðA:4Þ

where UðtÞ is a fundamental matrix of the homogenous linear system in Eq. (A.2)
with

_UðtÞ ¼ AUðtÞ for all t 2 I � R: ðA:5Þ

Definition A.2 For a linear dynamical system in Eq. (A.2), if the linear matrix
A ¼ diagðk1; k2; . . .; knÞ is a diagonal matrix, then the linear dynamical system in
Eq. (A.2) is called an uncoupled linear homogenous system. With an initial
condition of xðt0Þ ¼ x0; the solution of the uncoupled linear homogenous solution
is

xðtÞ ¼ diag½ek1ðt�t0Þ; ek2ðt�t0Þ; . . .; eknðt�t0Þ�x0: ðA:6Þ

Theorem A.1 Consider a linear dynamical system _x ¼ Ax in Eq. (A.2) with
the initial condition of xðt0Þ ¼ x0: If the real and distinct eigenvalues of the
n� n matrix A are k1; k2; . . .; kn; then a set of corresponding eigenvectors
fv1; v2; . . .; vng is determined by

ðA� kiIÞvi ¼ 0 ðA:7Þ

which forms a basis in X � Rn: The eigenvector matrix of P ¼ ½v1; v2; . . .; vn� is
invertible and

P�1AP ¼ diag½k1; k2; . . .; kn�: ðA:8Þ

Thus, with an initial condition of xðt0Þ ¼ x0; the solution of linear dynamical
system in Eq. (A.2) is

xðtÞ ¼ Pdiag½ek1ðt�t0Þ; ek2ðt�t0Þ; . . .; eknðt�t0Þ�P�1x0

¼ PEðt � t0ÞP�1x0

ðA:9Þ

where the diagonal matrix EðtÞ is given by

Eðt � t0Þ ¼ diag½ek1ðt�t0Þ; ek2ðt�t0Þ; . . .; eknðt�t0Þ�: ðA:10Þ

Proof Assuming xðtÞ ¼ Cekt ¼ Cvekt; equation (A.2) gives ðA� kIÞv ¼ 0: Since
detðA� kIÞ ¼ 0 gives real and distinct eigenvalues ki ði ¼ 1; 2; . . .; nÞ; one gets
ðA� kiIÞvi ¼ 0:
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½Av1;Av2; . . .;Avn� ¼ ½k1v1; k2v2; . . .knvn�:

Deformation of the foregoing equation gives

A½v1; v2; . . .; vn� ¼ ½v1; v2; . . .; vn� diag½k1; k2; . . .; kn�:

Further

AP ¼ P diag½k1; k2; . . .; kn�:

The left multiplication of P�1 on both sides of equation yields

P�1AP ¼ P�1P diag½k1; k2; . . .; kn� ¼ diag½k1; k2; . . .; kn�:

Consider a new variable y ¼ P�1x: Thus, application of x ¼ Py to Eq. (A.2) yields

_y ¼ P�1 _x ¼ P�1Ax ¼ P�1APy ¼ diag½k1; k2; . . .; kn�y:

With initial conditions y0 ¼ P�1x0; the uncoupled linear system has a solution as

yðtÞ ¼ diag½ek1ðt�t0Þ; ek2ðt�t0Þ; . . .; eknðt�t0Þ�y0:

Using x ¼ Py and y0 ¼ P�1x0; we have

xðtÞ ¼ Pdiag½ek1ðt�t0Þ; ek2ðt�t0Þ; . . .; eknðt�t0Þ�P�1x0 ¼ PEðt � t0ÞP�1x0

where

Eðt � t0Þ ¼ diag½ek1ðt�t0Þ; ek2ðt�t0Þ; . . .; eknðt�t0Þ�:

This theorem is proved. �

It is very important to compute the eigenvector, which is a key to obtain the
general solution of linear dynamical systems. The eigenvector of vi is assumed as

vi ¼
1
ri

� �
vi: ðA:11Þ

From Eq. (A.7), we have

a11 � ki b1�ðn�1Þ
cðn�1Þ�1 A11 � kiIðn�1Þ�ðn�1Þ

� �
1
ri

� �
vi ¼ 0; ðA:12Þ

where the minor of matrix A is A11; and other vectors are defined by

cðn�1Þ�1 ¼ ðai1Þðn�1Þ�1ði ¼ 2; 3; . . .; nÞ
b1�ðn�1Þ ¼ ða1jÞ1�ðn�1Þðj ¼ 2; 3; . . .; nÞ

A11 ¼ ðaijÞðn�1Þ�ðn�1Þði; j ¼ 2; 3; . . .; nÞ
ðA:13Þ
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Thus,

ri ¼ ðA11 � kiIðn�1Þ�ðn�1ÞÞ�1cn�1: ðA:14Þ

The solution of linear dynamical system in Eq. (A.2) is

xðtÞ ¼
Xn

i¼1
Civie

kiðt�t0Þ

¼ ½v1; v2; . . .; vn�diag½ek1ðt�t0Þ; ek2ðt�t0Þ; . . .; eknðt�t0Þ�C
¼ Pdiag½ek1ðt�t0Þ; ek2ðt�t0Þ; . . .; eknðt�t0Þ�C

ðA:15Þ

where

C ¼ ðC1;C2; . . .;CnÞT: ðA:16Þ

For t ¼ t0; the initial conditions is xðtÞ ¼ x0: Thus,

C ¼ P�1x0: ðA:17Þ

Therefore, the solution is expressed by

xðtÞ ¼ Pdiag½ek1ðt�t0Þ; ek2ðt�t0Þ; . . .; eknðt�t0Þ�P�1x0 ¼ PEðt � t0ÞP�1x0: ðA:18Þ

The two methods give the same expression.

Theorem A.2 Consider a linear dynamical system _x ¼ Ax in Eq. (A.2) with the
initial condition of xðt0Þ ¼ x0: If the distinct complex eigenvalues of the 2n� 2n
matrix A are kj ¼ aj þ ibj and �kj ¼ aj � ibj with corresponding eigenvectors wj ¼
uj þ ivj and �wj ¼ uj � ivj ðj ¼ 1; 2; . . .; n and i ¼

ffiffiffiffiffiffiffi
�1
p

Þ; then the corresponding
eigenvectors uj and vj ðj ¼ 1; 2; . . .; nÞ are determined by

A� ðaj þ ibjÞI
� �

ðuj þ ivjÞ ¼ 0; or

A� ðaj � ibjÞI
� �

ðuj � ivjÞ ¼ 0:
ðA:19Þ

which forms a basis in X � R2n: The corresponding eigenvector matrix of P ¼
½u1; v1; u2; v2; . . .; un; vn� is invertible and

P�1AP ¼ diagðB1;B2; . . .;BnÞ: ðA:20Þ

where

Bj ¼
aj bj

�bj aj

� �
ð j ¼ 1; 2; . . .; nÞ: ðA:21Þ

Thus, with an initial condition of xðt0Þ ¼ x0; the solution of the linear dynamical
system in Eq. (A.2) is

xðtÞ ¼ PEðt � t0ÞP�1x0 ðA:22Þ
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where the diagonal matrix Eðt � t0Þ is given by

EðtÞ ¼ diag E1ðt � t0Þ;E2ðt � t0Þ; . . .;Enðt � t0Þ½ �;

Ejðt � t0Þ ¼ eajðt�t0Þ cos bjðt � t0Þ sin bjðt � t0Þ
� sin bjðt � t0Þ cos bjðt � t0Þ

" #
:

ðA:23Þ

Proof Assuming xðtÞ ¼ Cekt ¼ Cwekt; equation (A.2) gives ðA� kIÞw ¼ 0:
Since detðA� kIÞ ¼ 0 gives n distinct pairs of complex eigenvalues kj ¼ aj þ
ibj and �kj ¼ aj � ibj ðj ¼ 1; 2; . . .; nÞ; with conjugate vectors wj ¼ uj þ ivj and
�wj ¼ uj � ivj; we have

ðA� ajIÞuj þ bjIvj ¼ 0;

�bjIuj þ ðA� ajIÞvj ¼ 0:

Auj ¼ ðuj; vjÞ
aj

�bj

� �
and Avj ¼ ðuj; vjÞ

bj

aj

� �
:

Aðuj; vjÞ ¼ ðuj; vjÞ
aj bj

�bj aj

� �
:

Assembling Aðuj; vjÞ for ð j ¼ 1; 2; . . .; nÞ gives

AP ¼ Pdiagð a1 b1

�b1 a1

� �
;

a2 b2

�b2 a2

� �
; . . .;

an bn

�bn an

� �
Þ

where

P ¼ ðu1; v1; u2; v2; . . .; un; vnÞ:

The left multiplication of P�1 on both sides of equation yields

P�1AP ¼ P�1Pdiagð
a1 b1

�b1 a1

" #
;

a2 b2

�b2 a2

" #
; . . .;

an bn

�bn an

" #
Þ

¼ diagð
a1 b1

�b1 a1

" #
;

a2 b2

�b2 a2

" #
; . . .;

an bn

�bn an

" #
Þ:

Consider a new variable y ¼ P�1x: Thus, application of x ¼ Py to Eq. (A.2) yields

_y ¼ P�1 _x ¼ P�1Ax ¼ P�1APy

¼ diagð
a1 b1

�b1 a1

� �
;

a2 b2

�b2 a2

� �
; . . .;

an bn

�bn an

� �
Þy:
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With the initial condition, y0 ¼ P�1x0; the uncoupled linear system has a solution
as

yðtÞ ¼ diag E1ðt � t0Þ;E2ðt � t0Þ; . . .;Enðt � t0Þ½ �y0

¼ Eðt � t0Þy0

where

Eðt � t0Þ ¼ diag E1ðt � t0Þ;E2ðt � t0Þ; . . .;Enðt � t0Þ½ �;

Ejðt � t0Þ ¼ eajðt�t0Þ
cos bjðt � t0Þ sin bjðt � t0Þ

� sin bjðt � t0Þ cos bjðt � t0Þ

" #
:

Using x ¼ Py and y0 ¼ P�1x0; we have

xðtÞ ¼ Pdiag E1ðt � t0Þ;E2ðt � t0Þ; . . .;Enðt � t0Þ½ �P�1x0

¼ PEðt � t0ÞP�1x0:

This theorem is proved. �

Compared to the real eigenvectors, the computation of the complex eigenvectors
is much complicated, and the corresponding, detailed procedure is presented herein.
The conjugate complex eigenvectors are assumed as

ui þ ivi ¼ Ci
1
ri

� �
and ui � ivi ¼ �Ci

1
�ri

� �
ðA:24Þ

where the conjugate complex constants are assumed as

Ci ¼
1
2
ðMi � iNiÞ and �Ci ¼

1
2
ðMi þ iNiÞ;

ri ¼ Ui þ iVi and �ri ¼ Ui � iVi:

ðA:25Þ

From Eq. (A.19), we have

a11 � ai � ibi b1�ðn�1Þ

cðn�1Þ�1 A11 � ðai þ ibiÞIðn�1Þ�ðn�1Þ

" #
1

ri

( )
Ci ¼ 0; ðA:26Þ

Thus, the foregoing equation gives

cþ ½ðA11 � aiIÞ � ibiI�ri ¼ 0; ðA:27Þ

ri ¼ ðA11 � aiIÞ2 þ b2
i I

h i�1h
ðA11 � aiIÞ þ ibiI

i
c ¼ Ui þ iVi; ðA:28Þ
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where

Ui ¼ ðA11 � aiIÞ2 þ b2
i I

h i�1
ðA11 � aiIÞc;

Vi ¼ ðA11 � aiIÞ2 þ b2
i I

h i�1
bic: ðA:29Þ

The solution of the linear dynamical system in Eq. (A.2) is

xðtÞ ¼
Xn

i¼1

1
2
ðMi � iNiÞ

1

Ui þ iVi

( )
eðaiþibiÞðt�t0Þ

þ 1
2
ðMi þ iNiÞ

1

Ui � iVi

( )
eðai�ibiÞðt�t0Þ

¼
Xn

i¼1
eaiðt�t0Þ

Mi

MiUi þ NiVi

( )
cos biðt � t0Þ

"

þ
Ni

NiUi �MiVi

( )
sin biðt � t0Þ

#

¼
Xn

i¼1
eaiðt�t0Þ ðMi

1

Ui

( )
þ Ni

0

Vi

( )
Þcosbiðt � t0Þ

"

þðNi

1

Ui

( )
�Mi

0

Vi

( )
Þ sin biðt � t0Þ

#

¼
Xn

i¼1
eaiðt�t0Þðui; viÞ

cos biðt � t0Þ sin biðt � t0Þ
� sin biðt � t0Þ cos biðt � t0Þ

" #
Mi

Ni

( )

¼ PEðt � t0ÞC ðA:30Þ

where

P ¼ ½u1; v1; . . .; un; vn�;
Eðt � t0Þ ¼ diag E1ðt � t0Þ;E2ðt � t0Þ; . . .;Enðt � t0Þ½ �;

C ¼ ðM1;N1; . . .;Mn;NnÞT;

Eiðt � t0Þ ¼ eaiðt�t0Þ cos biðt � t0Þ sin biðt � t0Þ
� sin biðt � t0Þ cos biðt � t0Þ

� �
;

ui ¼
1

Ui

� �
and vi ¼

0

Vi

� �
:

ðA:31Þ

For t ¼ t0; the initial conditions is xðtÞ ¼ x0: Thus,

C ¼ P�1x0: ðA:32Þ
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Therefore, the solution is expressed by

xðtÞ ¼ Pdiag½E1ðt � t0Þ;E2ðt � t0Þ; . . .;Enðt � t0Þ�P�1x0

¼ PEðt � t0ÞP�1x0:
ðA:33Þ

The two methods give the same expression.

Theorem A.3 Consider a linear dynamical system _x ¼ Ax in Eq. (A.2) with the
initial condition of xðt0Þ ¼ x0: If the eigenvalues of the n� n matrix A possesses
p-pairs of distinct complex eigenvalues with kj ¼ aj þ ibj and �kj ¼ aj � ibj with
corresponding eigenvectors wj ¼ uj þ ivj and wj ¼ uj � ivj ðj ¼ 1; 2; . . .; p and

i ¼
ffiffiffiffiffiffiffi
�1
p

Þ; and ðn� 2pÞ distinct real eigenvalues of k2pþ1; k2pþ2; . . .; kn; then the
corresponding eigenvectors uj and vj for complex eigenvalues ðkj; �kjÞ ðj ¼
1; 2; . . .; pÞ are determined by

A� ðaj þ ibjÞI
� �

ðuj þ ivjÞ ¼ 0; or

A� ðaj � ibjÞI
� �

ðuj � ivjÞ ¼ 0 ðA:34Þ

and the eigenvectors fv2pþ1; v2pþ2; . . .; vng for real eigenvalues are determined by

ðA� kiIÞvi ¼ 0 ðA:35Þ

which forms a basis in X � Rn: The eigenvector matrix of

P ¼ ½u1; v1; u2; v2; . . .; up; vp; v2pþ1; v2pþ2; . . .; vn� ðA:36Þ

is invertible and

P�1AP ¼ diagðB1;B2; . . .;Bp; k2pþ1; k2pþ2; . . .; knÞ ðA:37Þ

where

Bj ¼
aj bj

�bj aj

� �
ðj ¼ 1; 2; . . .; nÞ: ðA:38Þ

Thus, with an initial condition of xðt0Þ ¼ x0; the solution of linear dynamical
system in Eq. (A.2) is

xðtÞ ¼ Pdiag½E1ðt � t0Þ;E2ðt � t0Þ; . . .;Epðt � t0Þ;

ek2pþ1ðt�t0Þ; ek2pþ2ðt�t0Þ; . . .; eknðt�t0Þ�P�1x0

¼ PEðt � t0ÞP�1x0

ðA:39Þ
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where the diagonal matrix Eðt � t0Þ is given by

Eðt � t0Þ ¼ diag½E1ðt � t0Þ;E2ðt � t0Þ; . . .;Epðt � t0Þ;

ek2pþ1ðt�t0Þ; ek2pþ2ðt�t0Þ; . . .; eknðt�t0Þ�;

Ejðt � t0Þ ¼ eajðt�t0Þ
cos bjðt � t0Þ sin bjðt � t0Þ

� sin bjðt � t0Þ cos bjðt � t0Þ

" #
ðj ¼ 1; 2; . . .; pÞ:

ðA:40Þ

Proof The proof of the theorem is from the proof of Theorems A.1 and A.2. �

A.2 Operator Exponentials

Definition A.3 Consider a linear operator A : Rn ! Rn in linear operator space
(i.e., A 2 LðRnÞÞ: The operator norm of A is defined by

jjAjj ¼ max
jjxjj � 1

jjAðxÞjj ðA:41Þ

where jjxjj is the Euclidean norm of x 2 Rn: The operator norm has the following
properties for A;B 2 LðRnÞ :

(i) jjAjj � 0 and jjAjj ¼ 0 if and only if A ¼ 0:
(ii) jjkAjj ¼ kjjAjj for k 2 R:

(iii) jjAþ Bjj � jjAjj þ jjBjj:

Definition A.4 Consider a sequence of linear operator Ak 2 LðRnÞ and the linear
operator A 2 LðRnÞ: For any e [ 0; there exists an N such that for k�N;

jjA� Akjj\e: ðA:42Þ

Thus, the sequence of linear operator Ak is called to be convergent to a linear
operator A as k!1; i.e.,

lim
k!1

Ak ¼ A: ðA:43Þ

Theorem A.4 For A;B 2 LðRnÞ and x 2 Rn;

(i) jjAxjj � jjAjj � jjxjj;
(ii) jjABjj � jjAjj � jjBjj; and

(iii) jjAkjj � jjAjjk:
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Proof
(i) Consider y ¼ x=jjxjj: The definition of the norm of linear operator gives

jjAjj � jjAyjj ¼ jjAxjj
jjxjj ) jjAxjj � jjAjj � jjxjj:

(ii) For jjxjj � 1; the foregoing relation give

jjABxjj � jjAjj � jjBxjj � jjAjj � jjBjj � jjxjj � jjAjj � jjBjj:

Thus

jjABjj ¼ max
jjxjj � 1

jjABxjj � jjAjj � jjBjj:

(iii) For B ¼ A; the foregoing equation gives jjA2jj � jjAjj2; and continuously

jjAkjj � jjAk�1jj � jjAjj � jjAjjk:

Theorem A.5 For A 2 LðRnÞ and t 2 R with t0 [ 0; a series Iþ
P1

k¼1
1
k! A

ktk is
absolutely and uniformly convergent for jtj � t0:

Proof For jtj � t0;

jjA
ktk

k!
jj � jjA

kjj � jtjk

k!
� jjAjj

ktk
0

k!
:

Using the Taylor series gives

X1
k¼0

jjAjjktk
0

k!
¼ ejjAjjt0 :

The triangle inequality gives

jjIþ
X1

k¼1

Aktk

k!
jj �

X1
k¼0
jjA

ktk

k!
jj �

X1
k¼0

jjAjjktk
0

k!
:

Therefore, the series Iþ
P1

k¼1
1
k! A

ktk is absolutely and uniformly convergent for
jtj � t0: �

Definition A.5 The exponential of a linear operator A 2 LðRnÞ is defined by

eA ¼ Iþ
X1

k¼1

1
k!

Ak: ðA:44Þ

If A is an n� n matrix, for t 2 R;

eAt ¼ Iþ
X1

k¼1

1
k!

Aktk: ðA:45Þ
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Theorem A.6 For A;B;P 2 LðRnÞ;

(i) if P is nonsingular, then eP�1AP ¼ P�1eAP;

(ii) if AB ¼ BA; then eAþB ¼ eAeB;

(iii) e�A ¼ ðeAÞ�1:

(iv) If A ¼ kI; then eA ¼ ekI:

Proof
(i) Since the following relations exist

P�1ðAþ BÞP ¼ P�1APþ P�1BP and

ðP�1APÞk ¼ ðP�1APÞðP�1APÞ. . .ðP�1APÞ ¼ P�1AkP;

Definition A.5 gives

eP�1AP ¼
X1

k¼0

1
k!
ðP�1APÞk ¼ P�1

X1
k¼0

1
k!

AkP ¼ P�1eAP:

(ii) Because

ðAþ BÞn ¼ n!
X

jþk¼n

ðj¼0;1;...;nÞ

A j

j!

Bk

k!
;

we have

eAþB ¼
X1

n¼0

1
n!
ðAþ BÞn ¼

X1
n¼0

1
n!
ðn!

X
jþk¼n

ðj¼0;1;...;nÞ

A j

j!

Bk

k!
Þ

¼
Xn

j¼0

A j

j!

Xn

k¼0

Bk

k!
¼ eAeB:

(iii) If B ¼ �A; then the case of (ii) gives

I ¼ eA�A ¼ eAe�A:

Thus

ðeAÞ�1 ¼ e�A:

(iv) If A ¼ kI; from definition, one obtains

ekI ¼ Iþ
X1

k¼1

kk

k!
Ik ¼ ð1þ

X1
k¼1

kk

k!
ÞI ¼ ekI:

This theorem is proved. �
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Lemma A.1 For an n� n matrix A,

d

dt
eAt ¼ AeAt: ðA:46Þ

Proof From the derivative definition,

d

dt
eAt ¼ lim

Dt!0

eAðtþDtÞ � eAt

Dt
¼ lim

Dt!0
eAt eADt � I

Dt

¼ eAt lim
Dt!0

lim
m!1
ðAþ

Xm

k¼2

AðDtÞk�1

k!
Þ

¼ AeAt:

This lemma is proved. �

Theorem A.7 Consider a linear dynamical system _x ¼ Ax in Eq. (A.2) with the
initial condition of xð0Þ ¼ x0: The solution of the linear dynamical system is
unique, which is given by

x ¼ eAtx0: ðA:47Þ

Proof From Lemma A.1, if xðtÞ ¼ eAtx0 exist, then for t 2 I � R; we have

_x ¼ d

dt
ðeAtx0Þ ¼ AeAtx0 ¼ Ax:

In addition, xð0Þ ¼ Ix0 ¼ x0 is an initial condition. Therefore, xðtÞ ¼ eAtx0 is a
solution. If there is another solution x1ðtÞ ¼ e�AtxðtÞ; then for t 2 I � R;

_x1ðtÞ ¼ e�At _xðtÞ � Ae�AtxðtÞ
¼ e�AtAxðtÞ � Ae�AtxðtÞ
¼ Ae�AtxðtÞ � Ae�AtxðtÞ
¼ 0:

Thus, x1ðtÞ ¼ C (constant). Let t ¼ 0; x1ð0Þ ¼ Ixð0Þ ¼ x0: So the deformation of
x0 ¼ e�AtxðtÞ gives xðtÞ ¼ eAtx0: This theorem is proved. �

A.3 Linear Systems with Repeated Eigenvalues

Definition A.6 Consider a linear dynamical system _x ¼ Ax in Eq. (A.2) with the
initial condition of xð0Þ ¼ x0: If the n� n matrix A has an m-repeated real
eigenvalue of k with ðm� nÞ; then any nonzero eigenvector of

ðA� kIÞmv ¼ 0 ðA:48Þ

is called a generalized eigenvector of A.
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Definition A.7 An n� n matrix N is called a nilpotent matrix of order k if
Nk�1 6¼ 0 and Nk ¼ 0:

Theorem A.8 Consider a linear dynamical system _x ¼ Ax in Eq. (A.2) with the
initial condition of xð0Þ ¼ x0: There is a repeated eigenvalue kj with m-times
among the real eigenvalues k1; k2; . . .; kn of the n� n matrix A. If a set of
generalized eigenvectors fv1; v2; . . .; vng forms a basis in X � Rn: The
eigenvector matrix of P ¼ ½v1; v2; . . .; vn� is invertible. For the repeated
eigenvalue kj; the matrix A can be decomposed by

A ¼ Sþ N ðA:49Þ

where

P�1SP ¼ diag½kj�n�n; ðA:50Þ

and the matrix N ¼ A� S is nilpotent of order m� n ðNm ¼ 0Þwith SN ¼ NS:

P�1AP ¼ diag½k1; . . .kj�1; kj; . . .; kj|fflfflfflfflffl{zfflfflfflfflffl}
m

; kjþm; . . .; kn�: ðA:51Þ

Thus, with an initial condition of xðt0Þ ¼ x0; the solution of linear dynamical
system in Eq. (A.2) is

xðtÞ ¼ PEðtÞP�1 Iþ
Xm�1

k¼1

Nktk

k!

� �
x0 ðA:52Þ

where

EðtÞ ¼ diag½ek1t; . . .; ekj�1t; ekj t; . . .; ekjt|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
m

; ekjþmt; . . .; eknt�: ðA:53Þ

Proof Consider the repeated real eigenvalue kj of the matrix A. The method of
coefficient variation is adopted, and the corresponding solution is assumed as

xðjÞ ¼ CðjÞðtÞekj t;

_xðjÞ ¼ _C
ðjÞ

ekjt þ kjC
ðjÞekjt ¼ ACðjÞekjt:

Therefore,

_CðjÞ ¼ ðA� kjIÞCðjÞ:

Let

CðjÞ ¼ V ðjÞvj and C
ðjÞ
0 ¼ V ðjÞ0 vj.
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Consider the constant vector and eigenvector matrix as

VðjÞ ¼ ð0; . . .; 0;V ðjÞ; 0; . . .; 0ÞT

P ¼ ðv1; . . .; vj�1; vj; vjþ1; . . .; vnÞ:

Thus

P _VðjÞ ¼ ðA� kjIÞPVðjÞ ) _V
ðjÞ ¼ P�1ðA� kjIÞPVðjÞ:

Let A ¼ Sþ N; thus

_V
ðjÞ ¼ P�1ðSþ N� kjIÞPVðjÞ

¼ ðP�1SP� kjIþ P�1NPÞVðjÞ:

Because of P�1SP ¼ diag½kj�; the solution of the foregoing equation is

VðjÞ ¼ ðIþ
Xm�1

k¼1

ðP�1NPÞktk

k!
ÞVðjÞ0 ¼ ðIþ

Xm�1

k¼1

P�1NkPtk

k!
ÞVðjÞ0

¼ P�1ðIþ
Xm�1

k¼1

Nktk

k!
ÞPV

ðjÞ
0 :

Therefore, the coefficient for the repeated eigenvalue kj

CðjÞ ¼ ðIþ
Xm�1

k¼1

Nktk

k!
ÞCðjÞ0 :

Further

xðjÞ ¼ ekj tðIþ
Xm�1

k¼1

Nktk

k!
ÞCðjÞ0 :

Assuming

xðjÞ ¼
Xm�1

k¼0
C
ðjÞ
k ekj ttk;

one obtains

k!C
ðjÞ
k ¼ NkC

ðjÞ
0 or ðk þ 1ÞCðjÞkþ1 ¼ NC

ðjÞ
k :

If V ðjÞk ¼ V ðjÞ0 ; then

k!v
ðjÞ
k ¼ Nkv

ðjÞ
0 or ðk þ 1ÞvðjÞkþ1 ¼ Nv

ðjÞ
k :

Let
C ¼ ðV1; . . .;Vj�1;V

ðjÞ
0 ; . . .;V ðjÞ0|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

m

;Vjþm; . . .;VnÞT;

P ¼ ðv1; . . .; vj�1; vj; . . .; vjþm�1|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
m

; vjþm; . . .; vnÞ:
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Thus, there is a relation

P�1AP ¼ diag½k1; � � � ; kj�1; kj; . . .; kj|fflfflfflfflffl{zfflfflfflfflffl}
m

; kjþm; . . .; kn�;

and the resultant solution is

x ¼ xð1Þ þ . . .þ xðj�1Þ þ x
ðjÞ
0 þ x

ðjÞ
1 þ � � � þ x

ðjÞ
m�1|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

m

þxðjþmÞ þ � � � þ xðnÞ

¼ Pdiagðek1t; . . .; ekj�1t ekj t; . . .; ekjt|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
m

; ekjþmt; . . .; ekntÞðIþ
Xm�1

k¼1

Nktk

k!
ÞC:

For t ¼ 0; using x ¼ x0; the foregoing equation give PC ¼ x0; so C ¼ P�1x0:
Because of

ðP�1NPÞk ¼ P�1NkP

One obtains

x ¼ Pdiagðek1t; . . .; ekj�1t; ekj t; . . .; ekjt|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
m

; ekjþmt; . . .; ekntÞðIþ
Xm�1

k¼1

Nktk

k!
ÞP�1x0

¼ Pdiagðek1t; . . .; ekj�1t; ekj t; . . .; ekjt|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
m

; ekjþmt; . . .; ekntÞP�1ðIþ
Xm�1

k¼1

Nktk

k!
Þx0:

Therefore,

x ¼ PEðtÞP�1ðIþ
Xm�1

k¼1

Nktk

k!
Þx0;

where

EðtÞ ¼ diagðek1t; . . .; ekj�1tekj t; . . .; ekjt; ekjþmt; . . .; ekntÞ:

This theorem is proved. �

Consider the solution for repeated eigenvalues of a linear dynamical system as

xðjÞðtÞ ¼
Xm�1

k¼0
ekj tðCðjÞk v

ðjÞ
k tkÞ; ðA:54Þ

_xðjÞðtÞ ¼
Xm�1

k¼0
kje

kj tðCðjÞk v
ðjÞ
k tkÞ þ ekjtðkCðjÞk v

ðjÞ
k tk�1Þ: ðA:55Þ

Submission of Eqs. (A.54) and (A.55) into _x ¼ Ax in Eq. (A.2) gives

Xm�1

k¼0
ðA� kjIÞekj tðCðjÞk v

ðjÞ
k tkÞ � ekjtðkCðjÞk v

ðjÞ
k tk�1Þ ¼ 0: ðA:56Þ
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Thus for k ¼ 0; 1; 2; . . .;m� 2

ðA� kjIÞCðjÞk v
ðjÞ
k � ðk þ 1ÞCðjÞkþ1v

ðjÞ
kþ1 ¼ 0 : ðA:57Þ

WithðA� kjIÞvðjÞm�1 ¼ 0; once eigenvectors are determined, the constants CðjÞk are
obtained. On the other hand, let

CðjÞk ¼ ðk þ 1ÞCðjÞkþ1: ðA:58Þ

Thus, one obtains

ðA� kjIÞvðjÞm�1 ¼ 0;

ðA� kjIÞvðjÞk ¼ v
ðjÞ
kþ1 ðk ¼ 0; 1; 2; . . .;m� 2Þ:

ðA:59Þ

Deformation of the second equation of Eq. (A.59) gives

Að0; . . .; 0|fflfflffl{zfflfflffl}
j�1

; v
ðjÞ
0 ; v

ðjÞ
1 ; . . .; v

ðjÞ
m�1|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

m

; 0; . . .; 0|fflfflffl{zfflfflffl}
n�m�jþ1

Þ

¼ ð0; . . .; 0|fflfflffl{zfflfflffl}
j�1

; v
ðjÞ
0 ; v

ðjÞ
1 ; . . .; v

ðjÞ
m�1|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}

m

; 0; . . .; 0|fflfflffl{zfflfflffl}
n�m�jþ1

ÞB;
ðA:60Þ

where the Jordan matrix is

BðjÞ ¼

kj 0 0 . . . 0 0

1 kj 0 . . . 0 0

0 1 kj . . . 0 0

..

. ..
. ..

.
. . . ..

. ..
.

0 0 0 . . . kj 0

0 0 0 . . . 1 kj

2
6666666664

3
7777777775

m�m

; ðA:61Þ

B ¼ diagð0ðj�1Þ�ðj�1Þ;B
ðjÞ; 0ðn�m�jþ1Þ�ðn�m�jþ1ÞÞ: ðA:62Þ

Thus

AP ¼ Pdiagðk1; . . .; kj�1;B
ðjÞjm�m; kjþm; . . .; knÞ;

P�1AP ¼ diagðk1; . . .; kj�1;B
ðjÞjm�m; kjþm; . . .; knÞ;

ðA:63Þ

where

P ¼ ðvð1Þ; . . .; vðj�1Þ; v
ðjÞ
0 ; v

ðjÞ
1 ; . . .; v

ðjÞ
m�1; v

ðjþmÞ; . . .; vðnÞÞ
¼ ðv1; v2; . . .; vnÞ:

ðA:64Þ
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With Eqs. (A.58), equation (A.54) becomes

xðjÞðtÞ ¼
Xm�1

k¼0

ekj tðCðjÞk v
ðjÞ
k tkÞ

¼ ð0; . . .; 0; v
ðjÞ
0 ; v

ðjÞ
1 ; . . .; v

ðjÞ
m�1; 0; . . .; 0ÞeBtCðjÞ

ðA:65Þ

where

eBt ¼ diagð0ðj�1Þ�ðj�1Þ; e
Bjt; 0ðn�m�jþ1Þ�ðn�m�jþ1ÞÞ;

eBjt ¼ ekj t

1 0 0 . . . 0 0

t 1 0 . . . 0 0

t2=2! t 1 . . . 0 0

..

. ..
. ..

.
. . . ..

. ..
.

tm�2=ðm� 2Þ! tm�3=ðm� 3Þ! tm�4=ðm� 4Þ! . . . 1 0

tm�1=ðm� 1Þ! tm�2=ðm� 2Þ! tm�3=ðm� 3Þ! . . . t 1

2
6666666664

3
7777777775
;

ðA:66Þ

C
ðjÞ
0 ¼ ð0; . . .; 0;|fflfflfflffl{zfflfflfflffl}

j�1

CðjÞ0 ; . . .;CðjÞm�1|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
m

0; . . .; 0|fflfflffl{zfflfflffl}
n�m�jþ1

ÞT: ðA:67Þ

Therefore,

xðtÞ ¼ Pdiagðek1t; . . .; ekj�1t; eBjt; ekjþmt; . . .; ekntÞC
¼ P�EðtÞC

ðA:68Þ

where

C ¼ ðC1; . . .;Cj�1;C
ðjÞ
0 ; . . .;CðjÞm�1;Cjþm; . . .;CnÞT;

�EðtÞ ¼ diagðek1t; . . .; ekj�1t; eBjt; ekjþmt; . . .; ekntÞ:
ðA:69Þ

From initial condition, we have x0 ¼ PC: So, C ¼ P�1x0: Further,

xðtÞ ¼ P�EðtÞP�1x0 ¼ P�EðtÞP�1x0: ðA:70Þ

Deformation of �EðtÞ gives

�EðtÞ ¼ diagðek1t; . . .; ekj�1t; 0; . . .0|fflffl{zfflffl}
m

; ekjþmt; . . .; ekntÞ

þ diagð0; . . .; 0; ðeBj tÞm�m; 0; . . .; 0Þ;
ðA:71Þ

eBjt ¼ ekj tðIþ t �Nþ . . .þ
�N

m�1
tm�1

ðm� 1Þ! Þm�m ¼ ekj tðIþ
Xm�1

k¼1

�N
k
tk

k!
Þm�m: ðA:72Þ
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The m� m nilpotent matrix of order m is

�N ¼

0 0 0 . . . 0 0
1 0 0 . . . 0 0
..
. ..

. ..
.

. . . ..
. ..

.

0 0 0 . . . 0 0
0 0 0 . . . 1 0

2
66664

3
77775

m�m

; ðA:73Þ

and

�N2 ¼

0 0 0 . . . 0 0

0 0 0 . . . 0 0

1 0 0 . . . 0 0

0 1 0 . . . 0 0

..

. ..
. ..

. ..
. ..

. ..
.

0 0 0 . . . 0 0

2
6666666664

3
7777777775

m�m

; � � � ; �Nm�1 ¼

0 0 0 . . . 0 0

0 0 0 . . . 0 0

0 0 0 . . . 0 0

..

. ..
. ..

.
. . . ..

. ..
.

0 0 0 . . . 0 0

1 0 0 . . . 0 0

2
6666666664

3
7777777775

m�m

ðA:74Þ

where

N ¼ diagð0ðj�1Þ�ðj�1Þ; �Njm�m; 0ðn�j�mþ1Þ�ðn�j�mþ1ÞÞ;
N2 ¼ diagð0ðj�1Þ�ðj�1Þ; �N

2jm�m; 0ðn�j�mþ1Þ�ðn�j�mþ1ÞÞ;

..

.

Nm�1 ¼ diagð0ðj�1Þ�ðj�1Þ; �N
m�1jm�m; 0ðn�j�mþ1Þ�ðn�j�mþ1ÞÞ:

ðA:75Þ

Finally,

xðtÞ ¼ PEðtÞðIþ
Xm�1

k¼1

Nktk

k!
ÞP�1x0 ¼ PEðtÞP�1ðIþ

Xm�1

k¼1

Nktk

k!
Þx0 ðA:76Þ

where

EðtÞ ¼ diagðek1t; . . .; ekj�1t; ekj t; . . .; ekjt|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}
m

; ekjþmt; . . .; ekntÞ: ðA:77Þ

The foregoing discussion shows how to determine the Jordan matrix and the
corresponding vectors for the repeated real eigenvalues. If one does not choose the
relation in Eq. (A.58), one can get the general form as stated in Theorem A.8.

Theorem A.9 Consider a linear dynamical system _x ¼ Ax in Eq. (A.2) with the
initial condition of xð0Þ ¼ x0: A pair of repeated complex eigenvalue with m-times
among the n-pairs of complex eigenvalues of the 2n� 2n matrix A is kj ¼ aj þ ibj

and �kj ¼ aj � ibj ðj ¼ 1; 2; . . .; n and i ¼
ffiffiffiffiffiffiffi
�1
p

Þ: The corresponding eigenvectors
are wj ¼ uj þ ivj and �wj ¼ uj � ivj: If the corresponding eigenvector matrix of
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P ¼ ½u1; v1; u2; v2; . . .; un; vn� is invertible as a basis in X � R2n: For the repeated
complex eigenvalue kj; the matrix A can be decomposed by

A ¼ Sþ N ðA:78Þ

where

P�1SP ¼ diagð aj bj

�bj aj

� �
Þn�n; ðA:79Þ

the matrix N ¼ A� S is nilpotent of order m� n (i.e.,Nm ¼ 0Þwith SN ¼ NS:

P�1AP ¼ diag½B1; . . .;Bj�1;Bj; . . .;Bj|fflfflfflfflffl{zfflfflfflfflffl}
m

;Bjþm; . . .;Bn�; ðA:80Þ

where

Bk ¼
ak bk

�bk ak

� �
ðk ¼ 1; 2; . . .; nÞ: ðA:81Þ

Thus, with an initial condition of xðt0Þ ¼ x0; the solution of linear dynamical
system in Eq. (A.2) is

xðtÞ ¼ Pdiag½E1ðtÞ; . . .;Ej�1ðtÞ;EjðtÞ; . . .;EjðtÞ|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
m

;EjþmðtÞ; . . .;EnðtÞ�P�1

� ½Iþ Nt þ � � � þ Nm�1tm�1

ðm� 1Þ! �x0

¼ PEðtÞP�1½Iþ Nt þ � � � þ Nm�1tm�1

ðm� 1Þ! �x0;

ðA:82Þ

where the diagonal matrix EðtÞ is given by

EðtÞ ¼ diag½E1ðtÞ; . . .;Ej�1ðtÞ;EjðtÞ; . . .;EjðtÞ|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
m

;EjþmðtÞ; . . .;EnðtÞ�;

EkðtÞ ¼ eaktRðkÞ ¼ eakt cos bkt sin bkt

� sin bkt cos bkt

� �
ðk ¼ 1; 2; . . .; nÞ:

ðA:83Þ

Proof Consider a pair of repeated complex eigenvalues with kj ¼ ai þ ibj and
�kj ¼ ai � ibj of matrix A. The method of coefficient variation is adopted, and a
pair of solutions relative to the two conjugate complex eigenvalue is

x
ðjÞ
þ ¼ CðjÞðtÞeðajþibjÞt and xðjÞ� ¼ �CðjÞðtÞeðaj�ibjÞt:
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Assume the coefficient vectors for complex eigenvalues as

CðjÞ ¼ UðjÞ þ iVðjÞ ¼ 1
2
ðUðjÞ � iVðjÞÞðuðjÞ þ ivðjÞÞ

¼ 1
2
ðUðjÞuðjÞ þ V ðjÞvðjÞÞ � 1

2
iðV ðjÞuðjÞ � UðjÞvðjÞÞ;

and

�CðjÞ ¼ UðjÞ � iVðjÞ ¼ 1
2
ðUðjÞ þ iVðjÞÞðuðjÞ � ivðjÞÞ

¼ 1
2
ðUðjÞuðjÞ þ V ðjÞvðjÞÞ þ 1

2
iðV ðjÞuðjÞ � UðjÞvðjÞÞ:

Thus,

x
ðjÞ
þ þ xðjÞ� ¼ CðjÞðtÞeðajþibjÞt þ �CðjÞðtÞeðaj�ibjÞt

¼ ðUðjÞ þ iVðjÞÞeðajþibjÞt+ðUðjÞ � iVðjÞÞeðaj�ibjÞt

¼ ðuðjÞ; vðjÞÞeajt
cosbjt sinbjt

� sin bjt cosbjt

" #
UðjÞ

V ðjÞ

( )
:

Further,

_x
ðjÞ
þ þ _xðjÞ� ¼ aje

ajtðuðjÞ; vðjÞÞ
cosbjt sinbjt

� sin bjt cosbjt

" #
UðjÞ

V ðjÞ

( )

þ bje
aj tðuðjÞ; vðjÞÞ

� sin bjt cosbjt

� cos bjt � sin bjt

" #
UðjÞ

VðjÞ

( )

þ eaj tðuðjÞ; vðjÞÞ
cosbjt sinbjt

� sin bjt cosbjt

" #
_UðjÞ

_VðjÞ

( )
;

AðxðjÞþ þ xðjÞ� Þ ¼ AðuðjÞ; vðjÞÞeajt
cosbjt sinbjt

� sin bjt cosbjt

" #
UðjÞ

V ðjÞ

( )
:

The equation of _x
ðjÞ
þ þ _xðjÞ� ¼ AðxðjÞþ þ xðjÞ� Þ gives

ðuðjÞ; vðjÞÞRðjÞ
_UðjÞ
_V ðjÞ

� �

¼ A� aj
1 0
0 1

� �
I2n�2n þ bj

0 1
�1 0

� �
I2n�2n

� �
ðuðjÞ; vðjÞÞRðjÞ UðjÞ

V ðjÞ

� �

where

RðjÞ ¼ cosbjt sinbjt
� sin bjt cosbjt

� �
:
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Consider the constant vector and eigenvector matrix as

DðjÞ ¼ ð0; 0; . . .; 0; 0;UðjÞ;V ðjÞ; 0; 0; . . .; 0; 0ÞT1�2n;

T ¼ diagð0; . . .; 0;RðjÞ; 0; . . .; 0ÞTn�n;

P ¼ ðu1; v1; . . .; uj�1; vj�1;uj; vj; ujþ1; vjþ1; . . .; un; vnÞ:

Thus

PðT _DðjÞÞ ¼ ðA� aj bj

�bj aj

� �
I2n�2nÞPðTDðjÞÞ:

Let A ¼ Sþ N; thus

_D
ðjÞ ¼ ðTÞ�1ðP�1SP� BjI2n�2n þ P�1NPÞTDðjÞ

where

Bj ¼
aj bj

�bj aj

� �
; I2�2 ¼

1 0
0 1

� �
and I2n�2n ¼ diagðI2�2; I2�2; . . .; I2�2Þn�n:

Because of

P�1SP ¼ diagð aj �bj

bj aj

� �
Þn�n ¼ diagðBjÞn�n ¼ BjI2n�2n

the solution of the foregoing equation is

DðjÞ ¼ ðI2n�2n þ
Xm�1

k¼1

½ðT�1P�1ÞNðPTÞ�ktk

k!
ÞDðjÞ0

¼ ðI2n�2n þ
Xm�1

k¼1

ðT�1P�1ÞNkðPTÞtk

k!
ÞDðjÞ0

¼ ðT�1P�1ÞðI2n�2n þ
Xm�1

k¼1

Nktk

k!
ÞðPTÞDðjÞ0 :

Therefore, the coefficient for the repeated complex eigenvalue of kj

RðjÞ
UðjÞ

VðjÞ

� �
¼ P�1ðI2n�2n þ

Xm�1

k¼1

Nktk

k!
ÞPRðjÞ

UðjÞ0

V ðjÞ0

( )
:

Further

x
ðjÞ
þ þ xðjÞ� ¼ Peajt cosbjt sinbjt

� sin bjt cosbjt

� �
ðI2n�2n þ

Xm�1

k¼1

Nktk

k!
ÞDðjÞk :
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On the other hand, assuming

x
ðjÞ
þ þ xðjÞ� ¼

Xm�1

k¼0
D
ðjÞ
k eaj t cosbjt sinbjt

� sin bjt cosbjt

� �
tkD
ðjÞ
k ;

one obtains

k!D
ðjÞ
k ¼ NkD

ðjÞ
0 or ðk þ 1ÞDðjÞkþ1 ¼ ND

ðjÞ
k :

If UðjÞk ¼ UðjÞ0 and V ðjÞk ¼ V ðjÞ0 ; then

k!u
ðjÞ
k ¼ Nku

ðjÞ
0 or ðk þ 1ÞuðjÞkþ1 ¼ Nu

ðjÞ
k ;

k!v
ðjÞ
k ¼ Nkv

ðjÞ
0 or ðk þ 1ÞvðjÞkþ1 ¼ Nv

ðjÞ
k :

Consider the total solution of the complex eigenvalues. Let

D ¼ ðU1;V1; . . .;Uj�1;Vj�1;U
ðjÞ
0 ;V

ðjÞ
0 ; . . .;UðjÞ0 ;V

ðjÞ
0|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

m

;Ujþm;Vjþm; � � � ;Un;VnÞT;

P ¼ ðu1; v1; . . .; uj�1; vj�1; uj; vj; . . .; ujþm�1; vjþm�1; ujþm; vjþm; . . .; un; vnÞ:

Thus, there is a relation

P�1AP ¼ diag½B1; . . .;Bj�1;Bj; . . .;Bj|fflfflfflfflffl{zfflfflfflfflffl}
m

;Bjþm; . . .;Bn�

and, the resultant solution for the repeated eigenvalues is

xðtÞ ¼
Xn

l¼0
ðxðlÞþ þ xðlÞ� Þð1� dj

lÞ þ
Xm�1

k¼0
ðxðjÞkþ þ x

ðjÞ
k�Þ

¼ PEðtÞ I2n�2n þ
Xm�1

k¼1

Nktk

k!

� �
D:

where the diagonal matrix EðtÞ is given by

EðtÞ ¼ diag E1ðtÞ; . . .;Ej�1ðtÞ;EjðtÞ; . . .;EjðtÞ|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
m

;EjþmðtÞ; . . .;EnðtÞ

2
4

3
5;

EkðtÞ ¼ eakt cos bkt sin bkt

� sin bkt cos bkt

� �
ðk ¼ 1; 2; . . .; nÞ:

For t ¼ 0; using x ¼ x0; one obtains PD ¼ x0; so D ¼ P�1x0: Thus,

xðtÞ ¼ PEðtÞP�1 I2n�2n þ
Xm�1

k¼1

Nktk

k!

� �
x0:

This theorem is proved. �

386 Appendix A: Linear Continuous Dynamical Systems



Consider the solution for repeated eigenvalues of a linear dynamical system as

x
ðjÞ
þ ¼

Xm�1

k¼0
CðjÞk c

ðjÞ
k eðajþibjÞttk and xðjÞ� ¼

Xm�1

k¼0
�CðjÞk �c

ðjÞ
k eðaj�ibjÞttk: ðA:84Þ

_x
ðjÞ
þ ¼

Xm�1

k¼0
ðaj þ ibjÞC

ðjÞ
k c
ðjÞ
k eðajþibjÞt�tk þ kCðjÞk c

ðjÞ
k eðajþibjÞttk�1;

_xðjÞ� ¼
Xm�1

k¼0
ðaj � ibjÞ�C

ðjÞ
k �c
ðjÞ
k eðaj�ibjÞttk þ k�CðjÞk �c

ðjÞ
k eðaj�ibjÞttk�1:

ðA:85Þ

Submission of Eqs. (A.84) and (A.85) into _x
ðjÞ
þ ¼ Ax

ðjÞ
þ and _xðjÞ� ¼ AxðjÞ� gives

Xm�1

k¼0
½A� ðaj þ ibjÞI2n�2n�CðjÞk c

ðjÞ
k eðajþibjÞttk � kCðjÞk c

ðjÞ
k eðajþibjÞttk�1 ¼ 0;

Xm�1

k¼0
½A� ðaj � ibjÞI2n�2n��CðjÞk �c

ðjÞ
k eðaj�ibjÞttk � k�CðjÞk �c

ðjÞ
k eðajþibjÞttk�1 ¼ 0:

ðA:86Þ

Thus
½A� ðaj þ ibjÞI2n�2n�CðjÞk c

ðjÞ
k � ðk þ 1ÞCðjÞkþ1c

ðjÞ
kþ1 ¼ 0;

½A� ðaj þ ibjÞI2n�2n��CðjÞk �c
ðjÞ
k � ðk þ 1Þ�CðjÞkþ1�c

ðjÞ
kþ1 ¼ 0

ðk ¼ 0; 1; 2; . . .m� 2Þ:

ðA:87Þ

With ½A� ðaj þ ibjÞI2n�2n�cðjÞm�1 ¼ 0 and ½A� ðaj � ibjÞI2n�2n��cðjÞm�1 ¼ 0; once

eigenvectors are determined, the constants CðjÞk are obtained. On the other hand, let

CðjÞk ¼ ðk þ 1ÞCðjÞkþ1 and �CðjÞk ¼ ðk þ 1Þ�CðjÞkþ1: ðA:88Þ

Thus, one obtains
½A� ðaj þ ibjÞI2n�2n�cðjÞm�1 ¼ 0;

½A� ðaj þ ibjÞI2n�2n�cðjÞk � c
ðjÞ
kþ1 ¼ 0

½A� ðaj � ibjÞI2n�2n��cðjÞm�1 ¼ 0;

½A� ðaj � ibjÞI2n�2n��cðjÞk � �c
ðjÞ
kþ1 ¼ 0

ðk ¼ 0; 1; 2; . . .m� 2Þ:

ðA:89Þ

Assuming
c
ðjÞ
k ¼ u

ðjÞ
k þ iv

ðjÞ
k and �c

ðjÞ
k ¼ u

ðjÞ
k � iv

ðjÞ
k ; ðA:90Þ

deformation of Eq. (A.89) gives

AðuðjÞm�1; v
ðjÞ
m�1Þ ¼ ðu

ðjÞ
m�1; v

ðjÞ
m�1Þ

aj bj

�bj aj

� �
;

AðuðjÞk ; v
ðjÞ
k Þ ¼ ðu

ðjÞ
k ; v

ðjÞ
k Þ

aj bj

�bj aj

� �
þ ðuðjÞkþ1; v

ðjÞ
kþ1Þ

ðk ¼ 0; 1; 2; . . .m� 2Þ;

ðA:91Þ
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Að0; . . .; 0|fflfflffl{zfflfflffl}
2ðj�1Þ

; u
ðjÞ
0 ; v

ðjÞ
0 ; u

ðjÞ
1 ; v

ðjÞ
1 ; . . .; u

ðjÞ
m�1; v

ðjÞ
m�1|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

2m

; 0; . . .; 0|fflfflffl{zfflfflffl}
2ðn�ðjþmÞþ1Þ

Þ

¼ ð0; . . .; 0|fflfflffl{zfflfflffl}
2ðj�1Þ

; u
ðjÞ
0 ; v

ðjÞ
0 ; u

ðjÞ
1 ; v

ðjÞ
1 ; . . .; u

ðjÞ
m�1; v

ðjÞ
m�1|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

2m

; 0; . . .; 0|fflfflffl{zfflfflffl}
2ðn�ðjþmÞþ1Þ

ÞB;
ðA:92Þ

where the Jordan matrix is

DðjÞ ¼
aj bj

�bj aj

" #
and

B ¼ diagð02ðj�1Þ�2ðj�1Þ;B
ðjÞ; 02ðn�m�jþ1Þ�2ðn�m�jþ1ÞÞ

BðjÞ ¼

DðjÞ 0 0 . . . 0 0

I2�2 DðjÞ 0 . . . 0 0

0 I2�2 DðjÞ . . . 0 0

..

. ..
. ..

.
. . . ..

. ..
.

0 0 0 . . . DðjÞ 0

0 0 0 . . . I2�2 DðjÞ

2
6666666664

3
7777777775

2m�2m

:

ðA:93Þ

Thus

AP ¼ PdaigðDð1Þ; . . .Dðj�1Þ;BðjÞ;DðjþmÞ; . . .DðnÞÞ;
P�1AP ¼ daigðDð1Þ; . . .Dðj�1Þ;BðjÞ;DðjþmÞ; . . .DðnÞÞ;

ðA:94Þ

where

P ¼ ðuð1Þ; vð1Þ; . . .; uðj�1Þ; vðj�1Þ; u
ðjÞ
0 ; v

ðjÞ
0 ; u

ðjÞ
1 ; v

ðjÞ
1 ;

. . .; u
ðjÞ
m�1; v

ðjÞ
m�1; u

ðjþmÞ; vðjþmÞ; . . .; uðnÞ; vðnÞÞ
¼ ðu1; v1; u2; v2; . . .; un; vnÞ:

ðA:95Þ

Suppose two conjugate constants are

CðjÞk ¼
1
2
ðUðjÞk � iV ðjÞk Þ and �CðjÞk ¼

1
2
ðUðjÞk þ iVðjÞk Þ: ðA:96Þ

With Eq. (A.88), Eq. (A.83) becomes

xðjÞðtÞ ¼ x
ðjÞ
þ þ xðjÞ�

¼
Xm�1

k¼0
CðjÞk c

ðjÞ
k eðajþibjÞttk þ

Xm�1

k¼0
�CðjÞk �c

ðjÞ
k eðaj�ibjÞttk

¼ ðuðjÞ0 ; v
ðjÞ
0 ; u

ðjÞ
1 ; v

ðjÞ
1 ; . . .; u

ðjÞ
m�1; v

ðjÞ
m�1ÞeBj tCðjÞ

ðA:97Þ

388 Appendix A: Linear Continuous Dynamical Systems



where

eBjt ¼ eaj t

RðjÞ 0 � � � 0 0

RðjÞt RðjÞ � � � 0 0

RðjÞt2=2! RðjÞt � � � 0 0

..

. ..
. ..

. ..
. ..

.

RðjÞtm�2=ðm� 2Þ! RðjÞtm�3=ðm� 3Þ! � � � RðjÞ 0

RðjÞtm�1=ðm� 1Þ! RðjÞtm�2=ðm� 2Þ! � � � RðjÞt RðjÞ

2
66666666664

3
77777777775
; ðA:98Þ

CðjÞ ¼ ð0; . . .0|fflffl{zfflffl}
2ðj�1Þ

;UðjÞ0 ;V
ðjÞ
0 . . .;UðjÞm�1;V

ðjÞ
m�1|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

2m

; 0; . . .; 0|fflfflffl{zfflfflffl}
2ðn�m�jþ1Þ

ÞT: ðA:99Þ

Therefore,

xðtÞ ¼ PdiagðE1ðtÞ; . . .;Ej�1ðtÞ; eBj t;EjþmðtÞ; . . .;EnðtÞÞC
¼ P�EðtÞC

ðA:100Þ

where

C ¼ ðUð1Þ;Vð1Þ; . . .;Uðj�1Þ;Vðj�1Þ;UðjÞ0 ;V
ðjÞ
0 ; . . .;UðjÞm�1;V

ðjÞ
m�1|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

m

;

UðjþmÞ;V ðjþmÞ; . . .;UðnÞ;V ðnÞÞT;

�EðtÞ ¼ PdiagðE1ðtÞ; . . .;Ej�1ðtÞ; eBjt;EjþmðtÞ; . . .;EnðtÞÞ:

ðA:101Þ

For initial conditions, we have x0 ¼ PC: So, C ¼ P�1x0: Further,

xðtÞ ¼ PEðtÞP�1x0 ¼ PEðtÞP�1x0 ðA:102Þ

where

�EðtÞ ¼ diagðE1ðtÞ; . . .;Ej�1ðtÞ; eBjt;EjþmðtÞ; . . .;EnðtÞÞ
¼ diagðE1ðtÞ; . . .;Ej�1ðtÞ; 0; . . .; 0|fflfflffl{zfflfflffl}

m

;EjþmðtÞ; . . .;EnðtÞÞ

þ diagð0; . . .; 0; ðeBjtÞ2m�2m; 0; . . .; 0Þ

ðA:103Þ

and

eBj t ¼ eaj RðjÞðIþ
Xm�1

k¼1

�N
k
tk

k!
Þ2m�2m: ðA:104Þ
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The 2m� 2m nilpotent matrix of order m is

�N ¼

0 0 0 . . . 0 0

I2�2 0 0 . . . 0 0

0 I2�2 0 . . . 0 0

..

. ..
. ..

. ..
. ..

. ..
.

0 0 0 . . . 0 0

0 0 0 . . . I2�2 0

2
66666664

3
77777775

2m�2m

; ðA:105Þ

and

�N
2 ¼

0 0 0 . . . 0
0 0 0 . . . 0

I2�2 0 0 . . . 0
0 I2�2 0 . . . 0

..

. ..
. ..

.
. . . ..

.

0 0 0 . . . 0

2
66666664

3
77777775

2m�2m

;

..

.

�N
m�1 ¼

0 0 0 . . . 0 0
0 0 0 . . . 0 0
0 0 0 . . . 0 0
..
. ..

. ..
. ..

. ..
. ..

.

0 0 0 . . . 0 0
I2�2 0 0 . . . 0 0

2
6666664

3
7777775

2m�2m

:

ðA:106Þ

where

N ¼ diagð02ðj�1Þ�2ðj�1Þ; �Nj2m�2m; 02ðn�j�mþ1Þ�2ðn�j�mþ1ÞÞ;
N2 ¼ diagð02ðj�1Þ�2ðj�1Þ; �N

2j2m�2m; 02ðn�j�mþ1Þ�2ðn�j�mþ1ÞÞ;

..

.

Nm�1 ¼ diagð02ðj�1Þ�2ðj�1Þ; �N
m�1j2m�2m; 02ðn�j�mþ1Þ�2ðn�j�mþ1ÞÞ:

ðA:107Þ

Finally,

xðtÞ ¼ PEðtÞðIþ
Xm�1

k¼1

Nktk

k!
ÞP�1x0

¼ PEðtÞP�1ðIþ
Xm�1

k¼1

Nktk

k!
Þx0:

ðA:108Þ

where

EðtÞ ¼ diagðEð1Þ; . . .;Eðj�1Þ;EðjÞ; . . .;EðjÞ|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
m

;EðjþmÞ; . . .;EðnÞÞ: ðA:109Þ
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The foregoing discussion shows how to determine the Jordan matrix and the
corresponding vectors for the repeated complex eigenvalues. If one does not choose
the relation in Eq. (A.88), one can get the general form as stated in Theorem A.9.

A.4 Nonhomogeneous Linear Systems

Definition A.8 For a linear dynamical system _x ¼ Ax in Eq. (A.2), there is a
fundamental matrix solution UðtÞ to satisfy

_UðtÞ ¼ AUðtÞ for all t 2 R ðA:110Þ

where UðtÞ is an n� n nonsingular matrix function.

Theorem A.10 For a linear dynamical system _x ¼ AxþQðtÞin Eq. (A.1) with
the initial condition of xðt0Þ ¼ x0; if UðtÞ is a fundamental matrix solution of
_x ¼ Ax in Eq. (A.2) , then the solution of Eq. (A.1) is given by

xðtÞ ¼ UðtÞU�1ðt0Þx0 þ
Z t

t0

UðtÞU�1ðsÞQðsÞds: ðA:111Þ

Proof Using the variation of coefficient, assume the solution as xðtÞ ¼ UðtÞCðtÞ:
Thus, one obtains

_xðtÞ ¼ _UðtÞCðtÞ þUðtÞ _CðtÞ;
UðtÞ _CðtÞ ¼ QðtÞ ) _CðtÞ ¼ U�1ðtÞQðtÞ:

So

CðtÞ ¼
Z t

t0

U�1ðsÞQðsÞdsþ C0:

xðtÞ ¼ UðtÞCðtÞ ¼ UðtÞ
Z t

t0

U�1ðsÞQðsÞdsþUðtÞC0:

With initial conditions,

xðtÞ ¼ UðtÞ
Z t

t0

U�1ðsÞQðsÞdsþUðtÞU�1ðt0Þx0:

The derivative of xðtÞ from the foregoing equation gives

_xðtÞ ¼ _UðtÞU�1ðt0Þx0 þ
Z t

t0

_UðtÞU�1ðsÞQðsÞdsþUðtÞU�1ðtÞQðtÞ

¼ A UðtÞU�1ðt0Þx0 þ
Z t

t0

UðtÞU�1ðsÞQðsÞds

� �
þQðtÞ

¼ AxðtÞ þQðtÞ:

This theorem is proved. �
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Notice that the fundamental solution matrix is expressed by

UðtÞ ¼ eAðt�t0Þ: ðA:112Þ

Using Eqs. (A.112), (A.111) becomes

xðtÞ ¼ eAðt�t0Þx0 þ
Z t

t0

eAðt�sÞQðsÞds: ðA:113Þ

For distinct real eigenvalues, the expression of the homogeneous solution for t0 = 0 is

UðtÞ ¼ Pdiagðek1t; ek2t; . . .; ekntÞ;
P ¼ ðv1; v2; . . .; vnÞn�n:

ðA:114Þ

For distinct complex eigenvalues, the expression of the homogeneous solution for
t0 = 0 is

UðtÞ ¼ Pdiagðea1tB1; e
a2tB2; . . .; eantBnÞ;

P ¼ ðu1; v1; u2; v2; . . .; un; vnÞ2n�2n and Bj ¼
cos bjt sin bjt

� sin bjt cos bjt

" #
:
ðA:115Þ

For repeated eigenvalues, the fundamental solution matrix can be obtained from
the previous discussion.

Definition A.9 For a linear dynamical system _x ¼ AxþQðtÞ in Eq. (A.1) with

QðtÞ ¼ Q
ðkÞ
0 ekkt: ðA:116Þ

The system in Eq. (A.1) is called an excited nonhomogeneous system in the
direction of eigenvector vk if kk is one of eigenvalues of A, or

detðA� kkIÞ ¼ 0: ðA:117Þ

Definition A.10 For a linear dynamical system _x ¼ AxþQðtÞ in Eq. (A.1) with

QðtÞ ¼ Q
ðkÞ
1 eakt cos bkt þQ

ðkÞ
2 eakt sin bkt: ðA:118Þ

(i) The system in Eq. (A.1) is called an excited nonhomogeneous system in the
spiral oscillation if ak 	 ibk is a pair of eigenvalues of A.

(ii) The system in Eq. (A.1) is called a resonant nonhomogeneous system
(simply say, resonance) in such oscillation if ak ¼ 0 and 	ibk is a pair of
eigenvalues of A.

For detðA� kkIÞ 6¼ 0; consider a few special cases herein. For the first case,

QðtÞ ¼
Xm

k¼1
Q
ðkÞ
0 ekkt; ðA:119Þ

Assuming

xpðtÞ ¼
Xm

k¼1
DðkÞekkt; ðA:120Þ
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_xpðtÞ ¼
Xm

k¼1
kkDðkÞekkt; ðA:121Þ

Thus Xm

k¼1
kkDðkÞekkt ¼ A

Xm

k¼1
DðkÞekkt þ

Xm

k¼1
Q
ðkÞ
0 ekkt; ðA:122Þ

Therefore, if jA� kkIj 6¼ 0;

DðkÞ ¼ dðkÞvk ¼ �ðA� kkIÞ�1Q
ðkÞ
0 : ðA:123Þ

The particular solution of the nonhomogeneous solution is

xpðtÞ ¼ �
Xm

k¼1
ðA� kkIÞ�1Q

ðkÞ
0 ekkt; ðA:124Þ

and the total solution is expressed by

xðtÞ ¼ xhðtÞ þ xpðtÞ

¼ eAðt�t0ÞC�
Xm

k¼1
ðA� kkIÞ�1Q

ðkÞ
0 ekkt:

ðA:125Þ

With an initial condition, the total solution is

xðtÞ ¼ eAðt�t0Þðx0 � x0
pÞ �

Xm

k¼1
ðA� kkIÞ�1Q

ðkÞ
0 ekkt;

x0
p ¼ �

Xm

k¼1
ðA� kkIÞ�1Q

ðkÞ
0 ekkt0 :

ðA:126Þ

Consider the second example as

QðtÞ ¼
Xm

k¼1
Q
ðkÞ
1 eakt cos bkt þQ

ðkÞ
1 eakt sin bkt; ðA:127Þ

The particular solutions is assumed as

xpðtÞ ¼
Xm

k¼1
C
ðkÞ
1 eðakþibkÞt þ C

ðkÞ
2 eðak�ibkÞt

¼
Xm

k¼1

1
2
ðcðkÞ1 � ic

ðkÞ
2 ÞeðakþibkÞt þ 1

2
ðcðkÞ1 þ ic

ðkÞ
2 Þeðak�ibkÞt

¼
Xm

k¼1
c
ðkÞ
1 eakt cos bkt þ c

ðkÞ
2 eakt sin bkt;

ðA:128Þ

_xpðtÞ ¼
Xm

k¼1
ðak þ ibkÞC

ðkÞ
1 eðakþibkÞt þ ðak � ibkÞC

ðkÞ
2 eðak�ibkÞt

¼ 1
2

Xm

k¼1
ðak þ ibkÞðc

ðkÞ
1 � ic

ðkÞ
2 ÞeðakþibkÞt

h

þ ðak � ibkÞðc
ðkÞ
1 þ ic

ðkÞ
2 Þeðak�ibkÞt

i

¼
Xm

k¼1
ðakc

ðkÞ
1 þ bkc

ðkÞ
2 Þeakt cos bkt þ ðakc

ðkÞ
2 � bkc

ðkÞ
1 Þeakt sin bkt:

ðA:129Þ
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Thus

ðA� akIÞ bkI

�bkI ðA� akIÞ

� �
c
ðkÞ
1

c
ðkÞ
2

( )
¼ �

Q
ðkÞ
1

Q
ðkÞ
2

( )

c
ðkÞ
1

c
ðkÞ
2

( )
¼ �

ðA� akIÞ bkI

�bkI ðA� akIÞ

� ��1
Q
ðkÞ
1

Q
ðkÞ
2

( ) ðA:130Þ

Consider the third example as

QðtÞ ¼
Xm

k¼1
Qktk: ðA:131Þ

The corresponding particular solution is

xpðtÞ ¼
Xm

k¼0
Cktk;

_xpðtÞ ¼
Xm

k¼1
kCktk�1 ¼

Xm�1

k¼0
ðk þ 1ÞCkþ1tk;

ðA:132Þ

and
Xm�1

k¼0
ðk þ 1ÞCkþ1tk ¼ A

Xm

k¼0
Cktk þ

Xm�1

k¼0
Qktk: ðA:133Þ

Thus, if jAj 6¼ 0;

Cm ¼ A�1Qm;

Ck ¼ A�1 ðk þ 1ÞCkþ1 �Qk½ �
ðk ¼ 0; 1; . . .;m� 1Þ:

ðA:134Þ

A.5 Linear Systems with Periodic Coefficients

Theorem A.10 (Floquet) Consider a linear dynamical system

_x ¼ AðtÞx ðA:135Þ

with AðtÞ is a continuous T-periodic, n� n matrix. The fundamental matrix UðtÞ is
determined by

UðtÞ ¼ PðtÞeBt ðA:136Þ

where PðtÞ is T-periodic and B is a constant n� n matrix.

Proof If UðtÞ is the fundamental matrix of _x ¼ AðtÞx; then it consists of n -
independent solutions. Letting s ¼ t þ T ;

dx

dt
¼ AðtÞx) dx

ds
¼ Aðs� TÞx ¼ AðsÞx:
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Thus, UðsÞ is also the fundamental matrix. Further, UðtÞ and UðsÞ are linearly
dependent with a constant nonsingular matrix C; i.e.,

UðsÞ ¼ UðtÞC) Uðt þ TÞ ¼ UðtÞC:

Consider the time-varying eigenvector matrix as a constant matrix,

PðtÞ ¼ UðtÞe�Bt

For time s ¼ t þ T; the time-varying eigenvector matrix is

Pðt þ TÞ ¼ Uðt þ TÞe�BðtþTÞ ¼ UðtÞCe�BT e�Bt:

If there is a constant matrix B with

C ¼ eBT ;

Then PðtÞ is T-periodic, i.e.,

Pðt þ TÞ ¼ UðtÞe�Bt ¼ PðtÞ:

Therefore, the fundamental matrix is determined by

PðtÞ ¼ UðtÞe�Bt:

where PðtÞ is T-periodic, and B is a constant n� n matrix. �

Using the transformation

x ¼ PðtÞy:

Taking derivatives gives

_x ¼ _PðtÞyþ PðtÞ _y ¼ AðtÞPðtÞy;
_y ¼ P�1ðAP� _PÞy:

However,

_PðtÞ ¼ _UðtÞe�Bt þUðtÞe�Btð�BÞ
¼ AUe�Bt �Ue�BtB

¼ AP� PB:

Therefore,

_y ¼ P�1PBy ¼ By:

Note that the periodic solution of Eq. (A.135) and corresponding stability are
determined by the eigenvalues of the matrix B. The necessary condition of
periodic solution is that there is at least a pair of purely imaginary eigenvalue of
the matrix B.
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Theorem A.11 Consider a linear dynamical system of _x ¼ AðtÞx in Eq. (A.135)
with characteristic multiplies

qk ¼ ekkT ðA:137Þ

where kkðk ¼ 1; 2; . . .; nÞ are exponents of matrix AðtÞ: The characteristic
multiplies and exponents have following characteristic.

Yn

k¼1
qk ¼ e

R T

0
trAðtÞdt

;

Xn

k¼1
kk ¼

1
T

Z T

0
trAðtÞdt:

ðA:138Þ

Proof If UðtÞ is the fundamental matrix of _x ¼ AðtÞx with Uð0Þ ¼ In�n; then
_UðtÞ ¼ AðtÞUðtÞ:

Uðt þ eÞ ¼ UðtÞ þ _Ueþ oðeÞ
¼ UðtÞ þ AðtÞUeþ oðeÞ:

The determinant of the fundamental matrix is

detUðt þ eÞ ¼ detðUðtÞ þ AðtÞUeþ oðeÞÞ
¼ detðIþ AðtÞeþ oðeÞÞdetUðtÞ
¼ ð1þ trAðtÞeþ oðeÞÞdetUðtÞ:

Further, one obtains

d

dt
detUðtÞ ¼ trAðtÞdetUðtÞ;

detUðtÞ ¼ Ce
R t

0
trAðtÞdt ) C ¼ detUð0Þ ¼ I:

So

detUðtÞ ¼ e
R t

0
trAðtÞdt ) detUðTÞ ¼ e

R T

0
trAðtÞdt

:

Since

Uðt þ TÞ ¼ Pðt þ TÞeBðtþTÞ ¼ PðtÞeBteBT ¼ UðtÞeBT ;

UðTÞ ¼ Uð0ÞeBT ¼ eBT

we have

detUðTÞ ¼ detðeBTÞ ¼ e
R T

0
trAðtÞdt

:
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Since

eBT ¼ diagðek1T ; ek2T ; . . .; eknTÞ;

the determinant of the foregoing equation gives

deteBT ¼ deteBT ¼
Yn

k¼1

ekkT ¼
Yn

k¼1

qk )
Yn

k¼1

qk ¼ e
R T

0
trAðtÞdt

:

So we have

Xn

k¼1

kk ¼
1
T

Z T

0
trAðtÞdt:

This theorem is proved. �

A.6 Stability Theory of Linear Systems

In this section, the stability of linear dynamical systems will be presented.

Definition A.11 For a linear dynamical system _x ¼ Ax in Eq. (A.2), consider a
real eigenvalue kk of matrix Aðk 2 N ¼ f1; 2; . . .; ngÞ and there is a corresponding

eigenvector vk: For xðkÞ ¼ cðkÞvk; _xðkÞ ¼ _cðkÞvk ¼ kkcðkÞvk; thus _cðkÞ ¼ kkcðkÞ:

(i) xðkÞ on the direction vk is stable if

lim
t!1

cðkÞ ¼ lim
t!1

cðkÞ0 ekkt ¼ 0 for kk\0: ðA:139Þ

(ii) xðkÞ on the direction vk is unstable if

lim
t!1
jcðkÞj ¼ lim

t!1
jcðkÞ0 ekktj ¼ 1 for kk [ 0: ðA:140Þ

(iii) xðiÞ on the direction vi is invariant if

lim
t!1

cðkÞ ¼ lim
t!1

ekktcðkÞ0 ¼ cðkÞ0 for kk ¼ 0: ðA:141Þ

Definition A.12 For a linear dynamical system _x ¼ Ax in Eq. (A.2), consider a
pair of complex eigenvalue ak 	 ibk of matrix Aðk 2 N ¼ f1; 2; . . .; ng; i ¼

ffiffiffiffiffiffiffi
�1
p

Þ
and there is a pair of eigenvectors uk 	 ivk: On the invariant plane of ðuk; vkÞ;
consider xðkÞ ¼ x

ðkÞ
þ þ xðkÞ� with

xðkÞ ¼ cðkÞuk þ dðkÞvk, _xðkÞ ¼ _cðkÞuk þ _dðkÞvk: ðA:142Þ
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Thus, cðkÞ ¼ ðcðkÞ; dðkÞÞT with

_cðkÞ ¼ EkcðkÞ ) cðkÞ ¼ eaktBkc
ðkÞ
0 ðA:143Þ

where

Ei ¼
ak bk

�bk ak

� �
and Bk ¼

cos bkt sin bkt
� sin bkt cos bkt

� �
: ðA:144Þ

(i) xðkÞ on the plane of ðuk; vkÞ is spirally stable if

lim
t!1
jjcðkÞjj ¼ lim

t!1
eaktjjBkjj � jjcðkÞ0 jj ¼ 0 for Rekk ¼ ak\0: ðA:145Þ

(ii) xðkÞ on the plane of ðuk; vkÞ is spirally unstable if

lim
t!1
jjcðkÞjj ¼ lim

t!1
eaktjjBkjj � jjcðkÞ0 jj ¼ 1 for Rekk ¼ ak [ 0: ðA:146Þ

(iii) xðkÞ on the plane of ðuk; vkÞ is on the invariant circle if

lim
t!1
jjcðkÞjj ¼ lim

t!1
eaktjjBkjj � jjcðkÞ0 jj ¼ jjc

ðkÞ
0 jj for Rekk ¼ ak ¼ 0: ðA:147Þ

(iv) xðkÞ on the plane of ðuk; vkÞ is degenerate in the direction of uk if Imkk ¼ 0:

Definition A.13 For a linear dynamical system _x ¼ Ax in Eq. (A.2), the matrix
A has n1 real eigenvalues kk\0ðk 2 N1Þ; n2 real eigenvalues kk [ 0 ðk 2 N2Þ and
n3 real eigenvalues kk ¼ 0 ðk 2 N3Þ: The corresponding vectors for the negative,
positive and zero eigenvalues of Dfðx
; pÞ are fukg ðk 2 Ni; i ¼ 1; 2; 3Þ;
respectively. Set Ni ¼ fi1; i2; . . .; inig [[ � N [[ and N ¼ f1; 2; . . .; ng with
lj 2 N ðj ¼ 1; 2; . . .; ni; i ¼ 1; 2; 3Þ: [3

i¼1 Ni ¼ N;Ni \ Nl ¼ [ðl 6¼ iÞ and R3
i¼1ni ¼

n: The stable, unstable, and invariant subspaces of _x ¼ Ax in Eq. (A.2) are linear
subspaces spanned by fukigðki 2 Ni; i ¼ 1; 2; 3Þ, respectively; i.e.,

Es ¼ span ukjðA� kkIÞuk ¼ 0; kk\0; k 2 N1 � N [[f g;
Eu ¼ span ukjðA� kkIÞuk ¼ 0; kk [ 0; k 2 N2 � N [[f g;
Ei ¼ span ukjðA� kkIÞuk ¼ 0; kk ¼ 0; k 2 N3 � N [[f g:

ðA:148Þ

Definition A.14 For a linear dynamical system _x ¼ Ax in Eq. (A.2), the 2n 9 2n
matrix A has complex eigenvalues ak 	 ibk with eigenvectors uk 	 ivk ðk 2
f1; 2; . . .; ngÞ and the base of vector is

B ¼ u1; v1; . . .; uk; vk; . . .; un; vnf g: ðA:149Þ
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The stable, unstable, center subspaces of _x ¼ Ax in Eq. (A.2) are linear subspaces
spanned by fuk; vkg ðk 2 Ni; i ¼ 1; 2; 3Þ; respectively. Set Ni ¼ fi1; i2; . . .; inig [
[ � N [[ and N ¼ f1; 2; . . .; ng with lj 2 N ðj ¼ 1; 2; . . .; ni; i ¼ 1; 2; 3Þ andP3

i¼1 ni ¼ n: [3
i¼1 Ni ¼ N and Ni \ Nl ¼ [ ðl 6¼ iÞ: Ni ¼ [ if ni ¼ 0: The stable,

unstable, center subspaces of _x ¼ Ax in Eq. (A.2) are defined by

Es ¼ span ðuk; vkÞ
ak\0; bk 6¼ 0,

A� ðak 	 ibkÞIð Þðuk 	 ivkÞ ¼ 0;

k 2 N1 � f1; 2; . . .; ng [[










8><
>:

9>=
>;;

Eu ¼ span ðuk; vkÞ
ak [ 0; bk 6¼ 0;

A� ðak 	 ibkÞIð Þðuk 	 ivkÞ ¼ 0;

k 2 N2 � f1; 2; . . .; ng [[










8><
>:

9>=
>;;

Ec ¼ span ðuk; vkÞ
ak ¼ 0; bk 6¼ 0,

A� ðak 	 ibkÞIð Þðuk 	 ivkÞ ¼ 0;

k 2 N3 � f1; 2; . . .; ng [[










8><
>:

9>=
>;:

ðA:150Þ

Definition A.15 For a linear dynamical system _x ¼ Ax 2 Rn in Eq. (A.2), set
N ¼ f1; 2; . . .;m;mþ 1; . . .; ðn� mÞ=2g; Ni ¼ fi1; i2; . . .; inig [[ with ij 2
N ðj ¼ 1; 2; . . .; ni; i ¼ 1; 2; . . .; 6Þ; R3

i¼1ni ¼ m and 2R6
i¼4ni ¼ n� m: [6

i¼1 Ni ¼
N and Ni \ Nl ¼ [ ðl 6¼ iÞ: Ni ¼ [ if ni ¼ 0: If the matrix A possesses n1-
stable, n2-unstable and n3-invariant real eigenvectors plus n4-stable, n5-unstable and
n6-center pairs of complex eigenvectors, a flow UðtÞ of _x ¼ Ax is called an ðn1 :
n2 : n3jn4 : n5 : n6Þ flow.

Definition A.16 For a linear dynamical system _x ¼ Ax in Eq. (A.2), a subspace of
E � Rn is termed to be invariant with respect to flow UðtÞ ¼ eAt : Rn ! Rn if
eAtE � E for all t 2 R:

Lemma A.2 For a linear dynamical system _x ¼ Ax in Eq. (A.2), if a generalized
eigenspace of A corresponding to k is E � Rn; then AE � E:

Proof For a generalized eigenvector fvkg ðk ¼ 1; 2; . . .; nÞ for E � Rn; consider a
new vector v 2 E; we have

v ¼
Xn

k¼1

ckvk ) Av ¼
Xn

k¼1

ckAvk:

For each vk; the following relation exists

ðA� kIÞvk ¼ 0

with a minimal nk: Thus,

ðA� kIÞvk ¼ Vk
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where Vk 2 kerðA� kIÞjnk
� E with dimension nk: Thus Avk ¼ kvk þ Vk 2 E;

i.e.

Av ¼
Xn

k¼1
ckAvk 2 E:

So, one achieves AE � E: �

Theorem A.12 For a linear dynamical system _x ¼ Ax in Eq. (A.2), the
eigenspace of A (i.e., E � RnÞ is expressed by direct sum of three subspaces

E ¼ Es � Eu � Ec: ðA:151Þ

where Es;Eu and Ec are the stable, unstable and center spaces, respectively. They
are invariant with respect to the flow UðtÞ ¼ eAt of _x ¼ Ax:

Proof For x0 2 Es with ns -dimensions, one gets

x0 ¼
Xns

k¼1
ckVk and

Vk 2 fVkgns
k¼1 � B ¼ u1; v1; . . .; uj; vj; ujþ1; . . .; un

� �
:

The linearity of eAt gives

x ¼ eAtx0 ¼
Xns

k¼1
ckeAtVk;

eAtVk ¼ lim
m!1
ðIþ

Xm

j¼1

A jt j

j!
ÞVk 2 Es;

x ¼
Xns

k¼1
ckeAtVk 2 Es � E � Rn:

Therefore, eAtEs � Es: That is, Es is invariant under the flow eAt: Similarly, Eu

and Ec are invariant under the flow eAt: �

Definition A.17 For a linear dynamical system _x ¼ Ax in Eq. (A.2),

(i) the linear system is asymptotically stable to the origin if

lim
t!1

xðtÞ ¼ lim
t!1

eAtx0 ¼ 0 for x0 2 X � Rn; or

lim
t!�1

jjxðtÞjj ¼ lim
t!�1

jjeAtx0jj ¼ 1 for x0 2 X but x0 6¼ 0;
ðA:152Þ

(ii) the linear system is unstable if

lim
t!1
jjxðtÞjj ¼ lim

t!1
jjeAtx0jj ¼ 1 for x0 2 X � Rn but x0 6¼ 0; or

lim
t!�1

xðtÞ ¼ lim
t!�1

eAtx0 ¼ 0 for x0 2 X � Rn;
ðA:153Þ

(iii) the origin of the linear system is a center if

jjxðtÞjj �Cjjx0jj for positve constant C [ 0: ðA:154Þ
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Theorem A.13 Consider a linear dynamical system _x ¼ Ax in Eq. (A.2) and the
matrix A possesses n eigenvalues kk ðk ¼ 1; 2; . . .nÞ: Let N ¼ f1; 2; . . .; ng; and
N ¼ N1 [ N2 with N1 \ N2 ¼ [:

(i) If Re kk [ 0 for k 2 N; the linear system is unstable.
(ii) If Re kk\0 for all k 2 N; the linear system is asymptotically stable to the

origin.
(iii) If Re kk\0 for all k 2 N1 6¼ N and Re kj ¼ 0 for all j 2 N2 � N with

different eigenvalues, the linear system is stable. The linear system
is also said to be Lyapunov-stable to the origin, and the origin is a
center for this system.

(iv) If Re kk\0 for all k 2 N1 6¼ N and Re kj ¼ 0 for all j 2 N2 � N with
repeated eigenvalues with Nm ¼ 0 ð1\m� nÞ; the linear system is
unstable.

(v) If Re kk\0 for all k 2 N1 6¼ N and Re kj ¼ 0 for all j 2 N2 � N with
repeated eigenvalues with N ¼ 0; the linear system is stable.

Proof Consider one of eigenvalue of A as ki ¼ ai þ ibi which is an m-repeated
eigenvalue ðm� nÞ: The corresponding solution of _x ¼ Ax in Eq. (A.2) is a linear
combination of functions of the form tkeait cos bit and /or tkeait sin bit ð0� k�m�
1Þ; so that jjeAtx0jj � eaitjjx0jj:

(I) For ai [ 0

lim
t!1
jtkeait cos bitj ¼ 1 and lim

t!1
jtkeait sin bitj ¼ 1;

Thus jjeAtx0jj ! 1 as t!1: In other words,

lim
t!1
jjeAtx0jj ¼ 1 or lim

t!1
eAtx0 6¼ 0:

Therefore, if Re ðkiÞ[ 0 ði 2 f1; 2; . . .; ngÞ; the origin of the linear system is
unstable.

(II) For ai ¼ 0 and k 6¼ 0; the eigenvalues with Re ðkiÞ ¼ 0 are repeated. At
least for one eigenvalue, one gets

lim
t!1
jtk cos bitj ¼ 1 and lim

t!1
jtk sin bitj ¼ 1:

Thus

lim
t!1
jjeAtx0jj ¼ 1 or lim

t!1
eAtx0 6¼ 0:

(III) For all ai\0 ði ¼ 1; 2; . . .; nÞ

lim
t!1
jtkeakt cos bktj ¼ 0 and lim

t!1
jtkeakt sin bktj ¼ 0:
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Thus

jjeAtx0jj
� jj

X
i
ciuit

keai t cos bitjj þ jj
X

i
divit

keait sin bitjj
�
X

i
jcij � jjuijj � jtkeai t cos bitj þ

X
i
jdij � jjvijj � jtkeai t sin bitj:

Since ci and di are constant and the norms of eigenvector jjuijj and jjvijj are finite,
one obtains

lim
t!1
jjxðtÞjj
�
P

i jcij � jjuijj lim
t!1
jtkeai t cos bitj þ

P
i jdij � jjvijj lim

t!1
jtkeait sin bitj

¼ 0:

Therefore

lim
t!1

eAtx0 ¼ 0:

(IV) For aj ¼ 0 ðj 2 f1; 2; . . .; ngÞ and k=0

j cos bjtj � 1andj sin bjtj � 1:

If ai 6¼ 0; then ai\0: From the case (III), one obtains

jjeAtx0jj � jj
X

i 6¼j
ciuit

keai t cos bitjj þ jj
X

i 6¼j
divit

keait sin bitjj

þ jj
X

j
cjuj cos bjtjj þ jj

X
j
djvj sin bjtjj:

Therefore,

lim
t!1
jjxðtÞjj ¼ lim

t!1
jjeAtx0jj ¼ Cjjx0jj:

This theorem is proved. �

Definition A.18 For an n-dimensional, linear dynamical system _x ¼ Ax in
Eq. (A.2), the matrix A possesses n eigenvalues kk (k ¼ 1; 2; . . .; nÞ:

(i) The origin is called a sink for the linear system if Re kk\0 ðk ¼ 1; 2; . . .; nÞ:
(ii) The origin is called a source for the linear system if Re kk [ 0 ðk ¼ 1; 2; . . .; nÞ:

(iii) The origin is called a center for the linear system if Re kk ¼ 0 ðk ¼ 1; 2; . . .; nÞ
with distinct eigenvalues.

(iv) The origin is called a source for the linear system if Rekk ¼ 0 ðk 2 f1; 2; . . .; ngÞ
with at least one-time repeated eigenvalues with Nm ¼ 0 ð1\m\nÞ:

Definition A.19 For an n-dimensional, linear dynamical system _x ¼ Ax in
Eq. (A.2), the matrix A possesses n real eigenvalues kk (k ¼ 1; 2; . . .; nÞ:

(i) The origin is called a stable node for the linear system if kk\0 ðk ¼ 1; 2; . . .; nÞ:
(ii) The origin is called an unstable node for the linear system if

kk [ 0 ðk ¼ 1; 2; . . .; nÞ:
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(iii) The origin is called a saddle for the linear system if kk [ 0 and kj\0 ðj; k 2
f1; 2; . . .; ng and j 6¼ kÞ:

(iv) The origin is called a degenerate case for the linear system if kk ¼ 0
ðk ¼ 1; 2; . . .; nÞ:

Definition A.20 For a 2n-dimensional, linear dynamical system _x ¼ Ax in
Eq. (A.2), the matrix A possesses n-pairs of eigenvalues kk ðk ¼ 1; 2; . . .; nÞ:

(i) The origin is called a spiral sink for the linear system if Rekk\0 ðk ¼ 1;
2; . . .; nÞ and Imkj 6¼ 0 ðj 2 f1; 2; . . .; ngÞ:

(ii) The origin is called a spiral source for the linear system if Rekk [ 0 ðk 2
f1; 2; . . .; ngÞ with Imkj 6¼ 0 ðj 2 f1; 2; . . .; ngÞ:

The above classification of stability is very rough. Thus, the refined classification
should be discussed. The generalized structures of stability characteristics of flows
in linear dynamical systems in Eq. (A.2) will be given first.

Definition A.21 For an n-dimensional, linear dynamical system _x ¼ Ax in Eq.
(A.2), the matrix A possesses n eigenvalues kk ðk ¼ 1; 2; . . .; nÞ: Set N ¼
f1; 2; . . .;m;mþ 1; . . .; ðn� mÞ=2g; Ni ¼ fi1; i2; . . .; inig [[ with ij 2 N ðj ¼
1; 2; . . .; ni; i ¼ 1; 2; . . .; 6Þ; R3

i¼1ni ¼ m and 2R6
i¼4ni ¼ n� m: [6

i¼1 Ni ¼ N and
Ni \ Nl ¼ [ ðl 6¼ iÞ: Ni ¼ [ if ni ¼ 0: The matrix A possesses n1 -stable, n2 -
unstable and n3 -invariant real eigenvectors plus n4 -stable, n5 -unstable and n6 -
center pairs of complex eigenvectors. Without repeated complex eigenvalues of
Rekk ¼ 0 ðk 2 N3 [ N6Þ; the flow UðtÞ of _x ¼ Ax is an ðn1 : n2 : ½n3; m3�jn4 : n5 :
n6Þ flow. However, with repeated complex eigenvalues of Rekk ¼ 0 ðk 2 N3

[N6Þ; the flow UðtÞ of _x ¼ Ax is an ðn1 : n2 : ½n3; m3�jn4 : n5 : ½n6; l; m6�Þ flow

UðtÞof _x ¼ Ax is anðn1 : n2 : ½n3; m3�jn4 : n5 : ½n6; l; j6�Þ flow j3 2 f£;m3g; j6 ¼
ðj61; j62; � � � ; j6lÞT with j6i 2 f£; m6ig ði ¼ 1; 2; � � � ; lÞ m6 ¼ ðm61; m62; � � � ;
m6lÞT: The meanings of notations in the aforementioned structures are defined as
follows:

(i) n1 represents exponential sinks on n1 -directions of vk ðk 2 N1Þ if kk\0
ðk 2 N1 and 1� n1�mÞ with distinct or repeated eigenvalues.

(ii) n2 represents exponential sources on n2 -directions of vk ðk 2 N2Þ if
kk [ 0 ðk 2 N2 and 1� n2�mÞ with distinct or repeated eigenvalues.

(iii) n3 ¼ 1 represents an invariant center on 1-direction of vk ðk 2 N3Þ if kk ¼
0 ðk 2 N3 and n3 ¼ 1Þ:

(iv) n4 represents spiral sinks on n4 -pairs of ðuk; vkÞðk 2 N4Þ if Rekk\0 and
Imkk 6¼ 0 ðk 2 N4 and 1� n4�ðn� mÞ=2Þ with distinct or repeated
eigenvalues.

(v) n5 represents spiral sources on n5-pairs of ðuk; vkÞ ðk 2 N5Þ if Rekk [ 0 and
Imkk 6¼ 0 ðk 2 N5 and 1� n5�ðn� mÞ=2Þ with distinct or repeated
eigenvalues.

(vi) n6 represents invariant centers on n6 -pairs of ðuk; vkÞ ðk 2 N6Þ if Rekk ¼ 0
and Imkk 6¼ 0 ðk 2 N6 and 1� n6�ðn� mÞ=2Þ with distinct eigenvalues
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(vii) [ represents none or empty if ni ¼ 0 ði 2 f1; 2; . . .; 6gÞ:
(viii) ½n3; m3� represents invariant centers on ðn3 � m3Þ -directions of vk3 ðk3 2 N3Þ

and sources in m3-directions of vj3ðj3 2 N3 and j3 6¼ k3Þ if kk ¼ 0 ðk 2 N3 and

n3� nÞ with the ðm3 þ 1Þth -order nilpotent matrix Nm3þ1
3 ¼ 0 ð0\m3�

n3 � 1Þ:
(ix) ½n3; [� represents invariant centers on n3 -directions of vk ðk 2 N3Þ

ifkk ¼ 0 ðk 2 N3 and 1\n3�mÞ with a nilpotent matrix N3 ¼ 0:

(x) ½n6; l; m6� represents invariant centers on ðn6 � Rl
s¼1m6sÞ -pairs of ðuk6 ; vk6Þ

ðk6 2 N6Þ and sources in Rl
s¼1m6s -pairs of ðuj6 ; vj6Þ ðj6 2 N6 and j6 6¼ k6Þ if

Rekk ¼ 0 and Imkk 6¼ 0 ðk 2 N6 and n6�ðn� mÞ=2Þ for Rl
s¼1m6s -pairs of

repeated eigenvalues with the ðm6s þ 1Þth -order nilpotent matrix Nm6sþ1
6 ¼

0ð0\m6s� l; s ¼ 1; 2; � � � ; lÞ:
(xi) ½n6; l; [� represents invariant centers on n6 -pairs of ðuk; vkÞ ðk 2 N6Þ if

Rekk ¼ 0 and Imkk 6¼ 0 ðk 2 N6 and 1� n6�ðn� mÞ=2Þ for Rl
s¼1m6s

pairs of repeated eigenvalues with a nilpotent matrix N6 ¼ 0:

Definition A.22 For an n-dimensional, linear dynamical system _x ¼ Ax in Eq.
(A.2), the matrix A possesses n eigenvalues kk ðk ¼ 1; 2; . . .; nÞ: Set N ¼
f1; 2; . . .;m;mþ 1; . . .; ðn� mÞ=2g; Ni ¼ fi1; i2; . . .; inig [[ with ij 2 N ðj ¼
1; 2; . . .; ni; i ¼ 1; 2; . . .; 6Þ; R3

i¼1ni ¼ m and 2R6
i¼4ni ¼ n� m: [6

i¼1 Ni ¼ N and
Ni \ Nl ¼ [ ðl 6¼ iÞ: Ni ¼ [ if ni ¼ 0: The matrix A possesses n1-stable, n2-
unstable and n3-invariant real eigenvectors plus n4-stable, n5-unstable and n6-
center pairs of complex eigenvectors. ji 2 f£;migði ¼ 3; 6Þ. The flow UðtÞ
of _x ¼ Ax is anðn1 : n2 : ½n3; m3�jn4 : n5 : ½n6; l; j6�Þ flow j3 2 f£;m3g; j6¼ðj61;

j62; � � � ; j6lÞT with j6i 2 f£;m6ig ði ¼ 1; 2; � � � ; lÞ: m6 ¼ ðm61;m62; � � � ; m6lÞT:
The flow UðtÞ of _x ¼ Ax is an ðn1 : n2 : ½n3; m3�jn4 : n5 : ½n6; l; j6�Þ is an j3 2
f[;m3g; j6 ¼ ðj61; j62; � � � ; j6lÞT with j6i 2 f[;m6igði ¼ 1; 2; � � � ; lÞ
m6 ¼ ðm61;m62; � � � ;m6lÞT:

I. Non-degenerate cases

(i) The origin is an ðn1 : n2 : [jn4 : n5 : [Þ hyperbolic point (or saddle) for
the linear system.

(ii) The origin is an ðn1 : [ : [jn4 : [ : [Þ -sink for the linear system.
(iii) The origin is an ð[ : n2 : [j[ : n5 : [Þ -source for the linear system.
(iv) The origin is an ð[ : [ : [j[ : [ : n=2Þ -circular center for the linear

system.
(v) The origin is an ð[ : [ : [j[ : [ : ½n=2; l; [�Þ -circular center for the

linear system.
(vi) The origin is an ð[ : [ : [j[ : [ : ½n=2; l; m6�Þ point for the linear system.

(vii) The origin is an ðn1 : [ : [jn4 : [ : n6Þ -point for the linear system.
(viii) The origin is an ð[ : n2 : [j[ : n5 : n6Þ -point for the linear system.

(ix) The origin is an ðn1 : n2 : [jn4 : n5 : n6Þ -point for the linear system.
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II. Simple degenerate cases

(i) The origin is an ð[ : [ : ½n; [�j[ : [ : [Þ -invariant (or static) center for
the linear system.

(ii) The origin is an ð[ : [ : ½n; m�j[ : [ : [Þ point for the linear system.
(iii) The origin is an ð[ : [ : ½n3; [�j[ : [ : n6Þ point for the linear system.
(iv) The origin is an ð[ : [ : ½n3; m�j[ : [ : n6Þ point for the linear system
(v) The origin is an ð[ : [ : ½n3; [�j[ : [ : ½n6; l; [�Þ point for the linear

system.
(vi) The origin is an ð[ : [ : ½n3; m3�j[ : [ : ½n6; l; [�Þ point for the linear system.

(vii) The origin is an ð[ : [ : ½n3; [�j[ : [ : ½n6; l; m6�Þ point for the linear
system.

(viii) The origin is an ð[ : [ : ½n3; m3�j[ : [ : ½n6; l; m6�Þ point for the linear
system.

III. Complex degenerate cases

(i) The origin is an ðn1 : [ : ½n3; [�jn4 : [ : [Þ point for the linear system.
(ii) The origin is an ðn1 : [ : ½n3; m�jn4 : [ : [Þ point for the linear system.

(iii) The origin is an ð[ : n2 : ½n3; [�j[ : n5 : [Þ point for the linear system.
(iv) The origin is an ð[ : n2 : ½n3; m�j[ : n5 : [Þ point for the linear system.
(v) The origin is an ðn1 : [ : ½n3; [�jn4 : [ : n6Þ point for the linear system.

(vi) The origin is an ðn1 : [ : ½n3; m�jn4 : [ : n6Þ point for the linear system.
(vii) The origin is an ð[ : n2 : ½n3; [�j[ : n5 : n6Þ point for the linear system.

(viii) The origin is an ð[ : n2 : ½n3; m�j[ : n5 : n6Þ point for the linear system.

IV. Simple critical cases

(i) An ðn1 : n2 : 1jn4 : n5 : [Þ state of the origin for the linear system is a
boundary of its ðn1 : n2 þ 1 : [jn4 : n5 : [Þ -spiral saddle and ðn1 þ 1 :
n2 : [jn4 : n5 : [Þ - spiral saddle.

(ii) An ðn1 � 1 : [ : 1jn4 : [ : [Þ state of the origin for the linear system is a
boundary of its ðn1 � 1 : 1 : [jn4 : [ : [Þ -spiral saddle and ðn1 : [ :
[jn4 : [ : [Þ -spiral sink.

(iii) An ð[ : n2 � 1 : 1j[ : n5 : [Þ state of the origin for the linear system is a
boundary of itsð1 : n2 � 1 : [j[ : n5 : [Þ -spiral saddle and ð[ : n2 :
[j[ : n5 : [Þ -spiral source.

(iv) An ðn1 : n2 : [jn4 : n5 : 1Þ state of the origin for the linear system is a
boundary of its ðn1 : n2 : [jn4 þ 1 : n5 : [Þ -spiral saddle and ðn1 : n2 :
[jn4 : n5 þ 1 : [Þ - spiral saddle.

(v) An ðn1 : [ : [jn4 � 1 : [ : 1Þ state of the origin for the linear system is a
boundary of its ðn1 : [ : [jn4 � 1 : 1 : [Þ -spiral saddle and ðn1 : [ :
[jn4 : [ : [Þ -spiral sink.

(vi) An ð[ : n2 : [j[ : n5 � 1 : 1Þ state of the origin for the linear system is a
boundary of its ð[ : n2 : [j1 : n5 � 1 : [Þ -spiral saddle and ð[ : n2 :
[j[ : n5 : [Þ -spiral source.
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(vii) An ðn1 : n2 : 1jn4 : n5 : n6Þ state of the origin for the linear system is a
boundary of its ðn1 þ 1 : n2 : [jn4 : n5 : n6Þ state and ðn1 : n2 þ 1 :
[jn4 : n5 : n6Þ state.

(viii) An ðn1 : n2 : 1jn4 : n5 : ½n6; l; j6�Þ state of the origin for the linear system is a
boundary of its ðn1 þ 1 : n2 : [jn4 : n5 : ½n6; l; j6�Þ state and ðn1 : n2 þ 1 :
[jn4 : n5 : ½n6; l; ½n6; l; j6�Þ state.

(ix) An ðn1 : n2 : [jn4 : n5 : n6 þ 1Þ state of the origin for the linear system is
a boundary of its ðn1 : n2 : [jn4 þ 1 : n5 : n6Þ state and ðn1 : n2 : [jn4 :
n5 þ 1 : n6Þ state.

(x) An ðn1 : n2 : ½n3; [�jn4 : n5 : n6 þ 1Þ state of the origin for the linear
system is a boundary of its ðn1 : n2 : ½n3; [�jn4 þ 1 : n5 : n6Þ state and ðn1 :
n2 : ½n3; [�jn4 : n5 þ 1 : n6Þ state.

V. Complex critical cases

(i) An ðn1 : n2 : ½n3; j3�jn4 : n5 : n6Þ -state of the origin for the linear system
is a boundary of its ðn1 þ n3 : n2 : [jn4 : n5 : n6Þ state and ðn1 : n2 þ n3 :
[jn4 : n5 : n6Þ state.

(ii) An ðn1 � m : n2 : ½n3 þ m; j3�jn4 : n5 : n6Þ -state of the origin for the linear
system is a boundary of its ðn1 : n2 : ½n3; j03�jn4 : n5 : n6Þ state and ðn1 �
m : n2 þ m : ½n3; j03�jn4 : n5 : n6Þ state.

(iii) An ðn1 : n2 � m : ½n3 þ m; j3�jn4 : n5 : n6Þ -state of the origin for the linear
system is a boundary of its ðn1 : n2 : ½n3; j03�jn4 : n5 : n6Þ -state and ðn1 þ
m : n2 � m : ½n3; j03�jn4 : n5 : n6Þ -state.

(iv) An ðn1 � m1 : n2 : ½n3 þ m1; j3�jn4 : n5 : n6Þ -state of the origin for the
linear system is a boundary of ðn1 : n2 : ½n3; j03�jn4 : n5 : n6Þ -state and
ðn1 � m1 : n2 þ m2 : ½n3 þ m1 � m2; j003 �jn4 : n5 : n6Þ -state.

(v) An ðn1 : n2 � m2 : ½n3 þ m2; j3�jn4 : n5 : n6Þ -state of the origin for the
linear system is a boundary of ðn1 : n2 : ½n3; j03�jn4 : n5 : n6Þ -state and
ðn1 þ m1 : n2 � m2 : ½n3 þ m2 � m1; j003 �jn4 : n5 : n6Þ -state

(vi) An ðn1 : n2 : ½n3; j3�jn4 : n5 : ½n6; l; j6�Þ state of the origin for the
linear system is a boundary of its ðn1 : n2 : ½n3; j3�jn6 þ n4 : n5 : [Þ
state and ðn1 : n2 : ½n3; j3�jn4 : n5 þ n6 : [Þ state.

(vii) An ðn1 : n2 : ½n3; j3�jn4 � m : n5 : ½n6 þ m; l1; j6�Þ state of the origin for the
linear system is a boundary of its ðn1 : n2 : ½n3; j3�jn4 : n5 : ½n6; l2; j6�Þ -
state and ðn1 : n2 : ½n3; j3�jn4 � m : n5 þ m : ½n6; l2; j6�Þ -state.

(viii) An ðn1 : n2 : ½n3; j3�jn4 : n5 � m : ½n6 þ m4; l1; j6�Þ of the origin for the
linear system is a boundary of its ðn1 : n2 : ½n3; j3�jn4 : n5 : ½n6; l2; j06�Þ state
and ðn1 : n2 : ½n3; j3�jn4 þ m : n5 � m : ½n6; l2; j006 �Þ state of equilibrium
point ðx
; pÞ.

(ix) An ðn1 : n2 : ½n3; j3�jn4 � m4 : n5 : ½n6 þ m4; l1; j6�Þ state of the origin for
the linear system is a boundary of its ðn1 : n2 : ½n3; j3�jn4 : n5 : ½n6; l2; j06�Þ
-state and ðn1 : n2 : ½n3; j3�jn4 � m4 : n5 þ m5 : ½n6 þ m4 � m5; l3; j006�Þ -
state of equilibrium point ðx
; pÞ.
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(x) An ðn1 : n2 : ½n3; j3�jn4 : n5 � m5 : ½n6 þ m5; l1; j6�Þ state of the origin for
the linear system is a boundary of ðn1 : n2 : ½n3; j3�jn4 : n5 : ½n6; l2; j06�Þ -
state and ðn1 : n2 : ½n3; j3�jn4 þ m4 : n5 � m5 : ½n6 þ m5 � m4; l3; j006 �Þ -
state of equilibrium point ðx
; pÞ.

Definition A.23 For an n-dimensional, linear dynamical system _x ¼ Ax in Eq.
(A.2), the matrix A possesses n real eigenvalues kk ðk ¼ 1; 2; . . .; nÞ: Set N ¼
f1; 2; . . .; ng; Ni ¼ fi1; i2; . . .; inig [[ with ij 2 N ðj ¼ 1; 2; . . .; ni; i ¼ 1; 2; 3Þ and
R3

i¼1ni ¼ n: [3
i¼1 Ni ¼ N and Ni \ Nl ¼ [ ðl 6¼ iÞ: Ni ¼ [ if ni ¼ 0: The matrix

A possesses n1 -stable, n2 -unstable, and n3 -invariant real eigenvectors. Without
repeated eigenvalues of kk ¼ 0 ðk 2 N3Þ; the flow UðtÞ of _x ¼ Ax is an ðn1 : n2 :
[j or ðn1 : n2 : 1j flow. However, with repeated eigenvalues of kk ¼ 0 ðk 2 N3Þ;
the flow UðtÞ of _x ¼ Ax is an ðn1 : n2 : ½n3; m3�j flow j3 2 f£;m3g:

I. Non-degenerate cases

(i) The origin is an ðn : [ : [j -stable node for the linear system.
(ii) The origin is an ð[ : n : [j -unstable node for the linear system.

(iii) The origin is an ðn1 : n2 : [j -saddle for the linear system.

II. Degenerate cases

(i) The origin is in an ðn1 : n2 : 1j -critical point for the linear system.
(ii) The origin is an ðn1 : n2 : ½n3; [�j -point for the linear system.

(iii) The origin is an ðn1 : n2 : ½n3; m3�j -point for the linear system.

III. Simple critical cases

(i) An ðn1 : n2 : 1j state of the origin for the linear system is a boundary of its
ðn1 þ 1 : n2 : [j -saddle and ðn1 : n2 þ 1 : [j -saddle.

(ii) An ðn� 1 : [ : 1j state of the origin for the linear system is a boundary of
its ðn� 1 : 1 : [j -saddle and ðn : [ : [j -stable node.

(iii) An ð[ : n� 1 : 1j state of the origin for the linear system is a boundary of
ð1 : n� 1 : [j -saddle and ð[ : n : [j -unstable node.

(iv) An ðn1 � 1 : n2 : ½n3 þ 1; j3�j state of the origin for the linear system is a
boundary of ðn1 : n2 : ½n3; j3�j -degenerate saddle and ðn1 � 1 : n2 þ 1 :
½n3; j3�j -degenerate saddle.

IV. Complex critical cases

(i) An ðn1 : n2 : ½n3; j3�j -state of the origin for the linear system is a boundary
of ðn1 þ n3 : n2 : [j -saddle and ðn1 : n2 þ n3 : [j -saddle.

(ii) An ðn1 � m : n2 : ½n3 þ m; j3�j -state of the origin for the linear system is a
boundary of its ðn1 : n2 : ½n3; j03�j -state and ðn1 � m : n2 þ m : ½n3; j03�j -state.

(iii) Anðn1 : n2 � m : ½n3 þ m; j3�j -state of the origin for the linear system is a
boundary of its ðn1 : n2 : ½n3; j03�j -state and ðn1 þ m : n2 � m : ½n3; j03�j -state.

(iv) Anðn1 � m1 : n2 : ½n3 þ m1; j3�j -state of the origin for the linear system is
a boundary of ðn1 : n2 : ½n3; j03�j -state and ðn1 � m1 : n2 þ m2 : ½n3 þ
m1 � m2; j003�j -state.
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(v) An ðn1 : n2 � m2 : ½n3 þ m2; j3�j -state of the origin for the linear system
is a boundary of ðn1 : n2 : ½n3; j03�j -state and ðn1 þ m1 : n2 � m2 : ½n3 þ
m2 � m1; j003�j -state.

Definition A.24 For a 2n-dimensional, linear dynamical system _x ¼ Ax in Eq.
(A.2), the matrix A possesses n-pairs of complex eigenvalues kk ðk ¼ 1; 2; . . .; nÞ:
Set N ¼ f1; 2; . . .; ng; Ni ¼ fi1; i2; . . .; inig [[ with lj 2 N ðj ¼ 1; 2; . . .; ni; i ¼
4; 5; 6Þ and R6

i¼4ni ¼ n: [6
i¼4 Ni ¼ N and Ni \ Nl ¼ [ ðl 6¼ iÞ: Ni ¼ [ if ni ¼ 0:

The matrix A possesses n4 -stable, n5 -unstable and n6 -center pairs of complex
eigenvectors. Without repeated eigenvalues of Rekk ¼ 0 ðk 2 N6Þ; the flow UðtÞ of
_x ¼ Ax is an jn4 : n5 : n6; l; j6Þ flow. However, with repeated eigenvalues of Rekk ¼
0 ðk 2 N6Þ; the flow UðtÞ of _x ¼ Ax is an jn4 : n5 : ½n6; l; j6�Þ flow.

j6 ¼ ðj61; j62; � � � ; j6lÞT with j6i 2 f[;m6igði ¼ 1; 2; � � � ; lÞ:

I. Non-degenerate cases

(i) The origin is an jn : [ : [Þ -spiral sink for the linear system.
(ii) The origin is an j[ : n : [Þ -spiral source for the linear system.

(iii) The origin is an j[ : [ : nÞ -circular center for the linear system.
(iv) The origin is an jn4 : n5 : [Þ -spiral saddle for the linear system.

II. Quasi-degenerate cases

(i) The origin is an jn4 : [ : n6Þ -point for the linear system.
(ii) The origin is an j[ : n5 : n6Þ -point for the linear system.

(iii) The origin is an jn4 : [ : ½n6; l; [�Þ -point for the linear system.
(iv) The origin is an jn4 : [ : ½n6; l; j6�Þ -point for the linear system.
(v) The origin is an j[ : n5 : ½n6; l; [�Þ -point for the linear system.

(vi) The origin is an j[ : n5 : ½n6; l; j6�Þ -point for the linear system.

III. Simple critical cases

(i) An jn4 : n5 : 1Þ -state of the origin for the linear system is a boundary of
its jn4 þ 1 : n5 : [Þ -spiral saddle and jn4 : n5 þ 1 : [Þ -spiral saddle.

(ii) An jn4 : [ : 1Þ - state of the origin for the linear system is a boundary of
its jn4 þ 1 : [ : [Þ -spiral sink and jn4 : 1 : [Þ -spiral saddle.

(iii) An j[ : n5 : 1Þ -state of the origin for the linear system is a boundary of
j[ : n5 þ 1 : [Þ -purely spiral source and j1 : n5 : [Þ -spiral saddle.

(iv) An jn4 : n5 : n6 þ 1Þ -state of the origin for the linear system is a
boundary of its jn4 þ 1 : n5 : n6Þ -state and jn4 : n5 þ 1 : n6Þ -state.

(v) An jn4 : [ : n6 þ 1Þ -state of the origin for the linear system is a boundary
of its jn4 þ 1 : [ : n6Þ -state and jn4 : 1 : n6Þ -state.

(vi) An j[ : n5 : n6 þ 1Þ -state of the origin for the linear system is a boundary
of j[ : n5 þ 1 : n6Þ -state source and j1 : n5 : n6Þ -state.

IV. Complex critical cases

(i) An jn4 : n5 : ½n6; l; j6�Þ -state of the origin for the linear system is a
boundary of its jn6 þ n4 : n5 : [Þ -spiral saddle and jn4 : n5 þ n6 : [Þ -
spiral saddle.
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(ii) An jn4 � m : n5 : ½n6 þ m; l2; j6�Þ -state of the origin for the linear system is
a boundary of itsjn4 : n5 : ½n6; l1; j06�Þ -state and jn4 � m : n5 þ m : ½n6; l3; j006�Þ
-state.

(iii) An jn4 : n5 � m : ½n6 þ m; l2; j6�Þ - state of the origin for the linear system
is a boundary of its jn4 : n5 : ½n6; l1; j06�Þ -state and jn4 þ m : n5 � m :
½n6; l3; j006�Þ -state.

(iv) An jn4 � m4 : n5 : ½n6 þ m4; l2; j6�Þ state of the origin for the linear system
is a boundary of its jn4 : n5 : ½n6; l1; j06�Þ -state and jn4 � m4 : n5 þ m5 :
½n6 þ m4 � m5; l3; j006 �Þ -state.

(v) An jn4 : n5 � m5 : ½n6 þ m5; l2; j6�Þ -state of the origin for the linear system
is a boundary of jn4 : n5 : ½n6; l1; j06�Þ -state and jn4 þ m4 : n5 � m5 : ½n6 þ
m5 � m4; l3; j006�Þ -state.

For the linear system in Eq. (A.135) with periodic coefficients, the sufficient and
necessary conditions of stability to the origin are Rekk\0 ðk ¼ 1; 2; . . .nÞ of matrix
B. However, the transformation matrix PðtÞ is very difficult to be determined. Thus
one uses the sum of characteristic exponents in Eq. (A.138) to determine stability.
The conclusion is that the linear system to the origin is unstable if Rn

k¼1kk [ 0:
However, if Rn

k¼1kk� 0; one cannot conclude the linear system to the origin is
stable. Therefore, for each problem, it should be treated specially.

A.7 Lower-Dimensional Dynamical Systems

Consider a one-dimensional linear system as

_x ¼ kx ðA:155Þ

with initial condition xðt0Þ ¼ x0: The solution is

x ¼ x0ekðt�t0Þ: ðA:156Þ

The following properties of the solution exist.

(i) limt!1 jxðtÞj ¼ 0; and the system to the origin is stable if k\0;
(ii) limt!1 jxðtÞj ¼ 1; and the system to the origin is unstable if k [ 0;

(iii) xðtÞ ¼ x0; and the origin to the system is center if k ¼ 0:

The above solutions are illustrated in Fig. A.1 . The solutions and phase lines
for the unstable, stable and invariant linear systems are presented in Fig. A.1a–c,
respectively. The gray points are the values of k:

Consider a one-dimensional linear system with external excitation

_x ¼ kxþ f ðtÞ ðA:157Þ

with initial condition xðt0Þ ¼ x0: The solution is

x ¼ x0ekðt�t0Þ þ ekt
Z t

t0

e�ksf ðsÞds: ðA:158Þ
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A.7.1 Planar Dynamical Systems

Consider a two-dimensional linear system as

_x ¼ Ax ðA:159Þ

with initial condition xðt0Þ ¼ x0; and

A ¼ a11 a12

a21 a22

� �
: ðA:160Þ

x

t

x

(a) 

x

t

x

(b)

x

t

x

(c)

Fig. A.1 Solution and phase
line of _x ¼ kx : a an ð[ : 1 :
[j -unstable node ðk [ 0Þ;
b a ð1 : [ : [j -stable node
ðk\0Þ and c an ð[ : [ : 1j -
static invariance (k ¼ 0Þ:
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If det A 6¼ 0; x ¼ 0 is a unique equilibrium point. With a nonsingular transform
matrix P, B ¼ P�1AP: With x ¼ Py;

_y ¼ By ðA:161Þ

where

B ¼ k1 0
0 k2

� �
: ðA:162Þ

There are four cases:

(A) For two real distinct eigenvalues ðk1 6¼ k2Þ; the solution is expressed by

B ¼ k1 0
0 k2

� �
and yðtÞ ¼ ek1ðt�t0Þ 0

0 ek2ðt�t0Þ

� �
y0: ðA:163Þ

2y

1y

Im

Re

Fig. A.3 Phase portraits and
eigenvalue diagrams of a ð1 :
1 : [j -saddle for _y ¼ By
withk1 [ 0 and k2\0:

2y

1y

Im

Re

(a) 

2y

1y

Im

Re

(b)

Fig. A.2 Phase portraits and
eigenvalue diagrams of _y ¼
By : a a ð2 : [ : [j -stable
node ðkk\0; k ¼ 1; 2Þ; b an
ð[ : 2 : [j -unstable node
kk [ 0 ðk ¼ 1; 2Þ:
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The origin is called a node of the linear system if two real eigenvalues have the
same sign. If kk\0 ðk ¼ 1; 2Þ; the origin is a stable node. If kk [ 0 ðk ¼ 1; 2Þ; the
origin is an unstable node. The corresponding phase portraits and eigenvalue
diagrams for the stable and unstable nodes of the linear systems are sketched in
Fig. A.2a and b, respectively.

The origin is called a saddle of the linear system if two real eigenvalues have
different signs ðk1 [ 0 and k2\0Þ: The linear system is unstable. The
corresponding phase portraits and eigenvalue diagram are presented in Fig. A.3.
On the eigenvector direction, the flows will come to or leave the origin.

(B) For two real repeated eigenvalues ðk1 ¼ k2 ¼ kÞ; the solution is given by

B ¼
k 1

0 k

� �
and yðtÞ ¼ ekðt�t0Þ 1 t

0 1

� �
y0:

B ¼
k 0

0 k

� �
and yðtÞ ¼ ekðt�t0Þ 1 0

0 1

� �
y0:

ðA:164Þ

For repeated eigenvalues kk ¼ k\0 ðk ¼ 1; 2Þ; the origin is a stable node. If
repeated eigenvalues kk [ 0 ðk ¼ 1; 2Þ; the origin is also an unstable node. The
corresponding phase portraits and eigenvalue diagram for the stable and unstable
nodes are shown in Fig. A.4a and b. For the second equation of Eq. (A.164), the
line exist in phase portrait. If k ¼ 0; then y2 ¼ c and y1 ¼ c0 þ ct: This is the

2
y

1y

Im

Re

(a)

2
y

1y

Im

Re

(b)

Fig. A.4 Phase portraits and
eigenvalue diagrams of
_y ¼ By : a ð2 : [ : [j ðkk ¼
k\0; k ¼ 1; 2Þ; b ð[ : 2 :
[j ðkk ¼ k [ 0; k ¼ 1; 2Þ:
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constant velocity case. If c ¼ 0; the dynamical system is in static state forever. For
the second case with k ¼ 0; it gives stationary points in phase portrait.

(C) For k1 ¼ aþ ib and k2 ¼ a� ib; the solution is given by

B ¼
a b

�b a

" #
and yðtÞ ¼ eaðt�t0Þ

cos bðt � t0Þ sin bðt � t0Þ

sin bðt � t0Þ cos bðt � t0Þ

" #
y0: ðA:165Þ

The origin is called a focus of the linear system if the real part of two complex
eigenvalues are nonzero ðRekk ¼ a 6¼ 0 for k ¼ 1; 2Þ: The origin is called a stable
focus if Rekk ¼ a\0: The origin is called an unstable focus if Rekk ¼ a[ 0:
From the solutions, the phase portraits and eigenvalue diagram for stable and
unstable focuses are presented in Fig. A.5a and b, respectively. The eigenvalues
are a pair of complex eigenvalues. The initial point for the unstable focus cannot
be selected at the origin. For the stable focus, the solution of the linear system will
approach the origin as t!1:

The origin is called the sink of the linear system in Eq. (A.159) if the real parts
of all eigenvalues are less than zero ðRekk\0 for k ¼ 1; 2Þ: The origin is called the
source of the linear system in Eq. (A.159) if the real parts of all eigenvalues are
greater than zero ðRekk [ 0 for k ¼ 1; 2Þ. Compared to the node and saddle-nodes,
the stable and unstable focuses make a flow spirally come to the origin or spirally
leave for infinity, respectively.

2y

1y

Im

Re

(a)

2y

1y

Im

Re

(b)

Fig. A.5 Phase portraits and
eigenvalue diagrams of _y ¼
By ðImkk ¼ 	b 6¼ 0; k ¼
1; 2Þ : a for a j1 : [ : [Þ -
stable focus ðRekk ¼ a\0Þ;
b an j[ : 1 : [Þ -unstable
focus ðRekk ¼ a [ 0Þ:
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(D) For k1 ¼ ib and k2 ¼ �ib; the solution is given by

B ¼ 0 b
�b 0

� �
and yðtÞ ¼ cos bðt � t0Þ sin bðt � t0Þ

� sin bðt � t0Þ cos bðt � t0Þ

� �
y0: ðA:166Þ

The origin is called a center of the linear system if the real part of two complex
eigenvalues are zero ðRekk ¼ a 6¼ 0 and Imkk ¼ 	b 6¼ 0 for k ¼ 1; 2Þ: For this
case, the phase portrait is a family of circles, and the eigenvalues lie on the
imaginary axes, as sketched in Fig. A.6.

The eigenvalues of A are determined by detðA� kIÞ ¼ 0; i.e.

k2 � trðAÞkþ detðAÞ ¼ 0: ðA:167Þ

where

trðAÞ ¼ a11 þ a22 and detðAÞ ¼ a11 a12

a21 a22










: ðA:168Þ

The corresponding eigenvalues are

k1;2 ¼
trðAÞ 	

ffiffiffiffi
D
p

2
and D ¼ ðtrðAÞÞ2 � 4detðAÞ: ðA:169Þ

The linear system in Eq. (A.159) possesses

(i) a saddle at the origin for detðAÞ\0 with k1\0 and k2 [ 0;
(ii) a stable node at the origin for detðAÞ[ 0; trðAÞ\0 and D[ 0 with k1\0

and k2\0;
(iii) an unstable node at the origin for detðAÞ[ 0; trðAÞ[ 0 and D [ 0 with

k1 [ 0 and k2 [ 0;
(iv) a stable focus at the origin for detðAÞ[ 0; trðAÞ\0 and D\0 with

k1;2 ¼ trðAÞ 	 i
ffiffiffiffiffiffi
jDj

p
;

(v) an unstable focus at the origin for detðAÞ[ 0; trðAÞ[ 0 and D\0 with

k1;2 ¼ trðAÞ 	 i
ffiffiffiffiffiffi
jDj

p
;

(vi) a center at the origin for detðAÞ[ 0 and trðAÞ ¼ 0 with k1;2 ¼ 	i
ffiffiffiffiffiffi
jDj

p
;

(vii) a degenerate equilibrium point at the origin for detðAÞ ¼ 0:

2y

1y

Im

Re

Fig. A.6 Phase portrait and
eigenvalue diagram for an
j[ : [ : 1Þ -center for
_y ¼ By
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For the degenerate case, there are three cases

A ¼ a11 0
0 0

� �
;A ¼ 0 a12

0 0

� �
and A ¼ 0 0

0 0

� �
ðA:170Þ

and the corresponding solutions are

xðtÞ ¼ ea11t 0
0 1

� �
x0; xðtÞ ¼

1 a12t
0 1

� �
x0 and xðtÞ ¼ 1 0

0 1

� �
x0: ðA:171Þ

The phase portraits and eigenvalue diagrams for degenerate cases are presented in
Figs. A.7 and A.8.

The summarization of stability and its boundary for the linear system in
Eq. (A.159) are intuitively illustrated in Fig. A.9. through the complex plane of
eigenvalue. The shaded area is for focus and center. The area above the shaded
area is for unstable node, and the area below the shaded area is for stable node. The
left area of the axis trðAÞ is for saddle. The center is on the positive axis of detðAÞ:
The phase portrait is based on the transformed system in Eq. (A.161).

2x

1x

Im

Re

(a) 

2x

1x

Im

Re

(b) 

2x

1x

Im

Re

(c) 

Fig. A.7 Phase portraits and
eigenvalue diagram of an
ð[ : [ : 2j -critical case for
detðAÞ ¼ 0 and trðAÞ ¼ 0 :

a one-dimensional source
a12 [ 0; b invariance ða12 ¼
0Þ and c one dimensional
source ða12\0Þ
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The solutions of _x ¼ Ax in Eq. (A.159) is given by x ¼ Py: So the phase portrait
of _x ¼ Ax can be obtained by the transform of x ¼ Py:

A.7.2 Three-Dimensional Dynamical Systems

Consider a three-dimensional linear system as

_x ¼ Ax ðA:172Þ

2x

1x

Im

Re

(a)

2x

1x

Im

Re

(b)

Fig. A.8 Solution and phase
portraits for detðAÞ ¼ 0 : a
ð[ : 1 : 1j -one-dimensional
source ðtrðAÞ[ 0Þ; and b a
ð1 : [ : 1j -one-dimensional
sink ðtrðAÞ\0Þ

det( )A

Im

Re

tr( )A

Im

Re

Im

Re

Im

Re
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Re
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Re
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Im

Re
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Re
Im

Re
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Fig. A.9 Stability and its
boundary diagram through
the complex plane of
eigenvalues
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with initial condition xðt0Þ ¼ x0; and

A ¼
a11 a12 a13

a21 a22 a23

a31 a32 a33

2
64

3
75: ðA:173Þ

If det A 6¼ 0; x ¼ 0 is a unique equilibrium point. With a nonsingular transform
matrix P, B ¼ P�1AP: With x ¼ Py;

_y ¼ By ðA:174Þ

where

B ¼
k1 0 0

0 k2 0

0 0 k3

2
64

3
75: ðA:175Þ

(A) If three real eigenvalues are different ðk1 6¼ k2 6¼ k3Þ; the solution is

B ¼
k1 0 0
0 k2 0
0 0 k3

2
4

3
5and yðtÞ ¼

ek1ðt�t0Þ 0 0
0 ek2ðt�t0Þ 0
0 0 ek3ðt�t0Þ

2
4

3
5y0: ðA:176Þ

The origin is called a node of the linear system if three real eigenvalues have
the same sign. If kk\0 ðk ¼ 1; 2; 3Þ; the origin is a stable node. If kk [ 0 ðk ¼
1; 2; 3Þ; the origin is an unstable node. The phase portraits and eigenvalue
diagrams for the linear system with stable and unstable nodes at the origin are
sketched in Fig. A.10a and b with one eighth view. All flows will come to the
origin as the stable node. However, the flows in a linear system with an unstable
node at the origin will leave away from the origin.

The origin is called a saddle-node of the linear system if three real eigenvalues
have the different signs. If kk\0ðk ¼ 1; 2Þ with k3 [ 0; the origin is a saddle-node
with two-directional attraction and one-directional expansion. If kk [ 0 ðk ¼ 1; 2Þ
with k3\0; the origin is a saddle-node with one-directional attraction and two-
directional expansion. The phase portraits and eigenvalue diagrams for the linear
system with two saddle-nodes at the origin are sketched in Fig. A.11a and b with
one-eighth view. The flows in the linear systems with saddle-nodes shrink in the
attraction direction(s) and stretch in the expansion direction(s).

(B) For two repeated real eigenvalues ðk1 ¼ k2 ¼ k and k3Þ; the solutions are

B ¼
k 0 0
0 k 0
0 0 k3

2
4

3
5and yðtÞ ¼

ekðt�t0Þ 0 0
0 ekðt�t0Þ 0
0 0 ek3ðt�t0Þ

2
4

3
5y0: ðA:177Þ
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3
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(a) 

Fig. A.10 One-eighth phase
portrait and eigenvalue dia-
gram: a a ð3 : [ : [j stable
node (or sink) kk\0 ðk ¼
1; 2; 3Þ and b a ð[ : 3 : [j -
unstable node (or a source)
kk [ 0 ðk ¼ 1; 2; 3Þ:

Im

Re2y

1y

3y

(a) 

Im

Re2
y

1y

3y

(b)

Fig. A.11 One-eighth phase
portrait and eigenvalue dia-
grams:a a ð1 : 2 : [j -saddle
ðkk [ 0; k ¼ 1; 2 with
k3\0Þ; and b a ð2 : 1 : [j -
saddle ðkk\0; k ¼ 1; 2
withk3 [ 0Þ:
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B ¼
k 1 0
0 k 0
0 0 k3

2
4

3
5and yðtÞ ¼

ekðt�t0Þ ðt � t0Þekðt�t0Þ 0
0 ekðt�t0Þ 0
0 0 ek3ðt�t0Þ

2
4

3
5y0: ðA:178Þ

The stability characteristics of Eq. (A.172) with two repeated real eigenvalues
are similar to the case of three real distinct eigenvalues. The origin is a stable node
(sink) with ðk\0 and k3\0Þ; an unstable node (source) with ðk[ 0 and k3 [ 0Þ;
and a saddle-node ðk\0 and k3 [ 0 or k[ 0 and k3\0Þ for the linear system.
The phase portraits and eigenvalue diagram will not be presented.

(C) For two repeated real eigenvalues ðk1 ¼ k2 ¼ k3 ¼ kÞ; the solutions are

B ¼
k 0 0
0 k 0
0 0 k

2
4

3
5and yðtÞ ¼

ekðt�t0Þ 0 0
0 ekðt�t0Þ 0
0 0 ekðt�t0Þ

2
4

3
5y0: ðA:179Þ

B ¼
k 1 0
0 k 0
0 0 k

2
4

3
5and yðtÞ ¼

ekðt�t0Þ ðt � t0Þekðt�t0Þ 0
0 ekðt�t0Þ 0
0 0 ekðt�t0Þ

2
4

3
5y0: ðA:180Þ

B ¼
k 1 0
0 k 1
0 0 k

2
4

3
5 and yðtÞ ¼

ekðt�t0Þ ðt � t0Þekðt�t0Þ 1
2 ðt � t0Þ2ekðt�t0Þ

0 ekðt�t0Þ ðt � t0Þekðt�t0Þ

0 0 ekðt�t0Þ

2
4

3
5y0:

ðA:181Þ

The stability characteristics of Eq. (A.172) with three repeated real eigenvalues
are similar to the case of three real distinct eigenvalues. The origin is a stable node
(sink) with k\0; an unstable node (source) with k [ 0 for the linear system. The
phase portraits and eigenvalue diagram will not be presented.

(D) For ðk1;2 ¼ a	 ibÞ and Imk3 ¼ 0; the solution is

B ¼

a b 0

�b a 0

0 0 k3

2
664

3
775; and

yðtÞ ¼

eaðt�t0Þ cos bðt � t0Þ eaðt�t0Þ sin bðt � t0Þ 0

�eaðt�t0Þ sin bðt � t0Þ eaðt�t0Þ cos bðt � t0Þ 0

0 0 ek3ðt�t0Þ

2
664

3
775y0:

ðA:182Þ
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The origin is called a spiral focus of the linear system if the real parts of three
eigenvalues have the same sign. If Rekk\0 ðk ¼ 1; 2; 3Þ; the origin is called a
stable spiral focus (or a spiral sink). If Rekk [ 0 ðk ¼ 1; 2; 3Þ; the origin is called
an unstable spiral focus (or a spiral source or a tornado). The linear system with
stable and unstable spiral focuses at the origin is sketched in Fig. A.12a and b with
a half space view. The spiral flows and eigenvalue diagrams are presented. All
flows with a spiral sink spirally come to the origin. However, the flows in linear
system with a spiral source at the origin will spirally leave away from the origin
like a tornado. The origin is called a spiral saddle with a spiral-exponential
attraction and expansion of the linear system if the real parts of three eigenvalues
have different signs. If Rekk ¼ a\0 ðk ¼ 1; 2Þ with k3 [ 0; the origin is a saddle
of the first kind which has an ð£ : 1 : £j1 : £ : £Þ spiral attraction and an
exponential expansion. If Rekk ¼ a[ 0 ðk ¼ 1; 2Þ with k3\0; the origin is a
saddle of the second kind which has a ð1 : £ : £j£ : 1 : £Þ spiral expansion
with an exponential attraction and two-directional expansion. The flows and
eigenvalue diagrams for the two cases of the linear system are sketched in
Fig. A.13a and b, respectively.

(v) For ðk1;2 ¼ 	ibÞ and Im k3 ¼ 0; the solution is given by

Im

Re
2

3y

1y

(a)

Im

Re
2y

3y

1y

(b)

y

Fig. A.12 Positive half
spiral flows and eigenvalue
diagrams: a ð[ : 1 : [j[ :
1 : [Þ -spiral source
Rekk [ 0 ðk ¼ 1; 2; 3Þ; and b
ð1 : [ : [j1 : [ : [Þ -spiral
sink Rekk\0 ðk ¼ 1; 2; 3Þ
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B ¼
0 b 0

�b 0 0

0 0 k3

2
4

3
5; and

yðtÞ ¼
cos bðt � t0Þ sin bðt � t0Þ 0

� sin bðt � t0Þ cos bðt � t0Þ 0

0 0 ek3ðt�t0Þ

2
4

3
5y0:

ðA:183Þ

The origin is called a cylindrical spiral of the linear system if Rekk ¼ a ¼ 0: If
kk ¼ 	ib ðk ¼ 1; 2Þ with k3 [ 0; the origin is a center of an unstable cylindrical
spiral. If kk ¼ 	ib ðk ¼ 1; 2Þ with k3\0; the origin is a center of a stable
cylindrical spiral. The flows and eigenvalue diagrams for the two special cases of
the linear system are sketched in Fig. A.14a and b.

The eigenvalues of A in Eq. (A.172) are determined by detðA� kIÞ ¼ 0; i.e.,

k3 þ I1k
2 þ I2kþ I3 ¼ 0 ðA:184Þ

where

I1 ¼ trðAÞ ¼ a11 þ a22 þ a33;

I2 ¼ a11a22 þ a22a33 þ a33a11 � a12a21 � a23a32 � a13a31;

I3 ¼ detðAÞ
¼ a11a22a33 þ a12a23a31 þ a13a32a21 � a11a32a23 � a22a13a31 � a33a12a21:

ðA:185Þ
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Re
2y

3y

1y

(a)

(b)

Im

Re
2y

3y

1y

Fig. A.13 Positive half
spiral saddle flows and
eigenvalue diagrams: a an
ð[ : 1 : [j1 : [ : [Þ -spiral
attraction and exponential
expansion ðRekk ¼
a\0 ðk ¼ 1; 2Þ with k3 [ 0Þ
and b a ð1 : [ : [j[ : 1 : [Þ
-spiral expansion and expo-
nential attraction ðRekk ¼
a\0 ðk ¼ 1; 2Þ with k3\0Þ:
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The corresponding eigenvalues are

k1 ¼
ffiffiffiffiffiffi
D1

3
p

þ
ffiffiffiffiffiffi
D2

3
p

;

k2 ¼ x1

ffiffiffiffiffiffi
D1

3
p

þ x2

ffiffiffiffiffiffi
D2

3
p

and

k3 ¼ x2

ffiffiffiffiffiffi
D1

3
p

+ x1

ffiffiffiffiffiffi
D2

3
p ðA:186Þ

where

x1 ¼
�1þ i

ffiffiffi
3
p

2
and x2 ¼

�1� i
ffiffiffi
3
p

2
;

D1;2 ¼ �
q

2
	

ffiffiffiffi
D
p

and D ¼ ðq
2
Þ2 þ ðp

3
Þ3;

p ¼ I2 �
1
3

I2
1 and q ¼ I3 �

1
3

I1I2 þ
2

27
I3
1 :

ðA:187Þ

The linear system in Eq. (A.172) possesses the following characteristics

(i) For D [ 0; the matrix A has one real eigenvalue and a pair of complex eigen-
values. The spiral sink, spiral source, and spiral saddle exist at the origin, i.e.,
ð1 : £ : £j1 : £ : £Þ; ð£ : 1 : £j£ : 1 : £Þ; ð£ : 1 : £j1 : £ : £Þ
and ð1 : £ : £j£ : 1 : £Þ:

(ii) For D ¼ 0 and p ¼ q ¼ 0 , the matrix A has three repeated eigenvalues.
Stable and unstable nodes exist at the origin.
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Re

3y

1y

(a)

(b)

Im

Re

3y

1y

2y

2y

Fig. A.14 Positive cylindri-
cally spiral flows and eigen-
value diagramðkk ¼ 	ib;
k ¼ 1; 2Þ : a a ð1 : [ : [j[ :
[ : 1Þ -cylindrically sink
flow ðk3 [ 0Þ; and b a ð[ :
1 : [j[ : [ : 1Þ cylindrically
spiral source flow ðk3\0Þ:
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(iii) For D ¼ 0 and q2 ¼ �4p3=27 6¼ 0, the matrix A has two repeated real
eigenvalues. Sink, source and saddle-node exist at the origin.

(iv) For D\0; the matrix A has three different real eigenvales. There are six
cases at the origin: ð3 : [ : [j -stable node (sink); ð[ : 3 : [j -unstable
node (source); ð2 : 1 : [j and ð1 : 2 : [j -saddles; the ð2 : [ : 1j
boundary of ð2 : 1 : [j -saddle with ð3 : [ : [j -stable node; the ð[ :
2 : 1j boundary of ð1 : 2 : [j -saddle with ð[ : 3 : [j -unstable node;
and the ð1 : 1 : 1j boundary ð2 : 1 : [j -saddle with ð1 : 2 : [j -saddle.

(v) A degenerate equilibrium point is at the origin for detðAÞ ¼ 0:

One of eigenvalues is zero, which is a degenerated case. The total degenerate
cases are given as follows. For the 1-dimensional degenerate case, there are four
basic cases.

B ¼
a b 0
�b a 0
0 0 0

2
4

3
5; and B ¼

k1 0 0
0 k2 0
0 0 0

2
4

3
5: ðA:188Þ

B ¼
k 0 0
0 k 0
0 0 0

2
4

3
5; and B ¼

k b12 0
0 k 0
0 0 0

2
4

3
5: ðA:189Þ

For the two-dimensional degenerate case, there are six basic cases.

A ¼
a11 0 0
0 0 0
0 0 0

2
4

3
5;A ¼

a11 a12 0
0 0 0
0 0 0

2
4

3
5 and A ¼

a11 0 0
0 0 a23

0 0 0

2
4

3
5: ðA:190Þ

A ¼
a11 a12 0
0 0 a23

0 0 0

2
4

3
5;A ¼

a11 0 a13

0 0 a23

0 0 0

2
4

3
5 and A ¼

a11 a12 a13

0 0 a23

0 0 0

2
4

3
5:
ðA:191Þ

Im

Re

Im

Re

Im

Re

(a) (b) (c)

Fig. A.15 Eigenvalue diagrams ðRekk\0 andImkk 6¼ 0; k ¼ 1; 2Þ : a an ð1 : [ : [j1 : [ : [Þ -
stable spiral sink ðk3\0Þ; b an ð[ : [ : 1j1 : [ : [Þ stable focus in ðu1; v1Þ -plane (or a
boundary of spiral sink and spiral saddle) ðk3 ¼ 0Þ; and c an ð[ : 1 : [j1 : [ : [Þ -spiral saddle
(a spiral saddle of the first kind) ðk3 [ 0Þ
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(a) (b) (c)

Fig. A.16 Eigenvalue diagrams ðRekk [ 0 and Imkk 6¼ 0; k ¼ 1; 2Þ : a ð1 : [ : [j[ : 1 : [Þ -
spiral saddle (or spiral saddle of the second) ðk3\0Þ; b an ð[ : [ : 1j[ : 1 : [Þ - unstable focus
in ðu1; v1Þ -plane (or a boundary of spiral source and spiral saddle) ðk3 ¼ 0Þ and c ð[ : 1 :
[j[ : 1 : [Þ -unstable node (or spiral source) ðk3 [ 0Þ

Im

Re

Im

Re

Im

Re

(a) (b) (c)

Fig. A.17 Eigenvalue diagrams ðRekk ¼ 0 andImkk 6¼ 0; k ¼ 1; 2Þ : a an ð1 : [ : [j[ : [ : 1Þ
stable cylindrical spiral ðk3\0Þ; b an ð[ : [ : 1j[ : [ : 1Þ -center inðu1; v1Þ -plane ðk3 ¼ 0Þ;
and c an ð[ : 1 : [j[ : [ : 1Þ unstable cylindrical spiral ðk3 [ 0Þ
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Re

Im

Re

Im

Re

(a) (b) (c)

Fig. A.18 Eigenvalue diagrams for degenerate cases ðk3 ¼ 0 and Imkk 6¼ 0; k ¼ 1; 2Þ: a ð[ :
[ : 1j1 : [ : [Þ stable focus (or spiral sink) in plane ðu1; v1Þ ðRekk\0), b
að[ : [ : 1j[ : [ : 1Þ boundary of sink and source in plane ðu1; v1ÞÞ ðRekk ¼ 0Þ and c ð[ :
[ : 1j[ : 1 : [Þ -spiral source in plane ðu1; v1Þ ðRekk [ 0Þ
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For the three-dimensional degenerate case, there are six basic cases.

A ¼
0 0 0
0 0 0
0 0 0

2
4

3
5;A ¼

0 0 0
0 0 a23

0 0 0

2
4

3
5; and A ¼

0 a12 0
0 0 a23

0 0 0

2
4

3
5: ðA:192Þ
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(a) (b) (c)

Fig. A.19 Eigenvalue diagrams: a ð3 : [ : [j -node (or stable node or sink) ðkk\0; k ¼
1; 2; 3Þ; b ð2 : [ : 1j saddle-node (or a boundary of saddle-stable node) ðkk\0; k ¼ 1; 2 and
k3 ¼ 0Þ and c ð2 : 1 : [j -saddle (or a saddle of the first kind) ðkk\0; k ¼ 1; 2 and k3 [ 0Þ:
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Re

Im

Re

(a) (b) (c)

Fig. A.20 Eigenvalue diagrams: a ð[ : 3 : [j -unstable node (source) ðkk [ 0; k ¼ 1; 2; 3Þ; b
ð[ : 2 : 1j boundary of ð1 : 2 : [j saddle-ð[ : 3 : [j unstable node ðkk [ 0; k ¼ 1; 2 and k3 ¼
0Þ and c ð1 : 2 : [j -saddle (or a saddle of the second kind) ðkk [ 0; k ¼ 1; 2 and k3\0Þ

Im

Re

Im

Re

Im

Re

(a) (b) (c)

Fig. A.21 Eigenvalue diagram: a a ð2 : 1 : [j -saddle (or a saddle of the first kind) ðkk\0; k ¼
1; 2 and k3 [ 0Þ: b a ð1 : 1 : 1j boundary of the ð2 : 1 : [j saddle to ð1 : 2 : [j saddle
ðk1 [ 0; k2 ¼ 0 and k3\0Þ; and c a ð1 : 2 : [j -saddle (or saddle of the second kind)
ðkk [ 0; k ¼ 1; 2 and k3\0Þ
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A ¼
0 a12 a13

0 0 a23

0 0 0

2
4

3
5;A ¼

0 0 a13

0 0 a23

0 0 0

2
4

3
5, and A ¼

0 a12 a23

0 0 0
0 0 0

2
4

3
5: ðA:193Þ

The eigenvalue diagrams are presented in Figs. A.15–A.26 for all possible flows
and boundaries. The distinct eigenvalue diagrams are sketched in Figs. A.15–A.21.
The repeated eigenvalues are presented in Figs. A.22–A.26.
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(d) (e) (f)

Fig. A.22 Eigenvalue diagrams ðk3 [ 0Þ: a ð[ : 3 : [j -unstable node (source) ðkk ¼
k [ 0; k ¼ 1; 2Þ; b an ð[ : 1 : 2j boundary of the ð2 : 1 : [j -saddle to ð[ : 3 : [j -unstable node
ðkk ¼ k ¼ 0; k ¼ 1; 2Þ and c ð2 : 1 : [j -saddle (or a saddle of the first kind) ðkk ¼ k\0; k ¼
1; 2Þ; The reduction froms: d an ð[ : 1 : [j[ : 1 : [Þ -unstable spiral node (spiral source) ðkk ¼
k [ 0; k ¼ 1; 2Þ; e an ð[ : 1 : [j [ : [ : 1Þ boundary of the ð1 : [ : [j[ : 1 : [Þ -spiral
saddle to ð[ : 1 : [j[ : 1 : [Þ -spiral node ðkk ¼ k ¼ 0; k ¼ 1; 2Þ; and f an ð[ : 1 : [j1 : [ :
[Þ -spiral saddle ðkk ¼ k\0; k ¼ 1; 2Þ

Im

Re

Im

Re

31,2 3 1,2

(a) (b)

Fig. A.23 Eigenvalue dia-
grams ðkk ¼ k ¼ 0; k ¼ 1; 2Þ:
a an ð[ : 1 : ½2; 1�j -one-
dimensional unstable source
flows ðk3 [ 0Þ; b a ð1 : [ :
½2; 1�j -one-dimensional sta-
ble sink flows ðk3\0Þ
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Fig. A.24 Eigenvalue diagrams ðk3\0Þ: a a ð3 : [ : [j -stable node (sink) ðkk ¼ k\0; k ¼
1; 2Þ; b a ð1 : [ : 2j boundary of ð1 : 2 : [j -saddle to ð3 : [ : [j -node , or the saddle-node of
the second kind) ðkk ¼ k ¼ 0; k ¼ 1; 2Þ and c ð1 : 2 : [j -saddle (or a saddle of the second kind)
ðkk ¼ k [ 0; k ¼ 1; 2Þ; d a ð1 : [ : [j1 : [ : [Þ -node (stable spiral node or spiral sink)
ðRekk\0; k ¼ 1; 2Þ; e a ð1 : [ : [j[ : [; 1Þ -boundary of ð1 : [ : [j1 : [ : [Þ -saddle to ð1 :
[ : [j[ : [ : 1Þ -saddle, or the spiral saddle-spiral node of the second kind) ðRekk ¼ 0; k ¼
1; 2Þ; and f a ð1 : [ : [j[ : 1 : [Þ -saddle (or a spiral saddle of the second kind)
ðRekk [ 0; k ¼ 1; 2Þ:

Im
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Im

Re

Im

Re

1,2,3 1,2,3
1,2,3

(a) (b) (c)

Fig. A.25 Three repeated eigenvalue diagrams: a a ð3 : [ : [j -stable node ðk1;2;3 ¼ k\0Þ; b
an ð[ : [ : ½3; 2�j boundary of the ð3 : [ : [j -stable node to ð[ : 3 : [j - unstable node
ðk1;2;3 ¼ k ¼ 0Þ and c an ð[ : 3 : [j -unstable node ðk1;2;3 ¼ k[ 0Þ
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It is very difficult to illustrate multiplicity of eigenvalues for nilpotent matrix
Nmþ1 ¼ 0 ðm [ 1Þ: [ can be used ‘‘0’’, and herein [ represents ‘‘no existing’’.
For degenerate cases, most of cases cannot be illustrated through eigenvalue
diagrams. For more detail discussion, the textbook on linear dynamical systems
can be referred to Coddington and Levinson (1955), Hirsch et al (2004), Perko
(1991) and Verhulst (1996).
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Fig. A.26 Eigenvalue diagram ðkk ¼ k\0; k ¼ 1; 2Þ: a a ð3 : [ : [j -stable node ðk3 [ 0Þ; b a
ð2 : [ : 1j boundary of ð2 : 1 : [j -saddle to ð3 : [ : [j -node ðk3 ¼ 0Þ; and c a ð2 : 1 : [j -
saddle ðk3\0Þ: Eigenvalue diagram ðkk ¼ k[ 0; k ¼ 1; 2Þ : d an ð[ : 3 : [j -node ðk3 [ 0Þ;
e an ð[ : 2 : 1j boundary of ð1 : 2 : [j -saddle to ð[ : 3 : [j -node ðk3 ¼ 0Þ; and f a ð1 : 2 : [j -
saddle ðk3\0Þ
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Appendix B
Linear Discrete Dynamical Systems

In this Appendix, the theory of linear discrete dynamical systems will be
presented. The basic iterative solution for linear discrete systems will be presented
first. The iterative solutions based on distinct and repeated eigenvalues will be
discussed. The stability theory for linear discrete dynamical systems will be
presented. Compared to linear continuous systems, the stability of linear discrete
dynamical systems will be discussed from the oscillatory, monotonic and spiral
convergence and divergence. The invariant, flip and circular critical boundaries of
the stability in the specific eigenvector will be classified. The lower-dimensional
linear discrete systems will be discussed.

B.1 Basic Iterative Solutions

Basic concepts of discrete dynamical systems will be presented herein before
further discussion on the iterative solutions and stability.

Definition B.1 Consider a discrete linear dynamical system based on a linear map
P : xk ! xkþ1 with the corresponding relation

xkþ1 ¼ Axk þ B for k 2 Z and xk ¼ ðx1k; x2k; . . .; xnkÞT 2 Rn ðB:1Þ

where A is an n� n matrix and B is a constant vector function. If B ¼ 0; the
discrete linear dynamical system in Eq. (B.1) is homogeneous. Equation (B.1)
becomes

xkþ1 ¼ Axk for k 2 Z and xk 2 Rn ðB:2Þ

which is called a homogeneous linear discrete system. If B 6¼ 0; the linear discrete
dynamical system in Eq. (B.1) is nonhomogeneous, and the corresponding linear
discrete system is an nonhomogeneous, linear, discrete system.

A. C. J. Luo, Regularity and Complexity in Dynamical Systems,
DOI: 10.1007/978-1-4614-1524-4, � Springer Science+Business Media, LLC 2012
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Consider P j : xk ! xkþj with P j ¼ P 
 Pj�1 and P0 ¼ I: With Eq. (B.2), the
final state xkþj of mapping P j is given by

xkþj ¼ Axkþj�1 ¼ . . . ¼ A jxk: ðB:3Þ

For Eq. (B.1), the final state xkþj of mapping P j is given by

xkþj ¼ Axkþj�1 þ B ¼ AðAxkþj�2 þ BÞ þ B ¼ A jx0 þ
Xj�1

m¼0
AmB: ðB:4Þ

If detðI� AÞ 6¼ 0; one obtains
Xj�1

m¼0
AmðI� AÞ ¼ I� A j )

Xj�1

j¼0
Am ¼ ðI� A jÞðI� AÞ�1: ðB:5Þ

Thus, the final state xkþj of mapping P j is given by

xkþj ¼ A jxk þ ðI� A jÞðI� AÞ�1B: ðB:6Þ

Definition B.2 Consider a discrete linear dynamical system based on a linear map
P : xk ! xkþ1 with xkþ1 ¼ Axk þ B in Eq. (B.1). If xkþ1 ¼ xk ¼ x
k ; then the point
x�k is called the fixed point (or period-1 solution) which is determined by

x
k ¼ Ax
k þ B ðB:7Þ

For map P j : xk ! xkþj; if xkþj ¼ xk ¼ x
k ; then the point x
k is called the period-
j solution which is determined by

x
kþ1 ¼ Ax
k þ B;
x
kþ2 ¼ Ax
kþ1 þ B;

..

.

x
kþj ¼ Ax
kþj�1 þ B ¼ x
k :

ðB:8Þ

From the definition, the unique fixed point in Eq. (B.7) is given by

x
k ¼ ðI� AÞ�1B if detðI� AÞ 6¼ 0: ðB:9Þ

(i) If B 6¼ 0 and detðI� AÞ ¼ 0; then the fixed point x
k is no solution.
(ii) If B ¼ 0 and detðI� AÞ 6¼ 0; then the fixed point x
k ¼ 0 is unique.

(iii) If B ¼ 0 and detðI� AÞ ¼ 0; then the fixed point x
k is uncertain.

Equation (B.6) with xkþj ¼ xk ¼ x
k gives

x
k ¼ ðI� AÞ�1B if detðI� A jÞ 6¼ 0: ðB:10Þ

B.2 Linear Discrete Systems with Distinct Eigenvalues

In this section, the solutions for linear discrete dynamical systems with distinct
eigenvalues will be presented.
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Definition B.3 For a linear dynamical system of xkþ1 ¼ Axk in Eq. (B.2), if the
linear matrix A ¼ diag½k1; k2; . . .; kn� is a diagonal matrix, then the linear discrete
dynamical system in Eq. (B.2) is called an uncoupled, linear, discrete homogenous
system. With an initial state of x0; the solution of the uncoupled linear
homogenous system is

xk ¼ diag½kk
1; k

k
2; . . .; kk

n�x0: ðB:11Þ

Theorem B.1 Consider a linear dynamical system xkþ1 ¼ Axk in Eq. (B.2) with
the initial state of xk: If the real distinct eigenvalues of the n� n matrix A are

k1; k2; . . .; kn; then a set of eigenvectors fvð1Þk ; v
ð2Þ
k ; . . .; v

ðnÞ
k g is determined by

ðA� kiIÞvðiÞk ¼ 0: ðB:12Þ

which forms a basis in X � Rn: The eigenvector matrix of P ¼ ½vð1Þk ; v
ð2Þ
k ; . . .; v

ðnÞ
k �

is invertible and

P�1AP ¼ diag½k1; k2; . . .; kn�: ðB:13Þ

Thus, with an initial state of xk; the solution of discrete linear dynamical system in
Eq. (B.2) is

xkþ1 ¼ Pdiag½k1; k2; . . .; kn�P�1xk ¼ PEP�1xk ðB:14Þ

where the diagonal matrix E is given by

E ¼ diag½k1; k2; . . .; kn�: ðB:15Þ

The iteration solution of discrete linear dynamical system in Eq. (B.2) is

xk ¼ Pdiag½kk
1; k

k
2; . . .; kk

n�P�1x0 ¼ PEkP�1x0: ðB:16Þ

Proof Assuming xkþ1 ¼ kxk and xk ¼ cvk; equation (B.2) gives cðA� kIÞvk ¼ 0:

Thus, ðA� kiIÞvðiÞk ¼ 0 yields

½Av
ð1Þ
k ;Av

ð2Þ
k ; . . .;Av

ðnÞ
k � ¼ ½k1v

ð1Þ
k ; k2v

ð2Þ
k ; . . .; knv

ðnÞ
k �:

Deformation of the foregoing equation gives

A½vð1Þk ; v
ð2Þ
k ; . . .; v

ðnÞ
k � ¼ ½v

ð1Þ
k ; v

ð2Þ
k ; . . .; v

ðnÞ
k �diag½k1; k2; . . .; kn�:

Further

AP ¼ Pdiag½k1; k2; . . .; kn�:

The left multiplication of P�1 on both sides of equation yields

P�1AP ¼ P�1Pdiag½k1; k2; . . .; kn� ¼ diag½k1; k2; . . .; kn�:
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Consider a new variable of yk ¼ P�1xk: Thus, application of xk ¼ Pyk to Eq. (B.2)
yields

ykþ1 ¼ P�1xkþ1 ¼ P�1Axk ¼ P�1APyk ¼ diag½k1; k2; . . .; kn�yk:

Using xk ¼ Pyk and yk ¼ P�1xk; we have

xkþ1 ¼ Pdiag½k1; k2; . . .; kn�P�1xk:

where

E ¼ diag½k1; k2; . . .; kn�:

Further, one obtains

xk ¼ ðPEP�1Þkx0 ¼ ðPEkP�1Þx0 ¼ Pdiag½kk
1; k

k
2; . . .; kk

n�P�1x0:

This theorem is proved. �

The eigenvector of vi is assumed as

vi ¼
1
ri

� �
vi: ðB:17Þ

From Eq. (B.12), we have

a11 � ki b1�ðn�1Þ
cðn�1Þ�1 A11 � kiIðn�1Þ�ðn�1Þ

� �
1
ri

� �
vi ¼ 0; ðB:18Þ

where the minor of matrix A is A11; and other vectors are defined by

cðn�1Þ�1 ¼ ðai1Þðn�1Þ�1 ði ¼ 2; 3; . . .; nÞ;
b1�ðn�1Þ ¼ ða1jÞ1�ðn�1Þ ðj ¼ 2; 3; . . .; nÞ;
A11 ¼ ðaijÞðn�1Þ�ðn�1Þ ði; j ¼ 2; 3; . . .; nÞ:

ðB:19Þ

Thus,

ri ¼ ðA11 � kiIðn�1Þ�ðn�1ÞÞ�1cn�1: ðB:20Þ

The solution of discrete linear dynamical system in Eq. (B.2) is

xkþ1 ¼
Xn

i¼1
Cikiv

ðiÞ
k ¼ ½v

ð1Þ
k ; v

ð2Þ
k ; . . .; v

ðnÞ
k �diag½k1; k2; . . .; kn�C

¼ Pdiag½k1; k2; . . .; ; kn�C
ðB:21Þ

where

C ¼ ðC1;C2; . . .;CnÞT: ðB:22Þ

432 Appendix B: Linear Discrete Dynamical Systems



If xkþ1 ¼ xk; diag½k1; k2; . . .; kn� ¼ I: Thus

P�1xk ¼ C: ðB:23Þ

Therefore, the solution is expressed by

xkþ1 ¼ Pdiag½k1; k2; . . .; kn�P�1xk: ðB:24Þ

The two methods give the same expression.

Theorem B.2 Consider a linear dynamical system xkþ1 ¼ Axk in Eq. (B.2) with
the initial state of xk: If the distinct complex eigenvalues of the 2n� 2n matrix

A are ki ¼ ai þ ibi and �ki ¼ ai � ibi ði ¼ 1; 2; . . .; n and i ¼
ffiffiffiffiffiffiffi
�1
p

Þ with

corresponding eigenvectors w
ðiÞ
k ¼ u

ðiÞ
k þ iv

ðiÞ
k and �w

ðiÞ
k ¼ u

ðiÞ
k � iv

ðiÞ
k ; then the

corresponding eigenvectors u
ðiÞ
k and v

ðiÞ
k ði ¼ 1; 2; . . .; nÞ are determined by

A� ðai þ ibiÞIð ÞðuðiÞk þ iv
ðiÞ
k Þ ¼ 0; or

A� ðai � ibiÞIð ÞðuðiÞk � iv
ðiÞ
k Þ ¼ 0

ðB:25Þ

which forms a basis in X � R2n: The corresponding eigenvector matrix of

P ¼ ½uð1Þk ; v
ð1Þ
k ; u

ð2Þ
k ; v

ð2Þ
k ; . . .; u

ðnÞ
k ; v

ðnÞ
k � is invertible and

P�1AP ¼ diagðB1;B2; . . .;BnÞ; ðB:26Þ

where

Bi ¼
ai bi

�bi ai

� �
ði ¼ 1; 2; . . .; nÞ: ðB:27Þ

Thus, with the initial state of xk; the solution of the linear dynamical system in
Eq. (B.2) is

xkþ1 ¼ PEP�1xk ðB:28Þ

where the diagonal matrix E is given by

E ¼ diag E1;E2; . . .;En½ �;

Ei ¼ ri
cos hi sin hi

� sin hi cos hi

� �
;

with ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

i þ b2
i

q
and hi ¼ arctan

bi

ai
;

ai ¼ ri cos hi and bi ¼ ri sin hi:

ðB:29Þ

The iteration solution of the linear dynamical system in Eq. (B.2) is

xk ¼ PEkP�1x0 ¼ PEðkÞP�1x0 ðB:30Þ
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where

EðkÞ ¼ Ek ¼ diag E1ðkÞ;E2ðkÞ; . . .;EnðkÞ½ �;

EiðkÞ ¼ rk
i

cos khi sin khi

� sin khi cos khi

� �
:

ðB:31Þ

Proof Assuming xkþ1 ¼ kxk and xk ¼ cvk; equation (B.2) gives cðA� kIÞvk ¼ 0:
Since detðA� kIÞ ¼ 0 gives ki ¼ ai þ ibi and �ki ¼ ai � ibi: From Eq. (B.25), we
have

ðA� aiIÞuðiÞk þ biIv
ðiÞ
k ¼ 0;

� biIuðiÞk þ ðA� aiIÞvðiÞk ¼ 0:

AuðiÞk ¼ ðu
ðiÞ
k ; v

ðiÞ
k Þ

ai

�bi

� �
and Av

ðiÞ
k ¼ ðu

ðiÞ
k ; v

ðiÞ
k Þ

bi

ai

� �
:

AðuðiÞk ; v
ðiÞ
k Þ ¼ ðu

ðiÞ
k ; v

ðiÞ
k Þ

ai bi

�bi ai

� �
:

Assembling AðuðiÞk ; v
ðiÞ
k Þ for ði ¼ 1; 2; . . .; nÞ gives

AP ¼ Pdiagð
a1 b1

�b1 a1

� �
;

a2 b2

�b2 a2

� �
; . . .;

an bn

�bn an

� �
Þ

¼ PdiagðE1;E2; . . .;EnÞ

where

Ei ¼ ri
cos hi sin hi

� sin hi cos hi

� �
;

ai ¼ ri cos hi and bi ¼ ri sin hi;

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

i þ b2
i

q
and hi ¼ arctan

bi

ai
;

P ¼ ðuð1Þk ; v
ð1Þ
k ; u

ð2Þ
k ; v

ð2Þ
k ; . . .; u

ðnÞ
k ; v

ðnÞ
k Þ:

The left multiplication of P�1 on both sides of equation yields

P�1AP ¼ P�1PdiagðE1;E2; . . .;EnÞ
¼ diagðE1;E2; . . .;EnÞ:

Consider a new variable yk ¼ P�1xk: Thus, application of xk ¼ Pyk to Eq. (B.2)
yields

ykþ1 ¼ P�1xkþ1 ¼ P�1Axk ¼ P�1APyk

¼ diagðE1;E2; . . .;EnÞyk:
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Using xk ¼ Pyk and yk ¼ P�1xk; we have

xkþ1 ¼ Pdiag E1;E2; . . .;En½ �P�1xk ¼ PEP�1xk:

Therefore,

xk ¼ ðPEP�1Þkx0 ¼ PEkP�1x0 ¼ PEðkÞP�1x0:

where

EðkÞ ¼ Ek ¼ diag E1ðkÞ;E2ðkÞ; . . .;EnðkÞ½ �;

EiðkÞ ¼ rk
i

cos khi sin khi

� sin khi cos khi

� �

This theorem is proved. �

The conjugate complex eigenvectors are assumed as

u
ðiÞ
k þ iv

ðiÞ
k ¼ CðiÞk

1
r
ðiÞ
k

� �
and u

ðiÞ
k � iv

ðiÞ
k ¼ �CðiÞk

1
�r
ðiÞ
k

� �
ðB:32Þ

where the conjugate complex constants are assumed as

CðiÞk ¼
1
2
ðMðiÞk � iNðiÞk Þ and �CðiÞk ¼

1
2
ðMðiÞk þ iNðiÞk Þ:

rðiÞk ¼ UðiÞk þ iVðiÞk and �r
ðiÞ
k ¼ UðiÞk � iV ðiÞk :

ðB:33Þ

From Eq. (B.25), we have

a11 � ai � ibi b1�ðn�1Þ

cðn�1Þ�1 A11 � ðai þ ibiÞIðn�1Þ�ðn�1Þ

" #
1

r
ðiÞ
k

( )
CðiÞk ¼ 0: ðB:34Þ

Thus, the foregoing equation gives

cþ ½ðA11 � aiIÞ � ibiI�r
ðiÞ
k ¼ 0; ðB:35Þ

r
ðiÞ
k ¼ ðA11 � aiIÞ2 þ b2

i I
h i�1

ðA11 � aiIÞ þ ibiI½ �cðiÞk ¼ U
ðiÞ
k þ iV

ðiÞ
k ðB:36Þ

where

U
ðiÞ
k ¼ ðA11 � aiIÞ2 þ b2

i I
h i�1

ðA11 � aiIÞcðiÞk ;

V
ðiÞ
k ¼ ðA11 � aiIÞ2 þ b2

i I
h i�1

bic
ðiÞ
k :

ðB:37Þ
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The solution of the linear dynamical system in Eq. (B.2) is

xkþ1 ¼
Xn

i¼1
CðiÞk ðu

ðiÞ
k þ iv

ðiÞ
k Þðai þ ibiÞ þ �CðiÞk ðu

ðiÞ
k � iv

ðiÞ
k Þðai � ibiÞ

¼
Xn

i¼1
ri

MðiÞk

MðiÞk U
ðiÞ
k þ NðiÞk V

ðiÞ
k

( )
cos hi

"
þ

NðiÞk

NðiÞk U
ðiÞ
k �MðiÞk V

ðiÞ
k

( )
sin hi

#

¼
Xn

i¼1
ðui; viÞri

cos hi sin hi

� sin hi cos hi

� �
MðiÞk

NðiÞk

( )

¼ PEC

ðB:38Þ

where

P ¼ ½u1; v1; . . .; un; vn�;E ¼ diag E1;E2; . . .;En½ �;
C ¼ ðM1;N1; . . .;Mn;NnÞT;

Ei ¼ ri cos hi sin hi

� sin hi cos hi

� �
; u
ðiÞ
k ¼

1

U
ðiÞ
k

� �
and v

ðiÞ
k ¼

0

V
ðiÞ
k

� �
:

ðB:39Þ

With the initial state of xkþ1 ¼ xk; one obtains E ¼ I: Thus,

C ¼ P�1xk: ðB:40Þ

Therefore, the solution is expressed by

xkþ1 ¼ Pdiag½E1;E2; . . .;En�P�1xk ¼ PEP�1xk: ðB:41Þ

The two methods give the same expression.

Theorem B.3 Consider a linear dynamical system xkþ1 ¼ Axk in Eq. (B.2) with
the initial state of xk: If the distinct complex eigenvalues of the n� n matrix A are

ki ¼ ai þ ibi and �ki ¼ ai � ibi ði ¼ 1; 2; . . .; p and i ¼
ffiffiffiffiffiffiffi
�1
p

Þ with corresponding

eigenvectors w
ðiÞ
k ¼ u

ðiÞ
k þ iv

ðiÞ
k and �w

ðiÞ
k ¼ u

ðiÞ
k � iv

ðiÞ
k ; and ðn� 2pÞ distinct real

eigenvalues of k2pþ1; k2pþ2; . . .; kn; then the corresponding eigenvectors u
ðiÞ
k and

v
ðiÞ
k for complex eigenvalues ðki; �kiÞ ði ¼ 1; 2; . . .; pÞ are determined by

A� ðai þ ibiÞIð ÞðuðiÞk þ iv
ðiÞ
k Þ ¼ 0; or

A� ðai � ibiÞIð ÞðuðiÞk � iv
ðiÞ
k Þ ¼ 0

ðB:42Þ

and a set of corresponding eigenvectors fvð2pþ1Þ
k ; v

ð2pþ2Þ
k ; . . .; v

ðnÞ
k g is determined

by

ðA� kiIÞvðiÞk ¼ 0 ðB:43Þ
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which forms a basis in X � Rn: The eigenvector matrix of

P ¼ ½uð1Þk ; v
ð1Þ
k ; u

ð2Þ
k ; v

ð2Þ
k ; . . .; u

ðpÞ
k ; v

ðpÞ
k ; v

ð2pþ1Þ
k ; v

ð2pþ2Þ
k ; . . .; v

ðnÞ
k � ðB:44Þ

is invertible and

P�1AP ¼ diagðE1;E2; . . .;Ep; k2pþ1; k2pþ2; . . .; knÞ: ðB:45Þ

where

Ei ¼ ri
cos hi sin hi

� sin hi cos hi

� �
ði ¼ 1; 2; . . .; nÞ: ðB:46Þ

Thus, with an initial state of xk; the solution of linear dynamical system in
Eq. (B.2) is

xkþ1 ¼ Pdiag½E1;E2; . . .;Ep; k2pþ1; k2pþ2; . . .; kn�P�1xk

¼ PEP�1xk:
ðB:47Þ

The iterative solution of linear dynamical system in Eq. (B.2) is

xk ¼ Pdiag½E1ðkÞ;E2ðkÞ; . . .;EpðkÞ; kk
2pþ1; k

k
2pþ2; . . .; kk

n�P�1x0

¼ PEðkÞP�1x0

ðB:48Þ

where

EiðkÞ ¼ rk
i

cos khi sin khi

� sin khi cos khi

� �
ði ¼ 1; 2; . . .; nÞ: ðB:49Þ

Proof The proof of the theorem is from the proof of Theorems B.1 and B.2. �

B.3 Linear Discrete Systems with Repeated Eigenvalues

In this section, the solution for a discrete dynamical system possessing repeated
eigenvalues will be discussed. The case of repeated real eigenvalues will be
discussed first, and then the case of repeated complex eigenvalues will be
presented. Finally, the solutions for nonhomogeneous discrete dynamical systems
will be presented.

Theorem B.4 Consider a linear dynamical system xkþ1 ¼ Axk in Eq. (B.2) with
the initial state of xk: There is a repeated eigenvalue ki with m-times among the
real eigenvalues k1; k2; . . .; kn of the n� n matrix A: If a set of generalized

eigenvectors fvð1Þk ; v
ð2Þ
k ; . . .; v

ðnÞ
k g forms a basis in X � Rn: The eigenvector matrix

of P ¼ ½vð1Þk ; v
ð2Þ
k ; . . .; v

ðnÞ
k � is invertible. For the repeated eigenvalue ki; the matrix

A can be decomposed by
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A ¼ Sþ N ðB:50Þ

where

P�1SP ¼ diag½ki�n�n; ðB:51Þ

the matrix N ¼ A� S is nilpotent of order m� n ðNm ¼ 0Þ with SN ¼ NS:

P�1AP ¼ diag½k1; . . .; ki�1; ki; . . .; ki|fflfflfflfflffl{zfflfflfflfflffl}
m

; kiþm; . . .; kn�: ðB:52Þ

Thus, with an initial state of xkþ1 ¼ xk; the solution of the discrete linear
dynamical system in Eq. (B.2) is

xkþ1 ¼ P½Eþ ðP�1NPÞ�P�1xk ðB:53Þ

where

E ¼ diag½k1; . . .; ki�1; ki; . . .; ki|fflfflfflfflffl{zfflfflfflfflffl}
m

; kiþm; . . .; kn�: ðB:54Þ

The iterative solution of linear dynamical system in Eq. (B.2) is

xk ¼ P Eþ ðP�1NPÞ

 �k

P�1x0: ðB:55Þ

Proof For the repeated real eigenvalue ki of the matrix A; consider the
corresponding solution as

x
ðiþjÞ
kþ1 ¼ �CðiþjÞ

kþ1 v
ðiþjÞ
k þ kiC

ðiþjÞ
k v

ðiþjÞ
k ;

x
ðiþjÞ
k ¼ CðiþjÞ

k v
ðiþjÞ
k ;

�CðiþjÞ
kþ1 v

ðiþjÞ
k þ kiC

ðiþjÞ
k v

ðiþjÞ
k ¼ ACðiþjÞ

k v
ðiþjÞ
k :

Therefore,

�CðiþjÞ
kþ1 v

ðiþjÞ
k ¼ ðA� kiIÞCðiþjÞ

k v
ðiþjÞ
k :

Consider the constant vector and eigenvector matrix as

C
ðiþjÞ
k ¼ ð0; . . .; 0|fflfflffl{zfflfflffl}

iþj�1

;CðiþjÞ
k ; 0; . . .; 0|fflfflffl{zfflfflffl}

n�i�j

ÞT; �C
ðiþjÞ
kþ1 ¼ ð0; . . .; 0|fflfflffl{zfflfflffl}

iþj�1

; �CðiþjÞ
kþ1 ; 0; . . .; 0|fflfflffl{zfflfflffl}

n�i�j

ÞT;

P ¼ ðvð1Þk ; . . .; v
ði�1Þ
k ; v

ðiÞ
k ; . . .; v

ðiþm�1Þ
k , v

ðiþmÞ
k ; . . .; v

ðnÞ
k Þ:

Thus

P�C
ðiþjÞ
kþ1 ¼ ðA� kiIÞPCðiþjÞ

k ) �C
ðiþjÞ
kþ1 ¼ P�1ðA� kiIÞPCðiþjÞ

k :
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Let A ¼ Sþ N; thus

�C
ðiþjÞ
kþ1 ¼ P�1ðA� kiIÞPCðiþjÞ

k

¼ P�1ðSþ N� kiIÞPCðiþjÞ
k

¼ ðP�1SP� kiIþ P�1NPÞCðiþjÞ
k :

Because of P�1SP ¼ diag½ki�; the solution of the foregoing equation is

�C
ðiþjÞ
kþ1 ¼ ðP�1NPÞCðiþjÞ

k :

Thus,

x
ðiÞ
kþ1 ¼

Xm�1

j¼0
ð�CðiþjÞ

kþ1 þ kiC
ðiþjÞ
k ÞvðiþjÞ

k

¼ kiPCðiÞk þ P�C
ðiþjÞ
kþ1 ¼ P½kiIþ ðP�1NPÞ�CðiÞk :

Let

C ¼ ðC1; . . .;Ci�1;Ci; . . .;Ci|fflfflfflfflffl{zfflfflfflfflffl}
m

;Ciþm; . . .;CnÞT;

P ¼ ðv1 ; . . .; vi�1; vi; . . .; viþm�1|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
m

; vjþm; . . .; vnÞ:

Thus, there is a relation

P�1AP ¼ diag½k1; . . .; ki�1; ki; . . .; ki|fflfflfflfflffl{zfflfflfflfflffl}
m

; kiþm; . . .; kn�;

and the resultant solution is

xkþ1 ¼ x
ð1Þ
k þ . . .þ x

ði�1Þ
k þ x

ðiÞ
k þ x

ðiþ1Þ
k þ . . .þ x

ðiþm�1Þ
k|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

m

þx
ðiþmÞ
k þ . . .þ x

ðnÞ
k

xkþ1 ¼ P½diagðk1; . . .; ki�1; ki; . . .; ki|fflfflfflfflffl{zfflfflfflfflffl}
m

; kiþm; . . .; knÞ þ ðP�1NPÞ�P�1xk

¼ P Eþ ðP�1NPÞ

 �

P�1xk

where

E ¼ diagðk1; . . .; ki�1; ki; . . .; ki|fflfflfflfflffl{zfflfflfflfflffl}
m

; kiþm; . . .; knÞ:

Therefore, the iterative solution of linear dynamical system in Eq. (B.2) is

xk ¼ P Eþ ðP�1NPÞ

 �k

P�1x0:
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This theorem is proved. �

Consider the solution for repeated eigenvalues of a linear dynamical system as

x
ðiþjÞ
kþ1 ¼ kiC

ðiþjÞ
k v

ðiþjÞ
k þ Cðiþjþ1Þ

k v
ðiþjþ1Þ
k

ðj ¼ 0; 1; . . .;m� 2Þ:
ðB:56Þ

Submission of (B.56) into xkþ1 ¼ Axk in Eq. (B.2) gives
Xm�1

j¼0
ðA� kiIÞðCðiþjÞ

k v
ðiþjÞ
k Þ þ ðCðiþjþ1Þ

k v
ðiþjþ1Þ
k Þ ¼ 0: ðB:57Þ

Thus

ðA� kiIÞðCðiþjÞ
k v

ðiþjÞ
k Þ � ðCðiþjþ1Þ

k v
ðiþjþ1Þ
k Þ ¼ 0

ðj ¼ 0; 1; 2; . . .;m� 2Þ:
ðB:58Þ

With ðA� kiIÞvðiþm�1Þ
k ¼ 0; once eigenvectors are determined, the constants CðiþjÞ

k

are obtained. On the other hand, let

CðiþjÞ
k ¼ Cðiþjþ1Þ

k : ðB:59Þ

Thus, one obtains

ðA� kiIÞvðiþm�1Þ
k ¼ 0;

ðA� kiIÞvðiþjÞ
k ¼ v

ðiþjþ1Þ
k ðj ¼ 0; 1; 2; . . .;m� 2Þ:

ðB:60Þ

Deformation of Eq. (B.60) gives

Av
ðiþm�1Þ
k ¼ kiv

ðiþm�1Þ
k ;

Av
ðiþjÞ
k ¼ kiv

ðiþjÞ
k þ v

ðiþjþ1Þ
k ðj ¼ 0; 1; 2; . . .;m� 2Þ;

Að0; . . .; 0; v
ðiÞ
k ; v

ðiþ1Þ
k ; . . .; v

ðiþm�1Þ
k ; 0; . . .; 0Þ

¼ ð0; . . .; 0; v
ðiÞ
k ; v

ðiþ1Þ
k ; . . .; v

ðiþm�1Þ
k ; 0; . . .; 0ÞBðiÞ;

ðB:61Þ

where the Jordan matrix is

BðiÞ ¼ diagð0ði�1Þ�ði�1Þ;B
ðiÞ
k ; 0ðn�m�iþ1Þ�ðn�m�iþ1ÞÞ;

B
ðiÞ
k ¼

ki 0 0 . . . 0 0

1 ki 0 . . . 0 0

0 1 ki . . . 0 0

..

. ..
. ..

.
. . . ..

. ..
.

0 0 0 . . . ki 0

0 0 0 . . . 1 ki

2
6666666664

3
7777777775

m�m

:
ðB:62Þ
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Thus

AP ¼ Pdiagðk1; . . .;ki�1;B
ðiÞjm�m; kiþm; . . .; knÞ;

P�1AP ¼ diagðk1; . . .; ki�1;B
ðiÞjm�m; kiþm; . . .knÞ;

ðB:63Þ

where

P ¼ ðvð1Þk ; . . .; v
ði�1Þ
k ; v

ðiÞ
k ; v

ðiþ1Þ
k ; . . .; v

ðiþm�1Þ
k ; v

ðiþmÞ
k ; . . .; v

ðnÞ
k Þ

¼ ðvð1Þk ; v
ð2Þ
k ; . . .; v

ðnÞ
k Þ:

ðB:64Þ

With Eqs. (B.59), Eq. (B.56) becomes

x
ðiÞ
kþ1 ¼

Xm�1

j¼0
kiC

ðiþjÞ
k v

ðiþjÞ
k þ ðCðiþjþ1Þ

k v
ðiþjþ1Þ
k Þ

¼ ðvð1Þk ; . . .; v
ði�1Þ
k ; v

ðiÞ
k ; v

ðiþ1Þ
k ; . . .; v

ðiþm�1Þ
k ; v

ðiþmÞ
k ; . . .; v

ðnÞ
k ÞBkCk

¼ PBkCk:

ðB:65Þ

Ck ¼ ðCð1Þk ; . . .;Cði�1Þ
k ;CðiÞk ; . . .;Cðiþm�1Þ

k|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
m

;CðiþmÞ
k ; . . .;CðnÞk Þ

T;

Bk ¼ diagð0ði�1Þ�ði�1Þ;B
ðiÞ
k ; 0ðn�i�mþ1Þ�ðn�i�mþ1ÞÞ:

ðB:66Þ

Therefore,

xkþ1 ¼
Xi�1

j¼1
x
ðjÞ
kþ1 þ x

ðiÞ
kþ1 þ

Xn

j¼iþm�1
x
ðjÞ
kþ1

¼ Pdiagðk1; . . .; ki�1; 0; . . .; 0|fflfflffl{zfflfflffl}
m

; kiþm; . . .; knÞCk

þ Pdiagð0ði�1Þ�ði�1Þ;B
ðiÞ
k ; 0ðn�i�mþ1Þ�ðn�i�mþ1ÞÞCk

ðB:67Þ

where
�E ¼ diagðk1; . . .; ki�1;B

ðiÞ
k ; kiþm; . . .; knÞ: ðB:68Þ

If xkþ1 ¼ xk; diag½k1; k2; . . .; kn� ¼ I: Thus,

P�1xk ¼ Ck: ðB:69Þ

One obtains
xkþ1 ¼ P�EP�1xk ¼ P�EP�1xk: ðB:70Þ

Deformation of �E gives
�E ¼ diagðk1; . . .; ki�1; 0; . . .; 0|fflfflffl{zfflfflffl}

m

; kiþm; . . .; knÞ

þdiagð0; . . .; 0;BðiÞ



m�m

; 0; . . .; 0Þ
ðB:71Þ

and

BðiÞ ¼ ðkiIþ PNP�1Þ: ðB:72Þ
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where

N ¼ diagð0ði�1Þ�ði�1Þ; �Njm�m; 0ðn�i�mþ1Þ�ðn�i�mþ1ÞÞ: ðB:73Þ

The m� m nilpotent matrix of order m is

�N ¼

0 0 0 . . . 0 0
1 0 0 . . . 0 0
0 1 0 . . . 0 0
..
. ..

. ..
.

. . . ..
. ..

.

0 0 0 . . . 0 0
0 0 0 . . . 1 0

2
6666664

3
7777775

m�m

: ðB:74Þ

Finally,

xkþ1 ¼ P Eþ P�1NP

 �

P�1xk ðB:75Þ

where

E ¼ diagðk1; . . .; ki�1; ki; . . .; ki|fflfflfflfflffl{zfflfflfflfflffl}
m

; kiþm; . . .; knÞ: ðB:76Þ

Therefore, the iterative solution is

xk ¼ P Eþ P�1NP

 �k

P�1x0 ðB:77Þ

where

N ¼ diagð0ði�1Þ�ði�1Þ; �Njm�m; 0ðn�i�mþ1Þ�ðn�i�mþ1ÞÞ;
N2 ¼ diagð0ði�1Þ�ði�1Þ; �N

2jm�m; 0ðn�i�mþ1Þ�ðn�i�mþ1ÞÞ;

..

.

Nm�1 ¼ diagð0ði�1Þ�ði�1Þ; �N
m�1jm�m; 0ðn�i�mþ1Þ�ðn�i�mþ1ÞÞ:

ðB:78Þ

The m� m nilpotent matrix of order m (i.e.,�NÞ has

�N
2 ¼

0 0 0 . . . 0 0
0 0 0 . . . 0 0
1 0 0 . . . 0 0
0 1 0 . . . 0 0
..
. ..

. ..
. ..

. ..
. ..

.

0 0 0 . . . 0 0

2
6666664

3
7777775

m�m

; � � �; �N
m�1 ¼

0 0 0 . . . 0 0
0 0 0 . . . 0 0
0 0 0 . . . 0 0
..
. ..

. ..
.

. . . ..
. ..

.

0 0 0 . . . 0 0
1 0 0 . . . 0 0

2
6666664

3
7777775

m�m

:

ðB:79Þ

Theorem B.5 Consider a discrete linear dynamical system xkþ1 ¼ Axk in
Eq. (B.2) with the initial state of xk: A pair of repeated complex eigenvalue with
m-times among the n-pairs of complex eigenvalues of the 2n� 2n matrix A is
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kj ¼ aj þ ibj and �kj ¼ aj � ibj ðj ¼ 1; 2; . . .; n and i ¼
ffiffiffiffiffiffiffi
�1
p

Þ: The corresponding
eigenvectors are wj ¼ uj þ ivj and �wj ¼ uj � ivj: If the corresponding eigenvector
matrix of P ¼ ½u1; v1; u2; v2; . . .; un; vn� is invertible as a basis in X � R2n: For the
repeated complex eigenvalue kj; the matrix A can be decomposed by

A ¼ Sþ N ðB:80Þ

where

P�1SP ¼ diagð aj bj

�bj aj

� �
Þn�n; ðB:81Þ

the matrix N ¼ A� S is nilpotent of order m� n (i.e., Nm ¼ 0Þ with SN ¼ NS:

P�1AP ¼ diag½B1; . . .;Bi�1;Bi; . . .;Bi|fflfflfflfflffl{zfflfflfflfflffl}
m

;Biþm; . . .;Bn� ðB:82Þ

where

Bk ¼
ak bk

�bk ak

� �
ðk ¼ 1; 2; . . .; nÞ: ðB:83Þ

Thus, with an initial state of x0; the solution of linear dynamical system in
Eq. (B.2) is

xkþ1 ¼ P Eþ ðP�1NPÞ

 �

P�1xk ðB:84Þ

where the diagonal matrix E is given by

E ¼ diag½E1; . . .;Ei�1;Ei; . . .;Ei|fflfflfflfflffl{zfflfflfflfflffl}
m

;Eiþm; . . .;En�;

Ej ¼ rj
cos hj sin hj

� sin hj cos hj

� �
ðj ¼ 1; 2; . . .; nÞ:

ðB:85Þ

The iterative solution of linear dynamical system in Eq. (B.2) is

xk ¼ P Eþ ðP�1NPÞ

 �k

P�1x0: ðB:86Þ

Proof Consider a pair of repeated complex eigenvalues with kj ¼ ai þ ibj and
�kj ¼ ai � ibj of the matrix A; the method of coefficient variation should be
adopted. Thus a pair of solutions relative to the two conjugate complex eigenvalue
is given by

x
ðiþjÞ
ðkþ1Þþ ¼ C

ðiþjÞ
k ðai þ ibiÞ þ B

ðiþjÞ
kþ1 and x

ðiþjÞ
ðkþ1Þ� ¼ �C

ðiþjÞ
k ðai � ibiÞ þ �B

ðiþjÞ
kþ1 :

Assume the coefficient vectors for complex eigenvalues as
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C
ðiþjÞ
k ¼ U

ðiþjÞ
k þ iV ðiþjÞ

k ¼ 1
2
ðUðiþjÞ

k � iV ðiþjÞ
k ÞðuðiþjÞ

k þ ivðiþjÞ
k Þ

¼ 1
2
ðUðiþjÞ

k u
ðiþjÞ
k þ VðiþjÞ

k v
ðiþjÞ
k Þ � 1

2
iðV ðiþjÞ

k u
ðiþjÞ
k � UðiþjÞ

k v
ðiþjÞ
k Þ;

B
ðiþjÞ
kþ1 ¼ ~U

ðiþjÞ
kþ1 þ i~V

ðiþjÞ
kþ1 ¼

1
2
ð~UðiþjÞ

kþ1 � i~V ðiþjÞ
kþ1 Þðu

ðiþjÞ
k þ ivðiþjÞ

k Þ

¼ 1
2
ð~UðiþjÞ

kþ1 u
ðiþjÞ
k þ ~VðiþjÞ

kþ1 v
ðiþjÞ
k Þ � 1

2
ið~V ðiþjÞ

kþ1 u
ðiþjÞ
k � ~UðiþjÞ

kþ1 v
ðiþjÞ
k Þ;

and

�C
ðiþjÞ
k ¼ U

ðiþjÞ
k � iV ðiþjÞ

k ¼ 1
2
ðUðiþjÞ

k þ iV ðiþjÞ
k ÞðuðiþjÞ

k � ivðiþjÞ
k Þ

¼ 1
2
ðUðiþjÞ

k u
ðiþjÞ
k þ VðiþjÞ

k v
ðiþjÞ
k Þ þ 1

2
iðV ðiþjÞ

k u
ðiþjÞ
k � UðiþjÞ

k v
ðiþjÞ
k Þ;

�B
ðiþjÞ
kþ1 ¼ ~U

ðiþjÞ
kþ1 � i~V

ðiþjÞ
kþ1 ¼

1
2
ð~UðiþjÞ

kþ1 þ i~V ðiþjÞ
kþ1 Þðu

ðiþjÞ
k � ivðiþjÞ

k Þ

¼ 1
2
ð~UðiþjÞ

kþ1 u
ðiþjÞ
k þ ~V ðiþjÞ

kþ1 v
ðiþjÞ
k Þ þ 1

2
ið~V ðiþjÞ

kþ1 u
ðiþjÞ
k � ~UðiþjÞ

kþ1 v
ðiþjÞ
k Þ:

Thus,

x
ðiþjÞ
ðkþ1Þþ þx

ðiþjÞ
ðkþ1Þ� ¼C

ðiþjÞ
k ðaiþ ibiÞþ �C

ðiþjÞ
k ðai� ibiÞþB

ðiþjÞ
k þ �B

ðiþjÞ
k

¼ðUðiþjÞ
k þ iV

ðiþjÞ
k Þðaiþ ibiÞþðU

ðiþjÞ
k � iV

ðiþjÞ
k Þðai� ibiÞ

þð~UðiþjÞ
kþ1 þ i~V

ðiþjÞ
kþ1 Þþð~U

ðiþjÞ
kþ1 � i~V

ðiþjÞ
kþ1 Þ

¼ ðuðiþjÞ
k ;v

ðiþjÞ
k Þ

ai bi

�bi ai

" #
UðiþjÞ

k

V ðiþjÞ
k

8<
:

9=
;þðu

ðiþjÞ
k ;v

ðiþjÞ
k Þ

~UðiþjÞ
kþ1

~V ðiþjÞ
kþ1

8<
:

9=
;:

Further,

AðxðiþjÞ
kþ þ x

ðiþjÞ
k� Þ ¼ AðuðiþjÞ

k ; v
ðiþjÞ
k Þ ai bi

�bi ai

� �
UðiþjÞ

k

V ðiþjÞ
k

( )
:

The equation of x
ðiÞ
ðkþ1Þþ þ x

ðiÞ
ðkþ1Þ� ¼ AðxðiÞkþ þ x

ðiÞ
k�Þ gives

ðuðiþjÞ
k ; v

ðiþjÞ
k Þð

~UðiþjÞ
kþ1

~V ðiþjÞ
kþ1

8<
:

9=
;Þ ¼ A�

aj bj

bj aj

" #
I2n�2n

( )
ðuðiþjÞ

k ; v
ðiþjÞ
k Þ

UðiþjÞ
kþ1

VðiþjÞ
kþ1

8<
:

9=
;:

Consider the constant vector and eigenvector matrix as
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D
ðiþjÞ
k ¼ ð0; 0; . . .; 0; 0;UðiþjÞ

k ;VðiþjÞ
k ; 0; 0; . . .; 0; 0ÞT1�2n;

~D
ðiþjÞ
kþ1 ¼ ð0; 0; . . .; 0; 0; ~UðiþjÞ

kþ1 ;
~VðiþjÞ

kþ1 ; 0; 0; . . .; 0; 0ÞT1�2n;

P ¼ ðu1; v1 ; . . .; ui; vi; . . .; un; vnÞ:

Thus

P~D
ðiþjÞ
kþ1 ¼ ðA�

ai bi

�bi ai

� �
I2n�2nÞPD

ðiþjÞ
k :

Let A ¼ Sþ N; thus

~D
ðiþjÞ
kþ1 ¼ ðP�1SP� BiI2n�2n þ P�1NPÞDðiþjÞ

k

where

Bi ¼
ai bi

�bi ai

� �
; I2�2 ¼

1 0

0 1

� �
and

I2n�2n ¼ diagðI2�2; I2�2; . . .; I2�2Þn�n:

Because of

P�1SP ¼ diagð ai �bi

bi ai

� �
Þn�n ¼ diagðBiÞn�n ¼ BiI2n�2n;

the solution of the foregoing equation is

~D
ðiþjÞ
kþ1 ¼ ðP�1NPÞDðiþjÞ

k :

Further

x
ðiÞ
ðkþ1Þþ þ x

ðiÞ
ðkþ1Þ� ¼ Pð coshj sinhj

� sin hj coshj

� �
I2m�2m þ P�1NPÞDðjÞk :

Consider the total solution of the complex eigenvalues. Let

Dk ¼ ðUð1Þk ;Vð1Þk ; . . .;Uði�1Þ
k ;Vði�1Þ

k ;UðiÞk ;V
ðiÞ
k ; . . .;Uðiþm�1Þ

k ;V ðiþm�1Þ
k|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

m

;

UðiþmÞ
k ;V ðiþmÞ

k ; . . .UðnÞk ;V ðnÞk Þ
T:

Thus, there is a relation

P�1AP ¼ diag½B1; . . .;Bi�1;Bi; . . .;Bi|fflfflfflfflffl{zfflfflfflfflffl}
m

;Bjþm; . . .;Bn�

and, the resultant solution for the repeated eigenvalues is
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xkþ1 ¼
Xn

l¼0
ðxðlÞðkþ1Þþ þ x

ðlÞ
ðkþ1Þ�Þð1� dj

lÞ þ
Xm�1

j¼0
ðxðjÞðkþ1Þþ þ x

ðjÞ
ðkþ1Þ�Þ

¼ P Eþ ðP�1NPÞ

 �

Dk:

where the diagonal matrix E is given by

E ¼ diag½E1; . . .;Ei�1;Ei; . . .;Ei|fflfflfflfflffl{zfflfflfflfflffl}
m

;Eiþm; . . .;En�;

Ej ¼ rj
cos hj sin hj

� sin hj cos hj

� �
ðj ¼ 1; 2; . . .; nÞ:

For k ¼ 0; using xkþ1 ¼ xk gives E = I and one obtains Dk ¼ P�1xk: Thus, the
solution is

xkþ1 ¼ P Eþ ðP�1NPÞ

 �

P�1xk:

The iterative solution is

xk ¼ P Eþ ðP�1NPÞ

 �k

P�1x0:

This theorem is proved. �

Consider the solution for repeated eigenvalues of a linear dynamical system as

x
ðiÞ
ðkþ1Þþ ¼

Xm�1

j¼0
CðiþjÞ

k c
ðiþjÞ
k ðaj þ ibjÞ þ Cðiþjþ1Þ

k c
ðiþjþ1Þ
k ;

x
ðiÞ
ðkþ1Þ� ¼

Xm�1

j¼0
�CðiþjÞ

k �c
ðiþjÞ
k ðaj � ibjÞ þ �Cðiþjþ1Þ

k �c
ðiþjþ1Þ
k :

ðB:87Þ

Submission of Eq. (B.87) into x
ðiþjþ1Þ
ðkþ1Þþ ¼ Ax

ðiþjÞ
kþ and x

ðiþjþ1Þ
ðkþ1Þ� ¼ Ax

ðiþjÞ
k� gives

Xm�1

j¼0
½A� ðaj þ ibjÞI2n�2n�CðiþjÞ

k c
ðiþjÞ
k � Cðiþjþ1Þ

k c
ðiþjþ1Þ
k ¼ 0;

Xm�1

j¼0
½A� ðaj � ibjÞI2n�2n��CðiþjÞ

k �c
ðiþjÞ
k � �Cðiþjþ1Þ

k �c
ðiþjþ1Þ
k ¼ 0:

ðB:88Þ

Thus

½A� ðaj þ ibjÞI2n�2n�CðiþjÞ
k c

ðiþjÞ
k � Cðiþjþ1Þ

k c
ðiþjþ1Þ
k ¼ 0;

½A� ðaj þ ibjÞI2n�2n��CðiþjÞ
k �c

ðiþjÞ
k � �Cðiþjþ1Þ

k �c
ðiþjþ1Þ
k ¼ 0

ði ¼ 0; 1; 2; . . .m� 2Þ:

ðB:89Þ

With ½A� ðaj þ ibjÞI2n�2n�cðiþm�1Þ
k ¼ 0 and ½A� ðaj � ibjÞI2n�2n��cðiþm�1Þ

k ¼ 0;

once eigenvectors are determined, the constants CðjÞk are obtained. On the other
hand, let

Cðiþjþ1Þ
k ¼ CðiþjÞ

k and �CðiþjÞ
k ¼ �Cðiþjþ1Þ

k : ðB:90Þ

Thus, one obtains
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½A� ðaj þ ibjÞI2n�2n�cðiþm�1Þ
k ¼ 0;

½A� ðaj þ ibjÞI2n�2n�cðiþjÞ
k � c

ðiþjþ1Þ
k ¼ 0;

½A� ðaj � ibjÞI2n�2n��cðiþm�1Þ
k ¼ 0;

½A� ðaj � ibjÞI2n�2n��cðiþjÞ
k � �c

ðiþjþ1Þ
k ¼ 0

ði ¼ 0; 1; 2; . . .;m� 2Þ:

ðB:91Þ

Assuming

c
ðiþjÞ
k ¼ u

ðiþjÞ
k þ iv

ðiþjÞ
k and �c

ðiþjÞ
k ¼ u

ðiþjÞ
k � iv

ðiþjÞ
k ; ðB:92Þ

deformation of Eq. (B.91) gives

Aðuðiþm�1Þ
k ; v

ðiþm�1Þ
k Þ ¼ ðuðiþm�1Þ

k ; v
ðiþm�1Þ
k Þ

ai bi

�bi ai

� �
;

AðuðiþjÞ
k ; v

ðiþjÞ
k Þ ¼ ðuðiþjÞ

k ; v
ðiþjÞ
k Þ

ai bi

�bi ai

� �
þ ðuðiþjþ1Þ

k ; v
ðiþjþ1Þ
kþ1 Þ

ðj ¼ 0; 1; 2; . . .;m� 2Þ;

ðB:93Þ

Að0; . . .; 0|fflfflffl{zfflfflffl}
i�1

; u
ðiÞ
k ; v

ðiÞ
k ; u

ðiþ1Þ
k ; v

ðiþ1Þ
k ; . . .; u

ðiþm�1Þ
k ; v

ðiþm�1Þ
k|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

m

; 0; . . .; 0|fflfflffl{zfflfflffl}
n�ðiþmÞþ1

Þ

¼ ð0; . . .; 0|fflfflffl{zfflfflffl}
i�1þ1

; u
ðiÞ
k ; v

ðiÞ
k ; u

ðiþ1Þ
k ; v

ðiþ1Þ
k ; . . .; u

ðiþm�1Þ
m�1 ; v

ðiþm�1Þ
m�1|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

m

; 0; . . .; 0|fflfflffl{zfflfflffl}
n�ðiþmÞþ1

ÞBðiÞIn�n;

ðB:94Þ

where the Jordan matrix is

BðiÞ ¼

DðiÞ 0 0 . . . 0 0

I2�2 DðiÞ 0 . . . 0 0

0 I2�2 DðiÞ . . . 0 0

..

. ..
. ..

. ..
. ..

. ..
.

0 0 0 . . . DðiÞ 0

0 0 0 . . . I2�2 DðiÞ

2
6666666664

3
7777777775

2m�2m

;

DðiÞ ¼
ai bi

�bi ai

� �
;

In�n ¼ diagðIði�1Þ�ði�1Þ; Im�m; Ip�pÞ with p ¼ n� i� mþ 1:

ðB:95Þ

Thus

AP ¼ PdiagðDð1Þ; . . .;Dði�1Þ;BðiÞ;DðiþmÞ; . . .;DðnÞÞ;
P�1AP ¼ diagðDð1Þ; . . .;Dði�1Þ;BðiÞ;DðiþmÞ; . . .;DðnÞÞ

ðB:96Þ
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where

P ¼ ðuð1Þk ; v
ð1Þ
k ; . . .; u

ði�1Þ
k ; v

ði�1Þ
k ; u

ðiÞ
k ; v

ðiÞ
k ; u

ðiþ1Þ
k ; v

ðiþ1Þ
k ;

. . .; u
ðiþm�1Þ
k ; v

ðiþm�1Þ
k ; u

ðiþmÞ
k ; v

ðiþmÞ
k ; . . .; u

ðnÞ
k ; v

ðnÞ
k Þ

¼ ðuð1Þk ; v
ð1Þ
k ; u

ð2Þ
k ; v

ð2Þ
k ; . . .; u

ðnÞ
k ; v

ðnÞ
k Þ:

ðB:97Þ

Suppose two conjugate constants are

CðiþjÞ
k ¼ 1

2
ðUðiþjÞ

k � iV ðiþjÞ
k Þ and �CðiþjÞ

k ¼ 1
2
ðUðiþjÞ

k þ iVðiþjÞ
k Þ: ðB:98Þ

With Eqs. (B.90), equation (B.87) becomes

x
ðiÞ
kþ1 ¼ x

ðiÞ
ðkþ1Þþ þ x

ðiÞ
ðkþ1Þ�

¼
Xm�1

j¼0
CðiþjÞ

k c
ðiþjÞ
k ðaj þ ibjÞ þ Cðiþjþ1Þ

k c
ðiþjþ1Þ
k

þ
Xm�1

j¼0
�CðiþjÞ

k �c
ðiþjÞ
k ðaj � ibjÞ þ �Cðiþjþ1Þ

k �c
ðiþjþ1Þ
k

¼ ðuðiÞk ; v
ðiÞ
k ; u

ðiþ1Þ
k ; v

ðiþ1Þ
k ; . . .; u

ðiþm�1Þ
k ; v

ðiþm�1Þ
k ÞBiC

ðiÞ
k

ðB:99Þ

where

Bi ¼ DðiÞIn�n þ ðP�1NPÞ; ðB:100Þ

C
ðiÞ
k ¼ ðU

ðiÞ
k ;V

ðiÞ
k ; . . .;Uðiþm�1Þ

k ;V ðiþm�1Þ
k|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

m

ÞT: ðB:101Þ

Therefore,

xkþ1 ¼ PdiagðE1; . . .;Ei�1;Bi;Eiþm; . . .;EnÞCk

¼ PECk
ðB:102Þ

where

Ck ¼ ðUð1Þk ;V ð1Þk ; . . .;Uði�1Þ
k ;V ði�1Þ

k ;UðiÞk ;V
ðiÞ
k ; . . .;Uðiþm�1Þ

k ;V ðiþm�1Þ
k|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

m

;

UðiþmÞ
k ;VðiþmÞ

k ; . . .;UðnÞk ;VðnÞk Þ
T:

E ¼ PdiagðE1; . . .;Ei�1;Ei; . . .;Ei|fflfflfflfflffl{zfflfflfflfflffl}
m

;Eiþm; . . .;EnÞ:
ðB:103Þ

For initial conditions, we have xk ¼ PCk: So Ck ¼ P�1xk: Further,

xkþ1 ¼ P Eþ ðP�1NPÞ

 �

P�1xk: ðB:104Þ
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The 2m� 2m nilpotent matrix of order m is

N ¼

0 0 0 . . . 0 0
I2�2 0 0 . . . 0 0

0 I2�2 0 . . . 0 0

..

. ..
. ..

. ..
. ..

. ..
.

0 0 0 . . . 0 0
0 0 0 . . . I2�2 0

2
66666664

3
77777775

2m�2m

; ðB:105Þ

where

N ¼ diagð02ði�1Þ�2ði�1Þ;Nj2m�2m; 02ðn�i�mþ1Þ�2ðn�i�mþ1ÞÞ: ðB:106Þ

Finally,

xk ¼ P Eþ ðP�1NPÞ

 �k

P�1x0: ðB:107Þ

where the 2m� 2m nilpotent matrix of order m N has the following property:

N
2 ¼

0 0 0 . . . 0 0

0 0 0 . . . 0 0

I2�2 0 0 . . . 0 0

0 I2�2 0 . . . 0 0

..

. ..
. ..

. ..
. ..

. ..
.

0 0 0 . . . 0 0

2
6666666664

3
7777777775

2m�2m

;

..

.

N
m�1 ¼

0 0 0 . . . 0 0

0 0 0 . . . 0 0

0 0 0 . . . 0 0

..

. ..
. ..

. ..
. ..

. ..
.

0 0 0 . . . 0 0

I2�2 0 0 . . . 0 0

2
6666666664

3
7777777775

2m�2m

ðB:108Þ

where

N ¼ diagð02ði�1Þ�2ði�1Þ;Nj2m�2m; 02ðn�i�mþ1Þ�2ðn�i�mþ1ÞÞ;

N2 ¼ diagð02ði�1Þ�2ði�1Þ;N
2j2m�2m; 02ðn�i�mþ1Þ�2ðn�i�mþ1ÞÞ;

..

.

Nm�1 ¼ diagð02ði�1Þ�2ði�1Þ;N
m�1j2m�2m; 02ðn�i�mþ1Þ�2ðn�i�mþ1ÞÞ:

ðB:109Þ

From the previous discussion, the solutions for homogenous discrete dynamical
systems were presented for distinct and repeated eigenvalues. For a nonhomogenous
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discrete dynamical system, the corresponding solution is presented through the
following theorem.

Theorem B.6 For a linear dynamical system xkþ1 ¼ Axk þ B in Eq. (B.1) with
the initial state of xk; the solution of Eq. (B.1) is given by

xk ¼ PEkP�1ðx0 � x
Þ þ x
; ðB:110Þ

where

x�k ¼ ðI� AÞ�1B: ðB:111Þ

Proof Letting xkþ1 ¼ xk ¼ x
; then x�k ¼ ðI� AÞ�1B:

xkþ1 � x�k ¼ Aðxk � x�kÞ ) ykþ1 ¼ Ayk:

Since

A ¼ PEP�1;

one obtains

ykþ1 ¼ PEP�1yk ) yk ¼ PEkP�1y0:

So,

xk ¼ PEP�1ðx0 � x
Þ þ x
:

This theorem is proved. �

B.4 Stability and Boundary

In this section, the stability of discrete dynamical systems will be presented.
Compared to continuous dynamical systems, discrete dynamical systems possess
much richer stability characteristics.

Definition B.4 For a discrete linear dynamical system xkþ1 ¼ Axk in Eq. (B.2),
consider a real eigenvalue ki of matrix Aði 2 N ¼ f1; 2; . . .; ngÞ and there is a

corresponding eigenvector vi: On the invariant eigenvector v
ðiÞ
k ¼ vi; consider

x
ðiÞ
k ¼ cðiÞk vi and x

ðiÞ
kþ1 ¼ cðiÞkþ1vi ¼ kic

ðiÞ
k vi; thus, cðiÞkþ1 ¼ kic

ðiÞ
k :

(i) x
ðiÞ
k on the direction vi is stable if

lim
k!1
jcðiÞk j ¼ lim

k!1
jðkiÞkj � jcðiÞ0 j ¼ 0 for jkij\1: ðB:112Þ
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(ii) x
ðiÞ
k on the direction vi is unstable if

lim
k!1
jcðiÞk j ¼ lim

k!1
jðkiÞkj � jcðiÞ0 j ¼ 1 for jkij[ 1: ðB:113Þ

(iii) x
ðiÞ
k on the direction vi is invariant if

lim
k!1

cðiÞk ¼ lim
k!1
ðkiÞkcðiÞ0 ¼ cðiÞ0 for ki ¼ 1: ðB:114Þ

(iv) x
ðiÞ
k on the direction vi is flipped if

lim
2k!1

cðiÞk ¼ lim
2k!1

ðkiÞ2k � cðiÞ0 ¼ cðiÞ0

lim
2kþ1!1

cðiÞk ¼ lim
2kþ1!1

ðkiÞ2kþ1 � cðiÞ0 ¼ �cðiÞ0

9=
;for ki ¼ �1: ðB:115Þ

(v) x
ðiÞ
k on the direction vi is degenerate if

cðiÞk ¼ ðkiÞkcðiÞ0 ¼ 0 for ki ¼ 0: ðB:116Þ

Definition B.5 For a discrete linear dynamical system xkþ1 ¼ Axk in Eq. (B.2),
consider a pair of complex eigenvalue ai 	 ibi of matrix Aði 2 N ¼ f1; 2; . . .; ng;
i ¼

ffiffiffiffiffiffiffi
�1
p

Þ and there is a corresponding eigenvector ui 	 ivi: On the invariant plane

of ðuðiÞk ; v
ðiÞ
k Þ ¼ ðui; viÞ; consider x

ðiÞ
k ¼ x

ðiÞ
kþ þ x

ðiÞ
k� with

x
ðiÞ
k ¼ cðiÞk ui þ dðiÞk vi, x

ðiÞ
kþ1 ¼ cðiÞkþ1ui þ dðiÞkþ1vi: ðB:117Þ

Thus, c
ðiÞ
k ¼ ðc

ðiÞ
k ; d

ðiÞ
k Þ

T with

c
ðiÞ
kþ1 ¼ Eic

ðiÞ
k ¼ riRic

ðiÞ
k ðB:118Þ

where

Ei ¼
ai bi

�bi ai

" #
and Ri ¼

cos hi sin hi

� sin hi cos hi

" #
;

ri ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

i þ b2
i

q
; cos hi ¼ ai=ri and sin hi ¼ bi=r;

ðB:119Þ

and

Ek
i ¼

ai bi

�bi ai

" #k

and Rk
i ¼

cos khi sin khi

� sin khi cos khi

" #
: ðB:120Þ

(i) x
ðiÞ
k on the plane of ðui; viÞ is spirally stable if
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lim
k!1
jjcðiÞk jj ¼ lim

k!1
rk

i jjRk
i jj � jjc

ðiÞ
0 jj ¼ 0 for ri ¼ jkij\1: ðB:121Þ

(ii) x
ðiÞ
k on the plane of ðui; viÞ is spirally unstable if

lim
k!1
jjcðiÞk jj ¼ lim

k!1
rk

i jjRk
i jj � jjc

ðiÞ
0 jj ¼ 1 for ri ¼ jkij[ 1: ðB:122Þ

(iii) x
ðiÞ
k on the plane of ðui; viÞ is on the invariant circles if,

jjcðiÞk jj ¼ rk
i jjRk

i jj � jjc
ðiÞ
0 jj ¼ jjc

ðiÞ
0 jj for ri ¼ jkij ¼ 1: ðB:123Þ

(iv) x
ðiÞ
k on the plane of ðui; viÞ is degenerate in the direction of ui if bi ¼ 0:

Definition B.6 For a discrete linear dynamical system of xkþ1 ¼ Axk in Eq. (B.2),
the matrix A has n1 real eigenvalues jkjj\1 ðj 2 N1Þ; n2 real eigenvalues
jkjj[ 1 ðj 2 N2Þ; n3 real eigenvalues kj ¼ 1 ðj 2 N3Þ; and n4 real eigenvalues kj ¼
�1 ðj 2 N4Þ: Set N ¼ f1; 2; . . .; ng and Ni ¼ fi1; i2; . . .; inig [[ ði ¼ 1; 2; 3; 4Þ
with im 2 N ðm ¼ 1; 2; . . .; niÞ: Ni � N [[; [3

i¼1Ni ¼ N; Ni \ Np ¼ [ ðp 6¼ iÞ
and R3

i¼1ni ¼ n: Ni ¼ [ if ni ¼ 0: The corresponding eigenvectors for
contraction, expansion, invariance and flip oscillation are fvjg ðj 2 NiÞ ði ¼
1; 2; 3; 4Þ; respectively. The stable, unstable, invariant and flip subspaces of xkþ1 ¼
Axk in Eq. (B.2) are linear subspace spanned by fvjg ðj 2 NiÞ ði ¼ 1; 2; 3; 4Þ;
respectively,

Es ¼ span vjjðA� kjIÞvj ¼ 0; jkjj\1; j 2 N1 � N [[
� �

;

Eu ¼ span vjjðA� kjIÞvj ¼ 0; jkjj[ 1; j 2 N2 � N [[
� �

;

Ei ¼ span vjjðA� kjIÞvj ¼ 0; kj ¼ 1; j 2 N3 � N [[
� �

;

Ef ¼ span vjjðA� kjIÞvj ¼ 0; kj ¼ �1; j 2 N4 � N [[
� �

;

ðB:124Þ

where

Es ¼ Es
m [ Es

o [ Es
z with

Es
m ¼ span vjjðA� kjIÞvj ¼ 0; 0\kj\1; j 2 Nm

1 � N [[
� �

;

Es
o ¼ span vjjðA� kjIÞvj ¼ 0;�1\kj\0; j 2 No

1 � N [[
� �

;

Es
z ¼ span vjjðA� kjIÞvj ¼ 0; kj ¼ 0; j 2 Nz

1 � N [[
� �

;

ðB:125Þ

Eu ¼ Eu
m [ Eu

o with

Eu
m ¼ span vjjðA� kjIÞvj ¼ 0; kj [ 1; j 2 Nm

2 � N [[
� �

;

Eu
o ¼ span vjjðA� kjIÞvj ¼ 0; kj\� 1; j 2 No

2 � N [[
� �

;

ðB:126Þ

where subscripts ‘‘m’’ and ‘‘o’’ represent the monotonic and oscillatory evolutions.
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Definition B.7 For a discrete linear dynamical system xkþ1 ¼ Axk in Eq. (B.2),
the matrix A has complex eigenvalues aj 	 ibj with eigenvectors uj 	 ivj

ðj 2 f1; 2; . . .; ngÞ and the base of vector is

B ¼ u1; v1; . . .; uj; vj; . . .; un; vn

� �
: ðB:127Þ

The stable, unstable, center subspaces of xkþ1 ¼ Axk in Eq. (B.2) are linear
subspaces spanned by fuj; vjg ðj 2 Ni; i ¼ 1; 2; 3Þ; respectively. N ¼ f1; 2; . . .; ng
and Ni ¼ fi1; i2; . . .; inig [[ � N [[ with im 2 N ðm ¼ 1; 2; . . .; ni; i ¼ 1; 2; 3Þ:
[3

i¼1Ni ¼ N with Ni \ Np ¼ [ðp 6¼ iÞ and R3
i¼1ni ¼ n: Ni ¼ [ if ni ¼ 0: The

stable, unstable, center subspaces of xkþ1 ¼ Axk in Eq. (B.2) are defined by

Es ¼ span ðuj; vjÞ
rj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

j þ b2
j

q
\1;

A� ðaj 	 ibjÞI
� �

ðuj 	 ivjÞ ¼ 0;

j 2 N1 � f1; 2; . . .; ng [[












8>>><
>>>:

9>>>=
>>>;

;

Eu ¼ span ðuj; vjÞ
rj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

j þ b2
j

q
[ 1;

A� ðaj 	 ibjÞI
� �

ðuj 	 ivjÞ ¼ 0;

j 2 N2 � f1; 2; . . .; ng [[












8>>><
>>>:

9>>>=
>>>;

;

Ec ¼ span ðuj; vjÞ
rj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

j þ b2
j

q
¼ 1;

A� ðaj 	 ibjÞI
� �

ðuj 	 ivjÞ ¼ 0;

j 2 N3 � f1; 2; . . .; ng [[












8>>><
>>>:

9>>>=
>>>;
:

ðB:128Þ

Definition B.8 For a discrete linear dynamical system xkþ1 ¼ Axk in Eq. (B.2),

(i) the linear discrete system is stable if

lim
k!1
jjxkjj ¼ lim

k!1
jjAkx0jj ¼ 0 for x0 2 X � Rn; ðB:129Þ

(ii) the linear discrete system is unstable if

lim
k!1
jjxkjj ¼ lim

k!1
jjAkx0jj ¼ 1 for x0 2 X � Rn; ðB:130Þ

(iii) the discrete origin of the linear system is a center if,

lim
k!1
jjxkjj ¼ lim

k!1
jjAkx0jj ¼ C for x0 2 X � Rn: ðB:131Þ

Theorem B.7 Consider a discrete linear dynamical system xkþ1 ¼ Axk in Eq.
(B.2) and the matrix A possesses n eigenvalues ki ði ¼ 1; 2; . . .nÞ: Let N ¼ f1; 2;
. . .; ng; and N ¼ [3

j¼3Nj with Nj \ Np ¼ [ ðj; p ¼ 1; 2; 3; j 6¼ pÞ:

(i) If jkij[ 1 for i 2 N; the linear discrete system is unstable.
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(ii) If jkij\1 for all i 2 N with distinct eigenvalues, the linear discrete system is
stable.

(iii) Ifjkij\1 for all i 2 N1 6¼ Nand jkjj ¼ 1 for all j 2 N3 � N and N2 ¼ [

with distinct eigenvalues, the linear discrete system is stable.
(iv) If jkij\1 for all i 2 N1 6¼ Nand jkjj ¼ 1 for allj 2 N3 � N and N2 ¼ [

with repeated eigenvalues with the mth -order nilpotent matrix Nm ¼ 0
ð1\m� nÞ; the linear discrete system is unstable.

(v) If jkij\1 for all i 2 N1 6¼ Nand jkjj ¼ 1 for all j 2 N3 � N and N2 ¼ [

with repeated eigenvalues with N ¼ 0;the linear discrete system is stable.

Proof For the different real eigenvalues, from Eq. (B.15),

xk ¼ Pdiag½kk
1; k

k
2; . . .; kk

n�P�1x0 ¼ PEkP�1x0:

For non-degenerate matrix P ðdet P 6¼ 0Þ; and

lim
k!1
jkk

i j ¼
0 if jkij\1;
1 if jkij[ 1;
1 if jkij ¼ 1

8<
: for i ¼ 1; 2; . . .; n:

Thus for an arbitrary x0; the following relations exist

lim
k!1
jjxkjj ¼ 0; for jkij\1 ði ¼ 1; 2; . . .; nÞ;

lim
k!1
jjxkjj ¼ 1; for jkij[ 1 ði 2 f1; 2; . . .; ngÞ;

lim
k!1
jjxkjj ¼ jjx0jj; for jkij ¼ 1 ði ¼ 1; 2; . . .; nÞ;

lim
k!1
jjxkjj ¼ C, for jkij ¼ 1 and jkjj\1 ðall j 2 f1; 2; . . .; ng; j 6¼ iÞ;

lim
k!1
jjxkjj ¼ 1; for j kij ¼ 1 and j kjj[ 1 ðall j 2 f1; 2; . . .; ng; j 6¼ iÞ:

For different complex eigenvalues, from Eq. (B.48) with n ¼ 2m

xk ¼ PEðkÞP�1x0 ¼ PdiagðE1ðkÞ;E2ðkÞ; . . .;EmðkÞÞP�1x0

where

jjEiðkÞjj ¼ 2jrijkðj cos khij þ j sin khijÞði ¼ 1; 2; . . .;mÞ;

with j cos khij � 1 and j sin khij � 1;

jrij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

i þ b2
i

q
; cos hi ¼ ai=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

i þ b2
i

q
and sin hi ¼ bi=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

i þ b2
i

q
:
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lim
k!1
jjEiðkÞjj ¼

0 if jkij � ri\1;
1 if jkij � ri [ 1;
1 if jkij � ri ¼ 1

8<
: for i ¼ 1; 2; . . .;m:

Since non-degenerate matrix P ðdet P 6¼ 0Þ; as k !1;

lim
k!1
jjxkjj ¼

0 for j kij\1 (i ¼ 1; 2; . . .; nÞ;
1 for j kij[ 1 (i 2 f1; 2; . . .; ngÞ;
jjx0jj for jkij ¼ 1 ði ¼ 1; 2; . . .; nÞ;
C for j kij ¼ 1 and j kjj\1 (all j 2 f1; 2; . . .; ng; j 6¼ iÞ;
1 for j kij ¼ 1 and j kjj[ 1 (all j 2 f1; 2; . . .; ng; j 6¼ iÞ:

8>>>>>><
>>>>>>:

For the repeated eigenvalues ki with the mth-order nilpotent matrix of N; one
obtains Nm ¼ 0: Consider

Eþ ðP�1NPÞ

 �k¼Xm

j¼0
Cj

kEk�jðP�1N jPÞ with Cj
k ¼

k!

ðk � jÞ!j! :

For the repeated real eigenvalues ki , with Eq. (B.53), one obtains

Ek ¼ diag½kk
1; . . .kk

i�1; k
k
i ; . . .; kk

i|fflfflfflfflffl{zfflfflfflfflffl}
m

; kk
iþm; . . .; kk

n�;

Thus,

lim
k!1
jjN jjj ¼ K and jjEk�jjj ¼

Xn

i¼0
jkk�j

i j;

lim
k!1

Cj
kjk

k�j
i j ¼ lim

k!1

k!

ðk � jÞ!j! jk
k
i j ¼

0 if jkij\1;

1 if jkij[ 1;

1 if jkij ¼ 1

8>><
>>:

for i ¼ 1; 2; . . .; n and j ¼ 1; 2; . . .;m� 1:

From Eq. (B.54),

xk ¼ P Eþ ðP�1NPÞ

 �k

P�1x0

¼ P
Xm

j¼0
Cj

kEk�jðP�1N jPÞ
h i

P�1x0:

As k!1;

lim
k!1
jjxkjj ¼

0 for j kij\1 (i ¼ 1; 2; . . .; nÞ;
1 for j kij[ 1 (i 2 f1; 2; . . .; ngÞ:

(
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If j kij ¼ 1ði 2 f1; 2; . . .; ngÞ is relative to repeated eigenvalues,

lim
k!1
jjxkjj ¼ 1 for j kjj\1 (all j 2 f1; 2; . . .; ng; j 6¼ iÞ;

lim
k!1
jjxkjj ¼ 1 for j kjj[ 1 (all j 2 f1; 2; . . .; ng; j 6¼ iÞ:

If j kij ¼ 1ði 2 f1; 2; . . .; ngÞ is relative to non-repeated eigenvalues,

lim
k!1
jjxkjj ¼ C for j kjj\1 (all j 2 f1; 2; . . .; ng; j 6¼ iÞ;

lim
k!1
jjxkjj ¼ 1 for j kjj[ 1 (all j 2 f1; 2; . . .; ng; j 6¼ iÞ:

For the repeated complex eigenvalues, with Eq. (B.83), one obtains

Ek ¼ diag½E1; . . .;Ei�1;Ei; . . .;Ei|fflfflfflfflffl{zfflfflfflfflffl}
m

;Eiþm�1; . . .;En�;

Ek
i ¼ rk

i

cos khi sin khi

� sin khi cos khi

� �
ði ¼ 1; 2; . . .; nÞ:

Thus,

lim
k!1
jjNljj ¼ K and jjEk�ljj ¼

Xn

i¼0
jjEk�l

i jj;

jjEk�l
i jj ¼ 2jrijk�lðj cosðk � lÞhij þ j sinðk � lÞhijÞ ði ¼ 1; 2; . . .; nÞ;

with j cosðk � lÞhij � 1 and j sinðk � lÞhij � 1;

jrij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

i þ b2
i

q
; cos hi ¼ aj=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

i þ b2
i

q
and sin hi ¼ bi=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2

i þ b2
i

q
:

lim
k!1
jjCj

kEk�l
i jj ¼ lim

k!1

k!

ðk � lÞ!l! jjE
k�l
i jj ¼

0 if jkij\1;

1 if jkij[ 1;

1 if jkij ¼ 1

8><
>:

for i ¼ 1; 2; . . .; n and l ¼ 1; 2; . . .;m� 1:

From Eq. (B.84) for repeated complex eigenvalues, one achieves

xk ¼ Eþ ðP�1NPÞ

 �k

x0

¼ P
Xm

j¼0
Cj

kEk�jðP�1N jPÞ
h i

P�1x0:

As k!1;

lim
k!1
jjxkjj ¼

0 for j kij\1 (i ¼ 1; 2; . . .; nÞ;
1 for j kij[ 1 (i 2 f1; 2; . . .; ngÞ:

�
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If j kij ¼ 1ði 2 f1; 2; . . .; ngÞ is relative to repeated complex eigenvalue,

lim
k!1
jjxkjj ¼ 1 for j kjj\1 (j 2 f1; 2; . . .; ng; j 6¼ iÞ;

lim
k!1
jjxkjj ¼ 1 for j kjj[ 1 (j 2 f1; 2; . . .; ng; j 6¼ iÞ:

If j kij ¼ 1ði 2 f1; 2; . . .; ngÞ is relative to non-repeated complex eigenvalue,

lim
k!1
jjxkjj ¼ C for j kjj\1 (j 2 f1; 2; . . .; ng; j 6¼ iÞ;

lim
k!1
jjxkjj ¼ 1 for j kjj[ 1 (j 2 f1; 2; . . .; ng; j 6¼ iÞ:

For repeated eigenvalue ki ¼ kði ¼ 1; 2; . . .; nÞ with the zero-order nilpotent
matrix of N; one obtains

limk!1 jjxkjj ¼
0 for j kij ¼ k\1 ði ¼ 1; 2; . . .; nÞ;
1 for j kij ¼ k[ 1 ði ¼ 1; 2; . . .; nÞ;
jjx0jj for j kij ¼ k ¼ 1 (i ¼ 1; 2; . . .; nÞ:

8<
:

From the above facts and Definition B.6, all the cases in this theorem exist, vice
versa. This theorem is proved. �

Definition B.9 Consider a discrete linear dynamical system xkþ1 ¼ Axk in
Eq. (B.2), the matrix A possesses n eigenvalues ki (i ¼ 1; 2; . . .nÞ:

(i) The origin is called a hyperbolic fixed point for the linear discrete system if
jkij 6¼ 1 ði ¼ 1; 2; . . .; nÞ:

(ii) The origin is called a sink for the linear discrete system if jkij\1 ði ¼
1; 2; . . .; nÞ:

(iii) The origin is called a source for the linear discrete system if jkij[ 1 ði ¼ 1;
2; . . .; nÞ:

(iv) The origin is called a center for the linear discrete system if jkij ¼ 1 ði ¼
1; 2; . . .; nÞ with distinct eigenvalues.

(v) The origin is called a source for the linear discrete system if jkij ¼ 1 ði 2
f1; 2; . . .; ngÞ with at least one repeated eigenvalues with the mth-order
nilpotent matrix Nm ¼ 0 ð1\m\nÞ.

Definition B.10 For an n-dimensional, linear discrete system xkþ1 ¼ Axk in
Eq. (B.2), the matrix A possesses n real eigenvalues ki ði ¼ 1; 2; . . .; nÞ:

(i) The origin is called a stable node for the linear discrete system if jkij\1
ði ¼ 1; 2; . . .; nÞ:

(ii) The origin is called an unstable node for the linear discrete system if
jkij[ 1 ði ¼ 1; 2; . . .; nÞ:

(iii) The origin is called an ðl1 : l2Þ -saddle for the linear discrete system if at
least one jkij[ 1 ði 2 L1 � f1; 2; . . .; ngÞ and the other jkjj\1 ðj 2 L2 �
f1; 2; . . .; ngÞ with L1 [ L2 ¼ f1; 2; . . .; ng and L1 \ L2 ¼ [:

(iv) The origin is called an lth -order degenerate case for the linear discrete
system if ki ¼ 0 ði 2 L � f1; 2; . . .; ngÞ:
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Definition B.11 For a discrete linear dynamical system xkþ1 ¼ Axk in Eq. (B.2),
the matrix A possesses n-pairs of complex eigenvalues ki ði ¼ 1; 2; . . .; nÞ:

(i) The origin is called a spiral sink for the linear discrete system if jkij\1 ði ¼
1; 2; . . .; nÞ and Imkj 6¼ 0 ðj 2 f1; 2; . . .; ngÞ:

(ii) The origin is called a spiral source for the linear discrete system if jkij[ 1
ði ¼ 1; 2; . . .; nÞ with Imkj 6¼ 0 ðj 2 f1; 2; . . .; ngÞ:

(iii) The origin is called a center for the linear discrete system if jkij ¼ 1 with
distinct Imki 6¼ 0 ði 2 f1; 2; . . .; ngÞ:

The generalized structures of stability characteristics for iterative solutions of
linear dynamical systems in Eq. (B.2) will be given as follows.

Definition B.12 Consider a discrete linear dynamical system xkþ1 ¼ Axk in Eq.
(B.2), the matrix A possesses n eigenvalues ki ði ¼ 1; 2; . . .; nÞ: Set N ¼
f1; 2; . . .;m;mþ 1; . . .; ðn� mÞ=2g; Np ¼ fp1; p2; . . .; pnpg [[ with pq 2 N ðq ¼
1; 2; . . .; np; p ¼ 1; 2; . . .; 7Þ;R4

p¼1np ¼ m and 2R7
p¼5np ¼ n� m: [7

p¼1 Np ¼ N and
Np \ N1 ¼ [ ðl 6¼ pÞ: Np ¼ [ if np ¼ 0: Na ¼ Nm

a [ No
a ða ¼ 1; 2Þ and Nm

a \ No
a ¼

[ with nm
a þ no

a ¼ na where superscripts ‘‘m’’ and ‘‘o’’ represent monotonic and
oscillatory evolutions. The matrix A possesses n1 -stable, n2 -unstable, n3 -invariant
and n4 -flip real eigenvectors plus n5 -stable, n6 -unstable and n7 -center pairs of
complex eigenvectors. Without repeated complex eigenvalues of jkkj ¼ 1ðk 2
N3 [ N4 [ N7Þ; an iterative response of xkþ1 ¼ Axk is an ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� :

½n3; j3� : ½n4; j4�jn5 : n6 : n7Þ flow. With repeated complex eigenvalues of jkkj ¼
1 ðk 2 N3 [ N4 [ N7Þ; an iterative response of xkþ1 ¼ Axk is an ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� :

½n3; j3� : ½n4; j4�jn5 : n6 : ½n7; l; j7�Þ flow, where jp 2 f[;mpgðp ¼ 3; 4Þ; j7 ¼
ðj71; j72; . . .; j7lÞT with j7s 2 f[;m7sgðs ¼ 1; 2; . . .; lÞ: The meanings of notations
in the aforementioned structures are defined as follows:

(i) ½nm
1 ; n

o
1� represents n1 -sinks with nm

1 -monotonic convergence and no
1 -oscil-

latory convergence among n1 -directions of viði 2 N1Þ if jkij\1 ðk 2 N1

and 1� n1�mÞ with distinct or repeated eigenvalues.
(ii) ½nm

2 ; n
o
2� represents n2 -sources with nm

2 -monotonic divergence and no
2 -oscil-

latory divergence among n2 -directions of viði 2 N2Þ if jkij[ 1 ðk 2 N2 and
1� n2�mÞ with distinct or repeated eigenvalues.

(iii) n3 ¼ 1 represents an invariant center on 1-direction of viði 2 N3Þ if kk ¼ 1
ði 2 N3 and n3 ¼ 1Þ:

(iv) n4 ¼ 1 represents a flip center on 1-direction of vi ði 2 N4Þ if ki ¼ �1 ði 2 N4

and n4 ¼ 1Þ:
(v) n5 represents n5 -spiral sinks on n5 -pairs of ðui; viÞði 2 N5Þ if jkij\1 and

Imki 6¼ 0 ði 2 N5 and 1� n5�ðn� mÞ=2Þ with distinct or repeated
eigenvalues.

(vi) n6 represents n6 -spiral sources on n6 -directions of ðui; viÞ ði 2 N6Þ if jkij[ 1
and Imki 6¼ 0 ði 2 N6 and 1� n6�ðn� mÞ=2ÞÞ with distinct or repeated
eigenvalues.
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(vii) n7 represents n7 -invariant centers on n7 -pairs of ðuk; vkÞðk 2 N7Þ if jkij ¼ 1
and Imki 6¼ 0 ðk 2 N7 and 1� n7�ðn� mÞ=2ÞÞ with distinct eigenvalues.

(viii) [ represents empty or none if nj ¼ 0 ðj 2 f1; 2; . . .; 7gÞ:
(ix) ½n3; j3� represents ðn3 � j3Þ invariant centers on ðn3 � j3Þ directions of vi3

ði3 2 N3Þ and j3 -sources in j3 -directions of vj3ðj3 2 N3 and j3 6¼ i3Þ if
ki ¼ 1 ði 2 N3 and n3�mÞ with the ðj3 þ 1Þth -order nilpotent matrix
Nj3þ1

3 ¼ 0 ð0\j3� n3 � 1Þ:
(x) ½n3; [� represents n3 invariant centers on n3 -directions of vi ði 2 N3Þ if

ki ¼ 1 ði 2 N3 and 1\n3�mÞ with a nilpotent matrix N3 ¼ 0:
(xi) ½n4; j4� represents ðn4 � j4Þ flip oscillatory centers on ðn4 � j4Þ directions

of vi4 ði4 2 N4Þ and j4 -sources in j4 -directions of vj4 ðj4 2 N4 and j4 6¼ i4Þ
if ki ¼ �1 ði 2 N4 and n4�mÞ with the ðj4 þ 1Þth -order nilpotent matrix
Nj4þ1

4 ¼ 0 ð0\j4� n4 � 1Þ:
(xii) ½n4; [� represents n4 flip oscillatory centers on n4 -directions of vi ði 2 N3Þ

if ki ¼ �1 ði 2 N4 and 1\n4�mÞ with a nilpotent matrix N4 ¼ 0:

(xiii) ½n7; l; j7� represents ðn7
Pl

s¼1�j7sÞ invariant centers on ðn7
Pl

s¼1�j7sÞ
pairs of ðui7 ; vi7Þði7 2 N7Þ and

Pl
s¼1 j7s sources on

Pl
s¼1 j7s pairs of

ðuj7 ; vj7Þ ðj7 2 N7 and j7 6¼ i7Þ if jkij ¼ 1 and Imki 6¼ 0 ði 2 N7 and

n7�ðn� mÞ=2Þ for
Pl

s¼1 j7s pairs of repeated eigenvalues with the ðj7s þ
1Þth -order nilpotent matrix Nj7sþ1

7 ¼ 0 ð0\j7s� l; s ¼ 1; 2; . . .; lÞ:
(xiv) ½n7; l; [� represents n7 -invariant centers on n7 -pairs of ðui; viÞ ði 2 N6Þ if

jkij ¼ 1 and Imki 6¼ 0 ði 2 N7 and 1� n7�ðn� mÞ=2Þ for
Pl

s¼1 j7s pairs
of repeated eigenvalues with a nilpotent matrix N7 ¼ 0:

Definition B.13 Consider a discrete linear dynamical system xkþ1 ¼ Axk in Eq.
(B.2), the matrix A possesses n eigenvalues ki ði ¼ 1; 2; . . .; nÞ: Set N ¼
f1; 2; . . .;m;mþ 1; . . .; ðn� mÞ=2g; Np ¼ fp1; p2; . . .; pnpg [[ with pq 2 N ðq ¼
1; 2; . . .; np; p ¼ 1; 2; . . .; 7Þ;R4

p¼1np ¼ m and 2R7
p¼5np ¼ n� m: [7

p¼1 Np ¼ N and
Np \ Nl ¼ [ðl 6¼ pÞ:Np ¼ [ if np ¼ 0: Na ¼ Nm

a [ No
a ða ¼ 1; 2Þ and Nm

a \ No
a ¼

[ with nm
a þ no

a ¼ na where superscripts ‘‘m’’ and ‘‘o’’ represent monotonic and
oscillatory evolutions. The matrix A possesses n1 -stable, n2 -unstable, n3 -invariant
and n4 -flip real eigenvectors plus n5 -stable, n6 -unstable and n7 -center pairs of
complex eigenvectors. Without repeated complex eigenvalues of jkkj ¼ 1ðk 2
N3 [ N4 [ N7Þ; an iterative response of xkþ1 ¼ Axk is an ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� :

½n3; j3� : ½n4; j4�jn5 : n6 : n7Þ flow. With repeated complex eigenvalues of jkkj ¼
1 ðk 2 N3 [ N4 [ N7Þ; an iterative response of xkþ1 ¼ Axk is an ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� :

½n3; j3� : ½n4; j4�jn5 : n6 : ½n7; l; j7�Þ flow, where jp 2 f[;mpgðp ¼ 3; 4Þ; j7 ¼
ðj71; j72; . . .; j7lÞT with j7s 2 f[;m7sgðs ¼ 1; 2; . . .; lÞ:

I. Non-degenerate cases

(i) The origin is an ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : [ : [jn5 : n6 : [Þ hyperbolic point

for the linear discrete system.
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(ii) The origin is an ð½nm
1 ; n

o
1� : ½[;[� : [ : [jn5 : [ : [Þ -sink for the linear

discrete system.
(iii) The origin is an ð½[;[� : ½nm

2 ; n
o
2� : [ : [j[ : n6 : [Þ -source for the

linear discrete system.
(iv) The origin is an ð½[;[� : ½[;[� : [ : [j[ : [ : n=2Þ -circular center

for the linear discrete system.
(v) The origin is an ð½[;[� : ½[;[� : [ : [j[ : [ : ½n=2; l; [�Þ -circular

center for the linear discrete system.
(vi) The origin is an ð½[;[� : ½[;[� : [ : [j[ : [ : ½n=2; l; j7�Þ -point for

the linear discrete system.
(vii) The origin is an ð½nm

1 ; n
o
1� : ½[;[� : [ : [jn5 : [ : n7Þ -point for the

linear discrete system.
(viii) The origin is an ð½[;[� : ½nm

2 ; n
o
2� : [ : [j[ : n6 : n7Þ -point for the

linear discrete system.
(ix) The origin is an ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : [ : [jn5 : n6 : n7Þ -point for the linear

discrete system.

II. Simple special cases

(i) The origin is an ð½[;[� : ½[;[� : ½n; [� : [j[ : [ : [Þ -invariant
center (or static center) the linear discrete system.

(ii) The origin is an ð½[;[� : ½[;[� : ½n; m3� : [j[ : [ : [Þ -point for the
linear system.

(iii) The origin is an ð½[;[� : ½[;[� : [ : ½n; [�j[ : [ : [Þ -flip center for
the linear discrete system

(iv) The origin is an ð½[;[� : ½[;[� : [ : ½n; m4�j[ : [ : [Þ -point for the
linear discrete system.

(v) The origin is an ð½[;[� : ½[;[� : ½n3; j3� : ½n4; j4�j[ : [ : [Þ -point for
the linear discrete system.

(vi) The origin is an ð½[;[� : ½[;[� : ½1; [� : ½n4; j4�j[ : [ : [Þ -point for
the linear discrete system.

(vii) The origin is an ð½[;[� : ½[;[� : ½n3; j3� : ½1; [�j[ : [ : [Þ -point for
the linear discrete system.

(viii) The origin is an ð½[;[� : ½[;[� : ½n3; j3� : ½[; [�j[ : [ : n7Þ -point for
the linear discrete system.

(ix) The origin is an ð½[;[� : ½[;[� : ½1; [� : ½[; [�j[ : [ : n7Þ -point for
the linear discrete system.

(x) The origin is an ð½[;[� : ½[;[� : ½n3; j3� : ½[; [�j[ : [ : ½n7; l; j7�Þ -
point for the linear discrete system.

(xi) The origin is an ð½[;[� : ½[;[� : ½[; [� : ½n4; j4�j[ : [ : n7Þ -point for
the linear discrete system.

(xii) The origin is an ð½[;[� : ½[;[� : ½[; [� : ½n4; j4�j[ : [ : ½n7; l; j7�Þ -
point for the linear discrete system.

(xiii) The origin is an ð½[;[� : ½[;[� : ½n3; j3� : ½n4; j4�j[ : [ : n7Þ -point for
the linear discrete system.
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(xiv) The origin is an ð½[;[� : ½[;[� : ½n3; j3� : ½n4; j4�j[ : [ : ½n7; l; j7�Þ -
point for the linear discrete system.

III. Complex special cases

(i) The origin is an ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : ½1; [� : ½[; [�jn5 : n6 : n7Þ -point for

the linear discrete system.
(ii) The origin is an ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : ½1; [� : ½[; [�jn5 : n6 : ½n7; l; j7�Þ -

point for the linear discrete system.
(iii) The origin is an ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : ½[; [� : ½1; [�jn5 : n6 : n7Þ -point for

the linear discrete system.
(iv) The origin is an ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : ½[; [� : ½1; [�jn5 : n6 : ½n7; l; j7�Þ -

point for the linear discrete system.
(v) The origin is an ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : ½n3; j3� : ½n4; j4�jn5 : n6 : n7Þ -point

for the linear discrete system.
(vi) The origin is an ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : ½n3; j3� : ½n4; j4�jn5 : n6 : ½n7; l; j7�Þ -

point for the linear discrete system.

IV. Simple critical cases

(i) An ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : 1 : [jn5 : n6 : [Þ state of the origin for the linear

discrete system is a boundary of its ð½nm
1 þ 1; no

1� : ½nm
2 ; n

o
2� : [ : [jn5 :

n6 : [Þ spiral saddle and ð½nm
1 ; n

o
1� : ½nm

2 þ 1; no
2� : [ : [jn5 : n6 : [Þ

spiral saddle.
(ii) An ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : [ : 1jn5 : n6 : [Þ state of the origin for the linear

discrete system is a boundary of its ð½nm
1 ; n

o
1 þ 1� : ½nm

2 ; n
o
2� : [ : [jn5 :

n6 : [Þ spiral saddle and ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2 þ 1� : [ : [jn5 : n6 : [Þ

spiral saddle.
(iii) An ð½nm

1 ; n
o
1� : ½[;[� : 1 : [jn5 : [ : [Þ state of the origin for the linear

discrete system is a boundary of its ð½nm
1 þ 1; no

1� : ½[;[� : [ : [jn5 :
[ : [Þ spiral sink and ð½nm

1 ; n
o
1� : ½1;[� : [ : [jn5 : [ : [Þ spiral

saddle.
(iv) An ð½nm

1 ; n
o
1� : ½[;[� : [ : 1jn5 : [ : [Þ state of the origin for the linear

discrete system is a boundary of its ð½nm
1 ; n

o
1 þ 1� : ½[;[� : [ : [jn5 :

[ : [Þ sink and ð½nm
1 ; n

o
1� : ½[; 1� : [ : [jn5 : [ : [Þ spiral saddle.

(v) An ð½[;[� : ½nm
2 ; n

o
2� : 1 : [j[ : n6 : [Þ state of the origin for the linear

discrete system is a boundary of its ð½[;[� : ½nm
2 þ 1; no

2� : [ : [j[ :
n6 : [Þ spiral source and ð½1;[� : ½nm

2 ; n
o
2� : [ : [j[ : n6 : [Þ spiral

saddle.
(vi) An ð½[;[� : ½nm

2 ; n
o
2� : [ : 1j[ : n6 : [Þ state of the origin for the linear

discrete system is a boundary of its ð½[;[� : ½nm
2 ; n

o
2 þ 1� : [ : [j[ :

n6 : [Þ spiral source and ð½[; 1� : ½nm
2 ; n

o
2� : [ : [j[ : n6 : [Þ spiral

saddle.
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(vii) An ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : [ : [jn5 : n6 : 1Þ state of the origin for the linear

discrete system is a boundary of its ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : [ : [jn5 þ 1 :

n6 : [Þ spiral saddle and ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : [ : [jn5 : n6 þ 1 : [Þ

saddle.
(viii) An ð½nm

1 ; n
o
1� : ½[;[� : [ : [jn5 : [ : 1Þ state of the origin for the linear dis-

crete system is a boundary of its ð½nm
1 ; n

o
1� : ½[;[� : [ : [jn5 þ 1 : [ : [Þ

spiral sink and ð½nm
1 ; n

o
1� : ½[;[� : [ : [jn5 : 1 : [Þ spiral saddle.

(ix) An ð½[;[� : ½nm
2 ; n

o
2� : [ : [j[ : n6 : 1Þ state of the origin for the linear

discrete system is a boundary of its ð½[;[� : ½nm
2 ; n

o
2� : [ : [j[ : n6 þ

1 : [Þ spiral source and ð½[;[� : ½nm
2 ; n

o
2� : [ : [j1 : n6 : [Þ spiral

saddle.
(x) An ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : 1 : [jn5 : n6 : n7Þ state of the origin for the linear

discrete system is a boundary of its ð½nm
1 þ 1; no

1� : ½nm
2 ; n

o
2� : [ : [jn5 :

n6 : n7Þ state and ð½nm
1 ; n

o
1� : ½nm

2 þ 1; no
2� : [ : [jn5 : n6 : n7Þ state.

(xi) An ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : [ : [ : 1jn5 : n6 : n7Þ state of the origin for the lin-

ear discrete system is a boundary of its ð½nm
1 ; n

o
1 þ 1� : ½nm

2 ; n
o
2� : [ : [jn5 :

n6 : n7Þ state and ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2 þ 1� : [ : [jn5 : n6 : n7Þ state.

(xii) An ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : 1 : [jn5 : n6 : ½n7; l; [�Þ state of the origin for the

linear discrete system is a boundary of its ð½nm
1 þ 1; no

1� : ½nm
2 ; n

o
2� : [ :

[jn5 : n6 : ½n7; l; j7�Þ state and ð½nm
1 ; n

o
1� : ½nm

2 þ 1; no
2� : [ : [jn5 : n6 :

½n7; l; j7�Þ state.
(xiii) An ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : [ : 1jn5 : n6 : ½n7; l; j7�Þ state of the origin for the

linear discrete system is a boundary of its ð½nm
1 ; n

o
1 þ 1� : ½nm

2 ; n
o
2� : [ :

[jn5 : n6 : ½n7; l; j7�Þ state and ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2 þ 1� : [ : [jn5 : n6 :

½n7; l; j7�ÞÞ state.
(xiv) An ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : [ : [jn5 : n6 : n7 þ 1Þ state of the origin for the

linear discrete system is a boundary of its ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : [ :

[jn5 þ 1 : n6 : n7Þ state and ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : [ : [jn5 : n6 þ 1 : n7Þ

state.
(xv) An ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : ½n3; j3� : ½n4; j4�jn5 : n6 : n7 þ 1Þ state of the origin

for the linear discrete system is a boundary of its ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� :

½n3; j3� : ½n4; j4�jn5 þ 1 : n6 : n7Þ state and ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : ½n3; j3� :

½n4; j4�jn5 : n6 þ 1 : n7Þ state.

V. Complex critical cases

(i) An ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : ½n3; j3� : [jn5 : n6 : n7Þ state of the origin for the

linear discrete system is a boundary of its ð½nm
1 þ n3; no

1� : ½nm
2 ; n

o
2� : [ :

[jn5 : n6 : n7Þ state and ð½nm
1 ; n

o
1� : ½nm

2 þ n3; no
2� : [ : [jn5 : n6 : n7Þ

state.
(ii) An ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : [ : ½n4; j4�jn5 : n6 : n7Þ state of the origin for the

linear discrete system is a boundary of its ð½nm
1 ; n

o
1 þ n4� : ½nm

2 ; n
o
2� : [ :

[jn5 : n6 : n7Þ state and ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2 þ n4� : [ : [jn5 : n6 : n7Þ state.
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(iii) An ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : ½n3 þ k3; j3� : [jn5 : n6 : n7Þ state of the origin for

the linear discrete system is a boundary of its ð½nm
1 þ k3; no

1� : ½nm
2 ; n

o
2� :

½n3; j03� : [jn5 : n6 : n7Þ state and ð½nm
1 ; n

o
1� : ½nm

2 þ k3; no
2� : ½n3; j03� : [jn5 :

n6 : n7Þ state.
(iv) An ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : [ : ½n4 þ k4; j4�jn5 : n6 : n7Þ state of the origin

for the linear discrete system is a boundary of its ð½nm
1 ; n

o
1 þ k4� :

½nm
2 ; n

o
2� : [ : ½n4; j04�jdn5 : n6 : n7Þ state and ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2 þ k4� : [ :

½n4; j04�jn5 : n6 : n7Þ state.
(v) An ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : ½n3 þ k3; j3� : ½n4 þ k4; j4�jn5 : n6 : n7Þ state of the

origin for the linear discrete system is a boundary of its ð½nm
1 þ k3; no

1 þ
k4� : ½nm

2 ; n
o
2� : ½n3; j03� : ½n4; j04�jn5 : n6 : n7Þ state and ð½nm

1 ; n
o
1� : ½nm

2 þ k3;
no

2 þ k4� : ½n3; j003 � : ½n4; j004 �jn5 : n6 : n7Þ state.
(vi) An ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : ½n3 þ k3; j3� : [jn5 : n6 : ½n7; l; j7�Þ state of the

origin for the linear discrete system is a boundary of its ð½nm
1 þ

k3; no
1� : ½nm

2 ; n
o
2� : ½n3; j03� : [jn5 : n6 : ½n7; l; j7�Þ state and ð½nm

1 ; n
o
1� : ½nm

2 þ
k3; no

2� : ½n3; j03� : [j n5 : n6 : ½n7; l; j7�Þ state.
(vii) An ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : [ : ½n4 þ k4; j4�jn5 : n6 : ½n7; l; j7�Þ state of the

origin for the linear discrete system is a boundary of its ð½nm
1 ; n

o
1 þ

k4� : ½nm
2 ; n

o
2� : [ : ½n4; j04�jn5 : n6 : ½n7; l; j7�Þ state and ð½nm

1 ; no
1� : ½nm

2 ;
no

2 þ k4� : [ : ½n4; j04�j n5 : n6 : ½n7; l; j7�Þ state.
(viii) An ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : ½n3 þ k3; j3� : ½n4 þ k4; j4�jn5 : n6 : ½n7; l; j7�Þ state

of the origin for the linear discrete system is a boundary of its ð½nm
1 þ k3;

no
1 þ k4� : ½nm

2 ; n
o
2� : ½n3; j03� : ½n4; j04�jn5 : n6 : ½n7; l; j7�Þ state and ð½nm

1 ;
no

1� : ½nm
2 þ k3; no

2 þ k4� : ½n3; j03� : ½n4; j04�jn5 : n6 : ½n7; l; j7�Þ state.
(ix) An ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : ½n3 þ k3; j3� : ½n4 þ k4; j4�jn5 : n6 : ½n7 þ k7; l; j7�Þ

state of the origin for the linear discrete system is a boundary of its ð½nm
1 þ

k3; no
1 þ k4� : ½nm

2 ; n
o
2� : ½n3; j3� : ½n4; j4�jn5 þ k7 : n6 : ½n7; l; j07�Þ state and

ð½nm
1 ; n

o
1� : ½nm

2 þ k3; no
2 þ k4� : ½n3; j3� : ½n4; j4�jn5 : n6 þ k7 : ½n7; l; j07�Þ

state.

Definition B.14 Consider a discrete linear dynamical system xkþ1 ¼ Axk in Eq.
(B.2), the matrix A possesses n eigenvalues ki ði ¼ 1; 2; . . .; nÞ: Set N ¼ f1; 2;
. . .; ng; Np ¼ fp1; p2; . . .; pnpg [[ with pq 2 N ðq ¼ 1; 2; . . .; np; p ¼ 1; 2; 3; 4Þ
and R4

p¼1np ¼ n: [4
p¼1 Np ¼ N and Np \ Nl ¼ [ ðl 6¼ pÞ: Np ¼ [ if np ¼ 0: Na ¼

Nm
a [ No

a ða ¼ 1; 2Þ and Nm
a \ No

a ¼ [ with nm
a þ no

a ¼ na where superscripts ‘‘m’’
and ‘‘o’’ represent monotonic and oscillatory evolutions. The matrix A possesses n1 -
stable, n2 -unstable, n3 -invariant, and n4 -flip real eigenvectors. An iterative response
of xkþ1 ¼ Axk is an ð½nm

1 ; n
m
1 � : ½nm

2 ; n
o
2� : ½n3; j3� : ½n4; j4�j flow. jp 2 f[;mpg

ðp ¼ 3; 4Þ:

I. Non-degenerate cases

(i) The origin is an ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : [ : [j saddle for the linear discrete

system.
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(ii) The origin is an ð½nm
1 ; n

o
1� : ½[;[� : [ : [j -sink for the linear discrete

system.
(iii) The origin is an ð½[;[� : ½nm

2 ; n
o
2� : [ : [j -source for the linear discrete

system.

II. Simple special cases

(i) The origin is an ð½[;[� : ½[;[� : ½n; [� : [j -invariant center (or static
center) the linear discrete system.

(ii) The origin is an ð½[;[� : ½[;[� : ½n; m3� : [j -point for the linear system.
(iii) The origin is an ð½[;[� : ½[;[� : [ : ½n; [�j -flip center for the linear

discrete system
(iv) The origin is an ð½[;[� : ½[;[� : [ : ½n; m4�j -point for the linear discrete

system.
(v) The origin is an ð½[;[� : ½[;[� : ½n3; j3� : ½n4; j4�j -point for the linear

discrete system.
(vi) The origin is an ð½[;[� : ½[;[� : ½1; [� : ½n; j4�j -point for the linear

discrete system.
(vii) The origin is an ð½[;[� : ½[;[� : ½n3; j3� : ½1; [�j -point for the linear

discrete system.
(viii) The origin is an ð½[;[� : ½[;[� : ½n3; j3� : ½[; [�j -point for the linear

discrete system.
(ix) The origin is an ð½[;[� : ½[;[� : ½[; [� : ½n4; j4�j -point for the linear

discrete system.

III. Complex special cases

(i) The origin is an ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : ½1; [� : ½[; [�j -point for the linear

discrete system.
(ii) The origin is an ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : ½[; [� : ½1; [�j -point for the linear

discrete system.
(iii) The origin is an ð½nm

1 ; n
o
1� : ½nm

2 ; n
o
2� : ½n3; j3� : ½n4; j4�j -point for the linear

discrete system.

IV. Simple critical cases

(i) An ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : 1 : [j state of the origin for the linear discrete

system is a boundary of its ð½nm
1 þ 1; no

1� : ½nm
2 ; n

o
2� : [ : [j saddle and

ð½nm
1 ; n

o
1� : ½nm

2 þ 1; no
2� : [ : [j saddle.

(ii) An ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : [ : 1j state of the origin for the linear discrete

system is a boundary of its ð½nm
1 ; n

o
1 þ 1� : ½nm

2 ; n
o
2� : [ : [j saddle and

ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2 þ 1� : [ : [j saddle.

(iii) An ð½nm
1 ; n

o
1� : ½[;[� : 1 : [j state of the origin for the linear discrete

system is a boundary of its ð½nm
1 þ 1; no

1� : ½[;[� : [ : [j sink and
ð½nm

1 ; n
o
1� : ½1;[� : [ : [j saddle.
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(iv) An ð½nm
1 ; n

o
1� : ½[;[� : [ : 1j state of the origin for the linear discrete

system is a boundary of its ð½nm
1 ; n

o
1 þ 1� : ½[;[� : [ : [j sink and

ð½nm
1 ; n

o
1� : ½[; 1� : [ : [j saddle.

(v) An ð½[;[� : ½nm
2 ; n

o
2� : 1 : [j state of the origin for the linear discrete

system is a boundary of its ð½[;[� : ½nm
2 þ 1; no

2� : [ : [j source and
ð½1;[� : ½nm

2 ; n
o
2� : [ : [j saddle.

(vi) An ð½[;[� : ½nm
2 ; n

o
2� : [ : 1j state of the origin for the linear discrete

system is a boundary of its ð½[;[� : ½nm
2 ; n

o
2 þ 1� : [ : [j source and

ð½[; 1� : ½nm
2 ; n

o
2� : [ : [j saddle.

(vii) An ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : 1 : [j state of the origin for the linear discrete

system is a boundary of its ð½nm
1 þ 1; no

1� : ½nm
2 ; n

o
2� : [ : [j saddle and

ð½nm
1 ; n

o
1� : ½nm

2 þ 1; no
2� : [ : [j saddle.

(viii) An ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : [ : 1j state of the origin for the linear discrete

system is a boundary of its ð½nm
1 ; n

o
1 þ 1� : ½nm

2 ; n
o
2� : [ : [j state and

ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2 þ 1� : [ : [j saddle.

V. Complex critical cases

(i) An ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : ½n3; j3� : [j state of the origin for the linear

discrete system is a boundary of its ð½nm
1 þ n3; no

1� : ½nm
2 ; n

o
2� : [ : [j

saddle and ð½nm
1 ; n

o
1� : ½nm

2 þ n3; no
2� : [ : [j saddle.

(ii) An ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : [ : ½n4; j4�j state of the origin for the linear

discrete system is a boundary of its ð½nm
1 ; n

o
1 þ n4� : ½nm

2 ; n
o
2� : [ : [j

saddle and ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2 þ n4� : [ : [j saddle.

(iii) An ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : ½n3 j k3; j3� : [j state of the origin for the linear

discrete system is a boundary of its ð½nm
1 þ k3; no

1� : ½nm
2 ; n

o
2� : ½n3; j03� : [j

state and ð½nm
1 ; n

o
1� : ½nm

2 þ k3; no
2� : ½n3; j03� : [j state.

(iv) An ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : [ : ½n4 þ k4; j4�j state of the origin for the linear

discrete system is a boundary of its ð½nm
1 ; n

o
1 þ k4� : ½nm

2 ; n
o
2� : [ : ½n4; j04�j

state and ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2 þ k4� : [ : ½n4; j04�j state.

(v) An ð½nm
1 ; n

o
1� : ½nm

2 ; n
o
2� : ½n3 þ k3; j3� : ½n4 þ k4; j4�j state of the origin for the

linear discrete system is a boundary of its ð½nm
1 þ k3; no

1 þ k4� : ½nm
2 ; n

o
2� :

½n3; j03� : ½n4; j04�j state and ð½nm
1 ; n

om
1 � : ½nm

2 þ k3; no
2 þ k4� : ½n3; j03� : ½n4; j04�j

state.

Definition B.15 Consider a 2n-dimensional, linear discrete system xkþ1 ¼ Axk in
Eq. (B.2), the matrix A possesses n-pairs of eigenvalues ki ði ¼ 1; 2; . . .; nÞ: Set
N ¼ f1; 2; . . .; ng; Np ¼ fp1; p2; . . .; pnpg [[ with pq 2 N ðq ¼ 1; 2; . . .; np; p ¼
5; 6; 7Þ and R7

p¼5np ¼ n: [7
p¼5 Np ¼ N and Np \ Nl ¼ [ ðl 6¼ pÞ: Np ¼ [ if

np ¼ 0: The matrix A possesses n5 -stable, n6 -unstable and n7 -center pairs of
complex eigenvectors. Without repeated complex eigenvalues of jkkj ¼ 1ðk 2 N7Þ;
an iterative response of xkþ1 ¼ Axk is an jn5 : n6 : n7Þ flow. With repeated
complex eigenvalues of jkkj ¼ 1 ðk 2 N7Þ; an iterative response of xkþ1 ¼ Axk is

an jn5 : n6 : ½n7; l; j7�Þ flow, where j7 ¼ ðj71; j72; . . .; j7lÞT with j7s 2 f[;m7sg
ðs ¼ 1; 2; . . .; lÞ:
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I. Non-degenerate cases

(i) The origin is an jn5 : n6 : [Þ spiral hyperbolic point for the linear
discrete system.

(ii) The origin is an jn : [ : [Þ spiral sink for the linear discrete system.
(iii) The origin is an j[ : n : [Þ spiral source for the linear discrete system.
(iv) The origin is an j[ : [ : nÞ -circular center for the linear discrete

system.
(v) The origin is an jn5 : [ : n7Þ -point for the linear discrete system.

(vi) The origin is an j[ : n6 : n7Þ -point for the linear discrete system.
(vii) The origin is an jn5 : n6 : n7Þ -point for the linear discrete system.

II. Special cases

(i) The origin is an j[ : [ : ½n; l; [�Þ-circular center for the linear discrete
system.

(ii) The origin is an j[ : [ : ½n; l; j7�Þ -point for the linear discrete system.
(iii) The origin is an jn5 : [ : ½n7; l; j7�Þ -point for the linear discrete system.
(iv) The origin is an j[ : n6 : ½n7; l; j7�Þ-point for the linear discrete system.
(v) The origin is an jn5 : n6 : ½n7; l; j7�Þ -point for the linear discrete system.

III. Simple critical cases

(i) An jn5 : n6 : 1Þ state of the origin for the linear discrete system is a
boundary of its jn5 þ 1 : n6 : [Þ spiral saddle and jn5 : n6 þ 1 : [Þ
saddle.

(ii) An jn5 : [ : 1Þ state of the origin for the linear discrete system is a
boundary of its jn5 þ 1 : [ : [Þ spiral sink and jn5 : 1 : [Þ spiral
saddle.

(iii) An j[ : n6 : 1Þ state of the origin for the linear discrete system is a
boundary of its j[ : n6 þ 1 : [Þ spiral source and j1 : n6 : [Þ spiral
saddle.

(iv) An jn5 : n6 : n7 þ 1Þ state of the origin for the linear discrete system is a
boundary of its jn5 þ 1 : n6 : n7Þ state and jn5 : n6 þ 1 : n7Þ state.

(v) An j[ : n6 : n7 þ 1Þ state of the origin for the linear discrete system is
a boundary of its j1 : n6 : n7Þ state and jn5 : n6 þ 1 : n7Þ state.

(vi) An jn5 : [ : n7 þ 1Þ state of the origin for the linear discrete system is a
boundary of its jn5 þ 1 : [ : n7Þ state and jn5 : 1 : n7Þ state.

IV. Complex critical cases

(i) An jn5 : n6 : ½n7; l; j7�Þ state of the origin for the linear discrete system
is a boundary of its jn5 þ n7 : n6 : [Þ and jn5 : n6 þ n7 : [Þ spiral
saddles.
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(ii) An jn5 : n6 : ½n7 þ k7; l; j7�Þ state of the origin for the linear discrete system
is a boundary of its jn5 þ k7 : n6 : ½n7; l; j07�Þ and jn5 : n6 þ k7 : ½n7; l; j07�Þ
states.

(iii) An jn5 : n6 : ½n7 þ k5 � k6; l2; j7�Þ state of the origin for the linear discrete
system is a boundary of its jn5 þ k5 : n6 : ½n7; l1; j07�Þ and jn5 : n6 þ k6 :
½n7; l3; j007 �Þ states.

B.5 Lower-Dimensional Discrete Systems

Consider a one-dimensional linear system as

xkþ1 ¼ kxk ðB:132Þ

with initial condition xk ¼ x0: The iterative solution is

xk ¼ kkx0: ðB:133Þ

The following properties of the solution exist.

(i) limk!1 jxkj ¼ 0; and the system to the origin is stable if jkj\1;
(ii) limk!1 jxkj ¼ 1; and the system to the origin is unstable if jkj[ 1;

(iii) xk ¼ x0 ðk ¼ 1; 2; � � �;1Þ; and the system is invariant if k ¼ 1;
(iv) xk 2 fx0;�x0g with x2m 6¼ x2mþ1ðk;m ¼ 1; 2; � � �;1Þ; and the system is

symmetrically flipped if k ¼ �1:

The above solutions are illustrated in Fig. B.1. The solutions and phase lines for
the unstable, stable and invariant linear systems are presented in Fig. B.1a–f,
respectively. The gray points are values of k: In Fig. B.1a, the ð½[;[� : ½1;[� :
[ : [j monotonical source is an unstable node of the first kind with k[ 1: In
Fig. B.1b, the ð½[;[� : ½[; 1� : [ : [j oscillatory source is an unstable node of the
second kind with �1\k: In Fig. B.1c, the ð½1;[� : ½[;[� : [ : [j monotonical
sink is a stable node of the first kind with 0\k\1: In Fig. B.1d, the ð½[; 1� :
ð½[; 1� : ½[;[� : [ : [j -oscillatory sink is a stable node of the second with
�1\k\0: In Fig. B.1e, theð½[;[� : ½[;[� : 1 : [j - state with k ¼ 1 is the
boundary of source and sink, which is also called the stability boundary of the first
kind. In Fig. B.1f, the ð½[;[� : ½[;[� : [ : 1j state with k ¼ �1 is an flip boundary
of flip source and flip sink, which is also called the stability boundary of the second
kind. In addition, the ð½0; 0� : ½[;[� : [ : [j direct sink is a direct stable node of the
first kind with k ¼ 0; as shown in Fig. B.1g. This sink is the boundary for the
monotonical and oscillatory sinks. This special case will not affect the stability but it
changes trajectory of the descrete system.
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Consider a one-dimensional linear system with external excitation

xkþ1 ¼ kxk þ b ðB:134Þ

with initial condition x0: With the fixed point x
; the solution is

xkþ1 ¼ kðxk � x
Þ þ x
 ) xk ¼ kkðx0 � x
Þ þ x
: ðB:135Þ
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Fig. B.1 Solution and phase line of xkþ1 ¼ kxk : a ð½[;[� : ½1;[� : [ : [j -monotonic source
ðk[ 1Þ; b ð½[;[� : ½[; 1� : [ : [j -oscillatory source ð�1\kÞ; c ð½1;[� : ½[;[� : [ : [j -
monotonic sink with 0\k\1Þ; d ð½[; 1� : ½[;[� : [ : [j - oscillaotory sink ð�1\k\0Þ;
e ð½[;[� : ½[;[� : 1 : [j -boundary of source and sink ðk ¼ 1Þ; f ð½[;[� : ½[;[� : [ : 1j - flip
boundary of source and sink ðk ¼ �1Þ and g ð½0; 0� : ½[;[� : [ : [j - direct sink ðk ¼ 0Þ
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B.5.1 Planar Discrete Linear Systems

Consider a two-dimensional linear system as

xkþ1 ¼ Axk ðB:136Þ

with initial condition xk; and

A ¼ a11 a12

a21 a22

� �
: ðB:137Þ

If det A 6¼ 0; x
k ¼ 0 is an unique fixed point. With a nonsingular transform matrix
P; B ¼ P�1AP: With xk ¼ Pyk;

ykþ1 ¼ Byk ðB:138Þ

where

B ¼ k1 0
0 k2

� �
: ðB:139Þ

There are four cases:
(A) For two real distinct eigenvalues ðk1 6¼ k2Þ; the solution is expressed by

B ¼ k1 0
0 k2

� �
and yk ¼

kk
1 0

0 kk
1

� �
y0: ðB:140Þ

If jkkj\1 ðk ¼ 1; 2Þ; the origin is a stable node. If jkkj[ 1 ðk ¼ 1; 2Þ; the origin is
an unstable node. The corresponding phase portraits and eigenvalue diagrams for
the stable and unstable nodes of the linear systems are sketched in Figs. B.2–B.4.

The origin is called a saddle of the linear system if jkij[ 1ði 2 f1; 2gÞ
and jkjj\1 ðj 2 f1; 2g and j 6¼ iÞ: The linear system is unstable. The
corresponding phase portraits and eigenvalue diagram are presented in
Figs. B.5 and B.6. On the eigenvector direction, the discrete states will
come to or leave the origin.

The linear discrete system possess a saddle-stable node boundary of the first
kind to the origin if ki ¼ 1ði 2 f1; 2gÞ and jkjj\1 ðj 2 f1; 2g and j 6¼ iÞ:

The linear discrete system possess a saddle-stable node boundary of the second
kind to the origin if ki ¼ �1 ði 2 f1; 2gÞ and jkjj\1ðj 2 f1; 2g and j 6¼ iÞ: The
phase portraits and eigenvalue diagram are presented in Figs. B.7 and B.8.
The linear system is critically stable. The origin is called the center of the linear
system. The linear discrete system possess a saddle-unstable node boundary of the
first kind to the origin if ki ¼ 1ði 2 f1; 2gÞ and jkjj[ 1 ðj 2 f1; 2g and j 6¼ iÞ:
The linear discrete system possess a saddle-unstable node boundary of the second
kind to the origin if ki ¼ �1 ði 2 f1; 2gÞ and jkjj[ 1 ðj 2 f1; 2g and j 6¼ iÞ: The
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linear system is unstable. This is the boundary for unstable nodes and saddles. If
k1 ¼ �1 and k2 ¼ 1; this case is a critical case for saddle-node boundary of the
first or second kind. The phase portraits and eigenvalue diagram are presented in
Figs. B.9–B.11.

(B) For two real repeated eigenvalues ðk1 ¼ k2 ¼ kÞ; the solution is given by

B ¼
k 1

0 k

� �
and yk ¼

kk kkk�1

0 kk

" #
y0:

B ¼
k 0

0 k

� �
and yk ¼

kk 0

0 kk

" #
y0:

ðB:141Þ

For repeated eigenvalues jkkj ¼ jkj\1 ðk ¼ 1; 2Þ; the origin is a stable node. If
repeated eigenvalues jkkj ¼ jkj[ 1 ðk ¼ 1; 2Þ; the origin is also an unstable node.
The phase portraits and eigenvalue diagram for the stable and unstable nodes are

(c) 

Im λ

Re λ

2ky

1ky

(a) 

Im λ

Re λ

2ky

1ky

(b) 

2ky

1ky

Imλ

Re λ

Fig. B.2 Sink or stable node
at the origin for
ykþ1 ¼ Byk :a ð½1; 1� :
½[;[� : [ : [j -sink (or
stable node of the third kind)
ð�1\k1\0\k2\1Þ; b
ð½2;[� : ½[;[� : [ : [j -sink
(or stable node of the first
kind) ð0\k1\k2\1Þ and c
ð½[; 2� : ½[;[� : [ : [j -sink
(or stable node of the second)
ð�1\k1\k2\0Þ
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shown in Figs. B.12 and B.13. For the second equation of Eq. (B.141), the points
for stable and unstable nodes exist on the line in phase plane.

From the first equation of Eq. (B.141), for k ¼ 1; then one obtains y2k ¼ y20 and
y1k ¼ y10 þ ky20: If y20 6¼ 0; this is the unstable case as k !1: If y20 ¼ 0; the
linear discrete system has a fixed point. For the second equation of Eq. (B.141), the

2ky

1ky

1ky

Im

Re

Im

Re

(b)

(a)

2ky

Fig. B.3 Source or unstable
node of ykþ1 ¼ Byk : a
ð½[;[� : ½[; 2� : [ : [j -
source (or unstable node of
the second kind) ðk1\k2

\� 1Þ; b ð½[;[� : ½2;[� :
[ : [j - source (or unstable
node of the first kind)
ðk1 [ k2 [ 1Þ

2ky

1ky

Im

Re

(a) 

2ky

1ky

Im

Re

(b)

Fig. B.4 ð½[;[� : ½1; 1� :
[ : [j -source or unstable
node of the third kind for
ykþ1 ¼ Byk : a k2\� 1
and k1 [ 1 , b
k1\� 1 and k2 [ 1
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discrete system possesses a fixed point, which is a critical point for saddle-node

boundary and flutter (Neimark) boundary. If k ¼ �1; then y2k ¼ ð�1Þky20 and

y1k ¼ ð�1Þky10 þ ð�1Þk�1ky20: If y20 6¼ 0; this is an unstable case. If y20 ¼ 0; the

2ky

1ky

Im

Re

(a) 

2ky

1ky

Im

Re

(b)

Fig. B.5 Saddle of ykþ1 ¼
Byk : a ð½1;[� : ½1;[� : [ :
[j -saddle ð0\k1\1\k2Þ
and b ð½[; 1� : ½[; 1� : [ : [j
-saddle ðk1\� 1\k2\0Þ

2ky

1ky
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Re

(a) 

2ky

1ky
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Re

(b)

Fig. B.6 Saddle of ykþ1 ¼
Byk : a ð½[; 1� : ½1;[� : [ :
[j -saddle ð�1\k1\0 and
k2 [ 1Þ and b ð½1;[� :
½[; 1� : [ : [j -saddle
ðk1\� 1 and 0\k2\1Þ
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discrete system has a pair of flip points in direction of y1: For the second equation
of Eq. (B.141) with k ¼ �1; the discrete system possesses a pair of flipped points

y2k ¼ ð�1Þky20 and y1k ¼ ð�1Þky10: This is the critical point for saddle-node

2ky

1ky

Im

Re

(a) 

2ky

1ky

Im

Re

(b)

Fig. B.7 Saddle-stable node
boundary for the first kind for
ykþ1 ¼ Byk : a ð½1;[� :
½[;[� : 1 : [j boundary
ðk1 2 ð0; 1Þ and k2 ¼ 1Þ; b
ð½[; 1� : ½[;[� : 1 : [j
boundary ðk1 2 ð�1; 0Þ and
k2 ¼ 1Þ
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1ky

Im

Re

(a) 

2ky

1ky
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Fig. B.8 Saddle-stable node
boundary for the second kind
(or flip boundary) for ykþ1 ¼
Byk : a ð½1;[� : ½[;[� : [ :
1j boundary ðk1 2 ð0; 1Þ and
k2 ¼ �1Þ; b ð½[; 1� : ½[;[� :
[ : 1j boundary
(k1 2 ð�1; 0Þ and k2 ¼ �1Þ
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Fig. B.9 Saddle-unstable
node boundary of the first
kind for ykþ1 ¼ Byk ðk2 ¼
1Þ : a ð½[;[� : ½1;[� : 1 : [j
boundary ðk1 2 ð1;1ÞÞ and
b ð½[;[� : ½[; 1� : 1 : [j
boundary ðk1 2 ð�1;�1ÞÞ
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Fig. B.10 Saddle-unstable
node boundary of the second
kind (flip boundary) for
ykþ1 ¼ Byk : a ð½[;[� :
½1;[� : [ : 1j -boundary
ðk1 2 ð1;1ÞÞ and b ð½[;[� :
½[; 1� : [ : 1j boundary
ðk1 2 ð�1;�1ÞÞ
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boundary (flip) and flutter boundary. The illustrations are given in Figs. B.14 and
B.15.

(C) For k1 ¼ aþ ib and k2 ¼ a� ib; the solution is given by

B ¼
a b

�b a

� �
and yk ¼ rk cos kh sin skh

� sin kh cos kh

� �
y0:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

q
; a ¼ r cos h; b ¼ r sin h:

ðB:142Þ

The origin is called a focus of the linear system if the imaginary part of two
complex eigenvalues are nonzero ðIm kk ¼ b 6¼ 0 for k ¼ 1; 2Þ: The origin is
called a stable focus if the magnitude of two complex eigenvalues is less than one
ðr\1Þ: The origin is called an unstable focus if the magnitude of two complex
eigenvalues is greater than one ðr [ 1Þ: If the magnitude of two complex
eigenvalues equals to one ðr ¼ 1Þ; the origin is a center for the discrete system.
The discrete system possesses a flutter boundary (or Neimark boundary). From the

2kx

1kx

Im

Re

Fig. B.11 Critical case of
saddle-node boundary for
ykþ1 ¼ Byk and eigenvalue
diagram ð½[;[� : ½[;[� : 1 :
1j -critical point ðk1 ¼ �1
and k2 ¼ 1Þ
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Fig. B.12 Stable nodes of
ykþ1 ¼ Byk : a ð½[; 2� :
½[;[� : [ : [j sink with
ki ¼ k 2 ð0; 1Þ ði ¼ 1; 2Þ;
b ð½2;[� : ½[;[� : [ : [j
sink with ki ¼ k 2 ð�1; 0Þ
ði ¼ 1; 2Þ
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solutions, the phase portraits and eigenvalue diagram for stable and unstable
focuses are presented in Figs. B.16 and B.17. The eigenvalues are a pair of
complex eigenvalues in or out the unit circle. The initial point for the unstable
focus cannot be selected at the origin. For the stable focus, the solution of the
linear system will approach the origin as k!1: On the flutter boundary ðr ¼ 1Þ
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1ky
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Re

(a) 

2ky

1ky

Im

Re

(b)

Fig. B.13 Unstable nodes of
ykþ1 ¼ Byk : a ð½[;[� :
½2;[� : [ : [j monotonic
source ki ¼ k 2
ð1;1Þ ði ¼ 1; 2Þ and b
ð½[;[� : ½[; 2� : [ : [j
oscillatory source ki ¼ k 2
ð�1;�1Þði ¼ 1; 2Þ
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Fig. B.14 Phase portrait and
eigenvalue diagram ykþ1 ¼
Byk : a ð[ : [ : ½2; 1� : [j -
critical case (unstable source)
with the second-order nilpo-
tent matrix ðki ¼ k ¼ 1 and
b12 ¼ 1; i ¼ 1; 2Þ; b ð[ : [ :
½2; [� : [j -critical boundary
with the first-order nilpotent
matrix for saddle-node
boundary of the first kind or
Neimark boundary ðki ¼ k ¼
1 and b12 ¼ 0; i ¼ 1; 2Þ
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of discrete systems, the iterative points will oscillate on the circular curves, as
shown in Fig. B.18.

(D) The origin is called the sink of the linear system in Eq. (B.136) if the
magnitudes of all eigenvalues are less than zero ðjkij\1 for i ¼ 1; 2Þ: The origin is
called the source of the linear system in Eq. (B.136) if the magnitudes of all
eigenvalues are greater than zero ðjkij[ 1 for k ¼ 1; 2Þ . Compared to the node
and saddle-nodes, the stable and unstable focuses make discrete states spirally
come to the origin or spirally leave for infinity, respectively.
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Fig. B.15 Phase portrait and
eigenvalue diagram of ykþ1 ¼
Byk : a ð[ : [ : [ : ½2; 1�j -
flip critical case (or unstable
node) with the second-order
nilpotent matrix
(ki ¼ k ¼ �1 and b12 ¼
1; i ¼ 1; 2Þ; b ð[ : [� : [ :
½2; [j -critical flip case with
the first-order nilpotent
matrix for saddle-node
boundary of the second kind
(flip boundary) or Neimark
boundary ðki ¼ k ¼ �1 and
b12 ¼ 0; i ¼ 1; 2Þ
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Fig. B.16 j1 : [ : [Þ -spiral
sink (or stable focus) and
eigenvalue diagram of ykþ1 ¼
Byk : a b [ 0 and b b\0
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The eigenvalues of A are determined by detðA� kIÞ ¼ 0; i.e.,

k2 � trðAÞkþ detðAÞ ¼ 0; ðB:143Þ

where

trðAÞ ¼ a11 þ a22 and detðAÞ ¼ a11 a12

a21 a22










: ðB:144Þ

The corresponding eigenvalues are
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Fig. B.17 j[ : 1 : [Þ -spiral
source (unstable focus) and
eigenvalue diagram of ykþ1 ¼
Byk : a b [ 0 and b b\0
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Fig. B.18 j[ : [ : 1Þ -chat-
ter (Neimark) boundary and
eigenvalue diagram of ykþ1 ¼
Byk : a b [ 0 and b b\0
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k1;2 ¼
trðAÞ 	

ffiffiffiffi
D
p

2
and D ¼ ðtrðAÞÞ2 � 4 detðAÞ: ðB:145Þ

The linear system in Eq. (B.136) possesses

(i) a saddle at the origin for real eigenvalues of jkij\1 ði 2 f1; 2gÞ and
jkjj[ 1 ðj 2 f1; 2g and j 6¼ iÞ;

(ii) a stable node at the origin for real eigenvalues of jkij\1 ði ¼ 1; 2Þ;
(iii) an unstable node at the origin for real eigenvalues of jkij[ 1 ði ¼ 1; 2Þ;
(iv) a stable focus at the origin for complex eigenvalues of jkij\1 ði ¼ 1; 2Þ;
(v) an unstable focus at the origin for complex eigenvalues of jkij[ 1
ði ¼ 1; 2Þ;

(vi) a flutter phenomena (Neimark boundary) at the origin for complex
eigenvalues of jkij ¼ 1 ði ¼ 1; 2Þ; i.e.,

detðAÞ ¼ 1; ðB:146Þ

(vii) saddle-stable node boundary of the first kind at the origin for real
eigenvalues of ki ¼ 1 and jkjj\1 ði; j 2 f1; 2g and j 6¼ iÞ; i.e.,

trðAÞ ¼ 1þ detðAÞ for i 2 f1; 2g
jkjj\1 for j 2 f1; 2g and j 6¼ i;

ðB:147Þ

(viii) saddle-unstable node boundary of the first kind at the origin for real
eigenvalues of ki ¼ 1 and jkjj[ 1 ði; j 2 f1; 2g and j 6¼ iÞ; i.e.,

trðAÞ ¼ 1þ detðAÞ for i 2 f1; 2g
jkjj[ 1 for j 2 f1; 2g and j 6¼ i;

ðB:148Þ

(ix) saddle-stable node boundary of the second kind (flip boundary) at the origin
for real eigenvalues of ki ¼ �1 and jkjj\1 ði; j 2 f1; 2g and j 6¼ iÞ; i.e.,

trðAÞ þ detðAÞ þ 1 ¼ 0 for i 2 f1; 2g
jkjj\1 for j 2 f1; 2g and j 6¼ i;

ðB:149Þ

(x) saddle-unstable node boundary of the second kind (flip boundary) at the
origin for real eigenvalues of ki ¼ �1 and jkjj\1 ðj 2 f1; 2g andj 6¼ iÞ; i.e.,

trðAÞ þ detðAÞ þ 1 ¼ 0 for i 2 f1; 2g
jkjj[ 1 for j 2 f1; 2g and j 6¼ i;

ðB:150Þ

(xi) saddle-node boundary of the third kind at the origin for real eigenvalues of
ki ¼ �1 and kj ¼ 1 ði; j 2 f1; 2g and j 6¼ iÞ; i.e.,

trðAÞ ¼ 0 and detðAÞ ¼ �1 ðB:151Þ

from which there are eight possibilities;
(xii) a degenerate fixed point at the origin for detðAÞ ¼ 0; which is reduced to

the one-dimensional case.
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The summarization of stability and its boundary for the linear discrete system
in Eq. (B.116) are intuitively illustrated in Fig. B.19 through the complex plane
of eigenvalue. The shaded area is for stable nodes and stable focus. The area
above the shaded area is for unstable node, and the area below the shaded area is
for stable node. The left area of the axis of trðAÞ outside of the shaded area is for
saddle. The vertical line is for center with detðAÞ ¼ 1 and jtrðAÞj\2; which is
also called the flutter boundary (Neimark boundary). For detðAÞ[ 1; the area
between the dashed curves are for unstable focus. The dashed parabolic curve is
a boundary of complex and real eigenvalues. The upper line is the saddle-node
boundary of the first kind (saddle-node boundary). The lower line is the saddle-
node boundary of the second kind (flip boundary). The left point of the shaded
triangle is the saddle-node of the third kind. The phase portrait is based on the
transformed system in Eq. (B.138). The solutions of xkþ1 ¼ Axk in Eq. (B.136) is
given by xk ¼ Pyk:
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Fig. B.19 Stability and its
boundary diagram through
trace trðAÞ and determinant
detðAÞ
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B.5.2 Three-Dimensional Discrete Systems

Consider a three-dimensional discrete, linear system as

xkþ1 ¼ Axk ðB:152Þ

with initial condition x0; and

A ¼
a11 a12 a13
a21 a22 a23
a31 a32 a33

" #
: ðB:153Þ

If det A 6¼ 0; x
k ¼ 0 is an unique fixed point. With a nonsingular transform matrix
P; B ¼ P�1AP: With

xk ¼ Pyk; ykþ1 ¼ Byk ðB:154Þ

where

B ¼
k1 0 0
0 k2 0
0 0 k3

2
4

3
5: ðB:155Þ

(A) If three real eigenvalues are different ðk1 6¼ k2 6¼ k3Þ; the solution is

B ¼ diagðk1; k2; k3Þ and yk ¼ diagðkk
1; k

k
2; k

k
3Þy0: ðB:156Þ

The origin is called a node of the discrete system if three real eigenvalues are
inside or outside the unit circle. If jkij\1 ði ¼ 1; 2; 3Þ; the origin is a stable node. If
jkij[ 1 ði ¼ 1; 2; 3Þ; the origin is an unstable node. The phase portraits and
eigenvalue diagrams for the linear discrete system with stable and unstable nodes at
the origin are sketched in Fig. B.20a and b with one eighth view. For two phase
portraits, ki [ 0 ði ¼ 1; 2; 3Þ is adopted. Thus, the iterative points of evolution
solutions in phase portrait decrease (or increase) monotonically for the stable or
unstable node in such an eighth view. All flows will monotonically come to the origin
as the stable node. However, flows in a linear discrete system with an unstable node at
the origin will monotonically leave away from the origin. If ki\0 ði 2 f1; 2; 3gÞ; the
phase portrait will be oscillatory. The iterative points of the evolution solutions in
phase portraits will be oscillatory in the direction of vi ði 2 f1; 2; 3gÞ: If three
eigenvalues are negative ðki\0; i ¼ 1; 2; 3Þ; the three directions will be oscillatory.
Therefore, the eigenvalue diagrams for the other sinks and sources are presented in
Figs. B.21 and B.22 , repsectively.

The origin is called a saddle-node of the linear system if three real eigenvalues
distribute inside and outside eigenvalues. If jkij\1 ði ¼ 1; 2Þ with jk3j[ 1; the
origin is a saddle-node with two-directional attraction and one-directional
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expansion. If jkij[ 1 ði ¼ 1; 2Þ with jk3j\1; the origin is a saddle-node with one-
directional attraction and two-directional expansion. The phase portraits and
eigenvalue diagrams for the linear system with two saddle-nodes at the origin are
sketched in Fig. B.23a and b with one-eighth view for ki [ 0 ði ¼ 1; 2; 3Þ: The
flows in the linear discrete systems with saddle-nodes shrink in the attraction
direction(s) and stretch in the expansion direction(s). Once again, if ki\0 ði 2
f1; 2; 3gÞ; the phase portrait will be oscillatory. The iterative points of the
evolution solutions in phase portraits will be oscillatory in the direction of vi ði 2
f1; 2; 3gÞ: If three eigenvalues are negative ðki\0; i ¼ 1; 2; 3Þ; the three
directions will be oscillatory. For all possible cases, the corresponding
eigenvalue diagrams are presented in Figs. B.24 and B.25.

If jkij\1 ði ¼ 1; 2Þ with k3 ¼ 1; the linear discrete system has a saddle–stable
node boundary of the first kind to the origin. If jkij[ 1 ði ¼ 1; 2Þ with k3 ¼ 1; the
linear discrete system possesses a saddle-unstable node boundary of the first kind to
the origin. Eigenvalue diagrams for the six critical states are presented in Fig. B.26.

If jkij\1 ði ¼ 2; 3Þ with k1 ¼ �1; the linear discrete system has a saddle-stable
node boundary of the second kind to the origin. If jkij[ 1 ði ¼ 2; 3Þ with k1 ¼ �1;
the linear discrete system possesses a saddle-unstable node boundary of the second
kind to the origin. For the saddle-stable node boundary, there are three cases. For this
boundary is often called the saddle-node boundary. For the saddle-unstable stable
node boundary, three are also three cases. For this boundary is often called the saddle-
node boundary, as shown in Fig. B.27 through eigenvalue diagrams.

If jk1j\1 and jk2j[ 1 with k3 ¼ 1; the linear discrete system has the saddle–
saddle boundary of the first kind to the origin. For the saddle–saddle boundary of
the first kind, there are four cases, as shown in Fig.B.28 through eigenvalue
diagrams. If jk1j\1 and jk2j[ 1 with k3 ¼ �1; the linear discrete system

Im

Re
2ky

1ky
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(a) 

2ky
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3ky Im
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Fig. B.20 Phase portrait and
eigenvalue diagrams: a
ð½3;[� : [ : [ : [j sink
ðki 2 ð0; 1Þ; i ¼ 1; 2; 3Þ
and b ð[ : ½3;[� : [ : [j
source ðki 2 ð1;1Þ;
i ¼ 1; 2; 3Þ
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possesses a saddle–saddle boundary of the second kind to the origin. For the
saddle–saddle boundary of the second kind, three are also four cases, as shown in
Fig. B.29 through eigenvalue diagrams. If k1 ¼ �1 and jk2j\1 with k3 ¼ 1; the
linear discrete system has the saddle-node boundary of the third kind to the origin.
There are two critical states ð½1;[� : ½[;[� : 1 : 1j and ð½[; 1� : ½[;[� : 1 : 1j
states. The ð½0; 0� : ½[;[� : 1 : 1j state is a special state.

Im

Re

Im

Re

(a) (b)

Im

Re

Im

Re

(d)(c)

Fig. B.21 Eigenvalue
diagrams for four stable
nodes ðki 2 ð�1; 1Þ; i ¼
1; 2; 3Þ : a ð½3;[� : [ : [ :
[j sink, b ð½2; 1� : [ : [ : [j
sink, c ð½1; 2� : [ : [ : [j -
sink and d ð½[; 3� : [ : [ :
[j sink
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Fig. B.22 Eigenvalue
diagrams for four sources
(unstable node) with
jkij[ 1ði ¼ 1; 2; 3Þ :
a ð[ : ½3;[� : [ : [j -
source, b ð[ : ½2; 1� : [ : [j
-source, c ð[ : ½1; 2� : [ : [j
-source and d ð[ : ½[; 3� :
[ : [j -source
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If k1 ¼ �1 and jk2j[ 1 with k3 ¼ 1; the linear discrete system possesses a
saddle-unstable node boundary of the fourth kind to the origin. There are two
critical states ð½[;[� : ½1;[� : 1 : 1j and ð½[;[� : ½[; 1� : 1 : 1j states. The above
mentioned cases will not be illustrated herein.

(B) For two repeated real eigenvalues ðk1 ¼ k2 ¼ k and k3Þ; the solutions are

B ¼ daigðk; k; k3Þ and yk ¼ daigðkk; kk; kk
3Þy0: ðB:157Þ
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Fig. B.23 Phase portraits
and eigenvalue diagrams:
a ð½1;[� : ½2;[� : [ : [j -
saddle ki 2 ð1;1Þ ði ¼ 1; 2Þ
and k3 2 ð0; 1Þ; b ð½2;[� :
½1;[� : [ : [j -saddle ki 2
ð0; 1Þ ði ¼ 1; 2Þ
andk3 2 ð1;1Þ
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Fig. B.24 Eigenvalue
diagrams for four saddles
with jk1j\1 and jk2;3j[ 1 :
a ð½1;[� : ½2;[� : [ : [j -
saddle, b ð½[; 1� : ½2;[� : [ :
[j -saddle, c ð½1;[� : ½[; 2� :
[ : [j -saddle and d
ð½[; 1� : ½[; 2� : [ : [j -
saddle
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Fig. B.25 Eigenvalue diagrams for six saddles with jk1j\1 and jk2;3j[ 1 : a ð½2;[� : ½1;[� :
[ : [j -saddle, b ð½1; 1� : ½1;[� : [ : [j -saddle and c ð½[; 2� : ½1;[� : [ : [j -saddle,
d ð½[; 2� : ½[; 1� : [ : [j -saddle, e ð½1; 1� : ½[; 1� : [ : [j -saddle and f ð½2;[� : ½[; 1� : [ : [j
-saddle
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Fig. B.26 Eigenvalue diagrams ðk1 ¼ 1Þ : a saddle-stable node boundary of the first kind
jk2;3j\1 with ð½2;[� : [ : 1 : [j; ð½1; 1� : [ : 1 : [j; ð½[; 2� : [ : 1 : [j states, b saddle-
unstable node boundary of the first kind jk2;3j[ 1 with ð[ : ½[; 2� : 1 : [j; ð[ : ½1; 1� : 1 :
[j; ð[ : ½2;[� : 1 : [j states
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Fig. B.27 Eigenvalue diagrams ðk1 ¼ �1Þ : a saddle-stable node boundary of the second kind
ðjk2;3j\1Þ with ð½2;[� : [ : [ : 1j; ð½1; 1� : [ : [ : 1j; ð½[; 2� : [ : [ : 1j states, b saddle-
unstable node boundary of the second kind ðjk2;3j[ 1Þ with ð[ : ½[; 2� : [ : 1j;
ð[ : ½1; 1� : [ : 1j; ð[ : ½2;[� : [ : 1j- states
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Fig. B.28 Eigenvalue
diagrams ðk1 ¼ 1Þ for
saddle–saddle boundary of
the first kind: a jk2j\1
forð½1;[� : ½1;[� : 1 : [j
-state and ð½[; 1� : ½1;[� : 1 :
[j -state, and b jk3j[ 1 for
ð½1;[� : ½[; 1� : 1 : [j -state
and ð½[; 1� : ½[; 1� : 1 : [j -
state
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B ¼
k 1 0
0 k 0
0 0 k3

2
4

3
5 and yk ¼

kk kkk�1 0
0 kk 0
0 0 kk

3

2
4

3
5y0: ðB:158Þ

The stability characteristics of Eq. (B.158) with two repeated real eigenvalues
ðk3 6¼ kÞ are similar to the case of three real distinct eigenvalues. The origin is (a)
a stable node (sink) with ðjkj\1 and jk3j\1Þ; (b) an unstable node (source) with
ðjkj[ 1 and jk3j[ 1Þ; and (c) a saddle-node ðjkj\1 and jk3j[ 1 or jkj � 1 and
jk3j\1Þ for the linear system. For k3 ¼ 1ðk3 ¼ �1Þ; the linear system to the origin
possesses (a) a saddle-stable node boundary of the first (second) kind with jkj\1;
and (b) a saddle-unstable node boundary of the first (second) kind with jkj � 1:
However, for Eq. (B.157), the origin is a stable node (sink) with ðjkj\1 and
jk3j\1Þ; an unstable node (source) with ðjkj[ 1 and jk3j[ 1Þ; and a saddle-node
ðjkj\1 and jk3j[ 1 or jkj[ 1 and jk3j\1Þ for the linear system. For ki ¼ 1 or
ðki ¼ �1Þ with ði 2 f1; 2; 3gÞ; the linear system possesses (a) a saddle-stable node
of the first (second) kind to the origin with jkjj\1ðj 2 f1; 2; 3g and j 6¼ iÞ and (b) a
saddle-unstable node of the first (second) kind to the origin with jkjj[ 1ðj 2
f1; 2; 3g and j 6¼ iÞ: Notice that k1 ¼ k2 ¼ k: The phase portraits and eigenvalue
diagram will not be presented, which can be illustrated as 2-D linear discrete
systems.

(C) For three repeated real eigenvalues ðk1 ¼ k2 ¼ k3 ¼ kÞ; the solutions are

B ¼ diagðk; k; kÞ and yk ¼ diagðkk; kk; kkÞy0: ðB:159Þ

B ¼
k 1 0
0 k 0
0 0 k

2
4

3
5 and yk ¼

kk kkk�1 0
0 kk 0
0 0 kk

2
4

3
5y0: ðB:160Þ
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Fig. B.29 Eigenvalue
diagrams ðk1 ¼ �1Þ for
saddle–saddle boundary of
the second kind: a jk2j\1
and k3 [ 1 for ð½1;[� :
½1;[� : [ : 1j -state and
ð½[; 1� : ½1;[� : [ : 1j -state,
b jk2j\1 and k3\1 for
ð½1;[� : ½[; 1� : [ : 1j -state
and ð½[; 1� : ½[; 1� : [ : 1j
-state
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B ¼
k 1 0
0 k 1
0 0 k

2
4

3
5 and yðtÞ ¼ yk ¼

kk kkk�1 1
2 kðk � 1Þkk�2

0 kk kkk�1

0 0 kk

2
4

3
5y0: ðB:161Þ

The stability characteristics of Eq. (B.152) with three repeated real eigenvalues
are similar to the case of three real distinct eigenvalues. The origin is a stable node
(sink) with jkj\1; an unstable node (source) with jkj[ 1 for the linear system.
The phase portraits and eigenvalue diagrams will not be presented.

(D) For ðk1;2 ¼ a	 ibÞ and Im k3 ¼ 0; the solution is

B ¼
a b 0
�b a 0
0 0 k3

2
4

3
5; and yðtÞ ¼

rk cos kh rk sin kh 0
�rk sin kh rk cos kh 0

0 0 kk
3

2
4

3
5y0: ðB:162Þ

The origin is called a spiral focus of the discrete linear system if the real parts of
three eigenvalues are inside or outside unit circle. If jkij\1 ði ¼ 1; 2; 3Þ; the origin
is a spiral sink for this linear discrete system, and there is a pair of complex
eigenvalue and a real eigenvalue. If jkij[ 1 ði ¼ 1; 2; 3Þ; the origin is a spiral
source (Tornado) for the linear discrete system. The linear discrete system with
stable and unstable spiral focuses at the origin are sketched in Fig.B.30a and b with
a half space. The spiral flows and eigenvalue diagrams are presented. Eigenvalues
k1;2 are complex and k3 [ 0 is real. Thus the spiral sink (or source) flow increases
(or deceases) monotonically. All flows spirally come to the origin as the stable
spiral sink. However, flows in the linear system with an unstable spiral source at
the origin will spirally leave away from the origin like a tornado. For a pair of
complex eigenvalues with a real eigenvalue of k3\0; the spiral sink and source
flows will be oscillatory in the eigenvector of v3; which will not be sketched. For
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Fig. B.30 Spiral flows and
eigenvalue diagram: a ð[ :
½1;[� : [ : [j[ : 1 : [Þ -
spiral source jkij[ 1 ði ¼
1; 2; 3Þ and Imkj 6¼ 0 ðj ¼
1; 2Þ; and b ð½1;[� : [ : [ :
[j1 : [ : [Þ -spiral sink
jkij\1 ði ¼ 1; 2; 3Þ and
Imkj 6¼ 0 ðj ¼ 1; 2Þ
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this case, the iterative points of the evolution solution for the linear discrete system
will jump from the positive to negative space to the plane of ðy1k; y2kÞ:

The origin is called a spiral attraction and expansion of the linear system if the
three eigenvalues are outside and inside the unit circle. For a pair of complex
eigenvalues jkij\1 ði ¼ 1; 2Þ with k3 2 ð1;1Þ; the origin is a spiral attraction
with an expansion. For jkij[ 1 ði ¼ 1; 2Þ with k3 2 ð0; 1Þ; the origin is a spiral
expansion with an attraction. Flows and eigenvalue diagrams for the two cases of
the linear system are sketched in Fig. B.31a and b, respectively. The origin is
called a cylindrical spiral saddle-focus of the linear discrete system for a pair of
complex eigenvalues jkij ¼ 1 ði ¼ 1; 2Þ with a real eigenvalue jk3j 6¼ 1: For a pair
of complex eigenvalues jkij ¼ 1 ði ¼ 1; 2Þ with jk3j[ 1; the origin is a cylindrical
spiral saddle-source boundary. For a pair of complex eigenvalues jkij ¼ 1 ði ¼
1; 2Þ with jk3j\1; the origin is a cylindrical spiral saddle-sink boundary.
Cylindrically spiral saddle-sink and spiral saddle-source boundaries (or Niemark
boundary) and eigenvalue diagrams are sketched in Fig. B.32a and b with k3 2
ð0; 1Þ and k3 2 ð1;1Þ:

The origin is called a circular saddle-node boundary for the linear discrete
system for a pair of complex eigenvalues jkij ¼ 1 ði ¼ 1; 2Þ with a real
eigenvalue jk3j ¼ 1: For a pair of complex eigenvalues jkij ¼ 1 ði ¼ 1; 2Þ with
k3 ¼ 1; the origin is circular saddle. For a pair of complex eigenvalues jkij ¼
1 ði ¼ 1; 2Þ with k3 ¼ �1; the origin is a center of a stable cylindrical spiral.
Circular saddle-node boundary (or circular Niemark-node boundary) and
eigenvalue diagrams are sketched in Fig. B.33a and b with k3 2 ð0; 1Þ and
k3 2 ð1;1Þ: In Fig. B.34a and b, the eigenvalue distribution for the first and
second kind spiral sources are k3 2 ð�1; 1Þ and k3 2 ð1;1Þ with jkij[ 1 ði ¼
1; 2Þ: Three kinds of spiral saddles for 3-dimensional system are for k3 2
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Fig. B.31 Spiral saddle
flows and eigenvalue dia-
grams: a ð[ : ½1;[� : [ :
[j1 : [ : [Þ spiral saddle
ðjkij\1 with Imki 6¼ 0 ði ¼
1; 2Þ and k3 2 ð1;1ÞÞ and b
ð½1;[� : [ : [ : [j[ : 1 :
[Þ spiral saddle ðjkij[ 1
with Imki 6¼ 0 ði ¼ 1; 2Þ and
k3 2 ð0; 1ÞÞ
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ð�1; 1Þ with jkij[ 1 ði ¼ 1; 2Þ; as in shown Fig. B.35a–c. Two boundaries for
spiral saddle and spiral source are also presented in Fig. B.36a and b. In
addition, there are two kinds of spiral saddles with k3 [ 1 and k3\� 1 with
jkij\1 ði ¼ 1; 2Þ in Fig. B.37a and b. The corresponding spiral sinks are
presented in Fig. B.38a–c. Such spiral saddles with the spiral sinks have
boundaries as in Fig. B.39a and b.
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Fig. B.32 Cylindrically
spiral saddle-sink and spiral
saddle-source boundaries (or
Niemark boundary) and
eigenvalue diagram: a
ð½1;[� : [ : [ : [j[ : [ :
1Þ -cylindrically spiral sad-
dle-sink flow (or Neimark-
sink boundary) ðjkij ¼ 1 with
Imki 6¼ 0 ði ¼ 1; 2Þ and k3 2
ð0; 1ÞÞ; and b ð[ : ½1;[� :
[ : [j[ : [ : 1Þ -cylindri-
cally spiral saddle-source
flow (or Neimark-source
boundary) ðjkij ¼ 1 with
Imki 6¼ 0 ði ¼ 1; 2Þ and
k3 2 ð1;1ÞÞ
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Fig. B.33 Circular saddle-
node boundary and eigen-
value diagrams: a ð[ : [ :
1 : [j[ : [ : 1Þ -spiral sad-
dle-node boundary of the first
kind ðjkij ¼ 1 with Imki 6¼
0 ði ¼ 1; 2Þ and k3 ¼ 1Þ;
b ð[ : [ : [ : 1j[ : [ : 1Þ -
spiral saddle-node boundary
of the second kind ðjkij ¼ 1
with Imki 6¼ 0 and k3 ¼ �1Þ
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The eigenvalues of A in Eq. (B.152) are determined by detðA� kIÞ ¼ 0; i.e.,

k3 þ I1k
2 þ I2kþ I3 ¼ 0 ðB:163Þ

where
I1 ¼ trðAÞ ¼ a11 þ a22 þ a33;

I2 ¼ a11a22 þ a22a33 þ a33a11 � a12a21 � a23a32 � a13a31;

I3 ¼ detðAÞ ¼ a11a22a33 þ a12a23a31 þ a13a32a21

� a11a32a23 � a22a13a31 � a33a12a21:

ðB:164Þ
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Fig. B.34 Eigenvalue dia-
grams: a ð[ : ½1;[� : [ :
[j[ : 1 : [Þ -spiral source of
the first kind ðjkij[ 1 with
Imki 6¼ 0 ði ¼ 1; 2Þ and
k3 [ 1Þ;b ð[ : ½[; 1� : [ :
[j[ : 1 : [Þ -spiral source of
the second kind ðjkij[ 1 with
Imki 6¼ 0 and k3\� 1Þ
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Fig. B.35 Eigenvalue diagrams: a ð½1;[� : [ : [ : [j[ : 1 : [Þ -spiral saddle of the first kind
ðjkij[ 1 with Imki 6¼ 0 ði ¼ 1; 2Þ and k3 2 ð0; 1ÞÞ;b ð½[; 1� : [ : [ : [j[ : 1 : [Þ spiral saddle
of the second kind ðjkij[ 1 with Imki 6¼ 0 and k3 2 ð�1; 0ÞÞ and c ð½0; 0� : [ : [ : [j[ : 1 : [Þ
spiral saddle of the third kind ðjkij[ 1 with Imki 6¼ 0 and k3 ¼ 0Þ
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Fig. B.36 Eigenvalue dia-
grams: a ð[ : [ : 1 : [j[ :
1 : [Þ spiral saddle-source
boundary of the first kind
ðjkij[ 1 with Imki 6¼ 0 ði ¼
1; 2Þ and k3 ¼ 1Þ; and b ð[ :
[ : [ : 1j[ : 1 : [Þ spiral
saddle-source boundary of
the second kind ðjkij[ 1 with
Imki 6¼ 0 and k3 ¼ �1Þ
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The corresponding eigenvalues are

k1 ¼
ffiffiffiffiffiffi
D1

3
p

þ
ffiffiffiffiffiffi
D2

3
p

;

k2 ¼ x1

ffiffiffiffiffiffi
D1

3
p

þ x2

ffiffiffiffiffiffi
D2

3
p

;

k3 ¼ x2

ffiffiffiffiffiffi
D1

3
p

+ x1

ffiffiffiffiffiffi
D2

3
p ðB:165Þ

where
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Fig. B.37 Eigenvalue dia-
grams: a ð[ : ½1;[� : [ :
[j1 : [ : [Þ spiral saddle of
the fourth kind ðjkij\1 with
Imki 6¼ 0 ði ¼ 1; 2Þ and
k3 [ 1Þ; b ð[ : ½[; 1� : [ :
[j1 : [ : [Þ spiral saddle of
the fifth kind ðjkij\1 with
Imki 6¼ 0 and k3\� 1Þ
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Fig. B.38 Eigenvalue diagrams: a ð½1;[� : [ : [ : [j1 : [ : [Þ -spiral sink of the first kind
ðjkij\1 with Imki 6¼ 0 ði ¼ 1; 2Þ and k3 2 ð0; 1ÞÞ;b ð½[; 1� : [ : [ : [j1 : [ : [Þ spiral sink of
the second kind ðjkij\1 with Imki 6¼ 0 and k3 2 ð�1; 0ÞÞ and c ð½0; 0� : [ : [ : [j1 : [ : [Þ
spiral sink of the third kind ðjkij\1 with Imki 6¼ 0 and k3 ¼ 0Þ
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Fig. B.39 Eigenvalue diagrams: a ð[ : [ : 1 : [j1 : [ : [Þ spiral saddle-sink boundary of the
first kind jkij[ 1ð with Imki 6¼ 0 ði ¼ 1; 2Þ and k3 ¼ 1Þ; and b ð[ : [ : [ : 1j1 : [ : [Þ -spiral
saddle-sink boundary of the second kind jkij[ 1ð with Imki 6¼ 0 and k3 ¼ �1Þ
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x1 ¼
�1þ i

ffiffiffi
3
p

2
and x2 ¼

�1� i
ffiffiffi
3
p

2
;

D1;2 ¼ �
q

2
	

ffiffiffiffi
D
p

and D ¼ ðq
2
Þ2 þ ðp

3
Þ3;

p ¼ I2 �
1
3

I2
1 and q ¼ I3 �

1
3

I1I2 þ
2

27
I3
1 :

ðB:166Þ

The linear system in Eq. (B.152) possesses the following characteristics

(i) For D [ 0; the matrix A has one real eigenvalue and a pair of complex
eigenvalues. The spiral sink, spiral source and a spiral-exponential
attraction and expansion exist at the origin.

(ii) For D ¼ 0 and p ¼ q ¼ 0, the matrix A has three repeated eigenvalues.
Stable and unstable nodes exist at the origin.

(iii) For D ¼ 0 and q2 ¼ �4p3=27 6¼ 0, the matrix A has two repeated
eigenvalues. Sink, sources and saddle-node exist at the origin.

(iv) For D\0; the matrix A has three different eigenvales. Sink, sources and
saddle-node exist at the origin.

(v) A degenerate fixed point at the origin for detðAÞ ¼ 0: For the degenerate
case, the readers can discuss the solutions as in 2-dimensional linear
systems.
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Index

A
Asymptotically stable equilibrium, 9
Asymptotically unstable equilibrium, 9
Autonomous dynamical systems, 2
Autonomous linear system, 365

B
Bifurcation, 15
Bifurcation values, 15

C
Cantor horseshoe, 159
Center, 11, 16, 450, 489
Center manifold, 8
Center subspace, 6, 71, 453
Chua’s circuit, 321
Companion, 196–198
Complex eigenvalues, 6, 77
Continuous dynamical system, 1
Continuous subsystem, 223
Continuous switching, 226
Contraction, 73
Contraction map, 73
Critical equilibrium, 14

D
Decreasing saddle-node, 22
Degenerate switching, 17, 19
Differentiable manifold, 5
Discontinuous dynamical systems, 339
Discrete dynamical systems, 65
Discrete map, 66
Discrete system, 180
Discrete vector field, 65

Duffing oscillator, 52
Dynamical system, 1

E
Eigenspace, 7
Eigenvalue, 6
Eigenvector, 6
Equilibrium, 5
Equilibrium point, 5
Expansion, 69

F
Final grazing manifold, 350
Finite domain, 227
Fixed point, 73
Flip oscillation, 69, 452
Flip subspace, 69, 452
Flow, 1, 65
Flow symmetry, 339
Fractal, 144
Fragmentation, 358

G
Generalized Neimark bifurcation, 120
G-functions, 233, 300, 301
Global stable manifold, 7, 72
Global unstable manifold, 7, 72
Grazing mapping, 347
Grazing singular set, 328

H
Harmonic balance method, 50
Hausdorff dimension, 144, 146
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H (cont.)
Homeomorphisms, 5
Homogenous linear system, 364
Hopf bifurcation, 47
Hopf switching, 20
Hyperbolic bifurcation, 40, 113
Hyperbolic equilibrium, 710
Hyperbolic fixed point, 72, 77, 457

I
Cr invariant manifold, 7, 73
Impulsive system, 263
Increasing saddle-node, 22
Increasingly unstable equilibrium, 22
Initial greazing manifold, 352
Intermittency route to chaos, 128
Invariance, 69
Invariant subspace, 5, 73, 398

J
Jacobain determinant, 5
Jacobian matrix, 2, 317
Joint multifractal measure, 137

L
Linear discrete system, 453
Linear discrete system with distinct

eigenvalues, 454
Linearized system, 5, 71
Linear switching system, 254
Linear system with distinct eigenvalues, 402
Linear system with periodic coefficients, 409
Linear system with repeated eigenvalues, 376
Lipschitz condition, 3, 67
Local invariant space, 7
Local stable invariant manifold, 7, 72
Local stable manifold, 7, 71
Local unstable invariant manifold, 8, 72
Local unstable manifold, 7, 71
Lyapunov function, 49, 50

M
Manifold, 5
Mapping, 271
Mapping dynamics, 323
Measuring function, 231–233
Monotonic, lower saddle, 92
Monotonic sink, 91
Monotonic source, 92

Monotonic, upper saddle, 92
Multifractal measure, 142
Multiscaling fractals, 143

N
Neimark bifurcation, 120, 123, 125
Negative mapping, 170, 179
Nonautonomous dynamical systems, 2
Nonautonomous linear systems, 365
Nonhomogenous linear system, 365
Nonlinear system, 5
Nonlinear discrete system, 65
Nonrandomfractal, 141
Nonuniform discrete dynamical system, 66

O
Operator exponential, 373
Operator norm, 2, 67, 373
Oscillatory, lower saddle, 94
Oscillatory sink, 93
Oscillatory source, 93
Oscillatory, upper saddle, 94

P
Period-1 solution, 67
Period-doubling bifurcation, 122, 126, 127,

130
Period-doubling flow, 230
Period-doubling routes to chaos, 126, 130
Period-doubling system, 230
Period-m solution, 68
Periodic flow, 230, 254, 273, 318
Pitchfork bifurcation, 41, 114, 122
Positive mapping, 170, 179
Post-grazing, 333
Pre-grazing, 333

Q
Quasiperiodicity routes to chaos, 122, 128

R
Random action, 141
Random fractal, 141
Random generator, 142
Real eigenvalue, 9
Renormalization group, 122
Repeatable synchronization, 197, 209
Repeated switching system, 230
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S
Saddle, 10, 457
Saddle-node bifurcation, 40, 111, 122, 124
Self-similarity, 137
Sierpinski gasket fractals, 140
Sink, 10, 78, 93, 404, 457
Smale horsesheo, 162
Source, 10, 78, 93, 402, 457
Spatial derivative, 2
Spirally stable equilbrium, 10, 34
Spirally unstable equilbrium, 10, 34
Spiral saddle, 16, 20, 420, 461
Spiral sink, 16, 20, 408, 420, 458
Spiral source, 16, 220, 408, 420, 458
Stability, 50, 415, 449
Stable bifurcation, 16
Stable equilibrium, 9, 10
Stable Hopf bifurcation, 20
Stable Hopf switching, 20
Stable node, 21, 96, 457
Stable saddle-node bifurcation, 19, 48
Stable saddle-node switching, 19
Stable subspace, 6, 71, 398
Switching, 15, 17
Switching sets, 303
Switching systems, 223, 224, 231
Switching systems with impulses, 252, 255
Switching values, 15
Symmetric discontinuity, 325
Synchronization, 213, 221

T
Tangential bifurcation, 129
Trajectory, 1, 66
Transcritical bifurcation, 41, 112
Transport law, 223

U
Uniform discrete dynamical system, 66
Unstable equilibrium, 9, 10
Unstable Hopf bifurcation, 20
Unstable Hopf switching, 20
Unstable node, 22, 467
Unstable saddle-node bifurcation, 19, 48, 124
Unstable saddle-node switching, 19, 48, 124
Unstable subspace, 6, 69, 398

V
Vector field, 1
Velocity vector, 1

Y
Yang state, 174
Ying state, 174
Ying-Yang state, 174
Ying-Yang theory, 169
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