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Preface

The oldest, shortest words – “yes” and “no” – are those which
require the most thought.

Pythagoras (Greek Philosopher 582 BC – 497 BC)

One common problem that spans several diverse applications is the management
and derivation of knowledge from huge amounts of data, especially in scenarios
involving human and social activities. In many practical situations, a real-life dataset
can be represented as a large network (graph) – a structure that can be easily
understood and visualized. Furthermore, special structures of graphs, when viewed
in the context of a given application, provide insights into the internal structure and
patterns of the data. Among the many examples of datasets that can be represented as
graphs are the Web graph derived from the World Wide Web, the Call graph arising
in telecommunications traffic data, and metabolic networks arising in biology. Of
particular interest are social networks, in which vertices represent people or groups
of people.

Although the concept of a network roots back to the ancient Greek philosopher
Pythagoras in his theory of cosmos (κ óσμoς ), the mathematical principles of
networks were first developed in the last century. The first book in networks
appeared in 1936 (D. König: Theory of Finite and Infinite Graphs). Since then, there
has been a huge explosion of research regarding theoretical tools and algorithms in
the analysis of networks.

One of the most exciting moments came at the dawn of the new Millennium in
1999 with the discovery of new types of graphs, called complex networks. Examples
of such well-known classes of complex networks are scale-free networks and small-
world networks. These classes of networks are characterized by specific structural
features such as the power-law vertex degree distribution (scale-free networks)
and for the short path lengths, small diameter and high clustering (small-world
networks). Moreover, several other measures and features have been discovered,
and are recently the focus of active research that related to the structural properties
of complex networks. A new area of complex networks has been rapidly developing,
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spanning several disciplines such as mathematics, physics, computer science, social
science, biology, and telecommunications.

In our two volume handbook, an attempt was made to present a wide spec-
trum of recent developments with emphasis in both theory and applications on
complex networks. The first volume focuses on basic theory and properties of
complex networks, on their structure and dynamics, and optimization algorithmic
approaches. The last part of the volume concentrates on some feature applications.
The second volume, this volume, deals with the emerging issues on communication
networks and social networks. It covers material on vulnerability and robustness
of complex networks. The second part is dedicated to complex communication
networks, discussing several critical problems such as traffic activity graph analysis,
throughput optimization, and traffic optimization. The last part of this volume
focuses on recent research topics on online social networks such as security and
privacy, social aware solutions, and people rank.

We would like to take this opportunity to thank all authors, the anonymous
referees, and Springer for helping us to finalize this handbook. Our thanks also go to
our students for their help during the processing of all contributions. We hope that
this handbook will encourage research on the many intriguing open questions and
applications on complex networks that still remain.

Gainesville, FL My T. Thai
Panos M. Pardalos
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Chapter 1
Structural Vulnerability and Robustness
in Complex Networks: Different Approaches
and Relationships Between them

Regino Criado and Miguel Romance

Abstract The concept of vulnerability in the context of complex networks
quantifies the capacity of a network to maintain its functional performance under
random damages, malicious attacks, or malfunctions of any kind. Different types
of networks and different applications suggest different approaches to the concept
of networks structural vulnerability depending on the aspect we focus upon. In
this introductory chapter, we discuss some different approaches and relationships
amongst them.

1.1 Introduction

The study of complex networks has been found to be very productive in science
and technology. Why? Because complex networks represent a natural alternative for
representing, characterizing, and modeling the structure and non-linear dynamics of
all discrete complex systems. In fact, many complex systems of the real world can be
modeled using complex networks where nodes represent the different constituents
of the system and edges depict the interactions between them. Different systems
such as transport networks (underground, airline networks, road networks), commu-
nication networks (computer servers, internet), biochemical networks (metabolic,
protein and genomic networks), social networks, infrastructure networks (electric
power grids, water supply networks), and some others (including the World Wide
Web) are known to have common characteristics in their behavior and structure
[4,7,12,17,48,55,68,91,93,94,103,113]. Because of this reason they can be studied
using non-linear mathematical models and computer modeling approaches.

R. Criado (�) • M. Romance
Universidad Rey Juan Carlos, C/Tulipan s/n, 28933-Madrid, Spain
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4 R. Criado and M. Romance

The study of structural properties of the underlying network may be very
important in the understanding of the functions of a complex system as well as
to quantify the strategic importance of a node (or set of nodes) in order to preserve
the best functioning of the network as a whole. The improvements in computers
performance in the last decades granted us the ability to analyze huge complex
networks.

The concept of vulnerability in a network aims at quantifying the network’s
security and stability under the effects of all that kind of disfunctions. A series
of different approaches from several branches of knowledge have been introduced
to quantify the vulnerability of a complex network [1,6,11,13,15,17,18,27,35,41,
67, 112].

Thus, for instance, in structural engineering the term “vulnerability” is often
used to capture the susceptibility of a component or a system to some external
action [2, 67]. In this way, a structure is vulnerable if any small damage produces
disproportionately large consequences [2].

Several studies of critical infrastructure networks have focused on understanding
the security of these networks and their susceptibility to damage, failures, attacks,
disruptions, degradations or disfunctions of any type [3, 9, 28, 34, 40–42, 63, 64, 66,
74, 76–78, 89, 90, 106].

Another perspective is provided by the study of transportation systems. In this
context, the vulnerability of a transportation system can be understood as the sus-
ceptibility to disruptions giving a considerable reduction in network serviceability
as a result [13, 68]. Taylor and D’Este [68, 105] relate vulnerability to the degree of
accessibility of a given node in the network, where accessibility is expressed as the
travel cost needed to access the particular node, comparing optimal and alternative
routes or detors.

A related concept which emerges in this context is the concept of reliability. It is
important to remark, in any case, that vulnerability and reliability are two different
concepts, not exactly opposite or complementary, since a measure of reliability is
related to the concept of risk, which implies the use of a measure of the probability
that guarantees the network will function under certain circumstances [13, 68, 104,
105]. So, reliability may thus be viewed as the degree of stability that a system offers
certainly related to a measure of probability. Vulnerability means, in this sense, non-
reliability or exhibiting a low degree of operability under certain circumstances.

In classic graph theory, the term “vulnerability” is related to a lack of resistance
of the graph to the deletion of vertices and edges [11]. This point of view
matches up with the structural vulnerability’s approach, i.e., how the topology of
a network is affected by the removal of a finite number of links and/or nodes. In
the context of classic graph theory, the analysis of vulnerability is carried out by
studying different versions of the connectivity of the graph [11, 65, 94]. The node-
connectivity (edge-connectivity) is the smallest number of nodes (edges) whose
removal disconnects the network (or in case of disconnected networks it increases
the number of connected components). An alternative way to analyze connectivity
is by considering the number of node-independent paths between two vertices or, in
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the same way, to the minimum number of other vertices in the network that must fail
in order for those two vertices to become disconnected from one another [65,81,94].

On the other hand, complex networks analysis focuses on statistical graph
measures, and numerical models (simulation), using a statistical approach to asses
network vulnerability by measuring the fraction of the vertices or links to be
removed before a complete disconnection happens in the network in order to
study complex (large) networks. Specifically, many authors (see, for instance,
[6, 13, 15–17, 27, 28, 33, 35, 41, 42, 66, 74, 76, 78]) have studied the structural vulner-
ability (so-called error and attack tolerance) of theoretical network models and
empirical networks. So, structural vulnerability is related to the study of complex
systems structure, represented as networks of multiple interconnected interacting
parts and their susceptibility to damage by errors and attacks. This is how the term
vulnerability is mainly used throughout this chapter.

Two measurements derived from the spectral analysis of the network connectivity
may also be used to quantify the robustness and optimal connectivity of networks,
independent from the network size. These measurements are algebraic connectivity
and spectral gap. Algebraic connectivity was introduced in [53]. This measure,
which depends on both the number of nodes and their respective configurations,
indicates the level of connectivity in the graph [70, 85, 111]. So, the larger the
algebraic connectivity is, the more difficult it is to cut the network into disconnected
parts. Spectral gap is related to the so called “good expansion” properties [50].
The existence of good expansion properties (given by a sufficiently large value of
spectral gap) together with uniform degree distribution result in higher structural
sturdiness and robustness against node and link failures. On the contrary, low values
of spectral gap indicate a lack of good expansion properties usually represented by
bridges, cut vertices and network bottlenecks [50]. Both measurements, algebraic
connectivity, and spectral gap, let us give alternative ways to quantify the network’s
well-connectedness.

The concept of vulnerability is also used to characterize a lack of robustness
and resilience of a system. In everyday language, the word robustness is related to
strength and sturdiness, but it is necessary to clarify, also in this case, that these con-
cepts are not exactly the complement concepts of vulnerability. A system is robust if
it will retain its system structure (function) intact (unchanged or nearly unchanged)
when exposed to perturbations. The concept of resilience [17,18,55,91,94,100,102]
is related to the capability of the system to regain a new stable position (close to it’s
original state) after perturbations.

In practice, real and different networks are vulnerable to many (external and
internal) circumstances and events, so the task of finding a generally applicable
measure of vulnerability is not an easy task. Nevertheless, in [39] the authors
establish a new general framework, the family of (Ψ , p,q) -vulnerabilities, which
comprises most of the (structural) vulnerability definitions appeared in complex
network’s literature and allows one to calculate relationships between different
vulnerabilities. In any case, the purpose of this work is not to argue because
of particular definitions of vulnerability or robustness, but rather to review the
concept of structural vulnerability, that is, the concept of vulnerability based on
the network’s structure and topology [1, 2, 11, 76, 78, 79].
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In general, under the perspective of structural vulnerability, two kinds of
damages can be considered on error and attack tolerance in complex networks
[6, 18, 27, 100, 102]: the removal of randomly chosen vertices (error tolerance) and
the removal of deliberately chosen vertices (attack tolerance). Attacks are realized
by removing vertices or edges in the order of decreasing importance, which can
be quantified by properties such as degree (i.e. number of connected edges) of a
node, connectivity, betweenness, etc. Depending on the concept of “importance” we
consider, we will get different definitions of vulnerability. For example, to determine
how important is a person within a social network, which is the appropriate criterion:
to have many contacts or to have less but more important contacts? A specific way to
measure the relative importance of a node within the network is by using the main
measures of centrality: degree centrality, betweenness, closeness, and eigenvector
centrality. A survey to review centrality measures as well as generalizations can be
found in [73].

For instance, Latora and Marchiori in [76] studied the consequence and preven-
tion of terrorism attacks in a given network, and suggested a method to detect critical
vertices (i.e. the most important vertices for efficient network functioning). These
authors show in [42] how the topology of a communication/transportation network
may have important roles on error and attack tolerance of the system. In both cases,
the importance of a particular vertex is given in terms of the change in network
efficiency when this vertex is removed.

Under a general point of view, different types of networks and different ap-
plications suggest different approaches to the concept of networks (structural)
vulnerability. In fact, by considering different ways of measuring the drop of perfor-
mance of a network under malicious attacks or random damages, and depending on
the nature of the problem, the pursued objective and the aspect we focus on, we can
get different approaches. Some of these approaches, which depend on the concept
of “importance” for vertices and edges we consider, are the following:

• Structural vulnerability related to the loss of connectivity (see, e.g., [46, 96]).
This approach compares the vulnerability of networks of about the same size and
structures by relating the concept of vulnerability to the loss of connectivity when
we remove some nodes and edges to potentially disconnect the network. Under
this point of view, the more homogeneous a network is (i.e., with all the nodes
and links playing a similar role) the more robust that network is. An alternative
approach, under this point of view, is given in [34–36].

• Structural vulnerability related to the variation of the network performance (see,
e.g., [41, 66, 74, 76]). This approach relates the measure of vulnerability of a
network to the fall of its efficiency when a damage occurs.

• Structural vulnerability related to betweenness [15, 16, 31, 33, 38, 96], another
centrality measures and another concepts [17, 51, 84, 91, 97, 98, 106]. This
approach attend to the strategic importance of specific links and nodes in order
to preserve the functioning and performance of the network as a whole.

• Structural vulnerability based on spectral analysis [20, 21, 25, 32, 53, 82, 83, 85].
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It’s not worth to say that each one of these approaches has its advantages and
disadvantages, and the most suitable approach for a specific problem may depend
on the problem under investigation and the size of the network. As it is showed in
[39] all of these approaches can be submerged in a general framework which give
us a new perspective and formalism to the concept of network’s vulnerability.

In short, this chapter is devoted to analyze different approaches to structural
vulnerability, i.e., how different classes of network topologies are affected by the
removal of a finite number of links and/or nodes.

The chapter is organized as follows: Sect. 16.2 introduces the basic concepts
and notation to comprehensively analyze different approaches to the concept of
vulnerability. Section 9.3 is devoted to establish an axiomatic support to the concept
of vulnerability. In Sect. 9.4, some approaches to the concept of vulnerability are
analyzed. Section 9.5 is devoted to introduce a common framework to several
structural vulnerabilities. Finally, in Sect. 1.6, we collect some results about the
numerical comparison between different types of network’s structural vulnerability
performed over random models and real life networks.

1.2 Basic Concepts and Notation

From a schematic point of view, a complex network is a mathematical object G =
(X ,E) composed by a set of nodes or vertices X = {1, . . . ,n} that are pairwise joined
by links or edges belonging to the set E = {�1, . . . , �m}. We consider the adjacency
matrix A(G) = (ai j) of G = (X ,E) determined by the conditions

ai j =

{
1 i f {i, j} ∈ E
0 i f {i, j} /∈ E.

Two vertices are called adjacent (or neighbors) if they are connected by an edge.
The number of neighbors of a node i, denoted by di, is its node degree. Obviously,
the degree of a node i can be easily calculated by the expression ∑n

j=1 ai j. In the
sequel, we will denote by δ (G) the minimum node degree of the nodes of G, and by
Δ(G) the maximum node degree of the nodes of G. If all the nodes of G are pairwise
adjacent, then G is called complete and a complete network of n nodes is denoted
by Kn. K3 is called a triangle. A network G = (X ,E) is called q-partite if X admits
a partition into q classes such that every edge has its ends in different classes: nodes
in the same partition class must not be adjacent. If q = 2, one usually says bipartite.
A q-partite network in which every two nodes from different partition classes are
adjacent is called complete. A star is a complete bipartite network such that one of
the classes has exactly one element. A star of n nodes is denoted by Sn.

One we have introduced the concept of complex networks as the main object
of the complex network analysis, we should give the basic parameters used in
the literature in order to analyze these objects. There are plenty of mathematical
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functions that help to study and classify the behavior of complex network structure
(see, e.g. [17] and [54]), including metric parameters, clustering, spectral functions
and dynamical parameters among many others. In the rest of this chapter we will put
mainly the stress in some metric and spectral functions that will help to analyze the
structural vulnerability and robustness of a complex network. In this section, we will
start by introducing the basic metric properties and parameters of networks while in
Sect. 1.4.5 we will give the spectral functions used in the structural vulnerability
analysis.

The metric structure of a complex network is related to the topological distance
between nodes of the network, written in terms if walks and paths in the graph.
A walk (of length k) in G is a non-empty alternating sequence

{i1, �1, i2, �2, ..., �k−1, ik}

of nodes and edges such that �r = ir, ir + 1 for all r < k. If i1 = ik, the walk is
closed. A path between two nodes is a walk through the network nodes in which
each node is visited only once. A cycle is a closed walk that starts and ends at the
same node, in which no edge is repeated. A cycle of n nodes is denoted by Cn. C3

is a triangle. If it is possible to find a path between any pair of nodes the network
is referred to as connected; otherwise, it is called disconnected. The length of a
path is the number of edges of that path. If i, j ∈ X a geodesic between i and j
is a path of the shortest length that connects i and j. The distance di j between i
and j is the length of a geodesic between i and j. The maximum distance D(G)
between any two vertices in G is called the diameter of G. By ni j we will denote
the number of different geodesics that join i and j. If v ∈ X is a node and � ∈ E
is a link, then ni j(v) and ni j(�) will denote the number of geodesics that join i and
j passing through v and � respectively. A network H = (Y,F) is a subnetwork of
G = (X ,E) if Y � X , F � Y and the edges in F connect nodes in X . A connected
component is a maximal connected subgraph of G. Two paths connecting the same
pair of vertices in a network are said to be vertex-independent if they share none of
the same vertices other than their starting and ending vertices. A k-component is a
maximal subset of the vertices of a network such that every vertex in the subset is
connected to every other by k independent paths. For the special cases k = 2, k = 3,
the k-components are called bi-components and three-components of the network.
For any given network, the k-components are nested: every three-component is a
subset of a bi-component, and so forth.

The characteristic path length, defined as

L(G) =
1

n(n− 1)

n

∑
j=1

n

∑
k=1
k �= j

d j,k =
1

n(n− 1) ∑j �=k∈X

d j,k,

is a way of measuring the performance of a network, but because of errors and
attacks, networks can become disconnected. In fact, if the distance between two
nodes is infinite, L(G) becomes infinite. The concept of efficiency, introduced by
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Latora and Marchiori in [74] is a well defined quantity also for non-connected
networks. The efficiency of a network G is defined as

E(G) =
1

n(n− 1) ∑
i, j∈X ,i�= j

1
di j

.

The fall of the network’s efficiency when a node fails is one of the main approaches
to network’s structural vulnerability as we will see in Sect. 9.4.

In [54], a panoramic view of the main existing measurements of complex
networks can be found.

1.3 A Preliminary Axiomatic Approach to Structural
Vulnerability

A first attempt to establish a mathematical axiomatic support to the somehow
“intuitive” notion of vulnerability of a graph was given in [35]. The goal of the
authors was to extract some intuitive properties which should be taken into account
in every reasonable definition of vulnerability.

The invariance under isomorphisms is the first property which a vulnerability
measure must fulfil. Otherwise, it would not make any sense the fact that the
resulting value can depend on where the nodes are located, it must depend only on
the edges that are present between them. Normalization (i.e., taking values within
the unit interval [0,1]) may be another requirement: It seems reasonable that a
measure of vulnerability can take values between 0 and 1. To do so in a reasonable
way, we look at the most vulnerable graphs having values close to one while robust
graphs have values close to zero. In fact, we would like the bounds to be attained
at least asymptotically. In any case, note that we can always normalize any finite
vulnerability measure in order to get a parameter contained in the [0,1] interval.

Another requirement is the condition that vulnerability must be computable in
polynomial time (necessary for practical reasons).

Once these basic conditions are established, the key property of a vulnerability
measure is that it should never increase by adding edges. The rationale behind this
assertion is that such an addition can only reinforce the structure of the network,
because the worst situation we can face is the loss of that edge, either alone (in
which case we are left with the original network) or in combination with other edges
or nodes (which is as bad as losing those edges or nodes and having no extra edge
anyway). Moreover, a new edge should generally strictly increase the robustness
of a network although it is conceivable that, under special circumstances, adding a
particular edge can have no impact on the vulnerability of the graph (a redundant
edge, for instance).

Going into greater detail, it is natural to think that the complete graph must be the
least vulnerable network for a given network size, since it cannot be strengthened
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in any way. Of course, this follows from the requirement that vulnerability must
not increase as edges are added, but it deserves mentioning on its own. On the
other hand, trees are relatively vulnerable, while a specific tree, the “star” network
(which has a central node to which the rest is connected), should have the greatest
vulnerability under attacks for a given size, since it exposes a clear weak spot whose
failure makes the graph totally disconnected. Now, we can establish the following
definition summarizing the above properties:

Definition 1.1. [35] Let N be the set of all possible networks with a finite number
of vertices. A vulnerability function v is a function v : N → [0,+∞) verifying the
following properties:

(i) (Coherence) v is invariant under isomorphisms of graphs.
(ii) (Soundness) v(G′)� v(G) if G is obtained from G′ by adding edges.

(iii) (Effective computation) v(G) is computable in polynomial time respect to the
number of vertices of G.

The previous list of properties may be extended depending on the specific appli-
cation, the aspect we focus on and the way of measuring the drop of performance of
a network under malicious attacks or random damages we are studying.

1.4 Some Different Approaches to the Concept of Structural
Vulnerability

As we have said in the introduction, depending on the kind of metrics and
measurements which are considered to identify the importance of different vertices
and edges inside the network we can get different approaches and definitions of
structural vulnerability.

Some of these definitions are consistent with the underlying intuitive idea of
vulnerability has been used in different contexts, but it is easy to check that in some
cases they cannot distinguish networks that should have different vulnerabilities.
For example, if we consider the cycle C4 and the complete graph K4, it is easy to
check that both graphs have vulnerability zero in the sense considered in [76], but
our intuition suggests that K4 is more robust than C4 (see Fig. 1.1).

In this section, we analyze several metrics and measurements usually employed
in network’s literature. Above all we consider the measures related to connectivity,
variation of network’s performance, variation of centrality measures such us
betweenness and spectral measurements.

Fig. 1.1 The cycle C4 and
the complete graph K4. The
intuition suggests that K4 is
more robust than C4, but some
vulnerability measures do not
distinguish between them
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The measures related to connectivity are based on the analysis of network
cohesion and adhesion and its responsiveness and tolerance to the removal of
nodes and links. The measures related to betweenness and other centrality measures
are based on the idea that the most important (in fact, critical) nodes and links
for efficient network functioning are those which have the highest values of the
network’s centrality measure considered. Finally, the spectral measurements relates
the topology of the network to the graph cohesion and connectivity strength through
the study of the spectrum of the network’s adjacency matrix.

1.4.1 Fall of Network Cohesion and Connectivity Type
Vulnerabilities

In this approach, it is considered the impact of nodes and edges destruction in terms
of potentially disconnecting the network.

There are two primary concepts of structural vulnerability based on connectivity
in networks [46, 53]: The node connectivity and the edge connectivity, denoted,
respectively, by κ(G) and λ (G). These two metrics are, respectively the minimal
number of nodes (vertices together with adjacent edges) and the minimal number of
edges whose removal disconnects the network. Both metrics are among basic most
important indicators of network cohesion and robustness as they represent resistance
to damage through quantifying the minimum number of failures/targeted attacks
required to make the network disconnected.

The following well known theorem [46, 59, 81], due to Menger, give us an
alternative formulation of node and edge connectivity:

Theorem 1.1. For any network G we have

(i) The node connectivity κ(G) is the smallest number of node-distinct paths
between any two nodes.

(ii) The edge connectivity λ (G) is the smallest number of edge-distinct paths
between any two nodes.

Another well known and useful theorem related to this metrics is the following
[47] (recall that δ (G) is the minimum node degree of the nodes of G):

Theorem 1.2. For any non-trivial network G the following inequalities between the
node connectivity κ(G), the edge connectivity λ (G) and the minimum node degree
δ (G) hold:

κ(G)≤ λ (G)≤ δ (G).

Dekker and Colbert in [46] define the concepts of node similarity and opti-
mal connectivity in order to consider several strategies for designing optimally
connected networks. They look at the degree of symmetry of the network as a
way to analyze the network “robustness,” in the sense that if a network has no
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distinguished nodes, an intentional attack may not cause important damages. This
type of robustness is particularly interesting for military purposes and military
networks of for civilian networks facing possibly terroristic activity. A network G is
optimally connected if κ(G) = λ (G) = δ (G). The underlying idea is that a network
is optimally connected if it is as robust as it could be, given the value of δ (G).

An alternative approach to this kind of robustness based on this idea of symmetry
and regularity was given in [35], where the authors define two vulnerability
functions V1 and Vσ in order to quantify these features as follows:

V1(G) = exp

(
Δ(G)− δ (G)

n
+ n−m− 2+

2
n

)
,

Vσ (G) = exp

(
σ
n
+ n−m− 2+

2
n

)
, (1.1)

where σ is the standard deviation of the degree distribution, i.e.

σ =

(
1
n ∑i∈V

(
di − 2m

n

)2
)1/2

. (1.2)

Both definitions take into account the dispersion of the degree distribution and the
number of nodes and links and satisfy the properties established in Definition 1.1.
Moreover, a simple computation shows that the values of V1(G) for the complete
graph Kn, the star Sn and the cycle Cn are, respectively,

V1(Kn) = exp

{−n3 + 3n2 − 4n+ 4
2n

}
,

V1(Sn) = exp{0}= 1,

V1(Cn) = exp

{
− 2+

2
n

}
.

Note that V1(Kn) tends to zero and V1(Cn) tends to exp{−2} as n tends to infinity.
Nevertheless, V1(G) can be computed easily and gives a good estimation of the

robustness of a complex network but it only cares about the nodes having extreme
degrees, which makes the results not sharp enough. An example of this situation is
shown in Fig. 1.2, where networks G and G′ satisfies V1(G) = V1(G′) although our
intuition suggests that G looks more robust than G′.

Hence, we will use the second vulnerability function, which gives better esti-
mates for the security of a network.

It is easy to check that the values of Vσ (G) for the complete graph Kn, the star Sn

and the cycle Cn are, respectively,
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Fig. 1.2 G and G′ have
the same the same degree
sequence (and therefore
V1(G) =V1(G′)), but the
intuition suggests that G
looks more robust than G′

Vσ (Kn) = exp

{
0+ n−|E|− 2+

2
n

}

Vσ (Sn) = exp

⎧⎪⎨
⎪⎩

(
(n−1)(n−2)2

n

)1/2

n
+ n− (n− 1)− 2+

2
n

⎫⎪⎬
⎪⎭

Vσ (Cn) = exp

{
− 2+

2
n

}
.

Note that Vσ (Kn) tends to zero and Vσ (Cn) tends to exp{−2} as n tends to infinity.
Both measures V1(G) and Vσ (G) provide values close to one for the most

vulnerable graphs decreasing to values closer to zero for more robust graphs.
Nevertheless, it seems that this type of vulnerability reasonably compare the
vulnerability of networks possessing more or less the same size and structures, but
it fails to properly rank vulnerability when networks of different sizes and structures
are compared [114]. In any case, in [36], an extension of Vσ (G) is given for directed
networks and this measure is used to perform a comparative analysis of those
performance measures over a significant sample of subway networks worldwide.

1.4.2 Fall of Efficiency Type Vulnerabilities

The concept of efficiency in a network plays the role of measuring its ability for
the exchange of information and its response for the spread of perturbations in
diverse applications [74, 75, 77, 78]. In fact, the efficiency is an indicator of the
network performance, i.e., of its capability to have a short-path connection among
nodes. The study of efficiency of a network is not only interesting in computer and
communication networks but also in many other examples of complex networks,
since it measures how optimally the dynamics of the network takes place and how
its behavior can change due to some variations in the topology of the network. For
example, it is crucial to quantify the stability of a cellular network when it is subject
to random errors as a result of mutations, harsh extremal conditions that eliminate
metabolites or protein misfolding [71], as in trophic networks it is important to
analyze the response of the network to the removal, inclusion or mutation of species
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in an ecosystem. In [41, 76], by using as mathematical measures the global and the
local efficiency, the authors study the effects of errors and attacks both on the global
and the local properties of the network, showing that global efficiency is a better
measure than the characteristic path length to describe the response of complex
networks to external factors.

One of the main approaches to the vulnerability of networks relates this concept
to the fall of networks efficiency when the failure of node happens [74, 77, 78].
Latora and Marchiori measure the vulnerability of a node as relative drop in
performance (efficiency) after removal of the i-th node together with all the edges
connected to it. Following this idea, the vulnerability of a network G = (X ,E) to a
failure of a single node can be defined by several aggregation techniques (see [78]),
mainly as it is shown in the following expressions:

Vmax(G) = max{E(G)−E(G\ {v}); v ∈ X} , (1.3)

or

V (G) =
1
n ∑v∈X

(
E(G)−E(G\ {v})), (1.4)

where E(G) denotes the efficiency of G [74] defined by

E(G) =
1

n(n− 1) ∑i�= j∈X

1
di j

(1.5)

and G\ {v} is the network G without node v and its incident links.
Obviously, the first one is suitable for intentional attacks and the second one for

random failures or breakdowns. To normalize these expressions, i.e., to take values
within the interval [0,1], it is enough to divide by the total efficiency E(G). So, we
can get the normalized Vmaxn(G) and the normalized Vn(G) through the expressions:

Vmaxn(G) =
Vmax(G)

E(G)
, (1.6)

and

Vn(G) =
V (G)

E(G)
. (1.7)

If D is now a class of damages (for e.g., the deactivation of a node, the disfunction
of a link, or a cascade failure of two or more nodes), and we consider a specific
damage d ∈ D, the fall of efficiency of a network G = (X ,E) due to the presence of
the damage d is given by

V (G,d) = E(G)−E(d(G)), (1.8)

where E(·) is the efficiency and d(G) is the graph obtained from G when the damage
d is applied.
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For example, if we consider the class of damages D of all possible single-node
failures, we can identify each damage d ∈ D with a node i ∈ X , and therefore we
denote

V (G, i) = E(G)−E(G\ {i}). (1.9)

Note that we will use a similar notation for the classes of damages of multiple-
node failures, which can be identified with a certain family of subsets of X in such a
way that, if the damage is the failure of the subset of nodes Ik = {1, . . . ,k}, then the
fall of efficiency E(G)−E(G\ Ik) will be denoted by V (G, Ik).

For a class of damages D, the vulnerability of a network G= (V,E) to the class D
can be defined by several aggregation techniques as

Vmax(G,D) = max{V (G,d); d ∈ D} (1.10)

or

V (G,D) =
1
|D| ∑d∈D

V (G,d), (1.11)

where |D| is the number of damages of the class D. Note that Vmax(G,D) measures
the maximal damage that can occur to the network G while V (G,D) is the average
fall of efficiency of G under a damage of the class D. While its meaning is evident,
such a definition of vulnerability as the fall of efficiency has several inconveniences,
as it was stated in [16].

If we now consider the damage d that eliminates a single node i0 ∈ V , the
definition of vulnerability as the fall of efficiency presents several difficulties
(a similar situation also occurs when we are dealing with multiple-node failures)
as we will see now.

The fall of efficiency E(G)−E(G\ {i0}) can be expressed as

1
N(N−1) ∑i�= j∈V

1
di j

− 1
(N−1)(N−2) ∑i, j∈V

i, j �=i0

1
d′

i j
,

where d′
i j is the distance in G \ {i0}. If we take i, j ∈ V , i, j �= i0, such that the

distance between i and j does not change when i0 fails, we have that

1
N(N−1)

1
di j

− 1
(N−1)(N−2)

1
d′

i j
=− 2

N(N−1)(N−2)
1

di j
< 0.

Hence, the failure of i0 produces a collateral effect in the fall of the efficiency even
if this damage does not affect the distance between i and j. This problem comes
from the fact that this difference of efficiency is size-dependent, and it has other
inconveniences that should be avoided to give a smart parameter that measures
the intuitive idea of vulnerability. To overcome this difficulty, a new measure of
vulnerability is proposed in [16] that is not size-dependent and does not produce
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collateral effects. If we take the class of damages D of all possible single-node
failures, and consider the damage of deactivating the node i0 ∈V . We then consider
the square matrix E of size N − 1 whose (i, j) entry (i, j �= i0) is

Ei j =

⎧⎪⎨
⎪⎩

1
di j

− 1
d′

i j
, if i �= j

0, if i = j,

where d′
i j is the distance in G\ {i0}.

This idea leads to the definition

W (G, i0) = ∑
i�= j∈V
i, j �=i0

(
1

di j
− 1

d′
i j

)
. (1.12)

So, by using this idea the following definition to the vulnerability of the network
G = (X ,E) under a class of damages D is given in [16] as

Wmax(G,D) = max{W (G, i0); i0 ∈ D} , (1.13)

or

W (G,D) =
1
|D| ∑i0∈D

W (G, i0), (1.14)

inspired by (1.10) and (1.11), respectively.
The following result is also obtained in [16]:

Theorem 1.3. If G = (X ,E) is a complex network with n ≥ 3 nodes, then

∑
i0∈X

V (G, i0) =
1

(n−1)(n−2) ∑i0∈X

W (G, i0), (1.15)

where the damage i0 is the failure of node i0.

To finish this sub-section devoted to fall of efficiency type vulnerabilities, it is
important to remark that Goldshtein et al. [63] introduce an additional parameter
called the relative variance h. This parameter is a measure of the fluctuation level
and it is used to describe the hierarchical properties of the network, and thus its
vulnerability. In other words, they suggest that the ordered distribution of vertices
with respect to their vulnerability is related to the network hierarchy; thus, the most
vulnerable (critical) vertex occupies the highest position in the network hierarchy.
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1.4.3 Betweenness Centrality (Node and Link) Based
Vulnerabilities

Another approach to network’s vulnerability is based on the idea that critical nodes
and links stand between others, playing the role of an intermediary in the interac-
tions. So, the greater the number of paths in which a node or edge participates, the
higher the importance of this node or edge for the network. Thus, assuming that the
interactions follow the shortest paths between two vertices, it is possible to quantify
the importance of a node or an edge in terms of its betweenness centrality.

Node betweenness was first proposed by Freeman [56] in 1977 in the context of
social networks. This concept has been considered more recently as an important
parameter in the study of networks associated to complex systems [91]. Girvan and
Newman [60] generalize this definition to edges and introduce the edge betweenness
of an edge as the fraction of shortest paths between pairs of vertices that run along it.

Specifically, the betweenness approach to network’s vulnerability is based on the
concentration of the geodesic structure throughout the network.

The node betweenness centrality B(G) of a network G [56] is

B(G) =

(
1
n ∑v∈X

bv

)
,

where bv is the betweenness of the node v ∈ X (see, e.g., [95, 109]) given by

bv =
1

n(n− 1) ∑
i, j∈Xi�= j

ni j(v)

ni j
.

(Recall that ni j is the number of different geodesics that join i and j, and ni j(v) is
the number of geodesics that join i and j passing through v).

The maximum betweenness of the network G is

Bmax(G) = max{bv : v ∈ X}

The same parameters can be defined for edges exactly in the same way as before,
obtaining the edge-betweenness BE(G)

BE(G) =

(
1
m ∑�∈E

b�

)

where, in the same way as before, b� is the betweenness of the link � ∈ E given by

b� =
1

n(n− 1) ∑
i, j∈Xi�= j

ni j(�)

ni j
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and the maximum edge betweenness centrality

BEmax(G) = max{b� : � ∈ E}.

In Sect. 1.4.5, some relationships between this measures and the eigenvalues of
the Laplacian matrix of G will be shown.

In [15], it was introduced the link-based multi-scale vulnerability of a complex
network G = (X ,E) as

VE,q(G) =

(
1
m ∑�∈E

bq
�

)1/q

,

for any q ∈ [1,+∞), where b� is the betweenness of the link �∈ E (see, e.g. [95,109])
given by

b� =
1

n(n− 1) ∑
li, j∈Xi�= j

ni j(�)

ni j
.

A remarkable relationship between the characteristic path length L(G) and
BE(G) = VE,1(G) (in fact, the edge betweeness of G = (X ,E)), as it is shown in
[15] is the following:

VE,1(G) =
1
|E| ∑�∈E

b� =
1
|E| ∑�∈E

(
∑

j,k∈X

n jk(�)

n jk

)

=
1
|E| ∑j,k∈X

1
n jk

(
∑
�∈E

n jk(�)

)
.

Notice that if P jk is the set of all geodesics joining j and k then one has

n jk(�) = ∑
g∈P jk

χg(�),

where χg(�) is 1 if � belongs to the geodesic g and 0 otherwise. Hence if d j,k denotes
the distance between j and k in the network then

VE,1(G) =
1
|E| ∑j,k∈X

1
n jk

(
∑
�∈E

n jk(�)

)

=
1
|E| ∑j,k∈X

1
n jk

⎛
⎝ ∑

g∈P jk

∑
�∈E

χg(�)

⎞
⎠

=
1
|E| ∑j,k∈X

1
n jk

⎛
⎝ ∑

g∈P jk

d j,k

⎞
⎠=

n(n− 1)
|E| L(G)

and therefore BE(G) =VE,1(G) measures essentially the same global properties than
the characteristic path length L(G).



1 Structural Vulnerability and Robustness in Complex Networks... 19

It is possible to overcome such a limitation by introducing (see [15]) the
coefficient

VE,p(G) =

(
1
|E| ∑�∈E

bp
�

)1/|p|
, (1.16)

for each value of p > 0. Such a coefficient gives a multi-scale measure of the
vulnerability of a graph in the following sense: if one wants to distinguish between
two networks G and G′, one first compute VE,1(G). If VE,1(G) <VE,1(G′) then G is
more robust that G′. On the other hand, if VE,1(G) =VE,1(G′), then one takes p > 1
and compute VE,p(G) until VE,p(G) �=VE,p(G′).

If, in the previous reasoning, we replace edges by nodes, one can obtain another
concept of vulnerability related to what is written above [38]. In this case, it was
considered the node-based multi-scale vulnerability of a complex network given for
any q ∈ [1,+∞) as,

VX ,q(G) =

(
1
n ∑v∈X

bq
v

)1/q

=

⎛
⎜⎝1

n ∑v∈X

⎡
⎢⎣ 1

n(n− 1) ∑i, j∈X
i�= j

ni j(v)

ni j

⎤
⎥⎦

q⎞
⎟⎠

1
q

.

In [38], it was proved that there an analytical connection between the node-based
and link-based approach of structural vulnerability as the following result shows:

Theorem 1.4 ([38]). Let G = (X ,E) be a network with n nodes and m links. If
1 < p < ∞, then

2
1
p −1
(m

n

)1/p
VE,p(G)≤ VX ,p(G),

VX ,p(G)≤ 2
1
p −1
(m

n

)1/p
(grmax)

1− 1
p VE,p(G)+

1
n
,

where grmax denotes the maximal degree of the network G.

This analytical result is sharp and in [38] it was illustrated this relationship in the
Erdős–Rénji model of random networks, as we will show in Sect. 1.6.

1.4.4 Bottleneck Type Vulnerabilities

This approach has been studied in [31, 33], and in [50]. In the first two cases the
problem of locating a leader node on a complex network was considered. This
problem is interesting due to its practical applications, such as the key transfer
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protocol design for multi-party key establishment (see [22]), where it is stated that
it is not always adequate to consider all nodes in the network equally important,
for instance to distribute a message from a central server to a group of users
or key distribution for private communication. So, it is needed to require secure
communication between the leader (or the initiator) and all other members in
order to initially establish key. In any case, the keys (or a part) must be sent
through a communication network which holds up the flow of information. In
[50], the study of network robustness based on the removal of bottleneck nodes
and edges is considered in order to analyze the property of certain complex
networks that are simultaneously sparse and highly connected (established as “good
expansion” (GE)).

The criterium considered in [31] and [33] for choosing such a leader in a complex
network is related to spotting the node vo that minimizes the expected number of
disconnected nodes from vo under a random breakdown of a node other than vo. In
order to compute these values the concept of bottleneck was introduced. If we take
three nodes x,y,z ∈ X , we say that y is a bottleneck from x to z if every path from x
to z goes through y. Note that if we denote byΠ(x,z) the set of all bottlenecks from x
to z, then it was proved in [33] that the expected number of disconnected nodes from
v under a random breakdown of a node other than v is exactly

D(v) =
1

n− 1 ∑
v�=w∈X

(
|Π(v,w)|− 1

)
,

where |Π(vo,w)| is the number of bottleneck from vo to w and n is the number of
nodes of the complex network. It is clear that this function D(·) gives a criterium
for measuring the vulnerability, since the lower the average value of D(·) is the
higher robustness of the network we get. Therefore, the bottleneck vulnerability of
a complex network G = (X ,E) of n nodes is defined as

B(G) =
1
n ∑v∈X

D(v)

=
1

n(n− 1) ∑v∈X
∑

v�=w∈X

(
|Π(v,w)|− 1

)
. (1.17)

This method introduced in [31] shows that for a given tree with an invulnerable
node (leader) the D-measures on the different nodes help us to choose an optimal
location for the leader. Another related problem is the following: assume that we
have two possible tree networks for a given number of nodes and links, each with its
distinguished node. Which one is preferable from the point of view of robustness?
The following example where G and G′ are two tree-shaped graphs illustrates the
situation (Fig. 1.3).

Since G and G′ have the same number of nodes and their corresponding incidence
degrees coincide, there is no hope that any vulnerability function whose definition is
based on those two parameters might be of use when it comes to preferring G over
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Fig. 1.3 An example of
bottleneck-type vulnerability
of two trees G (on the left)
and G′ (on the right) with
a leader node. By using this
D(·) we can select the best
network from the point of
view of robustness

G′, or conversely. In contrast, the D-measures prove useful to our choice. In fact, G′
should be preferred over G as the next table shows:

DG(1) = 10, DG′
(1) = 12, DG(5) = 16, DG′

(5) = 14,
DG(2) = 11, DG′

(2) = 9, DG(6) = 16, DG′
(6) = 15,

DG(3) = 11, DG′
(3) = 17, DG(7) = 160, DG′

(7) = 15.
DG(4) = 16, DG′

(4) = 10,

Note that the algorithm above yields node 1 as the best possible leader for G and
node 2 as the best one for G′. Hence, selecting G′ and node 2 in G′ as the leader
would be the wisest option since node 2 has the lowest D1-vulnerability not only
among the nodes of G′ but among all nodes.

The concept of bottleneck and bottleneck vulnerability B(·) are very useful when
we are dealing with complex networks which are tree-shaped (see [31]), but is it
very restrictive when we consider general networks (see [33]) since the set Π(i, j)
is usually trivial. This is due to the fact that a node v is a bottleneck from i to j if
all the possible paths from i to j go through v, which is too strong. In order to avoid
this inconvenience in a general network, it is possible to consider a relative concept
which gives a qualitative perspective of the geodesic structure of the complex
network as follows [39]:

Definition 1.2. A node y is a geodesic bottleneck from node x to node z if every
geodesic from x to z necessarily goes through y. We denote by Πg(x,z) the set of all
geodesic bottlenecks from x to z.

If v ∈ X and we denote by Dg(v) the expected number of nodes that change their
distance (inside the graph) to node v when a failure at some other node occurs,
then we can prove that Dg(v) is related to the geodesic bottlenecks from v, as the
following result shows.

Proposition 1.1. If G = (X ,E) is a complex network with n nodes and v ∈ X, then

Dg(v) =
1

n− 1 ∑z∈X

(∣∣Πg(v,z)
∣∣− 1
)
.
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Proof. First, note that if we fix v ∈ X , then the number of nodes that change their
distance to node v when a failure in a node y �= v occurs is the number of nodes z
such that y ∈Πg(v,z) and hence

Dg(v) =
1

n− 1 ∑y�=v

∣∣{z ∈ X ,y ∈Πg(v,z)}
∣∣

=
1

n− 1 ∑y�=v
∑
z∈X

χΠg(v,z)(y)

=
1

n− 1 ∑z∈X
∑
y�=v

χΠg(v,z)(y)

=
1

n− 1 ∑z∈X

(∣∣Πg(v,z)
∣∣− 1
)
.

By using this concept, the geodesic bottleneck vulnerability of a complex
network G = (X ,E) of n nodes is introduced in [39] as

Bg(G) =
1
n ∑v∈X

Dg(v) =
1

n(n− 1) ∑v∈X
∑

v�=w∈X

(
|Πg(v,w)|− 1

)
. (1.18)

It was proved in [33] that if G = (X ,E) is a tree then |Πg(r,z)|−1 is the distance
between the nodes r and z, since there is a unique simple path from r to z and every
node in that path is a bottleneck. Therefore, the last formula extends the results
obtained in [31], but it is straightforward to prove that this phenomenon does not
necessarily occur when G = (X ,E) is not a tree. Actually, given any node in G, it is
possible to construct an auxiliary tree in G (the bottleneck tree) such that measuring
distances in that tree gives us the same information about disconnected nodes in the
original network (see [33]). The key-point to show this is the fact that the nodes in
any bottleneck set Πg(x,y) are linearly ordered; in fact, every simple path from x
to y runs through the nodes in Πg(x,y) in the same order. Thanks to this ordering, it
is possible to define a direct bottleneck of a node for a given root [33]. If we have
two different nodes r and x ∈ X , the last node in Πg(r,x), excluding x itself, will
be called the direct bottleneck of x from r, and will be denoted by πr(x). Note that
given distinct r, x ∈ X , we always have r, x ∈ Πg(r,x), so this definition always
makes sense. The link that will help us establish a connection between the case of a
general network and that of a tree-shaped one is the so called bottleneck tree. Given
a node r ∈ X , the bottleneck tree of G rooted at r will be another network BTr with
the same set of nodes and exactly those edges of the form (πr(x),x), where x �= r.

For example, if we consider the graph N9, Fig. 1.4 shows the bottleneck tree
rooted at 1.

The main reason why this bottleneck tree is useful in helping locate the right
place for the leader is that measuring the distance from r to any other node is exactly
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Fig. 1.4 A bottleneck tree
for the graph N9 (on the left)
and its Bottleneck tree rooted
at 1 (on the right)

Fig. 1.5 All the bottleneck trees for the graph N9, rooted at 1 or 3 (on the left); rooted at 5, 7, 8,
or 9 (on the center); and rooted at 2,4, or 6 (on the right)

the same as counting how many bottlenecks there are inΠg(r,x). In other words, we
have that

D(r) =
1

n−1 ∑x∈X
dBTr

rx , (1.19)

where dBTr
rx is the distance from r to x in the bottleneck tree for G rooted at r. If

we consider a non tree-shaped network, different leaders yield different bottleneck
trees. For example, if we consider again the graph N9 we can obtain essentially tree
different bottleneck trees depending on which root we choose (see Fig. 1.5).

To end this subsection it is important to remark that there exist a strong relation-
ship between the concept of bottleneck in a network G and the bi-components and
k-components of G (see [96]).

1.4.5 Vulnerability and Algebraic Connectivity

The use of spectral methods in networks and graph theory have a long tradition. For
example, the eigenvector-like centralities were introduced in sociology to measure
the influence of each actor in a social group, taking into account the immediate
effects, the mediative effects and the global effects of the social interaction [20],
but they are also useful in other applications such as the web search engines like
Google [23].

Specifically, spectral graph theory studies the eigenvalues of matrices that
embody the graph structure. One of the main objectives in spectral graph theory
is to deduce structural characteristics of a graph from such eigenvalue spectra.
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Particularly, these methods are used in the study of the measures of vulnerability
based on the fall of connectivity. In addition, spectral analysis has a lot of
applications too numerous to be collected here. For example, spectral analysis
allows characterizing models of real networks [80, 99], determine communities
[92], to find the edges which connect different communities and remove them in
a iterative form, breaking the network into disconnected groups of nodes [8,60] and
even visualizing networks [101].

To introduce the eigenvalue spectra of a network some additional concepts are
needed. The characteristic polynomial det(xI−A(G)) of the adjacency matrix A(G)
is called the characteristic polynomial of G. The eigenvalues of A(G) (i.e., the zeros
of det(xI −A(G)) are also called the eigenvalues of G. If μ is an eigenvalue of G,
then a non-zero vector −→v ∈ R

n satisfying A(G)−→v = μ−→v , is called an eigenvector
of A(G) for μ ; it is also called a μ-eigenvector. The relation A(G)−→v = μ−→v can
be interpreted in the following way: if −→v = (v1, ...,vn)

t , then for any vertex i we
have that μvi = ∑ j∼i v j, were the summation is over all neighbors j of i. If μ is an
eigenvalue of G, then the set {−→v ∈ R

n : A(G)−→v = μ−→v } is a linear subspace of Rn,
called the eigenspace of G for μ .

On the other hand, since A(G) is a real symmetric matrix, it is important to point
out that all the eigenvalues of G are real. Moreover, Rn has a basis −→v1 , . . . ,

−→vn of n
normal eigenvectors of A(G) [25]. The eigenvalues μ1(G) ≤ μ2(G) ≤ ·· · ≤ μn(G)
of A(G) are called the “spectrum” of G.

There is a large literature on algebraic aspects of spectral graph theory (see,
e.g.,[14, 25, 43–45, 58, 61, 69, 70, 87, 88, 107]). The eigenvalue spectra of a network
provide valuable information about the behavior of many dynamical processes
running within the network, but in this section we only consider the applications
of spectral analysis to static networks. For example, in [44] it is shown that diameter
D(G) of a network satisfies D(G) ≤ r − 1, where r is the number of distinct
eigenvalues.

The largest eigenvalue of the adjacency matrix μn(G) is called spectral radius of
G. This eigenvalue is usually denoted by ρ(G). It is important to remark that for
ρ(G), since A(G) is non-negative, there exists an eigenvector whose all entries are
non-negative.

This eigenvalue of A(G) has received the most attention in this context, since this
quantity refers to the speed of growth of walks in the graph (the number of walks of
length k is, approximately, ρ(G)k) [25]. A nice and useful property is given by the
following inequality [44]:

√
Δ(G)≤ μn(G) = ρ(G)≤ Δ(G),

where Δ(G) is the maximum node degree of G. It is important to highlight in this
subsection that the spectral radius of G plays an important role in modeling virus
propagation in computer networks. The smaller the largest eigenvalue, the larger the
robustness of a network against the spread of viruses. In fact, the epidemic threshold
in spreading viruses is proportional to 1

ρ(G)
[108]. Another example that remarks the
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importance of ρ(G) is given by the Bonacich centrality of G (measure based on the
eigenvectors associated to the spectral radius of G) [20, 21, 32].

The difference s(G) = ρ(G)−μn−1(G) between the spectral radius of G and the
second eigenvalue of the adjacency matrix A(G) is called the “spectral gap” of G
[50]. A small value of s(G) is usually observed through simultaneous sparseness
and low connectivity, and the presence of bottlenecks and bridges whose removal
cut the network into disconnected parts.

The spectral density of a network G is defined as

ρ(x) =
1
n

n

∑
j=1
δ (x− μ j)

where

δ (x) =
{

1 i f x = 0
0 i f x �= 0.

is the Kronecker or delta function.
The spectral density is one of most relevant tools used for studying the spectra of

large complex networks [26, 58].
The Laplacian matrix of G is an n × n matrix L(G) = D(G)− A(G), where

D(G) = diag(di) and di denotes the degree of the node i. The matrix L(G) is positive
semi-definite, i.e., −→v t ·L(G) ·−→v ≥ 0 for any vector −→v , and therefore its eigenvalues
are non-negative. The least eigenvalue is always equal to 0 (note that (1,1, ...,1)t

is an eigenvector corresponding to that eigenvalue); the second least eigenvalue is
also called the algebraic connectivity of G. The eigenvalues of L(G) are called the
Laplacian eigenvalues of G. The Laplacian eigenvalues λ1(G) = 0 ≤ λ2(G)≤ ·· · ≤
λn(G) are all real and nonnegative [85].

Many dynamical network processes (like synchronization) can be determined
by the study of their Laplacian eigenvalues [58]. Furthermore, these eigenvalues
are related to many basic topological invariants of networks such as diameter,
betweenness centrality or mean distance. For example, the betweenness centrality
B(G) is closely related with the characteristic path length L(G) as B(G) = (n− 1) ·
(L(G)− 1) [29, 58].

The second smallest Laplacian eigenvalue λ2(G) is one of the most broadly
extended measures of connectivity (see, for instance, [25, 44, 70, 72, 82, 83]).
Larger values of algebraic connectivity represent higher robustness against efforts to
disconnect the network, so the larger the algebraic connectivity is, the more difficult
it is to cut a graph into independent components. In fact, the algebraic connectivity is
only equal to zero if G is disconnected, and the multiplicity of zero as an eigenvalue
of L(G) is equal to the number of disconnected components of G. In [53] Fiedler
proved the following upper bound on the algebraic connectivity

0 ≤ λ2(G)≤ n
(n− 1)

δ (G).
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Also, the following inequality can be found in [53]:

λ2(G)≤ κ(G).

Hence, from Theorem 1.2 we can get that δ (G) and λ (G) are also upper bounds
of λ2(G).

However, these upper bounds in terms of the node and the link connectivity
provides worst case robustness to node and link failures [53] so, as mentioned in
[19], there are infinitely many graphs for which the algebraic connectivity is not a
sharp lower bound.

In [69], the behavior of algebraic connectivity λ2(G) in the Erdös–Rénji random
graph model is studied, obtaining that the algebraic connectivity increases with the
increasing node and link connectivity in this model, showing that the larger the
value of the algebraic connectivity λ2(G), the better the graph’s robustness to node
and link failures. Extensive simulations presented in this work show that the node
and the link connectivity converge to a distribution identical to that of the minimal
nodal degree, making δ (G) a valuable estimate of the number of nodes or links
whose deflection results into disconnected random graph.

Mohar in [86] gave a bound that relates the algebraic connectivity λ2(G) to the
diameter D(G):

D(G)≥ 4
nλ2(G)

.

Some other relationships between the inverse of algebraic connectivity λ2(G) and

the ratio λn(G)
λ2(G)

with other topological parameters like the diameter D(G), the

maximum and minimum degrees Δ(G) and δ (G), the characteristic path length
L(G), the number of cycles and the betweenness centrality can be found in
[29, 30, 52, 62]. Specifically, some spectral bounds for either the node betweenness
and edge betweenness, as the following, are presented in [29]:

n√
λ2(G)(2Δ −λ2(G))

≤ BEmax ≤ Bmax + 2

and

D(G)≤ 2

(
ln(n/2)

ln BEmaxΔ+n
BEmaxΔ−n

)
.

To finish this subsection, it is important to remark, as it can be seen in [50], that
a sufficiently large value of spectral gap s(G) is considered as a necessary condition
for the so-called “good expansion” properties. Furthermore, if s(G) is low then G
has no good expansion properties that are usually related to the number and quality
of cut edges, bridges, and the existence of bottlenecks in the network [50, 70, 114].
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1.5 A Common Framework to Several Structural
Vulnerabilities

As we have seen in the previous section, many of the vulnerability functions
introduced in complex network’s literature are actually some kind of aggregation
of local parameters such as the variation of performance, connectivity properties
or betweenness; in [39], a general framework is introduced in order to give a new
family of vulnerability functions that extends those known functions. Depending
on the size of the network, the nature of the problem, the type of applications we
are analyzing or even the target we are pursuing, we will have to decide which
vulnerability function is best suited for that analysis. Many of these approaches
are particular cases for specific values of the parameters p and q and for a specific
function ψ of the general framework given by the concept of (ψ , p,q)-vulnerability
[39]. So, inside this general framework, we have more information to decide which
vulnerability function (the particular values of p and q, and the specific function ψ)
is best suited to analyze a specific problem. Inside this general framework, we can
obtain some bounds and relationships amongst these vulnerability functions and we
show their sharpness through some relevant simulations (see [39]). This general
framework gives us a relevant and useful tool to be applied to real-world complex
networks.

To fix ideas, if G is a complex network, Y is a subset of ordered pairs of nodes or
links, Z is a subset of nodes or links, and ψ : Y ×Z −→ [0,+∞) is a function, then
the (ψ , p,q)-vulnerability of G is defined for any p,q ∈ [0,∞], as the value

Vψ,p,q(G) =

⎡
⎣ 1
|Z| ∑z∈Z

(
1
|Y | ∑

(i, j)∈Y

ψ(i, j,z)p

)q/p
⎤
⎦

1/q

.

As we can see, Vψ,p,q(G) is an aggregation of the function ψ(i, j,z) through all
the possible values of (i, j) ∈ Y and z ∈ Z. Let us notice that many of the different
definitions for the vulnerability of a complex network are particular cases for the
(ψ , p,q) -vulnerability.

For example, if we consider the vulnerabilities of a network based on the fall of
efficiency due to a failure of a single node Vmax(G) and V (G) as it was introduced in
Sect. 1.4.2. These two definitions of vulnerabilities are particular cases of (ψ , p,q)-
vulnerabilities simply by considering

Y = {(i, j); i �= j ∈ X} ,

Z = X and taking ψ1 : Y −→ [0,1] defined for every i, j,v ∈ X (i �= j) by

ψ1(i, j,v) =

{ 1
n(n−1)

1
di j

− 1
(n−1)(n−2)

1
d′

i j
, if i �= v �= j,

1
n(n−1)

1
di j
, otherwise,
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where d′
i j is the geodesic distance in G \ {v}. By using these settings it is easy to

check that V (G) is the (ψ1,1,1) -vulnerability of G and Vmax(G) is the (ψ1,1,∞) -
vulnerability of G. Then Vψ1,1,q(G) interpolates between V (G) and Vmax(G) in the
range q ∈ [1,∞] (see [39]).

Following similar techniques, it can be checked that if we take the functions
ψ2,ψ3 : Y −→ [0,1] given by

ψ2(i, j, �) =
ni j(�)

ni j
,

ψ3(i, j,v) =
ni j(v)

ni j
,

then VE,q(G) = Vψ2,1,q(G) and VX ,q(G) = Vψ3,1,q(G) for every q ∈ [1,+∞) (see
[39]), where VE,q(G) and VX ,q(G) are the multi-scale node-based and link-based
vulnerabilities presented in Sect. 1.4.3. Furthermore, this general framework can be
also applied to the bottleneck-type vulnerability, since if we take ψ5 : Y −→ [0,1]
defined for every i, j,v ∈ X (i �= j) as

ψ5(i, j,v) = χΠg(i, j)(v) =

{
1, if v ∈Πg(i, j),
0, otherwise,

then it was proved in [39] that Vψ5,1,1(G) = 1
n (Bg(G) + 1), where Bg(G) is the

bottleneck-type vulnerability presented in Sect. 1.4.4.
The main advantages of these unified approach to vulnerability functions are

that it allows to prove new analytical results that connects different vulnerability
measures and also it helps to introduce new vulnerability functions easily (see
[39]). By using some tools from the geometric functional analysis it can be proved
sharp analytical relationships between the different vulnerability measures, as the
following:

Theorem 1.5 ([39]). Let G be a complex network with n nodes and let 1 ≤ p,q ≤∞,
then

Vψ1,p,q(G)≤ Cn Vψ5,p,q(G),

and therefore Ṽ (G)≤CnBg(G)+Cn, where Cn is a positive constant only depending
on n.

By using similar techniques, many other sharp analytical relationships can be
stated between Vψ j ,1,1(G) for j = 1, . . . ,5 and p,q ∈ [1,+∞] that were illustrated
for the Erdös–Rénji and the Barabasi–Albert random models of complex networks
in [39].
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1.6 Structural Vulnerability: Some Results in Different Models

In the last years, several models of complex networks have been proposed after the
pioneering random graph of Erdös–Rénji [49] as the small-world model of Watts
and Strogatz [110] or the scale-free networks of Barabási and Albert [10]. The main
reason for this was the discovery that real networks like the Internet graph have
characteristics which are not explained by uniformly random connectivity. Instead,
networks derived from real data may involve power law degree distributions and
hubs among other structural features. Watts and Strogatz [110] proposed the first
model that conciliated the existence of a large clustering with a small diameter or
characteristic path length. They found out that many real world networks exhibit
what is called the small-world property, i.e. most vertices can be reached from the
others through a small number of edges, like in social networks.

In 1999 [5, 10], Barabási and coworkers found that the degree distribution
of some complex systems follows “power laws” instead of being Poisson-like
distribution, showing that the structure and the dynamics of that systems are strongly
affected by nodes with a great number of connections and, additionally, many of that
systems are strongly clustered with a big number of short paths between the nodes,
i.e., they obey the small world property.

A network with degree power law distribution is called scale-free. A power-law
function can be expressed as a polynomial p(x) = ax−γ , where a and γ are constants
and γ is called the power-law exponent. A power law distribution has no peak at
its average value and is a relatively slow decreasing function, but the main property
of power laws is their scale invariance, i.e., if we substitute the argument x by the
same argument multiplied by a scaling factor c we get a proportionate scaling of the
function itself, i.e., p(cx) = a(cx)−γ = c−γ p(x) ∝ p(x), which means that they are
proportional and therefore it preserves the shape of the function itself. Moreover, by
taking logarithms the following linear relation is obtained log p(x) = loga− γ logx.

The model proposed by Barabási and Albert [10] is based on two observed facts
in real networks: networks expand continuously by the addition of new vertices, and
new vertices attach preferentially to sites that are already well connected. The model
starts with a small number of nodes at step t = 0, and at every time step a new node
is connected to a number of nodes of the existing graph. The probability of the new
node to be connected to an existing node depends on the degree of that node, in the
sense that nodes with higher degree have stronger ability to grab links added to the
network.

A typical value for the degree power-law exponent in real networks is 2 ≤
γ ≤ 3. The Barabási–Albert model produces a degree power-law distribution with
exponent γ = 3, meanwhile the Watts–Strogatz and the Erdös–Rénji follow a
Poisson distribution.

Despite the fact that, as we have said, various authors have observed that
real-world networks have power-law degree distribution, the Erdös–Rénji random
graph still has many modeling applications. The modeling of wireless ad-hoc and
sensor-networks, peer-to-peer networks like Gnutella [24] and, generally, overlay-
networks, provide some well-known examples [57].
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Fig. 1.6 Vulnerability V1(·) vs efficiency in a simulation of 1,000 Erdös–Rénji random graphs
with 100 nodes and variable p, and two different estimates

In [69], the authors study the algebraic connectivity in the Erdös–Rénji model
in relation to the graphs robustness based on node connectivity κ(G) and link
connectivity λ (G). Extensive simulations show that the node and the link con-
nectivity converge to an identical distribution to that of the with the minimum
nodal degree δ (G), already at small graph sizes. This makes δ (G) a valuable
estimate of the number of nodes or links whose deletion results into a disconnected
random graph. Simulations in [69] also show that, for large n, the distribution of
the algebraic connectivity grows linearly with δ (G). The case of V1(·) and V2(·)
was considered in [37] for the Erdös–Rénji model. In this paper, a probabilistic
analytical concentration result for there vulnerability functions was proved in the
classic Erdös–Rénji and some random test was proved for 1,000 random graphs for
different values of p that strongly connects the vulnerability with the efficiency, as
Fig. 9.2 shows

The multi-scale node and link-based vulnerabilities were studied in detail in
[38]. In this paper, the authors proved a result that uses sharp inequalities related to
finite dimensional Banach spaces and a numerical analysis of this sharp result was
also presented in [38], where the relationship between the node based vulnerability
and the link-based multi-level measure in the Erdös–Rénji model suggest a deep
connection between these parameters, as Fig. 1.7 shows.

A similar study was performed in [39] for different kinds of vulnerability
measures, but including on only the Erdös–Rénji model but also the Barabasi–Albert
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Fig. 1.7 Values for node-based and edge-based multi-scale vulnerabilities for p = 1.1 (on the left)
and p = 10 (on the right) in a sample of 1,000 random graphs of Erdős–Rénji type with n = 25 and
linking probabilities varying from 0.4 to 0.9 with a step of 0.1

Fig. 1.8 Two comparisons between the fall of efficiency vulnerability (Vψ2 ) vs. the multilevel
node-based vulnerability (Vψ6 ) for the Erdös–Rénji model (on the left) and the Barabasi–Albert
model (on the right)

one, obtaining that the second model present a more heterogeneous behavior when
we are dealing with vulnerability function, as Fig. 1.8 shows.

Nevertheless, different approaches to address networks structural vulnerability in
the different complex networks models have been proposed by research community
[4, 15, 63, 66, 77, 97, 106]. In general, it was concluded that the more heterogeneous
a network is in terms of, e.g., degree distribution, the more robust it is to random
failures, while, at the same time, it appears more vulnerable to deliberate attacks on
highly connected nodes.

To finish this section let us observe that recently, in [84] a measure of network
vulnerability called vulnerability index is introduced. This index was calculated
for the Erdös–Rénji model, the Barabasi–Albert model of scale-free networks,
the Watts–Strogatz model of small-world networks, and for geometric random
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networks. The model of small-world network appears to be the most robust network
among all these models. This conclusion is due obviously to the fact that this model
shows highest structural robustness when nodes or edges are removed from the
network. Some other real-world networks were compared using this vulnerability
index: two human brain networks, three urban networks, one collaboration network,
and two power grid networks. The authors found that human brain networks were
the most robust networks among all real-world networks studied in [84].

The empirical analysis of the structural vulnerability functions for some real-
life networks (in addition to the results presented in [84]), includes the analysis
of some technological networks, such as water distribution systems [113], Public
Transportation Networks (see, e.g. [36] and [38]) and airport networks in Europe
(see [15]). As an example, in [36] the authors presented a comparative analysis
of more than 60 worlds city subways, according to several structural parameters
that includes the structural vulnerability. Following with the analysis of public
transportation systems (metro), in [38]) a detailed analysis of Madrid Underground
is presented including the node-based and link-based vulnerability and a ranking of
the more vulnerable stations according to the structural vulnerability of the system.
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security for complex networks. Int. J. of Comp. Math., 86, 2, 209–218 (2009)

41. Crucitti, P., Latora, V., Marchiori, M., Rapisarda, A.: Efficiency of Scale-Free Networks: Error
and Attack Tolerance. Physica A, 320, 622 (2003)

42. Crucitti, P., Latora V., Marchiori, M.: Error and attack tolerance of complex networks. Physica
A 340 388–394 (2004)

43. Cvetkovic, D., Doob, M., Gutman, I., Torgasev, A.: Recent Results in the Theory of Graph
Spectra, North-Holland, Amsterdam, 1988.

44. Cvetkovic, D.M., Doob, M., Sachs, H.: Spectra of Graphs, Theory and Applications, 3rd edn.
Johann Ambrosius Barth, Heidelberg, 1995

45. Cvetkovic, D., Rowlinson, P.S.K. Simic: Eigenspaces of Graphs. Cambridge University Press,
Cambridge, 1997.

46. Dekker, A.H., Colbert, B.D.: Network Robustness and Graph Topology. Proc. ACSC04,
the 27th Australasian Computer Science Conference (18-22 January 2004), Dunedin, New
Zealand (2004)

47. Diestel, R.: Graph Theory. Springer-Verlag (2005)
48. Dorogovtsev, S.N., Mendes J.F.F.: Evolution of networks. Adv. Phys. 51, 10791187 (2002)
49. Erdös, P., Rénji, A.: On Random Graphs I, Publ. Math. 6, 290–297 (1959)
50. Estrada, E.: Network robustness to targeted attacks. The interplay of expansibility and degree

distribution. Eur. Phys. J.B., 52, 563–574 (2006)
51. Estrada, E., Rodrı́guez-Velázquez, J.: Subgraph centrality in complex networks. Phys. Rev. E

71, 056103 (2005)
52. Farkas, I.J., Derenyi, I., Barabási, A.-L. and Vicsek, T.: Spectra of realworld graphs: beyond

the semicircle law. Physical Review E, 64:026704 (2001)
53. Fiedler, M.: Algebraic Connectivity of Graphs. Czech. Math. J. 23, 298 (1973)
54. Fontoura Costa, L. et al: Characterization of Complex Networks: A Survey of measurements.

Advances in Physics, 56, 167–242 (2007)
55. Fontoura Costa, L. et al: Analyzing and Modeling Real-World Phenomena with Complex

Networks: A Survey of Applications. arXiv:0711.3199v3 [physics.soc-ph] (2008)
56. Freeman, L.C.: A set of measures of centrality based on betweenness. Sociometry 40, 35–41,

1977.
57. Fuhrmann, T.: On the Topology of Overlay Networks. In Proceedings of 11th IEEE

International Conference on Networks (ICON), pp. 271–276 (2003)
58. Gago, S.: Spectral Techniques in Complex Networks. Selectec Topics on Applications of

Graph Spectra, Matematicki Institut SANU, Beograd, 14(22), 63–84, 2011.
59. Gibbons, A.: Algorithmic Graph Theory. Cambridge University Press (1985)
60. Girvan, M., Newman, M.E.J.: Community structure in social and biological networks. Proc.

Natl. Acad. Sci. USA 99, 7821–7826 (2002)
61. Godsil, C.D. and Royle, G.: Algebraic Graph Theory. Springer, 2001.
62. Goh, K.-I. Kahng, B. and Kim, D.: Spectra and eigenvectors of scale-free networks. Physical

Review E, 64:051903 (2001)
63. Goldshtein, V., Koganov, G.A and Surdutovich, G.I.: Vulnerability and hierarchy of complex

networks. cond-mat/0409298 (2004)
64. Guellner, C. and Costa, C.H.: A Framework for Vulnerability Management in Complex

Networks. IEEE Ultra Modern Telecommunications, ICUMT.09, 1–8 (2009)
65. Harary, F.: Graph Theory. Perseus, Cambridge, MA. (1995)
66. Holme, P., Beom Jun Kim, Chang No Yoon, Seung Kee Han: Attack vulnerability of complex

networks. Phys. Rev. E 65, 056109 (2002)
67. Holmgren, J.: Using graph models to analyze the vulnerability of electric power networks.

Risk Anal. 26(4), (2006)



1 Structural Vulnerability and Robustness in Complex Networks... 35

68. Husdal, J.: Reliability and vulnerability versus cost and benefits. Proc. 2nd Int. Symp.
Transportation Network Reliability (INSTR). Christchurch, New Zealand, 180–186 (2004)

69. Jamakovic, A., Van Mieghem, P.: On the robustness of complex networks by using the
algebraic connectivity. NETWORKING 2008, LCNS 4892, 183–194, 2008.

70. Jamakovic, A., Uhlig, S.: On the relationship between the algebraic connectivity and graphs
robustness to node and link failures, Proc. 3rd EURO-NGI Conf. Next Generation Internet
Network, Trondheim, Norway, 96–102 (2007)

71. Jeong, H., Mason, S., Barabási, A.L., Oltvai, Z.N.: Lethality and centrality in protein
networks. Nature 411, 41–42 (2001)
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Chapter 2
Optimizing Network Topology for Cascade
Resilience

Alexander Gutfraind

Abstract Complex networks need resilience to cascades – to prevent the failure
of a single node from causing a far-reaching domino effect. Such resilience can be
achieved actively or topologically. In active resilience schemes, sensors detect the
cascade and trigger responses that protect the network against further damage. In
topological resilience schemes, the network’s connectivity alone provides resilience
by dissipating nascent cascades. Designing topologically resilient networks is a
multi-objective discrete optimization problem, where the objectives include resist-
ing cascades and efficiently performing a mission. Remarkably, terrorist networks
and other “dark networks” have already discovered how to design such networks.
While topological resilience is more robust than active resilience, it should not
always be pursued because in some situations it requires excessive loss of network
efficiency.

2.1 Introduction

Cascades are ubiquitous in complex networks and they have inspired much research
in modeling, prediction and mitigation [11, 14, 20, 35, 53, 54, 57, 60, 62, 72]. For
example, since many infectious diseases spread over contact networks a single
carrier might infect other individuals with whom she interacts. The infection
might then propagate widely through the network, leading to an epidemic. Even
if no lives are lost, recovery may require both prolonged hospitalizations and
expensive treatments. Similar cascade phenomena are found in other domains such
as power distribution systems [22, 38, 43], computer networks such as ad-hoc

A. Gutfraind
Center for Nonlinear Studies and T-5/D-6, Los Alamos National Laboratory,
Los Alamos, NM 87545, USA
e-mail: mailto:agutfraind.research@gmail.com

M.T. Thai and P.M. Pardalos (eds.), Handbook of Optimization in Complex Networks:
Communication and Social Networks, Springer Optimization and Its Applications 58,
DOI 10.1007/978-1-4614-0857-4 2, © Springer Science+Business Media, LLC 2012

37

mailto:agutfraind.research@gmail.com


38 A. Gutfraind

L1

F1 F2 L2

F3 F4

a b

Fig. 2.1 The French World-War II underground network Francs-tireurs et Partisans (FTP)
reconstructed by the author based on the account in [51]. Its organizational unit was the combat
group (a). In an idealized case, nor always followed, this was divided into two “teams” of three
fighters, where leader L1 was in overall command and in command of team 1. His lieutenant,
L2, led team 2 and assumed overall command if L1 was captured. The small degree of the nodes
ensured that the capture of any one node did not risk the exposure of a significant fraction of the
organization. Each “group” is in a command hierarchy (b) where three groups (bottom-level nodes)
made a “section,” three sections made a “company,” and finally three companies made a “battalion”

wireless networks [60], financial markets [8,36], and socio-economic systems [40].
A particularly interesting class are “dark” or clandestine social networks, such as
terrorist networks, guerrilla groups [65], espionage, and crime rings [5, 52]. In such
networks, if one of the nodes (i.e. individuals) is captured by law enforcement
agencies, he may betray all the nodes connected to him leading to their likely
capture.

Dark networks are therefore designed to operate in conditions of intense cascade
pressure. As such they can serve as useful prototypes of networks that are cascade-
resilient because of their connectivity structure (topology) alone. Their nodes are
often placed in well-defined cells – closely-connected subnetworks with only sparse
connections to the outside (for an example from World War II see Fig. 2.1) [51].
The advantages of cells are thought to be that the risk from the capture of any
person is mostly limited to his or her cell mates, thereby protecting the rest of
the network [29, 48]. Modern terrorist groups retain this cellular structure, but
increasingly use networks made of components with no connections between them,
thus caging cascades within each component [67, 69, 73].

2.1.1 Active vs. Topological Cascade Resilience

Networks could be endowed with cascade resilience using two complementary
approaches: “active” and “topological.” In active resilience, the network is moni-
tored for cascades, and if a cascade is detected, attempts are made to stop it while
it progresses. For example, in case of human pathogens, health authorities may
continuously monitor hospital records for contagious diseases. If the records begin
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to show anomalous increases, various responses are initiated, including distribution
of medicines and alerts to the public. Similarly, in power distribution systems,
special devices monitor the network for signs of cascades, such as high currents
or phase changes. Those may indicate failures in lines, short circuits and other
phenomena that threaten to disrupt the system or damage its components. The power
system includes a variety of automated controls tasked with stopping the nascent
cascade [53], such as “relays.” Those relays can automatically shut down faulty lines
or nodes of the network so as to isolate them from the rest of the network [63, 75].

Those two examples of active cascade resilience must be contrasted with
“topological” approach to resilience where only the topology (i.e. the pattern of
connections) is used to increase cascade resilience. For example, the network could
be structured into modules, where any two modules are connected to each other
through long paths. As a result, in certain types of cascades, a failure in one module
might dissipate before it reaches any other module. When topological cascade
resilience is possible, it offers two advantages over active resilience: simplicity and
robustness. In topological resilience, the network protects itself, requiring no real-
time automated decisions or difficult-to-achieve rapid response during the cascade.

2.2 What is a Cascade-Resilient Network?

The words Network, Cascade, and Resilience have many domains of application,
so much so that no universal definition of these terms exists. Therefore, this section
briefly surveys some of the recurrent applications and meanings of those terms.
It also introduces specific definitions that are appropriate for some applications.
Later in the paper these definitions serve as an example of optimizing networks for
cascade resilience.

2.2.1 Network as an Unweighted Graph

Complex Networks is the study of real world systems using ideas of graph theory.
Specifically, here and in most other studies the network is represented using simple
unweighted graph G: a tuple (V,E) where V is a set called “nodes” or “vertices” and
E are unordered two-element subsets of V termed “edges.” Such an approach offers
simplicity and can employ the well-developed tools of graph theory. Ultimately,
though, models of networks must consider their evolving nature, fuzzy boundaries,
and multiplicities of node classes and diverse relationships.

The simplification is often unavoidable given the lack of data on networks. For
example, in dark social networks only the connectivity is known, if that. Fortunately,
the loss of information involved in representing networks as simple rather than say,
as weighted graphs, could be evaluated. It is shown in Sect. 2.3.1 that at least in two
examples where the weights are known, the error in key metrics when using simple
graphs has no systematic bias and is usually small.
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2.2.2 Cascades

There is a very extensive literature on both cascades and resilience. The classic
literature on cascades includes two basic models: percolation cascades and capacity
cascades. The former originate in Physics but are often applied to Epidemiology,
where they are termed “contagions” or “epidemics” (see e.g. [58]). In percolation
phenomena, nodes are assigned states which change because of the influence
of their neighbors. For example, an infected node can pass the infection to its
contacts in the network, and the infection could then be passed to more and more
nodes. Another variant of such percolations are the case where nodes change
their state only when a certain fraction of their neighbors exert influence (see
e.g. [14, 72]). Percolation phenomena are exceptionally well-studied, and in many
variants analytic expressions exist for the final extent of the cascade as a function
of the network topology (see e.g. [26, 57]). The capacity cascades are characteristic
of capacitated networks, such as power transmission systems and supply chains.
Classically, in those systems the edges are assigned capacities and thus carry flows
from supply nodes to demand nodes. Cascades occur when due to failures the flow
can no longer be carried by the edges within their capacities or when some of the
supply nodes fail [3, 21, 43, 53]. In capacity cascades the failure can jump to nodes
that are many hops away from the initial failures possibly skipping the neighbors.

2.2.3 Resilience

A vast number of studies attempted to define resilience, often in very different
ways. Perhaps the most common meaning refers to the connectivity of the network
under disruption or failures in its components. Such definitions are motivated by
applications in telecommunications where it is desired that nodes are able to find a
path to each other even if some of the components in the networks are damaged or
destroyed [1, 6, 7, 12, 15, 16, 23, 33, 34, 41].

The idea of damaging networks has attracted a lot of research in the area of
Sociology of secret societies such as terrorist networks [4, 25, 29, 32, 48, 49, 52, 74].
In fact, many secret societies are benign, including non-governmental organizations
and dissident movements operating in hostile political environments. In those
networks, if the network is penetrated by its enemy, it must be able to minimize
the damage. Economists too have recently analyzed the problem of organizational
design when the organization is being attacked [27]. Related problems have also
been studied by epidemiologists, where the question focused on immunization
strategies (e.g. [64]) but apparently not as a question of optimal network design.

Recently, resilience has became associated with the ability to quickly recover
from damage rather than to absorb it [10]. Indeed, in many applications disruptions
and failures are not rare singular events, but rather occur regularly and even
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continuously. For example, there are continuous demand spikes in communication
networks [19] and voltage fluctuations in power systems.

It is to be expected that no notion of resilience would be useful universally across
different applications. Similarly, many networks experience cascades, but the details
vary. This paper will investigate cascade resilience under a particularly important
and well-characterized class of cascades known as “susceptible-infected-recovered”
(SIR). SIR are a type of cascades where any failed node leads to the failure of
each neighboring node independently with probability τ [58]. This τ represents the
network’s propensity to experience cascades, expressing both the susceptibility of
components and the environment in which the network operates. Using the SIR
model, resilience R(G) could be defined as the average fraction of the network that
does not fail in the cascade:

R(G) = 1− 1
n− 1

E[extent of a cascade] , (2.1)

where “extent of a cascade” refers to the ultimate number of new cases created by a
single failed node (the initial node does not count) and where n = |V | is the number
of nodes. For simplicity, cascades are assumed to start at all nodes with uniform
probability.

Observe that under this definition the most cascade-resilient network (R(G) = 1)
is the network with no edges. But such a network cannot carry any information
from node to node! It is not surprising that the objective of designing cascade
resilience conflicts with other features of the network. In other cascade types, such as
cascades on capacitated networks, the most cascade-resilient network might be the
network with infinite capacities, which obviously would conflict with the objective
of minimizing cost. It follows then that optimization of networks requires specifying
a notion of value or efficiency.

2.2.4 Measuring Efficiency

Notions of network efficiency attempt to quantify the value of a network, and this
problem has a long history. For example, an influential early work on communi-

cation networks suggested that a network’s value increases as O
(

n(n−1)
2

)
, because

each node can connect to n− 1 other nodes [9]. However, this measure ignores the
difficulty of connecting to other nodes (as well as, e.g. cost). Indeed, it is often
desired that the distances between the nodes are short: when nodes are separated by
short distances they can, e.g., more easily communicate and distribute resources
to each other. Therefore, many authors invoke measures based on the distances
between pairs of nodes in the network (see e.g. [44, 49, 55]).

In the following we will consider a version of distance-based efficiency, termed
“distance-attenuated reach” metric [44]. For all pairs of nodes u,v ∈ V , weigh each
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pair by the inverse of its internal distance (the number of edges in the shortest path
from u to v) taken to power g:

W (G) =
1

n(n− 1) ∑u∈V
∑

v∈V�{u}

1
d(u,v)g , (2.2)

Normalization by n(n−1) ensures that 0 ≤W (G)≤ 1, and only the complete graph
achieves 1. As usual, for any node v with no path to u, set 1

d(u,v)g = 0. The parameter
g, “connectivity attenuation” represents the rate at which distance decreases the
connectivity between nodes. Unless stated otherwise g = 1. A valuable property of
W (G) is that it is well-defined and non-singular even on networks that have multiple
components with no connections to each other. As will be shown, such a separation
into components provides a very powerful mechanism for cascade resilience.

2.3 Evaluating Real Networks

Significant insight into cascade resilience can be derived from comparing the
cascade resilience of networks from different domains. We will see that dark
networks like terrorist networks are more successful in the presence of certain
cascades than other complex networks. Their success stems not from cascade
resilience alone but from balancing resilience with efficiency.

To make those comparisons, define the overall “fitness,” F(G), of a network by
aggregating resilience and efficiency through a weight parameter r:

F(G) = rR(G)+ (1− r)W(G) .

The parameter r depends on the application and represents the damage from a
cascade – from light (r → 0) to catastrophic (r → 1). Note that it is possible to
include in fitness other metrics such as construction cost.

We will compare the fitnesses of several complex networks, including communi-
cation, infrastructure and scientific networks to the fitnesses of dark networks. The
class of dark networks will be represented by three networks: the 9/11, 11M and
FTP networks. The 9/11 network links the group of individuals who were directly
involved in the September 11, 2001 attacks on New York and Washington, DC [49].
Similarly the 11M network links those responsible for the March 11, 2004 train
attacks in Madrid [67]. Both 9/11 and 11M were constructed from press reports of
the attacks. Edges in those networks connect two individuals who worked with each
other in the plots [49, 67]. The FTP network is an underground group from World
War II (Fig. 2.1), whose network was constructed by the author from a historical
account [51].

Figure 2.2 shows that the dark networks attain the highest fitness values of all
networks, except for extreme levels of cascade risk (τ > 0.6) This is to be expected:
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Fig. 2.2 Fitnesses of various networks at r = 0.51 and various values of τ . 11M is the network
responsible for the March 11, 2004 attacks in Madrid (70 nodes, 240 edges). 9/11 [49] is the
network responsible for the 9/11 attacks (62 nodes, 152 edges). CollabNet [59] is a scientific co-
authorship network in the area of network science (1,589 nodes, 2,742 edges). E-Mail [28] is
a university’s e-mail contact network, showing its organizational structure (1,133 nodes, 5,452
edges). FTP is the network in Fig. 2.1 (174 nodes, 300 edges). Gnutella [37,66] is a snapshot of the
peer-to-peer network (6,301 nodes, 20,777 edges). Internet AS [47] is a snapshot of the Internet
at the autonomous system level (26,475 nodes, 53,381 edges). Except for τ > 0.6 dark networks
(11M, 9/11 and FTP) attain the highest fitness

only 11M, 9/11, and the FTP networks have been designed with cascade resilience
as a significant criterion – a property that makes them useful case studies. For high
cascade risks (τ > 0.6) the CollabNet network exceeds the fitnesses of the dark
networks. CollabNet was drawn by linking scientists who co-authored a paper in
the area of network science [59]. It achieved high fitness because it is partitioned
into research groups that have no publications with outside scientists. Like some
terrorist networks, it is separated into entirely disconnected cells.

It is interesting to compare the empirical networks to each other in their efficiency
and resilience (Fig. 2.3). Note that FTP and 9/11 networks are not the most resilient,
but they strike a good balance between resilience and efficiency. The advantages
of the two networks over other networks are not marginal, implying that their
advantages in fitness are not sensitive to the choice of r. Of course, they are
optimized for particular combinations of r and τ , and will no longer be very
successful outside that range. For instance, in the range of high r and high τ
networks with multiple connected components would have higher fitness because
they are able to isolate cascades in one component.
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Fig. 2.3 Resilience and efficiency of the real networks. The fittest networks are not always the
most resilient

The 9/11 and the 11M networks are very successful for low values of τ (<0.2),
but then rapidly deteriorate because of a jump in the extent of cascades – the so-
called percolation transition [24]. Past this threshold, cascades start affecting a large
fraction of the network, resilience collapses and the fitness declines rapidly. The
pattern of onset of failure can be clearly seen in most of the networks. For violent
secret societies this transition means that the network might be initially hard to
defeat, but there is a point after which efforts against it start to pay off. Because
τ is representative of the security environment, the 9/11 network is found to be
relatively ill-adapted to the more stringent security regime implemented after the
attacks. Indeed, it is likely that the 9/11 attacks would have been thwarted under the
current security regime since some of the nodes were captured before the attacks,
but not interrogated in time to discover and apprehend the rest of the network [71].
In contrast, the cellular tree hierarchy of the FTP network is more suitable for an
intermediate range of cascade risks. However, the pair-wise distances in it are too
long to provide high efficiency. Therefore, its fitness is comparatively poor under
very low and very high values of τ .

2.3.1 Resilience and Efficiency of Weighted Networks

In some networks, each edge (u,v) carries a distance weight Duv > 0. The smaller
the distance, the closer the connection between u and v. We now explain in
some detail how to compute the fitness of those networks. We will introduce
generalizations of resilience and efficiency, that reduce to the original definitions
for unweighted networks when Duv = 1, while capturing the effects of weights in
the weighted networks.

The original definition of resilience was built on a percolation model where the
failure of any node leads to the failure of its neighbor with probability τ . In the



2 Optimizing Network Topology for Cascade Resilience 45

weighted network, more distant nodes should be less likely to spread the cascade.
Thus, we make the probability of cascade through (u,v) to be min(τ/Duv,1).

The efficiency was originally defined as the sum of all-pairs inverse geodesic
distances, normalized by the efficiency of the complete graph. In the weighted
network, both the distance and the normalization must be generalized. To compute
the distance d(u,v) we consider the weights on the edges D and apply Dijkstra’s
algorithm to find the shortest path. Normalization too must consider D because a
weighted graph with sufficiently small distances could outperform the complete
graph (if all the edges of the latter have Di j = 1). Therefore, we weigh the efficiency
by the harmonic mean H of the edges (E) of the graph:

W (G) =
H(G)

n(n− 1) ∑u∈V
∑

v∈V�{u}

1
d(u,v)g , (2.3)

where

H(G) =
|E|

∑(u,v)∈E

(
1

Duv

)g .

The harmonic mean ensures that for any D, the complete graph has W (G) = 1.
Having defined generalized resilience and efficiency we can evaluate the standard

approach to dark networks, which represents them as binary graphs Duv ∈ {0,1},
rather than as weighted graphs. The former approach is often taken because the
information about dark networks is limited and insufficient to estimate edge weights.

Fortunately, in two cases, the 9/11 network and the 11M network [49, 67] the
weights could be estimated. The 9/11 data labels nodes as either facilitators or
hijackers. Hijackers must train together and thus should tend to have a closer
relationship. Thus set Duv = 2,1,0.5 if the pair u,v includes zero, one or two
hijackers, respectively. The 11M network is already weighted (Zuv = 1,2,3 . . . )
based on the number of functions each contact (u,v) serves (friendship, kin, joint
training etc.). We mapped those weights to D by Duv = 2/Zuv. In both networks,
the transformation was so that the weakest ties have weight 2, giving them greater
distance than in the binary network, while the strongest ties are shorter than in the
binary network.

Figure 2.4 compares the fitnesses, resiliences and efficiencies of the weighted and
binary representations. It shows that for both networks, the fitnesses of the binary
representation lies within 0.15 of the fitness of the weighted representation and for
some τ much closer. The efficiency measures are even more close (within 0.05). The
behavior of resilience is intriguing: for the 9/11 network the weighted representation
shows more gradual decline as a function of cascade risk when compared to the
binary representation. For the 11M network, the decline is actually slightly more
sharp in the weighted representation. Structurally, the 11M network has a center
(measured by betweenness centrality) of tightly knit-nodes (very short distances),
while the 9/11 network is more sparse at its center, increasing its cascade resilience.
This effect explains the direction of the error in the binary representation. Based
on those two examples, it appears that the binary representation does not have a
systematic bias, and may even underestimate the fitness of dark networks.
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Fig. 2.4 Fitness, resilience, and efficiency of two dark networks (r = 0.51), comparing binary and
weighted representations. The binary representation matches the weighted representation within
0.15, and typically closer

2.4 Designing Networks

The success of dark networks must be due to structural elements of those networks,
such as cells. If identified, those elements could be used to design more resilient
networks and to upgrade existing ones. Thus, by learning how dark networks
organize, it will be possible to make networks such as communication systems,
financial networks, and others more resilient and efficient.

Those identification and design problems are our next task: both will be solved
using an approach based on discrete optimization. Let a set of graphs G be called a



2 Optimizing Network Topology for Cascade Resilience 47

a b c

d e f

Fig. 2.5 Graphs illustrating the 6 network designs. Cliques (a), Stars (b), Cycles (c), Connected
Cliques (d), Connected Stars (e), and Erdos–Renyi “ER” (f). Each design is configured by just one
or two parameters (the number of individuals per cell and/or the random connectivity). This enables
rapid solution of the optimization problem. In computations the networks were larger (n = 180
nodes)

“network design” if all the networks in it share a structural element. Since dark
networks are often based on dense cliques, we consider a design where all the
networks consist of one or multiple cliques. We consider also designs based on
star-like cells, cycle-based cells and more complex patterns (see Fig. 2.5).

In the first step, we will find the most successful network within each design.
Namely, consider an optimization problem where the decision variable is the
topology G of a simple graph taken from a design G. The objective is the fitness
F(G):

max
G∈G

F(G) . (2.4)

In the second step, we will compare the fitnesses across designs, thus identifying
the topological feature with the highest fitness (e.g. star vs. clique).

This optimization problem introduces a method for designing cascade-resilient
networks for applications such as vital infrastructure networks. To apply this to a
given application, one must make the designG the set of all feasible networks in that
domain, to the extent possible by computational constraints. For a related approach
using game-theoretic ideas see Lindelauf et al. [48, 49].

A complementary approach is to consider the multi-objective optimization
problem in which R(G) and W (G) are maximized simultaneously:

max
G∈G

{R(G),W (G)} . (2.5)

The multi-objective approach cannot find the optimal network but instead produces
the Pareto frontier of each design – the set of network configurations that cannot be
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improved without sacrificing either efficiency or resilience. The decision maker can
use the frontier to make the optimal trade-off between resilience and efficiency.

The fitness and the multi-objective optimization approaches could be easily
generalized to consider additional design objectives and constraints. For example,
research on social networks indicates that resilience and efficiency might be just two
of several design criteria that also include, e.g. “information-processing require-
ments,” that impose additional constraints on network designs [5]. In the original
context, “information-processing” refers to the need to have ties between individuals
involved in a particular task, when the task has high complexity. Each individual
might have a unique set of expertise into which all the other agents must tap directly.
Generalizing from sociology, such “functional constraints” might considerably limit
the flexibility in constructing resilient and efficient networks. For example, in the
context of terrorism, this constraint significantly decreased the quality of attacks
that could be successfully carried out in the post 9/11 security environment [73].
Such functional constraints could be addressed by looking at a palette of network
designs which already incorporate such constraints. In engineering applications,
such as infrastructure or communication networks, the financial cost of building
the network is another key objective.

2.4.1 Properties of the Solution

The solution to the scalarized objective problem, (2.4) has a number of useful
properties: Its fitness is continuous in the parameter r and changes predictably with
other parameters: Notice that the claim is not about the continuity of fitness of a
single configuration as a function of r but rather about the set of optimal solutions.

Proposition 2.1. f (r) = maxG∈G F(G,r) is Lipschitz-continuous for r ∈ [0,1].

Proof. The argument constructs a bound on the change in f in terms of the change
in r. Consider an optimal configuration C1 of a design for r = r1 and let its fitness
be f1 = F(C1,r1) (there is slight abuse of notation since C is a configuration, whose
fitness is the average fitness of an ensemble of graphs).
Observation 1: Consider the fitness of C1 at r = r2. Because C1 is fixed and the
metrics are bounded (0 ≤ R ≤ 1 and 0 ≤ W ≤ 1), the fitness change is bounded by
the change in r:

| f1 −F(C1,r2)| = |r1R(C1)+ (1− r1)W (C1)

−r2R(C1)− (1− r2)W (C1)|
= |(r1 − r2)R(C1)− (r1 − r2)W (C1)|
≤ |r1 − r2| .
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Observation 2: Let C2 be the optimal configuration for r = r2 and let f2 = F(C2,r2).
Since C2 is optimal for r = r2 it satisfies: f2 ≥ f (C1,r2), and so − f2 ≤ −F(C1,r2).
It follows that f1 − f2 ≤ f1 −F(C1,r2). Take the absolute value of the right hand
side and apply Observation 1 to get the bound: f1 − f2 ≤ |r1 − r2|.
Observation 3: Applying the argument of Observations 1&2 but reversing the roles
of C1 and C2 implies that f2 − f1 ≤ |r1 − r2|.

Observations 2 and 3 give | f1 − f2| ≤ |r1 − r2|, proving the result.

Proposition 2.2. Let f (τ) be the highest attainable fitness within a fixed network
design G, for cascade probability τ:

f (τ) = max
G∈G

⎡
⎢⎣rR(G,τ)+ (1− r)W(G)︸ ︷︷ ︸

F(G,τ)

⎤
⎥⎦

Then f (τ) is a non-increasing function of τ .

Proof. The proof relies on the simple claim that resilience of networks does not
increase when τ increases [31]. The claim is equivalent to the result that for a
given graph G increasing τ does not decrease the expected extent of cascades. The
remainder is almost trivial: it is the claim that when the fitness of all the points on
the space (all graphs) has been made smaller or kept the same (by increasing τ), the
new maximum value would not be greater than in the old space.

The argument is easy to generalize. One could apply this method to the parameter g
of attenuation, showing that fitness is non-increasing when attenuation is increased.

2.4.2 General Approaches to Large-Scale Networks

Our study did not involve solving the general optimization problem of finding the
optimal network on n nodes in (2.4), but in some cases solving the general problem
would be required. Clearly, the multi-objective problem and the scalarized model are
hard: both are discrete optimization problems with non-linear objective functions. In
general, solutions could be obtained using derivative-free optimization methods [18]
and approximations such as [38,68]. Promising approaches also exist for finding the
Pareto front [45,50,56]. Whether those methods are fast and accurate enough would
depend on the definitions of R(G), W (G) and the set G.

In small instances, it might also be possible to use the following approach based
on bilevel stochastic integer programming. Given a specified network size (e.g.
180 nodes), one has integer decision variables Ei j ∈ {0,1} for all i �= j where
i, j ∈ V . The objective contains a stochastic term, R(G) and a deterministic term,
W (G). The former is a linear function of the expected extent of percolation cascades.
The cascade extents could be computed by generating stochastic starting points
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s ∼ Uniform[V ] and stochastic edge connectivity values Bi j ∼ Bin(τ) for all i, j
with Ei j = 1. Given the starting point and connectivities, the cascade extent could be
found in each stochastic realization by solving the maximum flow problem: connect
all nodes to a special target node t with edges of capacity = 1. and assign capacities
|V |Ei j to all i, j pairs. On this network, the maximal s−t flow numerically equals the
set of nodes affected by the cascade that originated in s. The latter term, efficiency,
could be computed by finding the all-pairs distances in the graph defined by Ei j = 1,
by solving a linear program for every pair. It would be advantageous to use an
efficiency function that depends linearly on distances, if possible, rather than the
non-linear definition in (2.2) above.

2.4.3 Computational Implementation

To investigate the cascade-resilience of dark networks, we used computational
methods described in this section. We considered networks on n = 180 nodes
constructed through 6 simple designs, chosen both based on empirical findings (see
e.g.[2, 13]) as well as the possibility of analytic tractability in some cases. When
more data becomes available on dark networks, it will become possible to extract
additional subgraphs with statistical validity.

Three of the designs are based on identical “cells”: each cell is either (a) a
clique (a complete graph), (b) a star (with a central node called “leader”), and
(c) a cycle (nodes connected in a ring). Each of these have a single parameter,
k – the number of nodes in the cell. Recent research suggests that under certain
assumptions constructing networks from identical cells is optimal [27]. Let us also
consider n-node graphs consisting of (d) randomly-connected cliques (sometimes
termed “cavemen”), and (e) randomly-connected stars, in both cases according to
probability p. Consider also (f) the simpler and well-studied Erdos–Renyi (ER)
random graph with probability p (see figure in main text). By considering different
structures for the cells we determine which of those structures provides the best
performance.

The solution to the optimization problem is found by setting each of the parame-
ters k (and when possible p) to various values. Each design D has “configurations”
CD

1 ,C
D
2 , . . . each specifying the values of the parameters. Each configuration CD

i is
inputted to a program that generates an ensemble of 1−10 networks, whose average
performance provides an estimate of the fitness of CD

i . The number of networks
was ten for networks with parameter p because there is higher variability between
instances. The coefficient of variation (CV) in the fitness of the sample networks was
monitored to ensure that the average is a reliable measure of performance. Typically
CV was <0.2 except near phase transitions of connectivity and percolation.

Optimization was performed using grid search. Alternative methods (e.g. Nelder–
Mead) were considered but grid search was chosen despite its computational cost
because it suffers no convergence problems even in the presence of noise (present
due to variations in topology and contagion extent), and collects data useful for
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sensitivity analysis and multi-objective optimization. The sampling grid was as
follows. In designs consisting of cells of size k, cell size was set to all integer values
in [1,180]. If k did not divide 180, a cell of size < k was added to ensure that the
number of nodes in the graph is 180. The number of nodes is 180 because 180 is
a highly-composite number and so it offers many networks of equally-sized cells.
In general, normalization by n in the definitions of resilience and efficiency ensures
that even when the number of nodes is tripled the effect of network size on fitness
is very small for the above designs (around ±0.05 in numerical experiments). In
designs containing a parameter of connectivity p, it was set to all multiples of 0.05
in [0,1], with some extra points added to better sample phase transitions. The grid
search algorithm results are readily used to compute the Pareto frontier using the
ε-balls method [45] (ε = 0.01).

The resilience metric is most easily computed by simulation where a node is
selected at random to be “infected,” and the simulation is run until all nodes are in
states S or R, and none is in state I. In the simplest version of the SIR cascade model,
which we adopt, each node in the graph can be in one of three states “susceptible,”
“infected” and “removed” designated S, I, and R, respectively (these names are
borrowed from Epidemiology). Time is described in uniform discrete steps. A node
in S state at time t stays in this state, unless a neighbor “infects” the node, causing it
to move to state I at time t+1. Specifically, a node in state S at time t has probability
τ of turning to I state at time t+1 for each adjacent node in state I at time t. Finally,
a node in I state at time t always becomes R at time t + 1. Once in state R, the node
remains there for all future times. It is possible to consider an alternate model where
the rate of transition I → R takes more than one time step, but adding this effect
would mostly serve to increase the probability of transmission, which is already
parametrized by τ [57, 61].

A cascade/contagion that starts at a single node would run for up to n steps,
but usually much fewer since typically τ < 1 and/or the graph is not connected. To
achieve good estimate of the average extent, the procedure was replicated 40 times,
and then continued as long as necessary to achieve an error of under ±0.5 node with
a 95% confidence interval [46].

An analytic computation of the cascade extent metric was investigated. It is
possible in theory because the contagion is a Markov process with states in the
superset of the set of nodes, 3n. Unfortunately, such a state space is impractically
large. When G is a tree, then an analytic expression exists,1 and it might be
feasible when the treewidth is small [17, 57]. However, for many graph designs
the tree approximation is not suitable. Another possible approach is to represent
the contagion approximately as a system of differential equations which can
be integrated numerically [39] . These possibilities were not pursued since the
simulation approach could be applied to all graphs, while the errors of the analytic
approaches are possibly quite large.

1Specifically, the mean contagion size is 1 +
pG′

0(1)
1−pG′

1(1)
, where G0(x) generates the degree

distribution and G1(x) =
G′

0(x)
G′

0(1)
generates the probability of arrival to a node [57].



52 A. Gutfraind

2.5 Topological Cascade Resilience in the SIR-Reach Model

In this section and the rest of the paper, we will use the SIR-Reach model (R and
W follow (2.1), (2.2)) The two models are attractive because they have real
applications: Social Networks and Epidemiology. They have also been extensively
explored by network scientists, which make them ideal as a case study in topological
cascade resilience.

2.5.1 Optimal Network

The first set of experiments compares the designs against each other under different
cascade risks (τ), Fig. 2.6. At each setting of τ , each design is optimized to its
best configuration, i.e. the best cell size, and connectivity if applicable. The curves
indicate the fitness of the optimal network in each design. Typically, at each τ the
optimal network is different from the optimal network at another τ . Observe that
within each design, as τ increases the fitness decreases – one cannot win when
fighting cascades, only delay (see [30] for the proof). In certain applications, it

Fig. 2.6 Fitness at r = 0.51 of various network designs. The Connected Stars design is the
best design at all cascade risks, τ . Cliques and Connected Cliques are competitive only for
extreme ranges of τ . The superiority of Connected Stars over the ER (random graph) confirms
the hypothesis that cells give fitness gains against cascades. The fitness of a design at each value
of τ is defined as the fitness of the optimal configuration (network ensemble) within that design
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is possible to invest in reducing the cascade propagation probability, τ . Then the
curves in Fig. 2.6 could also be viewed as expressing the gain from efforts to reduce
cascades by reducing τ and also adapting the network structure. If the slope is steep,
then the gains are large.

Comparing designs to each other reveals that Connected Stars is superior to
all others in fitness (Fig. 2.6). The design also outperforms any of the empirical
networks in Fig. 2.2 in part because for each value of τ we selected the optimal
network. The simpler Stars design is almost as fit, deteriorating only at extreme
ranges of τ . The rankings of the designs are of course dependent on the parameter
values, but not strongly (see [30] for the proof). Star-like designs are successful
because the central node in a star acts as a cascade blocker while keeping the
average distance in the star short (∼2). Only for sufficiently low r, the Cliques,
Connected Cliques and Connected Stars designs are superior to the Stars design. For
such values of r efficiency is the dominant contributor to fitness. High weighting for
efficiency benefits the former designs where efficiency can be 1 by constructing a
fully connected (complete) graph. In the star design, efficiency is lower, reaching
∼1/2 (when all nodes are placed in a single large star).

It has been long conjectured that cells provide dark networks with high resilience.
Indeed, this is probably the reason why we found that dark networks have higher
fitnesses than other networks. But cells also reduce the efficiency of a network since
they isolate nodes from each other. To rigorously determine the net effect of cells,
we compare the ER design (random graphs) to the Connected Stars design. ER is
a strict subset of Connected Stars but only Connected Stars has cells. Therefore it
is notable that Connected Stars has a higher fitness than ER, often significantly so.
Indeed, cells must be the cause of higher fitness because cells are the only feature in
Connected Stars that ER lacks.

2.5.2 Properties of Optimal Networks

Many properties of the optimal networks such as resilience, efficiency and edge
density show rapid phase transitions as r is changed. For example, in the Cliques
design when r < 0.5 the optimal network has high density that maximizes efficiency,
whereas for r > 0.5 it is sparse and maximizes resilience (Fig. 2.7).

Intuition may suggest that the networks grow more sparse as cascade risk grows.
Instead, the trend was non-monotonic (Fig. 2.7). For τ 	 0 and r < 0.5 Cliques,
Connected Cliques, and Connected Stars became denser, instead of sparser, and for
them the most sparse networks were formed in the intermediate values of τ where
the optimal networks achieve both relatively high resilience and high efficiency.
At higher τ values, when r < 0.5 it pays to sacrifice resilience because fitness is
increased when efficiency is made larger through an equal or lesser sacrifice in
resilience. The Stars design does not show a transition at r = 0.5 because it is hard
to increase efficiency with this design.
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Fig. 2.7 Average degree in the optimal configuration of each design. At r = 0.49 (a) the
optimization prefers networks that have high efficiency while at r = 0.51 (b) the preference is
for resilience. In (b) the average degree diminishes monotonically to compensate for increasing
cascade risk. In (a) most designs have a threshold τ at which they jump back to a completely–
connected graph because structural cascade resilience becomes too expensive in terms of efficiency

2.5.3 Multi-objective Optimization

A complementary perspective on each design is found from its Pareto frontier of
resilience and efficiency (Fig. 2.8). Typically a design is dominant in a part of the
Resilience–Efficiency plane but not all of it. The Stars and Connected Stars designs
can access most of the high resilience-low efficiency region. In contrast, the Cliques
and Connected Cliques can make networks in the medium resilience-high efficiency
regions.

The sharp phase transitions discussed earlier are seen clearly: along most of
the frontiers, if we trace a point while decreasing resilience, there is a threshold
at which a small sacrifice in resilience gives a major gain of efficiency. More
generally, consider the points where the frontier is smooth. By taking two nearby
networks on the frontier one can define a rate of change of efficiency with respect
to resilience: |ΔW/ΔR|. The ratio can be used to optimize the network without
using the parameter r. When |ΔW/ΔR| 	 1 the network optimizer should choose
to reduce to the resilience of the network in order to achieve great gains in efficiency;
when |ΔW/ΔR| 
 1 efficiency should be sacrificed to improve resilience.

2.6 Discussion

The analysis above considered both empirical networks and synthetic ones. The
latter were constructed to achieve structural cascade resilience and efficiency. In
contrast, in many empirical networks the structure emerges through an unplanned
growth process or results from optimization to factors such as cost rather than block-
ing cascades. Without exception the synthetic networks showed higher fitness values
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Fig. 2.8 The Pareto frontiers of various network designs (τ = 0.4). The configurations of the
Connected Stars design dominate over other designs when the network must achieve high
resilience. However, designs based on cliques are dominant when high efficiency is required.
Several designs show sharp transitions where at a small sacrifice of efficiency it is possible to
achieve large increases in cascade resilience

despite the fact that they were based on very simple designs. This suggests that
network optimization can significantly improve the fitness and cascade resilience of
networks. It follows that an optimization process can be applied to design a variety
of networks and to protect existing networks from cascades.

Many empirical networks also have power-law degree distributions [58]. Unfor-
tunately, this feature significantly diminishes their cascade resilience: the resulting
high-degree hubs make the networks extremely vulnerable to cascades once τ is
slightly larger than 0 [20, 62].

In some successful synthetic networks, the density of edges increased when
the cascade risk τ was high. This phenomenon has interesting parallels in non-
violent social movements which are often organized openly rather than as secret
underground cells even under conditions of severe state repression [70]. This
openness greatly facilitates recruitment and advocacy, justifying the additional risk
to the participants, just like the sacrifice of resilience to gain higher efficiency is
justified under r < 0.5 conditions.

There are other important applications of this work, such as the design of power
distribution systems. For power networks, the definition of resilience and efficiency
will need to be changed. It would also be necessary to use much broader designs and
optimization under design constraints such as cost. Furthermore, this work could
also be adapted to domains of increasing concern such as financial credit networks,
whose structure may make them vulnerable to bankruptcies [8, 36].
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Chapter 3
Optimizing Synchronization, Flow,
and Robustness in Weighted Complex
Networks

G. Korniss, R. Huang, S. Sreenivasan, and B.K. Szymanski

Abstract Complex biological, social, and technological systems can be often
modeled by weighted networks. The network topology, together with the distribu-
tion of available link or node capacity (represented by weights) and subject to cost
constraints, strongly affect the dynamics or performance of the networks. Here, we
investigate optimization in fundamental synchronization and flow problems where
the weights are proportional to (kik j)

β with ki and k j being the degrees of the nodes
connected by the edge. In the context of synchronization, these weights represent
the allocation of limited resources (coupling strength), while in the associated
random walk and current flow problems, they control the extent of hub avoidance,
relevant in routing and search. In this chapter, we review fundamental connections
between stochastic synchronization, random walks, and current flow, and we discuss
optimization problems for these processes in the above weighted networks.

3.1 Introduction

Synchronization [1–6] and transport [7–11] phenomena are pervasive in natural
and engineered complex interconnected systems with applications ranging from
neurobiology and population dynamics to social, communication, and informa-
tion networks. In the recent wave of research on complex networks [12–18],
the focus has shifted from structure to various dynamical and stochastic pro-
cesses on networks [19, 20], synchronization and transport are being one of them.
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The common question addressed by most studies within their specific context is how
the collective response of locally-coupled entities is influenced by the underlying
network topology.

Here, by network synchronization, we refer to the generic problem where
individuals or agents attempt to locally coordinate their actions with their network
neighbors or within some spatial neighborhood, in an attempt to improve global
performance or reach global agreement [6, 21]. In the broader context, these
problems are also referred to as consensus problems [6, 22, 23]. In this chapter,
we will use the terms synchronization and coordination synonymously. Classic
examples for coordination phenomena are animal flocking [24–26] and cooperative
control of vehicle formation [27], where individual animals or units are adjusting
their position, speed, and headings (the relevant local state variables) based on
the state of their neighborhood, potentially leading to tight formations. Funda-
mental synchronization problems have also numerous applications to neurobiology
[28–32], population dynamics [33, 34], and load balancing and task allocation
problems in distributed computing [21, 35–39].

Research on flow optimization in networks has been around since at least the first
data sets on transportation networks became available (for a brief historical review,
see [11, 40]). Perhaps, among the first ones was a study on transportation planning
on the Soviet railway network, as early as in 1930 [41], followed by others in the
1940s [42–44]. Flow optimization and network interdiction problems also attracted
significant interest during the Cold War years [45, 46] and have been a main thrust
in operations research since [7, 47, 48].

The increasing availability of data on real-life complex biological, information,
social, and infrastructure networks, and the emerging novel type of network
structures have triggered a recent wave on fundamental research on transport and
flow in networks [49–83]. Connections between random walks and resistor networks
have been discussed in detail in several works [84–86]. Furthermore, we have
recently explored fundamental connections and relations (governed by the same
underlying network Laplacian) between stochastic synchronization problems and
resistor networks, current flow, and random walks [10, 87]. In this Chapter, in
parallel with reviewing synchronization phenomena in noisy environments, we will
discuss some natural and fundamental connections with idealized transport and flow
problems on complex networks, in particular, connections with some simplified
local and global routing and search schemes [67, 68, 72].

The ultimate challenge in network optimization (of synchronization and flow)
is when both the network structure and the link qualities (represented by weighted
links) can change or evolve [8, 67], subject to cost constraints. Here, we review and
discuss a simpler set of problems, where the network structure is fixed but the link
weights (or coupling strengths) can be allocated. In particular, we consider a specific
and symmetric form of the weights on uncorrelated scale-free (SF) networks, being
proportional to (kik j)

β where ki and k j are the degrees of the nodes connected by the
link [10, 88–91]. The above general form has been suggested by empirical studies
of metabolic [50] and airline transportation networks [51]. We discuss the effects of
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such a weighting scheme in our synchronization and flow problems. Then the task
becomes maximizing the synchronization efficiency, throughput, or robustness as a
function of β .

The setup of this chapter is as follows. In Sect. 3.2 we review optimization of
synchronization in a noisy environment [10]. In Sects. 3.3 and 3.4, we present results
for optimization of resistor networks and random walks, respectively, together with
reviewing fundamental connections between the relevant observables in synchro-
nization, resistor networks, and random walks. In Sect. 3.5 we discuss current-flow
betweenness and optimization of throughput in weighted complex networks [92]. In
Sect. 3.6 we present results on shortest-path betweenness, cascading failures, and
cascade control in weighted complex networks.

3.2 Synchronization in a Noisy Environment in Weighted
Networks

A large number of studies investigated the Kuramoto model of coupled oscillators
[4,93], naturally generalized to complex networks [94–96]. The common feature of
the findings is the spontaneous emergence of order (synchronous phase) on complex
networks, qualitatively similar to that observed on fully-connected networks (also
referred to as complete graphs), in contrast to regular networks in low dimensions.
Another large group of studies addressed synchronization in coupled nonlinear
dynamical systems (e.g., chaotic oscillators) [3] on small-world (SW) [97] and
scale-free (SF) [88, 98–101] networks. The analysis of synchronization in the
latter models can be carried out by linearization about the synchronous state and
using the framework of the master stability function [102]. In turn, the technical
challenge of the problem is reduced to the diagonalization of the Laplacian on
the respective network, and calculating or estimating the eigenratio [97] (the ratio
of the largest and the smallest non-zero eigenvalue of the network Laplacian),
a characteristic measure of synchronizability (smaller eigenratios imply better
synchronizability). Along these lines, a number of recent studies considered not
only complex, possibly heterogeneous, interaction topologies between the nodes,
but also weighted (heterogeneities in the strength of the couplings)[49, 88, 99, 100]
and directed networks [103–105].

In a more general setting of synchronization problems, the collective behav-
ior/response of the system is obviously strongly influenced by the nonlinearities, the
coupling/interaction topology, the weights/strength of the (possibly directed) links,
and the presence and the type of noise [3, 101]. Here, we study synchronization in
weighted complex networks with linear coupling in the presence of delta-correlated
white noise. Despite its simple formulation, this problem captures the essential
features of fundamental stochastic synchronization, consensus, and coordination
problems with application ranging from coordination and load balancing causally-
constrained queuing networks [106, 107] to e-commerce-based services facilitated
by interconnected servers [108], and certain distributed-computing schemes on
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computer networks [21,36–39]. This simplified problem is the Edwards–Wilkinson
(EW) process [109] on the respective network [10, 87, 110–115], and is described
by the Langevin equation

∂t hi =−
N

∑
j=1

Ci j(hi − h j)+ηi(t), (3.1)

where hi(t) is the general stochastic field variable on a node (such as fluctuations in
the task-completion landscape in certain distributed parallel schemes on computer
networks [21, 111, 112]) and ηi(t) is a delta-correlated noise with zero mean and
variance 〈ηi(t)η j(t ′)〉= 2δi jδ (t − t ′). Here, Ci j =Cji > 0 is the symmetric coupling
strength between the nodes i and j (Cii ≡ 0). Note that without the noise term,
the above equation is also referred to as the consensus problem [6, 22, 23] on the
respective network (in the sense of networked agents trying to reach an agreement,
balance, or coordination regarding a certain quantity of interest). Defining the
network Laplacian,

Γi j ≡ δi jCi −Ci j, (3.2)

where Ci ≡ ∑l Cil , we can rewrite (3.1)

∂t hi =−
N

∑
j=1

Γi jh j +ηi(t). (3.3)

For the steady-state equal-time two-point correlation function one finds

Gi j ≡ 〈(hi − h̄)(h j − h̄)〉= Γ̂−1
i j =

N−1

∑
k=1

1
λk
ψkiψk j , (3.4)

where h̄ = (1/N)∑N
i=1 hi and 〈. . .〉 denotes an ensemble average over the noise in

(3.3). Here, Γ̂−1 denotes the inverse of Γ in the space orthogonal to the zero mode.
Also, {ψki}N

i=1 and λk, k = 0,1, . . . ,N − 1, denote the kth normalized eigenvectors
and the corresponding eigenvalues, respectively. The k = 0 index is reserved for the
zero mode of the Laplacian on the network: all components of this eigenvector are
identical and λ0 = 0. The last form in (3.4) (the spectral decomposition of Γ̂−1) can
be used to directly employ the results of exact numerical diagonalization.

For the EW process on any network, the natural observable is the steady-state
width or spread of the synchronization landscape [87, 111, 112, 115–117]

〈w2〉 ≡
〈

1
N

N

∑
i=1

(hi − h̄)2

〉
=

1
N

N

∑
i=1

Gii =
1
N

N−1

∑
k=1

1
λk

. (3.5)

The above observable is typically self-averaging (confirmed by numerics), i.e., the
width 〈w2〉 for a sufficiently large, single network realization approaches the width
averaged over the network ensemble. A network is said to be synchronizable if
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the width has a finite steady-state value; the smaller the width, the better the
synchronization. Finite and connected (single component) networks are always
synchronizable. In the limit of infinite network size, however, network ensembles
with a vanishing (Laplacian) spectral gap may become unsynchronizable, depending
on the details of the small-λ behavior of the density of eigenvalues [5, 21].

The focus of this section is to optimize synchronization (i.e., minimize the width)
on (a) weighted uncorrelated networks with SF degree distribution, (b) subject to a
fixed cost. In the context of this work, we define the total cost Ctot simply to equal
to the sum of weights over all edges in the network

∑
i< j

Ci j =
1
2∑i, j

Ci j =Ctot. (3.6)

The elements of the coupling matrix Ci j can be expressed in terms of the network’s
adjacency matrix Ai j and the assigned weights Wi j connecting node i and j as
Ci j = Wi jAi j. Here, we consider networks where the weights are symmetric and
proportional to a power of the degrees of the two nodes connected by the link,
Wi j ∝ (kik j)

β . We choose our cost constraint to be such that it is equal to that of the
unweighted network, where each link is of unit strength.

∑
i, j

Ci j = 2Ctot =∑
i, j

Ai j = Nk, (3.7)

where k = ∑i ki/N = ∑i, j Ai j/N is the mean degree of the graph, i.e., the average
cost per edge is fixed. Thus, the question we ask, is how to allocate the strength of
the links in networks with heterogeneous degree distributions with a fixed total cost
in order to optimize synchronization. That is, the task is to determine the value of β
which minimizes the width (3.5), subject to the constraint (3.7).

Combining the form of the weights, Wi j ∝ (kik j)
β , and the constraint (3.7) one

can immediately write for the coupling strength between nodes i and j

Ci j = Nk
Ai j(kik j)

β

∑l,n Aln(klkn)β
(3.8)

From the above it is clear that the distribution of the weights is controlled by a single
parameter β , while the total cost is fixed, Ctot = Nk/2.

Before tackling the above optimization problem for the restricted set of hetero-
geneous networks and the specific form of weights, it is useful to determine the
minimum attainable value of the width of the EW synchronization problem in any
network with symmetric couplings. This value will serve as a “baseline” reference
for our problem. In Appendix 1, we show that this absolute minimum value of the
width is

〈w2〉min =
(N − 1)2

2NCtot
(3.9)

and can be realized by the fully connected network.
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If one now considers the synchronization problem on any network with N nodes,
with average degree k and with total cost Ctot = Nk/2 to be optimized in some
fashion [e.g., with respect to a single parameter β , (3.8), the above result provides
an absolute lower bound for the optimal width

〈w2(β )〉min ≥ (N − 1)2

N2

1

k
� 1

k
. (3.10)

3.2.1 Mean-Field Approximation on Uncorrelated SF Networks

First, we approximate the equations of motion (3.1) by replacing the local weighted
average field (1/Ci)∑ j Ci jh j with the global average h (the mean–height)

∂t hi = −
N

∑
j=1

Ci j(hi − h j)+ηi(t) =−Ci

(
hi − ∑ j Ci jh j

Ci

)
+ηi(t)

≈ −Ci
(
hi − h

)
+ηi(t). (3.11)

Note that Ci ≡ ∑ j Ci j is the weighted degree. As can be directly seen by summing
up (3.1) over all nodes, the mean height h performs a simple random walk with
noise intensity O(1/N). Thus, in the mean-field (MF) approximation (see details in
Appendix 2), in the asymptotic large-N limit, fluctuations about the mean decouple
and reach a stationary distribution with variance

〈
(hi − h̄)2〉≈ 1/Ci, (3.12)

yielding

〈w2〉= 1
N

N

∑
i=1

〈
(hi − h̄)2〉≈ 1

N∑i
1
Ci

. (3.13)

Now we consider uncorrelated weighted SF networks, with a degree distribution

P(k) = (γ− 1)mγ−1k−γ , (3.14)

where m is the minimum degree in the network and 2 < γ ≤ 3. The average
and the minimum degree are related through 〈k〉 = m(γ − 1)/(γ − 2). Using the
approximation for the weighted degree C(k) of a node with degree k in uncorrelated
(UC) weighted SF graphs (see Appendix 3),

C(k)≈ γ− 2−β
γ− 2

kβ+1

mβ , (3.15)
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and assuming self-averaging for large enough networks, one obtains for the width
of the synchronization landscape

〈w2(β )〉 ≈ 1
N∑i

1
Ci

≈
∫ ∞

m
dkP(k)

1
C(k)

=
1
〈k〉

(γ− 1)2

(γ− 2−β )(γ+β ) , (3.16)

where using infinity as the upper limit is justified for γ+β > 0. Elementary analysis
yields the main features of the above expression for the average width:

1. 〈w2(β )〉 is minimum at β = β ∗ =−1, independent of the value of γ .
2. 〈w2〉min = 〈w2(β ∗)〉= 1/〈k〉
The above approximate result is consistent with using infinity as the upper limit in
all integrals, in that the optimal value β ∗ = −1 falls inside the interval −γ < β <
γ − 2 for 2 < γ ≤ 3. Interestingly, one can also observe that in this approximation,
the minimal value of the width is equal to that of the global optimum (3.10), realized
by the fully-connected network of the same cost N〈k〉/2, i.e. with identical links of
strength 〈k〉/(N − 1).

We emphasize that in obtaining the above result (3.16) we employed two
very strong and distinct assumptions/approximations: (a) for the dynamics on the
network, we neglected correlations (in a MF fashion) between the local field
variables and approximated the local height fluctuations by (3.12); (b) we assumed
that the network has no degree–degree correlations between nodes which are
connected (UC), so that the “weighted degree” of a node with degree k, C(k) can be
approximated with (3.15) for networks with m 	 1.

3.2.2 Numerical Results

For comparison with the above mean-field results, we considered Barabási–Albert
(BA) SF networks [13, 14], “grown” to N nodes,1where P(k) = 2m2/k3, i.e.,
γ = 3. While growing networks, in general, are not uncorrelated, degree–degree
correlations are anomalously (marginally) weak for the BA network [18, 118].

We have performed exact numerical diagonalization and employed (3.4) to find
the local height fluctuations and (3.5) to obtain the width for a given network
realization. We carried out the above procedure for 10–100 independent network
realizations. Finite-size effects (except for the m = 1 BA tree network) are very
weak for −2 < β < 0; the width essentially becomes independent of the system
size in this interval. Figure 3.1 displays result for the local height fluctuations as a

1For the BA scale-free model [13] (growth and preferential attachment), each new node is
connected to the network with m links, resulting in 〈k〉 � 2m in the large-N limit. Here, we
employed a fully-connected initial cluster of m+1 nodes.
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Fig. 3.1 Height fluctuations as a function of the degree of the nodes for N = 1,000, 〈k〉 = 20, and
for β =−2.00, β =−1.00, and β = 0.00 (from top to bottom). Data, represented by filled symbols,
are averaged over all nodes with degree k. Scatter plot (dots) for individual nodes is also shown
from ten network realizations. Solid lines correspond to the MF+UC scaling 〈(Δh)2〉k ∼ k−(β+1)

function of the degree of the node. We show both the fluctuations averaged over all
nodes with degree k and the scattered data for individual nodes. One can observe
that our approximate results for the scaling with the degree [combining (3.12) and

(3.58),
〈
(hi − h̄)2

〉≈ 1/Ci ∼ k−(β+1)
i , work very well, except for very low degrees.

The special case β = 0, is exceptionally good, since here Ci = ∑ j Ai j = ki exactly,
and the only approximation is (3.12).

In Fig. 3.2, we show our numerical results for the width and compare it with
the approximate (MF+UC) results (3.16). The divergence of the approximate result
(3.16) at β = −3 and β = 1 is the artifact of using infinity as the upper limit in
the integrals performed in our approximations. The results for the width clearly
indicate the existence of a minimum at a value of β ∗ somewhat greater than −1.
Further analysis reveals [10] that as the minimum degree m is increased, the optimal
β approaches −1 from above. This is not surprising, since in the limit of m 	 1
(large minimum degree), both the MF and the UC part of our approximations are
expected to work progressively better. For β = 0, our approximation (3.16) is within
8%, 4%, and 1% of the results extracted from exact numerical diagonalization
through (3.5), for m = 10, m = 20, and m = 100, respectively [10]. For β = −1,
it is within 15%, 7%, and 3% of the numerical results for m = 10, m = 20, and
m = 100, respectively [10]. Thus, our approximation works reasonably well for
large uncorrelated SF networks with sufficiently large minimum (and consequently,
average) degree, i.e., in the 1 
 m 
 N limit. Although for sparse networks with
small average degree the MF+UC approximation fails to locate the minimum and
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Fig. 3.2 Steady-state width of the EW synchronization landscape as a function of the weighting
parameter β for the BA networks with m = 10 (〈k〉 � 2m = 20) for various network sizes. The
solid curve is the approximate (MF+UC) result (3.16). For comparison, numerical results for a
SW networks with N = 1,000 and with the same degree is also shown. The horizontal dashed line
indicates the absolute lower bound (3.10), as achieved by the fully connected network with the
same cost N〈k〉/2

the value of the width precisely; nevertheless, it provides insight for an efficient
optimization of the global performance of weighted heterogeneous networks with a
single parameter β , as opposed to a computationally prohibitive exhaustive search.
For a detailed quantitative analysis of the error of the MF+UC approximation in the
context of the closely related random walks on weighted SF networks (Sect. 3.4)
see [91].

The above optimal link-strength allocation at around the value β ∗ ≈−1 seems to
be present in all random networks where the degree distribution is different from a
delta-function. For example, in SW networks,2although the degree distribution has
an exponential tail, 〈w2〉 also exhibits a minimum, but the effect is much weaker, as
shown in Fig. 3.2. Further, a point worthwhile to mention, a SW network with the
same number of nodes and the same average degree (corresponding to the same cost)
always “outperforms” its SF counterpart (in terms of minimizing the width). The
difference between their performance is smallest around the optimal value, where
both are very close to that of the lowest possible value, realized by the FC network
of the same cost.

2Here, we constructed SW networks by adding random links [111, 119, 120] on top of a regular
ring with two nearest neighbors. The density of random links per node is p, resulting in an average
degree 〈k〉 = 2+ p.
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3.3 Weighted Resistor Networks

Resistor networks have been widely studied since the 1970s as models for conduc-
tivity problems and classical transport in disordered media [121, 122]. Amidst the
emerging research on complex networks, resistor networks have been employed to
study and explore community structures in social networks [123–126] and centrality
measures in information networks [127]. Also, electrical networks with directed
links (corresponding to diodes) have been used to propose novel page-ranking
methods for search engines on the World-Wide-Web [128].

Most recently, simple resistor networks were utilized to study transport efficiency
in SF [79, 80] and SW networks [87]. The work by López et al. [80] revealed that
in SF networks [13, 14] anomalous transport properties can emerge, displayed by
the power-law tail of distribution of the network conductance. Now, we consider
weighted resistor networks subject to a fixed total cost (the cost of each link is
associated with its conductance). As we have shown [10,87] the relevant observables
in the EW synchronization problem and in (Ohmic) resistor networks are inherently
related through the spectrum of the network Laplacian. Consider an arbitrary
(connected) network where Ci j is the conductance of the link between node i and j,
with a current I entering (leaving) the network at node s (t). Kirchhoff’s and Ohm’s
laws provide the relationships between the stationary currents and voltages [87,129]

∑
j

Ci j(Vi −Vj) = I(δis − δit), (3.17)

or equivalently,

∑
j
Γi jVj = I(δis − δit), (3.18)

where Γi j is the network Laplacian, as defined in the context of the EW process
(3.2). Introducing the voltages measured from the mean at each node, V̂i = Vi − V̄ ,
where V̄ = (1/N)∑N

i=1 Vi, one obtains [87]

V̂i = I(Gis −Git). (3.19)

Here, G is the same network propagator discussed in the context of the EW process,
i.e. the inverse (3.4) of the network Laplacian (3.2) in the space orthogonal to the
zero mode. Applying (3.19) to nodes s and t, where the voltage drop between these
nodes is Vst = V̂s −V̂t , one immediately obtains the effective two-point resistance of
the network between nodes s and t [87, 129],

Rst ≡ Vst

I
= Gss +Gtt − 2Gst =

N−1

∑
k=1

1
λk

(ψ2
ks +ψ

2
kt − 2ψksψkt ) . (3.20)

The spectral decomposition in (3.20) is, again, useful to employ the results of
exact numerical diagonalization. Comparing (3.4) and (3.20), one can see that
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the two-point resistance of a network between node s and t is the same as
the steady-state height-difference correlation function of the EW process on the
network [87],

〈(hs − ht)
2〉= 〈[(hs − h)− (ht − h)]2〉= Gss +Gtt − 2Gst = Rst . (3.21)

For example, using the above relationship and then employing the MF+UC
approximation,3one can immediately obtain the scaling of the typical value of the
effective two-point resistance in weighted resistance networks, between two nodes
with degrees ks and kt ,

Rst � Gss +Gtt ∼
[
k−(1+β )

s + k−(1+β )
t

]
=

k1+β
s + k1+β

t

(kskt)1+β . (3.22)

A global observable, measuring transport efficiency, analogous to the width of
the synchronization landscape, is the average two-point resistance [80,87] (averaged
over all pairs of nodes, for a given network realization). Using (3.21) and exploiting
the basic properties of the Green’s function, one finds

R̄ ≡ 2
N(N − 1)∑s<t

Rst =
1

N(N − 1)∑s �=t

Rst =
N

N − 1
2〈w2〉 � 2〈w2〉, (3.23)

i.e., in the asymptotic large system-size limit the average system resistance of a
given network is twice the steady-state width of the EW process on the same
network. Note that the above relationships, (3.21) and (3.23), are exact and valid
for any graph.

The corresponding optimization problem for resistor networks then reads as
follows: For a fixed total cost, Ctot =∑i< j Ci j =N〈k〉/2, where the link conductances
are weighted according to (3.8), what is the value of β which minimizes the average
system resistance R(β )? Based on the above relationship between the average
system resistance and the steady-state width of the EW process on the same graph
(3.23), the answer is the same as was discussed in Sect. 3.2 (3.16): β ∗ = −1 and
Rmin = 2N/[(N − 1)〈k〉] � 2/〈k〉 in the mean-field approximation on uncorrelated
random SF networks. Numerical results for R(β ) are also provided for “free” as
R̄(β )� 2〈w2(β )〉, by virtue of the connection (3.23) [Fig. 3.2].

3In the context of resistor networks, while there are no “fields,” we carry over the terminology
“mean-field” (MF) from the associated EW synchronization problem. In terms of the network
propagator, the assumptions of the MF approximation can be summarized as Gst 
 Gss for all
s �= t , and Gss � 1/Cs .
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3.3.1 Transport Optimization for Heterogeneous Source/Target
Frequencies

As suggested by Lopez et al. [80], the effective (electrical) conductance provides a
powerful measure to characterize transport in complex networks. This observable,
strongly influenced by the number of disjoint (and possibly weighted) paths between
a source and a target, is also closely related to the max-flow problem in networks
[7,11,40,63,81]. The effective two-point conductance is the inverse of the effective
two point resistance (3.20), gst = 1/Rst . If each node is equally likely to be a target
or a source, a simple average over all source and target pairs provides the average
system conductance, ḡ=∑s �=t gst/N(N−1). In real systems, however, nodes are not
created equal; their relative frequency to be a source or target can greatly vary. In
the simplest phenomenological model, we assume that nodes are sources or targets
with a frequency proportional kρi (ρ ≥ 0) [65, 80]. Also, as previously, we allow
the edges (conductivities) to be weighted, controlled by the parameter β according
to (3.8), subject to a fixed total edge cost (3.7). Then, naturally, the relevant global
measure is the appropriately weighted system conductance

ḡ(β ) =
∑s �=t(kskt)

ρgst(β )
∑s �=t(kskt)ρ

. (3.24)

Then, we consider optimizing the allocation limited resources in the above simpli-
fied transport problem. That is, for a given source/target distribution controlled by ρ ,
what is the value of β which minimizes the system conductance ḡ(β )?

In Fig. 3.3, we show numerical results for BA scale-free networks. When
the source/target profile is uniform (ρ = 0), the system conductance exhibits a
maximum at around β ≈ −1 (in synch with the system resistance exhibiting a
minimum around the same β , Fig. 3.2). For increasing positive values of ρ , the
optimal value of β shifts to the right; the location of the maximum of the ḡ(β )
curve for a given ρ quantifies the extent to which resources should be allocated
around hubs (or away from hubs) for optimal global performance.

Figure 3.3 also indicates that the conductance curves for all ρ intersect at
around β ≈ −1. Indeed, our previous approximation (3.22) predicts that at this
point the effective two-point conductance gst = 1/Rst becomes independent of the
degree of the source and target nodes, hence the system conductance (3.24) become
ρ-invariant.

In Fig. 3.3, we also plot the same system conductance cure for SW networks with
the same network size and average degree for two values of ρ . For ρ = 0 (uniform
source/target profile), a SW graph (with a close-to-homogeneous degree distribu-
tion) outperforms its BA SF counterpart (with heterogeneous degree distribution)
of the same cost for every β . For strongly heterogeneous source/target frequencies
(ρ = 1), the performance of a SW network is better for β < −1 and β > 2, while
the BA SF network performs better in the −1 < β < 2 interval.
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Fig. 3.3 System conductance vs. the edge weight parameter β for different source/target distribu-
tions controlled by ρ for BA networks with m = 10 (〈k〉 � 2m = 20) and N = 400 (solid symbols).
For comparison, numerical results for a SW networks with the same network size and average
degree is also shown for two ρ values (open symbols)

3.4 Random Walks in Weighted Networks

Investigating random walks (RW) on networks and resistor networks can provide
invaluable insights into fundamental properties and characteristics of transport and
flow on networks [10, 54–56, 80, 84, 87, 91, 130, 131]. In these models, with direct
application to search, routing, and information retrieval on networks [132, 133], the
connection between network structure and function becomes explicit, so one can
address the problems of designing network structures to minimize delivery times, or
for a fixed structure, allocating resources (queuing capacity) to minimize load and
delays [10, 70, 90].

Here, we consider weights {Ci j} employed in the previous sections and define a
discrete-time random walk (RW) with the transition probabilities [84]

Pi j ≡ Ci j

Ci
(3.25)

(recall that Ci = ∑l Cil is the weighted degree). Pi j is the probability that the walker
currently at node i will hop to node j in the next step. Note that because of the
construction of the transition probabilities (being a normalized ratio), the issue of
cost constraint disappears from the problem. That is, any normalization prefactor
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associated with the conserved cost [as in (3.8)] cancels out, and the only relevant
information is Ci j ∝ Ai j(kik j)

β , yielding

Pi j =
Ci j

Ci
=

Ai j(kik j)
β

∑l Ail(kikl)β
=

Ai jk
β
j

∑l Ailk
β
l

. (3.26)

Then the results are invariant for any normalization/constraint, so for convenience
one can use the normalized form of the Ci j coefficients as given in (3.8). As is clear
from the above RW transition probabilities, the parameter β controls to what extent
“hubs” should be avoided.

Having a random walker starting at an arbitrary source node s, tasked to arrive at
an arbitrary target node t, the above weighted RW model can be associated with
a simple local routing or search scheme [67] where packets are independently
forwarded to a nearest neighbor, chosen according to the transition probabilities
(3.26), until the target is reached. These probabilities contain only limited local
information, namely the degree of all neighboring nodes. By construction, the
associated local (stochastic) routing problem (Sect. III.B.3) does not concern link
strength (bandwidth) limitations but rather the processing/queuing capabilities of
the nodes, so the cost constraint, associated with the links, disappears form the
problem.

3.4.1 Node Betweenness for Weighted RWs

In network-based transport or flow problems, the appropriate betweenness measure
is defined to capture the amount of traffic or information passing through a node
or a link, i.e., the load of a node or a link [15, 18, 52–54, 126, 134, 135]. Here,
our observable interest is the node betweenness Bi for a given routing scheme
[67] (here, purely local and characterized by a single parameter β ): the expected
number of visits to node i for a random walker originating at node s (the source)
before reaching node t (the target) Es,t

i , summed over all source-target pairs. For a
general RW, as was shown by Doyle and Snell [84], Es,t

i can be obtained using the
framework of the equivalent resistor-network problem (discussed in Sect. 3.3). More
specifically,

Es,t
i =Ci(Vi −Vt), (3.27)

while a unit current is injected (removed) at the source (target) node. Utilizing again
the network propagator and (3.19), one obtains

Es,t
i =Ci(Vi −Vt) =Ci(V̂i − V̂t) =Ci(Gis −Git −Gts +Gtt). (3.28)
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For the node betweenness, one then obtains

Bi = ∑
s �=t

Es,t
i =

1
2∑s �=t

(Es,t
i +Et,s

i ) =
1
2∑s �=t

Ci(Gss +Gtt − 2Gts)

=
Ci

2 ∑s �=t

Rst =
Ci

2
N(N − 1)R. (3.29)

Note that the above expression is valid for any graph and for an arbitrary weighted
RW defined by the transition probabilities (3.25). As can be seen from (3.29), the
node betweenness is proportional to the product of a local topological measure, the
weighted degree Ci, and a global flow measure, the average system resistance R.
As a specific case, for the unweighted RW (β = 0) Ci = ∑l Ail = ki, thus, the node
betweenness is exactly proportional to the degree of the node, Bi = kiN(N −1)R/2.

Using our earlier approximations and results for uncorrelated SF graphs (3.58)
and (3.16), and the relationship between the width and the average system resistance
(3.23), for weighted RW, controlled by the exponent β , we find

Bi(β ) =
Ci

2
N(N − 1)R =CiN

2〈w2〉 ≈ N2 γ− 1
γ+β

k1+β
i

m1+β . (3.30)

First, we consider the average “load” of the network

B =
1
N∑i

Bi =
∑iCi

2
(N − 1)R. (3.31)

Similar to (3.29), the above expression establishes an exact relationship between the
average node betweenness of an arbitrary RW [given by (3.25)] and the observables
of the associated resistor network, the total edge cost and the average system
resistance. For example, for the β = 0 case, B = kN(N − 1)R/2. As noted earlier,
for calculation purposes one is free to consider the set of Ci j coefficients given by
(3.8), which also leads us to the following statement:

For a RW defined by the transition probabilities (3.25), the average RW
betweenness is minimal when the average system resistance of the associated
resistor network with fixed total edge cost (and the width of the associated noisy
synchronization network) is minimal.

Utilizing again our earlier approximations and results for uncorrelated SF graphs
and the relationship between the width and the average system resistance, we find

B(β ) = ∑i Ci

2
(N − 1)R =

(
∑

i
Ci

)
N〈w2〉 ≈ N2 (γ− 1)2

(γ− 2−β )(γ+β ) . (3.32)

The average node betweenness is minimal for β = β ∗ =−1, for all γ .
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3.4.2 Commute Times and Hitting Times for Weighted RWs

The hitting (or first passage) time τst is the expected number of steps for the random
walker originating at node s to reach node t for the first time. Note that using
Doyle and Snell’s result [84] for the expected number of visits (3.27), expressed in
term of the network propagator (3.28), one can immediately obtain an expression
for the expected first passage time (see Appendix 4). The commute time is the
expected number of steps for a “round trip” between nodes s and t, τst + τts.
Relationships between the commute time and the effective two-point resistance
have been explored and discussed in detail in several works [85, 130, 131]. In its
most general form, applicable to weighted networks, it was shown by Chandra et al.
[130] (see also Appendix 4) that

τst + τts =

(
∑

i
Ci

)
Rst . (3.33)

For the average hitting (or first passage) time, averaged over all pairs of nodes, one
then obtains

τ ≡ 1
N(N − 1)∑s �=t

τs,t =
1

2N(N − 1)∑s �=t

(τs,t + τt,s)

=
∑iCi

2N(N − 1)∑s �=t

Rst =
∑i Ci

2
R. (3.34)

Comparing (3.31) and (3.34), the average hitting time (the average travel time for
packets to reach their destinations) then can be written as τ = B/(N − 1). Note
that this relationship is just a specific realization of Little’s law [136, 137], in the
context of general communication networks, stating that the average time needed
for a packet to reach its destination is proportional to the total load of the network.
Thus, the average hitting time and the average node betweenness (only differing by
a factor of N − 1) are minimized simultaneously for the same graph (as a function
of β , in our specific problem).

3.4.3 Network Congestion due to Queuing Limitations

Consider the simplest local “routing” or search problem [67,70,72] in which packets
are generated at identical rate φ at each node. Targets for each newly generated
packet are chosen uniformly at random from the remaining N − 1 nodes. Packets
perform independent, weighted RWs, using the transition probabilities (3.25), until
they reach their targets. Further, the queuing/processing capabilities of the nodes are
limited and are identical, e.g. (without loss of generality) each node can send out one
packet per unit time. From the above it follows that the network is congestion-free
as long as
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φ
Bi

N − 1
< 1, (3.35)

for every node i [10, 66, 67, 70, 71, 73]. As the packet creation rate φ (network
throughput per node) is increased, congestion emerges at a critical value φc when
the inequality in (3.35) is first violated. Up to that point, the simple model of
independent random walkers (discussed in the previous subsections), can self-
consistently describe the average load landscape in the network. Clearly, network
throughput is limited by the most congested node (the one with the maximum
betweenness); thus,

φc =
N − 1
Bmax

, (3.36)

a standard measure to characterize the efficiency of communication networks [10,
66, 67, 70, 71, 73].

To enhance or optimize network throughput (limited by the onset of congestion at
the nodes), one may scale up the processing capabilities of the nodes [70], optimize
the underlying network topology [67], or optimize routing by finding pathways
which minimize congestion [10,71–73]. The above RW routing, with the weighting
parameter β controlling “hub avoidance,” is an example for the latter, where the task
is to maximize global network throughput by locally directing traffic. In general,
congestion can also be strongly influenced by “bandwidth” limitations (or collisions
of packets), which are related to the edge betweenness, and not considered here.

According to (3.36), the network throughput is governed and limited by the
largest betweenness in the network. Further, the RW betweenness of the nodes is
proportional to the weighted degree, which approximately scales as a power law
with the degree in SF networks (3.30). Employing the known scaling behavior of
the degree cut-off (the scaling of the largest degree) in uncorrelated SF networks
[15, 118, 138], one can show that the maximum RW betweenness and network
throughput exhibit a minimum and a maximum, respectively, at around β ∗ = −1
[10]. Here, we show numerical results for the RW betweenness and the network
throughput in BA SF networks. Figure 3.4 demonstrates that the RW betweenness
is strongly correlated with the degree in SF networks. In particular, except for
nodes with very small degrees, B(ki) ∼ kβ+1

i (3.30). For β ≈ −1, the load (RW
betweenness) becomes balanced [Fig. 3.4] and the network throughput exhibits a
maximum [Fig. 3.5]. Thus, RW weights with β ≈−1 correspond to the optimal hub
avoiding weighting scheme.

In a recent, more realistic network traffic simulation study of a congestion-aware
routing scheme, Danila et al. [72] found a qualitatively very similar behavior to
what we have observed here. In their network traffic simulation model, packets
are forwarded to a neighbor with a probability proportional to a power β of the
instantaneous queue length of the neighbor. They found that there is an optimal
value of the exponent β , close to −1.

We also show numerical results for the network throughput for SW networks with
the same degree [Fig. 3.5a]. In particular, an optimally weighted SW network always
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Fig. 3.4 Normalized RW node betweenness on BA networks with m = 3 as a function of the
degree of the nodes for four system sizes [N = 200 (dotted), 400 (dashed), 1,000 (long-dashed),
2,000 (solid)] and for three different β values, β = 0.00, β = −1.00, and β = −2.00 (from top
to bottom). Data point represented by lines are averaged over all nodes with degree k. Data for
different system sizes are essentially indistinguishable. Scatter plot (dots) for the individual nodes
is also shown from ten network realizations for N = 1,000. Solid curves, corresponding to the
MF+UC scaling B(k) ∼ kβ+1 (3.30), are also shown
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Fig. 3.5 Network throughput per node as a function of the weighting parameter β for BA networks
(solid symbols) for various system size for (a) m = 3 and for (b) m = 10 (〈k〉 � 2m). Figure (a) also
shows the same observable for SW networks with the same average degree for the same system
sizes (the same respective open symbols)

outperforms its BA scale-free counterpart with the same degree. Qualitatively
similar results have been obtained in actual traffic simulation for networks with
exponential degree distribution [72].
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To summarize, the above simple weighted RW model for local routing on SF
networks indicates that the routing scheme is optimal around the value β ∗ ≈−1. At
this point, the load is balanced (3.30) and Fig. 3.4], both the average load and the
average packet delivery time are minimum, and the network throughput is maximum
[Fig. 3.5].

From a viewpoint of network vulnerability [139–143], the above results for the
weighted RW routing scheme also implies the following. Network failures are often
triggered by large load fluctuations at a specific node, then subsequently cascading
through the system [142]. Consider a “normal” operating scenario (i.e., failure is
not due to intentional/targeted attacks), where one gradually increases the packet
creation rate φ and the overloaded nodes (ones with the highest betweenness)
gradually removed from the network [143]. For β > β ∗ ≈ −1 (including the
unweighted RW with β = 0), these nodes are the ones with the highest degrees,
but uncorrelated SF networks are structurally vulnerable to removing the hubs. At
the optimal value of β , not only the network throughput is maximal, and the average
packet delivery time is minimal, but the load is balanced: overloads are essentially
equally likely to occur at any node and the underlying SF structure is rather resilient
to random node removal [139, 140]. Thus, at the optimal value of β , the local
weighted RW routing simultaneously optimizes network performance and makes
the network less vulnerable against inherent system failures due to congestions at
the processing nodes.

3.5 Current Flow in Weighted Networks

Current flow in resistor networks provides the simplest distributed flow model in
complex networks [92]. This flow is directed and distributed, as the current flows
from the highest potential node (source) to the lowest potential node (target). While
current can run along all (possibly weighted) paths between the source and target
nodes, more current is carried along shorter paths (with smaller resistance). Further,
hanging dead ends (i.e., nodes which does not lie on a path between the source and
target) will carry zero current. Thus, currents running through the nodes or the links,
averaged over all source–target pairs (referred to as the current-flow betweenness),
provide a good measure for information centrality, also referred to as current-flow
betweenness [126, 127].

Using the same resistor network model as in Sect. 3.3 where an edge between
nodes i and j has conductivity Ci j, for a given source (s) and target (t) pair, we can
write the potential difference between nodes i and j as

Vi −Vj = V̂i − V̂j = I(Gis −Git −G js +G jt). (3.37)

Here, Gi j is the propagator (or pseudo inverse, operating in the space orthogonal to
the zero mode) of the network Laplacian. If nodes i and j are connected by an edge
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in the network, and assuming unit current (I = 1) entering and leaving the network,
then the current through this edge can be expressed as

Ist
i j =Ci j(Vi −Vj) =Ci j(Gis −Git −G js+G jt). (3.38)

Thus, exploiting the conservation of currents, the net current running through node
i for a given source–target pair, can be written as

Ist
i =

1
2∑j

|Ist
i j |=

1
2∑j

Ci j|Gis −Git −G js +G jt |. (3.39)

Finally, considering all source–target pairs (where all nodes can simultaneously be
sources and send one unit of current per unit time to a randomly chosen target), one
finds the current-flow betweenness or information centrality [126, 127],

li =
1

N − 1∑s,t
Ist
i =

1
2(N − 1)∑j ∑s,t

Ci j |Gis −Git −G js+G jt |. (3.40)

Despite the similarities between (3.28) and (3.38), here the summation over source
and target pairs does not yield internal cancelations and simplifications, and the
result for the current-flow betweenness is not amenable to simple analytic (mean-
field-like) approximations. Therefore, we present only numerical results for the
resulting current flow betweenness (the local load for unit input currents) li. Our
numerical scheme was based on the exact numerical diagonalization [144] of the
network Laplacian and constructing the pseudo inverse (propagator) Gi j using
straightforward spectral decomposition. In addition to the local loads at the nodes
li, and average system load

〈l〉= 1
N∑i

li =
1

2N(N − 1)∑i, j∑s,t
Ci j|Gis −Git −G js+G jt |, (3.41)

we also measured the largest current flow betweenness lmax = maxi=1,N{li} in a
given network, and then averaged over many network realizations within the same
random network ensemble.

We analyzed the above observables for weighted random networks with Ci j ∝
(k jk j)

β . Figure 3.6a shows that the loads (current-flow betweenness) at the nodes are
strongly correlated with their degree in BA scale-free networks for β = 0, while they
become much more balanced for β = −1. Also, for β = 0 (unweighted network)
the load distribution exhibits fat tails, while it decays faster than any power law
for β = −1 [Fig. 3.6b]; consequently, the largest load is significantly reduced for
β = −1. This balanced load for β = −1, however, is achieved at the expense of a
somewhat increased average load [Fig. 3.6a]. In general, we observe that reducing
β leads to an increasing average load [Fig. 3.7a]. Nevertheless, the largest load in
a network, potentially triggering cascading load-based failures, exhibits a minimum
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Fig. 3.6 (a) Scatter plot for the load (current-flow betweenness) vs. the degree for BA networks
with N = 100 and 〈k〉 � 10 for three different β values. Horizontal lines indicate the average
load. (b) Load distribution of BA networks with the same parameters. The inset shows the same
distributions on log–log scales
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Fig. 3.7 (a) Average load and (b) maximum load in BA and ER networks with 〈k〉 � 10 for various
network sizes as a function of β . The inset in (b) shows the network throughput vs. β

at around β ≈ −1 [Fig. 3.7b]. In turn, the network throughput, assuming identical
source–target rates and unit processing capabilities at each node [analogously to
(3.36)]

φc =
1

lmax
(3.42)

exhibits a maximum at around β ≈ −1 [Fig. 3.7b inset]. Thus, with the simple
weighting scheme Ci j ∝ (kik j)

β one can optimize current flow such that the network
throughput is maximum (β ∗ ≈ −1).

Finally, we note that a homogeneous random network [Erdős–Rényi (ER) ran-
dom graph [14, 145]] exhibits qualitatively similar characteristic in the throughput
and load profile as a function of the weighting parameter β [Fig. 3.7]. Further, as
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Fig. 3.8 (a) Average load and (b) maximum load for heterogeneous source/target frequencies with
ρ = 1.00 in BA networks with 〈k〉 � 10 for various network sizes as a function of β . The inset in
(b) shows the network throughput vs. β

can be seen from Fig. 3.7b, the network throughput of an ER network outperforms
that of a heterogeneous BA network of the same average degree and network size
for any β . Interestingly, the average load is lower for BA (ER) networks for β > 0
(β < 0) [Fig. 3.7a].

3.5.1 Current Flow Optimization for Heterogeneous
Source/Target Frequencies

Analogously to the question addressed in Sec 3.3.1, one can ask what is the
optimal weighting of link conductivities to maximize throughput for heterogeneous
source/target frequencies. Note that there the task was to maximize global average
network conductance with a fixed edge cost. Here, the task is to minimize current-
flow betweenness (maximize throughput) subject to identical unit node processing
capabilities for a given heterogeneous “boundary condition” (source/target rates).
Here, we consider source/target rates proportional to (kskt)

ρ , such that the global
source/target flow rate per node is φ . Then, using (3.39), the appropriately weighted
current-flow betweenness becomes

li =
N

∑s,t(kskt)ρ
∑
s,t
(kskt)

ρ Ist
i . (3.43)

In Fig. 3.8, we show results for ρ = 1.00 on BA networks. Similar to homoge-
neous source/target profiles, the average current-flow betweenness is a monoton-
ically decreasing function of β . The maximum current-flow betweenness lmax =
maxi=1,N{li}, however, exhibit a minimum, at around β = −1.50. In turn, the
network throughput φc = 1/lmax shows a maximum at the same point.
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The behavior of the ρ = 0 [Fig. 3.7] and ρ = 1.00 [Fig. 3.8] are qualitatively very
similar. The main quantitative difference is that the location of the optimal weighting
β somewhat decreases (β ∗ ≈ −1.00 for ρ = 0 and β ∗ ≈−1.50 for ρ = 1.00). Since
the traffic entering and leaving the network places extra burden on the hubs, the
negative optimal value of β with a larger magnitude necessitates a relatively stronger
hub avoidance.

3.6 Shortest Path Betweenness in Weighted Networks

In the simplest and most commonly considered models of routing, every source node
s sends packets to a given destination node t through the path of least total weight
connecting s and t. This path is called the weighted shortest path or the optimal path
between the given source–destination pair. The concept of betweenness previously
defined in Sect. 3.4 can be adapted to the present context as follows: the shortest
path betweenness of a node (edge) in a weighted network is defined as the number
of shortest paths passing through that node (edge) [134]. The characteristics of a
variant of the shortest path betweenness defined here – referred to as betweenness
centrality – have been studied extensively on unweighted networks (or equivalently,
for β = 0) [52, 53, 146]. Specifically, for scale-free networks with degree exponent
2 ≤ γ ≤ 3, the distribution of betweenness centrality is known to be heavy tailed, i.e.,
P(B) ∼ B−δ , where δ has been reported to be universal (δ ≈ 2.2) [52] or varying
slowly [146].

As pointed out in Sect. 3.4, the throughput of the network (assuming identical
unit processing capabilities for each node) is given by φ = (N − 1)/Bmax where
Bmax is the maximal betweenness of the network [10, 66, 67, 70, 71, 73]. Thus,
the throughput can be increased by reducing the maximal betweenness of the
network. While the question of a lower bound (optimum) on the scaling of the
maximal betweenness Bmax has been previously studied [71], in the present article
we focus on edge weighting schemes that can optimize throughput on the network.
We restrict our study to the case where the edge weight connecting to nodes i, j
is given by wi j = (kik j)

−β where ki,k j are the degree of nodes i, j respectively.
The edge weights considered here can be interpreted as: (1) explicit parameters like
latency (time taken to traverse an edge) or (2) virtual weights assigned to edges to
facilitate the assignment of paths with certain properties like hub avoidance. Here,
for our numerical investigations, we employed the configuration model [147] with a
structural degree cutoff ∼N1/2 to generate uncorrelated scale-free graphs [118,138],
with degree exponent γ = 2.5 and with minimum degree m = 2.

In an unweighted network (β = 0), the betweenness of a node is known to
be correlated with its degree (see Fig. 3.9). This implies that analogous to the
case of random walk routing in Sect. 3.4, hubs in a scale-free network carry
the highest load, and the distribution of betweenness over the network is highly
heterogeneous (intuitively, this is obvious since on an unweighted network the
shortest path between two nodes is the one with the smallest number of links;



84 G. Korniss et al.

0 5 10 15 20 25 30 35
0

1

2

3

4

5

6
x 10

4

degree

B

β = 0
β = −0.5
β = −1

Fig. 3.9 Scatter plot showing the correlation between degree and betweenness from ten realiza-
tions of weighted scale-free networks with N = 1,024 and degree exponent γ = 2.5 using the
configuration model [147]. For an unweighted network β = 0, betweennness is clearly correlated
with the degree. As β is decreased below zero, at β = −0.5, the betweenness appears to be
uncorrelated with the degree, while at β =−1 betweenness is biased towards lower degree nodes

since hubs by definition are well connected to the rest of the network, there is
some hub that connects the source and destination through a very short path).
This can be seen from Fig. 3.10, where the straight line fit to a logarithmic plot
of the betweenness distribution has a slope of ≈ −2.14. From the point of view
of alleviating congestion, and minimizing cascading failures (see Sect. 3.12), the
ideal situation is one where the total betweenness in the network is distributed
homogeneously, while keeping the value of the maximal betweenness as low as
possible. Homogenizing the betweenness landscape can be achieved by introducing
a small amount of hub avoidance as shown by the betweenness distribution for β =
−0.5 in Fig. 3.10. The tail of the distribution is no longer fat (more appropriately
it is exponential, not shown), and the maximal betweenness is lower than for
β = 0 (Fig. 3.11). Also, betweenness is now no longer correlated with degree
(Fig 3.9). This homogenization of the betweenness landscape comes at the expense
of increasing the average betweenness on the network (see inset, Fig. 3.10). As β is
decreased from −0.5, rather than further homogenizing the betweenness landscape,
the hub avoidance causes the shortest paths to get longer, thus increasing the
total betweenness in the network. This increase causes both the average and the
maximal betweenness to rise. Furthermore, the betweenness is now largely biased
towards nodes of lower degree (Fig. 3.9). Consequently, the optimal distribution
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γ = 2.5 and network size N = 1,024. Blue, red, and green circles correspond to β = 0,−0.5,
and −1, respectively. The black line is a straight line fit with slope −2.14. The inset shows the
average betweenness 〈B〉 as a function of β . Results are obtained from 100 network realizations
and networks are constructed using the configuration model [147]

−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
0

1

2

3

4

5 x 105

β

Erdos−Renyi
Scale−free

−2 −1 0 1 2
0

0.04

0.08

0.12

0.16

β

φ

<Bmax>
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of betweenness is obtained at β = −0.5 where the throughput is highest. Note that
the same observation for the homogenization of the betweenness landscape and the
minimization of the maximum betweenness was reported recently by Yang et al.
[90] for BA scale free networks (γ = 3). Although there have been some attempts
at analytical estimations of the optimal value of β [90], no rigorous arguments are
known at present which explain this optimal value. A study of the optimal weight
distribution on weighted Erdős–Rényi graphs yields similar results. However, a
point worth mentioning is that for similar network size and average degree, the
throughput for an Erdős–Rényi network is consistently greater than that of a scale-
free network as β is varied (see Fig. 3.11).

3.6.1 Cascading Failures and Cascade Control in Weighted
Networks

Infrastructure networks with complex interdependencies are known to be vulnerable
to cascading failures. A cascading failure is a domino effect which originates
when the failure of a given node triggers subsequent failures of one or several
other nodes, which in turn trigger their own failures. Examples of cascading
failures are abundant in the real world, including the “Northeast Blackout of 2003”
(http://en.wikipedia.org/wiki/Northeast blackout of 2003) and the current global
economic crisis [148].

The first notable study of cascading failures on networks was by Motter and Lai
[149], and the model they proposed is the one we pursue here. The model assumes
that in the network under consideration each node is transmitting one unit of some
quantity (energy, information, etc.) to every other node through the shortest path
between them. As a result, there is some “load” or betweenness incurred on each
node which is equal to the number of shortest paths passing through that node. It is
assumed that each node is attributed a capacity which is the maximum load that can
be handled by the node. Since cost constraints prohibit indiscriminately increasing
a node’s capacity, a natural assumption is that the capacity assigned to a node is
proportional to the load that it is expected to handle. Thus [149, 150],

Cj = (1+α)B j (3.44)

where α ≥ 0 is a tolerance parameter which quantifies the excess load that a given
node can handle. The failure of a node is simulated by the removal of the node and
all links connected to it. The functioning of the network after a node failure requires
a recomputation of the shortest paths that originally may have passed through the
failed node. This redistribution of shortest paths can radically alter the landscape
of betweenness on the network. If the redistribution causes certain nodes to have
a load greater than their capacity, these nodes also fail. These failures can in turn
trigger more failures, thus leading to a cascade. A natural quantity that signifies the



3 Optimizing Synchronization, Flow, and Robustness in Weighted Complex Networks 87

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0

0.2

0.4

0.6

0.8

1

f

G’/G

β = 0
β = 1
β = −0.5
β = −1

−4 −3 −2 −1 0 1
0

0.2
0.4
0.6
0.8

1

β

G
’/G

Fig. 3.12 Simulation results showing the relationship between the fraction of intentionally
removed nodes f and the fractional size of the surviving giant connected component G′/G on
weighted scale-free networks. Results are for ten network realizations of scale-free networks with
degree exponent λ = 2.5 and N = 1,000, constructed using the configuration model [147]. The
parameter α which quantifies the excess capacity (3.44) is set to 0.5 here. The inset shows the
relative size of the giant component of the surviving network vs. the weighting parameter β for the
f = 0 baseline scenario (no intentional node removal)

severity of a cascade is the ratio of the size of the giant connected component G′
remaining after the cascade, to the size of the original giant component, G. Motter
and Lai [149] showed that for scale free networks that local failures originating at
high degree or high betweenness nodes results in cascades with a high degree of
severity. In contrast, a random node failure seldom initiates a cascade, and therefore
leaves most of the giant connected component intact.

In a subsequent study [151], Motter demonstrated that cascades can be stopped
through the intentional removal of nodes after the initial failure has occurred but
before the secondary overload failures have begun. One such strategy is to remove
a certain fraction f of the nodes with the lowest betweenness. Here, we show
the results of this procedure extended to weighted networks. In our simulations,
cascades are initiated by the removal of the highest betweenness node on a scale-
free network with N = 1,000 nodes and with α = 0.5. Notice that the damage caused
on an unweighted network β = 0 by a cascade in the absence of any defense strategy
( f = 0) results in the giant component losing about 30% of its nodes (Fig. 3.12).

Intentional removals marginally improve the ratio G′/G until a certain optimal
value of f beyond which the damage to the network is primarily a result of the
intentional removals itself. Thus, beyond the optimal f for a given β ,

G′

G
≈ 1− f .
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When β is decreased below zero the shortest paths avoid the hubs; thus allevi-
ating the load on the high degree nodes. For small negative values, β = −0.5,−1
since the total load on the network is balanced more homogeneously among all
the nodes in the network (see Figs. 3.9 and 3.10) than on the unweighted network,
the size of the cascade dramatically reduces even without any intentional removals
i.e. G′/G ≈ 0.99 at f = 0 for both β = −0.5,1 (Fig. 3.12, inset). Furthermore,
intentional removals ( f > 0) only cause further damage . For β = 1, shortest paths
are biased towards the hubs, thereby broadening the fat tail of the load distribution
making it even more heterogeneous than for an unweighted network (not shown). As
would be expected, the severity of a cascade in this case is far greater than that in an
unweighted network, and consequently the gain arising from intentional removals
is also extremely high. At the optimal f , the size of the giant component is greater
than half the original network size as opposed to 3% without intentional removals.
Thus, in summary for any weighted network there exists an optimal fraction of
intentionally removed nodes at which the damage caused by the cascade is the
least severe. Furthermore, this optimal removed fraction is very close to zero for
a weighted network with β = −1; thus, implying that for this value of β networks
are maximally resilient to cascading failures for the network parameters used here.

In the model addressed here, the loads and therefore the capacities result from
the particular assignment of shortest paths on the network. Thus, the loads and
capacities are inherently tied to the topology of the network. An alternative model
proposed in [142] looked at similar failure triggered cascades but where the loads on
each node were drawn from an arbitrary distribution uncorrelated with the topology
of the network. Further studies of cascading failures on weighted networks subject to
empirically observed forms of the load–capacity relationship [152] can be found in
[89,90]. The closely related problem of attacking a network by iteratively damaging
the node with the highest betweenness and recalculating the betweenness after each
damage iteration has been studied in [143, 153].

3.7 Summary and Outlook

In this chapter, we considered a simple class of weighted networks in the context of
synchronization, flow, and robustness. In particular, we considered weighted edges
Ci j ∝ Ai j(kik j)

β , and investigated optimizing the relevant network observables, i.e.,
minimizing the width of the synchronization landscape, maximizing the throughput
in network flow, or maximizing the size of the surviving giant component following
cascading failures (triggered by local overloads).

Our models and methods provided some insights into the challenging problem
of optimizing the allocation of limited resources [152, 154] in weighted complex
networks. Our results for these fundamental models support that even with this
simple one-parameter (β ) optimization, one can significantly improve global net-
work performance, as opposed to performing an exhaustive and computationally
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prohibitive search for optimal weight allocations. It is also important to note
that in our optimization problems for RWs (Sect. 4) and flow (Sects. 5 and
6), for simplicity, we considered processing or queuing limitations at the nodes.
Within an identical framework, however, one should also consider and study edge-
limited flows (motivated by finite bandwidth) with weighted links [155, 156]. Our
preliminary results indicate that while optimization is possible, it naturally occurs at
a different value of the weighting parameter β . This implies that one cannot optimize
and balance traffic for both queueing and bandwidth limitation simultaneously,
but instead, trade-offs have to be considered with the knowledge of specific
systems.

Real-life information, communication, and infrastructure networks are not only
weighted and heterogeneous, but are also spatially embedded [65, 157, 158] and
can also exhibit degree correlations [15, 18]. The corresponding metrics (Euclidean
distance) strongly influences the cost of the edges, and in turn, the optimal distri-
bution of limited resources. We currently explore and investigate these problems on
weighted spatially-embedded complex networks.
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Appendix 1: Globally Optimal Network with Fixed Edge Cost

In this Appendix we determine the the minimum attainable width in the EW
synchronization problem for networks with a fixed edge cost. Further, we identify a
network which realizes this globally optimal synchronization efficiency. For the EW
synchronization problem we can express the total edge cost with the eigenvalues of
the network Laplacian,

2Ctot =∑
i, j

Ci j =∑
i

Ci =∑
i
Γii = Tr(Γ ) =∑

l �=0

λl . (3.45)

Thus, the global optimization problem can be cast as

〈w2〉= 1
N

N−1

∑
l=1

1
λl

= minimum, (3.46)

with the constraint
N−1

∑
l=1

λl = 2Ctot = fixed. (3.47)
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This elementary extremum problem, (3.46) and (3.47), immediately yields a
solution where all N − 1 non-zero eigenvalues are equal,

λl =
2Ctot

N − 1
, l = 1,2, . . . ,N − 1, (3.48)

and the corresponding absolute minimum of the width is

〈w2〉min =
(N − 1)2

2NCtot
. (3.49)

As one can easily see, the above set of identical eigenvalues corresponds to a
coupling matrix and network structure where each node is connected to all others
with identical strength Ci j = 2Ctot/[N(N − 1)]. That is, for fixed cost, the fully-
connected (FC) network is optimal, yielding the absolute minimum width.

Appendix 2: The Mean-Field Approximation in Stochastic
Synchronization on Networks

Summing up the exact equations of motion (3.1) over all nodes and exploiting the
symmetry Ci j =Cji yields the stochastic equation for the mean

∂t h = ξ (t), (3.50)

where ξ (t) = 1
N ∑iηi(t). From the properties of the individual noise terms in (3.1) it

follows that 〈ξ (t)〉= 0 and 〈ξ (t)ξ (t ′)〉= 2
N δ (t − t ′). Note that the above stochastic

equation is exact for the mean h(t). In the mean-field (MF) approximation one
replaces the local neighborhood averages by the global mean h (3.11) (which is
a crude approximation) yielding

∂t hi ≈ −Ci
(
hi − h

)
+ηi(t). (3.51)

Since the time evolution of the mean is now explicit (3.50), from (3.51) we can
obtain the approximate equations of motion for the fluctuations with respect to the
mean, Δi(t)≡ hi(t)− h(t),

∂tΔi(t)≈ −Ci Δi(t)+ η̃i(t), (3.52)

where η̃i(t)≡ηi(t)−ξ (t)with 〈η̃i(t)〉 and 〈η̃i(t)η̃ j(t ′)〉= 2(δi j− 1
N )δ (t−t ′). From

elementary properties of the above linear stochastic differential equations [159] for
the equal-time steady-state fluctuations one finds
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〈Δi(t)Δ j(t)〉= 2
Ci +Cj

(
δi j − 1

N

)
. (3.53)

Thus, the steady-state fluctuations about the mean decouple in the asymptotic large
N limit, while 〈(hi − h)2〉= 〈Δ2

i 〉 ≈ 1/Ci.

Appendix 3: The Weighted Degree for Uncorrelated SF Graphs

Here, we establish an approximate relationship between the weighted degree Ci and
the degree ki of node i for uncorrelated (UC) weighted SF graphs. Note that Ci also
becomes the effective coupling to the mean in the mean-field approximation of the
EW synchronization problem. Using the specific form of the weights as constructed
in (3.8), we write

Ci =∑
j

Ci j = Nk
∑ j Ai j(kik j)

β

∑l,n Aln(klkn)β
= Nk

kβi ∑ j Ai jk
β
j

∑l kβl ∑n Alnkβn
. (3.54)

For large minimum (and in turn, average) degree, expressions of the form ∑ j Ai jk
β
j

can be approximated as

∑
j

Ai jk
β
j =

(
∑

j
Ai j

)
∑ j Ai jk

β
j

∑ j Ai j
= ki

∑ j Ai jk
β
j

∑ j Ai j
≈ ki

∫
dkP(k|ki)k

β , (3.55)

where P(k|k′) is the probability that an edge from node with degree k′ connects to
a node with degree k. For uncorrelated random graphs, P(k|k′) does not depend on
k′, and one has P(k|k′) = kP(k)/〈k〉 [15, 18], where P(k) is the degree distribution
and 〈k〉 is the ensemble-averaged degree. Thus, (3.54), for UC random networks,
can be approximated as

Ci ≈ N〈k〉 kβ+1
i

∫
dkP(k|ki)kβ

N
∫

dk′k′β+1P(k′)
∫

dkP(k|k′)kβ = 〈k〉 kβ+1
i∫ ∞

m dk′k′β+1P(k′)
. (3.56)

Here, we consider SF degree distributions,

P(k) = (γ− 1)mγ−1k−γ , (3.57)

where m is the minimum degree in the network and 2 < γ ≤ 3. The average and
the minimum degree are related through 〈k〉= m(γ−1)/(γ−2). No upper cutoff is
needed for the convergence of the integral in (3.56), provided that 2+β − γ < 0,
and one finds
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Ci ≈ γ− 2−β
γ− 2

kβ+1
i

mβ . (3.58)

Thus, for uncorrelated random SF graphs with large minimum degree, the effective
coupling coefficient Ci only depends on the degree ki of node i, i.e., for a node with
degree k

C(k)≈ γ− 2−β
γ− 2

kβ+1

mβ . (3.59)

Appendix 4: RW Hitting Times and the Network Propagator

Employing Doyle and Snell’s result [84] for the expected number of visits (3.27),
and expressing the voltage difference of the associated resistor networks in terms of
the network propagator (or pseudo inverse of the network Laplacian) (3.19) one has

Es,t
i =Ci(Vi −Vt) =Ci(V̂i − V̂t) =Ci(Gis −Git −Gts +Gtt). (3.60)

Then the hitting (or first passage) time, which is the expected number of steps in a
RW which starts at node s and ends upon first reaching node t, can be written as

τst =∑
i

Es,t
i =∑

i
Ci(Gis −Git −Gts +Gtt). (3.61)

The expression for the symmetric commute time (expected number of steps for a
“round-trip” between nodes s and t) simplifies significantly,

τst + τts =∑
i

(Es,t
i +Et,s

i ) =∑
i

Ci(Gss +Gtt − 2Gts) =

(
∑

i

Ci

)
Rst , (3.62)

where we used the expression for the two-point resistance of the associated resistor
network (3.20).
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Chapter 4
Joint Optimization of Resources and Routes
for Minimum Resistance: From Communication
Networks to Power Grids

Ali Tizghadam, Alireza Bigdeli, Alberto Leon-Garcia, and Hassan Naser

Abstract In this chapter, we are concerned with robustness design in complex
communication networks and power grids. We define robustness as the ability of
a network to adapt to environmental variations such as traffic fluctuations, topology
modifications, and changes in the source (sink) of external traffic. We present a
network theory approach to the joint optimization of resources and routes in a
communication network to provide robust network operation. Our main metrics are
the well-known point-to-point resistance distance and network criticality (average
resistance distance) of a graph. We show that some of the key performance metrics in
a communication network, such as average link betweenness sensitivity or average
network utilization, can be expressed as a weighted combination of point-to-point
resistance distances. A case of particular interest is when the external demand is
specified by a traffic matrix. We extend the notion of network criticality to be
a traffic-aware metric. Traffic-aware network criticality is then a weighted linear
combination of point-to-point resistance distances of the graph. For this reason, in
this chapter, we focus on a weighted linear sum of resistance distances (which is
a convex function of link weights) as the main metric and we discuss a variety of
optimization problems to jointly assign routes and flows in a network. We provide
a complete mathematical analysis of the network planning problem (optimal weight
assignment), where we assume that a routing algorithm is already in place and
governs the distribution of network flows. Then, we extend the analysis to a more
general case involving the simultaneous optimization of resources and flows (routes)
in a network. Furthermore, we briefly discuss the problems of finding the best set
of demands that can be matched to a given network topology (joint optimization
of resources, flows, and demands) subject to the condition that the weighted linear
sum of all point-to-point resistance distances of the network should remain below a
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certain threshold. We discuss applications of the proposed optimization methods to
the design of virtual networks. Moreover, we show how our techniques can be used
in the design of robust communication networks and robust sparse power grids.

4.1 Introduction

Robustness to the environmental changes (such as topology modification and traffic
shift) is a key factor in designing communication networks and power grids.
Robustness problem can be studied from different points of view. In some of the
robust design approaches, the goal is to find an appropriate metric to quantify the
effect of environmental changes, and then the robustness is provided by optimizing
the proposed metric. In some other robust designs, the goal is to find an optimization
problem (usually in the form of min–max or max–min) to guarantee the insensitivity
of the network to the unanticipated changes in environmental parameters.

We are interested in combining these two aspects of the robustness problem. We
use a well-known graph metric, random-walk betweenness centrality (for nodes and
links of a graph), as the main tool to capture the effect of environmental changes. In
this research, the environmental parameters of interest are topology, traffic demand,
and community of interest (i.e. the set of nodes, where the external traffic is injected
or terminated). We extend the notion of betweenness centrality to the traffic-aware
betweenness centrality in which the effect of external traffic demand is explicitly
considered. We normalize the traffic-aware betweenness of a node by its weight and
we refer to it as traffic-aware node criticality. The average of all traffic-aware node
criticalities is referred to as traffic-aware network criticality (TANC).

We show that TANC can capture the effect of our environmental parameters.
On the other hand it can be shown that TANC is a linear combination of point-
to-point resistance distances of the graph; therefore, we choose to have a linear
combination of all point-to-point resistance distances of the graph, which is referred
to as weighted network criticality (WNC), as our main robustness metric. We
study the mathematical properties of WNC and we discuss a range of optimization
problems to find a jointly optimal robust allocation of weights and flows to the links
of the network.

Our investigation aims to achieve two goals. First, we study the design of
robust networks which involves selecting appropriate topologies and assigning
suitable weights in order to provide specified degree of robustness in data networks
and power grids. Second, we consider the design of algorithms for robust joint
traffic engineering (flow assignment) and network planning (capacity allocation)
in communication networks.

The rest of the chapter is structured as follows. Section 17.2 summarizes some of
the previous works in the context of robust network design and robust routing. The
concept of centrality in graphs is reviewed in Sect. 4.3, followed by a discussion of
betweenness centrality in Sect. 4.4. In Sect. 4.5, we first provide a brief discussion
of the concepts of resistance distance and network criticality, and then we introduce
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a new graph metric, TANC, and we show that TANC is a linear combination of
point-to-point resistance distances. Motivated by this, we choose to have a linear
combination of point-to-point resistance distances as the robustness metric, which
will be referred to as WNC, and in Sect. 4.6 we provide a detailed discussion on
the minimization of WNC. Section 4.7 is dedicated to the investigation a variety of
optimization problems based on WNC to achieve different goals, including resource
planning; flow assignment; joint optimization of resources, flows, and demands
(while WNC is kept below a certain known value); and k-robust network design.
Section 4.8 discusses the application of the proposed framework in designing virtual
networks; robust capacity planning for communication networks; and robust sparse
power grid design. Conclusions are provided in Sect. 4.9.

4.2 Related Works

The topological robustness of network topologies is studied in [1]. Graph-theoretic
concepts are used to investigate which network topologies are more robust. Authors
argue that “node connectivity” is the most useful metric in graph theory to study the
topological robustness of a network. They examine the relationship between node
connectivity and the degree of symmetry of the network and they suggest that it is
important for robust networks to satisfy node similarity and optimal connectivity
conditions. Two nodes are similar if there is an automorphism that can map one
to the other. A network is node similar if all of its nodes are similar. A graph is
optimally connected if its node connectivity is equal to the link connectivity metric
and both are equal to the minimum node degree of the graph. Ref. [1] investigates
the relationship between these conditions, and arrives at the result that a network
provides maximum resistance to the node destruction if it is both node-similar and
optimally connected. The paper then describes a number of ways to design robust
networks satisfying these conditions.

Ref. [2] introduces a new measure of symmetry, symmetry ratio of a network.
This metric is defined as the ratio of the number of distinct eigenvalues of the
network to the diameter. This metric is used to study the robustness of a network
topology in the face of targeted attacks.

The concept of vulnerability is closely related to the robustness. In vulnerability
analysis, one tries to find critical parts of a network, whose removal can cause a
significant adverse affect on the performance of the network. One of the early solid
works on vulnerability is reported in [3], where the authors investigate the response
of complex networks subject to attacks on links and nodes of the network. [3] defines
some attack scenarios and investigates the behavior of some graph metrics including
inverse geodesic distance, shortest-path betweenness centrality, and node degree
when attack happens. In [4] an axiomatic approach is used to define appropriate
vulnerability functions on graphs. The authors argue that a vulnerability function
should be invariant under automorphism. In addition, a vulnerability function has to
decrease when a new link is added to the graph. Moreover, a vulnerability function
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must be computable in polynomial time. Based on these axioms, [4] suggests some
vulnerability functions, and investigates their characteristics. The main drawback of
[3,4] is that the study is valid for unweighted networks, where the effect of topology
on vulnerability is important.

Robustness is also important in traffic engineering. Network operators would like
their network to support current and future traffic matrices, even when links and
routers fail. Not surprisingly, no backbone network can do this today: It is hard to
accurately measure the current matrix, and harder still to predict future ones. Even if
the matrices are known, how do we know a network will support them, particularly
under failures? As a result, today’s networks are designed in a somewhat ad-hoc
fashion, using rules-of-thumb and crude estimates of current and future traffic. A
wealth of literature is available in tackling this problem and to provide a robust
traffic management scheme.

An approach to design backbone networks is proposed in [5] that is insensitive to
the traffic matrix (i.e., that works equally well for all valid traffic matrices), and that
continues to provide guaranteed performance under a user-defined number of link
and router failures. The authors use Valiant Load-Balancing method and argue that
it is a promising way to design robust backbone networks. The approach was first
proposed by Valiant for processor interconnection networks [6], and has received
recent interest for scalable routers with performance guarantees [7, 8]. Ref. [5]
applies Valiant method to the backbone network design problem and provides
appropriate capacity allocation for the links of a logical full mesh topology to
support load-balancing for all possible traffic matrices. In Valiant load-balancing
method, traffic destined for a sink d is forwarded to intermediate hops with equal
splits to all nodes, and then it is forwarded to the destination d. Delay propagation
is one of the shortcomings of this method.

One important category of algorithms in the area of robust traffic engineering
is oblivious routing. In oblivious routing, routes are computed to optimize the
worst-case performance over all traffic demands, therefore, the computed routes
are prepared for dynamic changes in traffic demands. In their pioneering work [9],
Applegate and Cohen propose an efficient algorithm to compute the worst case
oblivious routing for real networks. They also extend oblivious routing to compute
failure scenarios [10]. They found that the oblivious ratio is typically around a
factor of 2. A penalty as high as 100% may be acceptable when traffic demands
are completely unpredictable, but it is a high cost to pay under predictable demands.
In other words, oblivious routing takes a pessimistic point of view and may not be
appropriate in relatively stable periods or stable networks.

All of these traffic engineering methods try to maximize a variation of throughput
or to minimize a function of network utilization. However, these works are
usually oblivious about the mutual effect of topology and external traffic. In
our previous works [11, 12], we investigated the problem of traffic engineering
from a different perspective. We identified three major types of changes that may
affect the performance of the network: network topology, community of interest
(active source–destination pairs), and traffic demand. In [11], we used a modified
deterministic interpretation of “betweenness centrality” [13], a metric from graph
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theory which characterizes the topological load of a node or link in a network
graph. While the results were encouraging, the analytical study of the results was not
feasible. In [12], we used a probabilistic interpretation of betweenness to investigate
the problem of designing robust traffic engineering methods. In this new direction,
we were able to investigate the problem analytically using metrics from graph-
theory. We have discovered some useful aspects of the robust network control and
traffic engineering problem in networks. In [12], we considered the effect of external
traffic in the weight of a link. We defined the link weight as the available bandwidth
of the link (difference of the link capacity and the flow passing through the link).

In the present work, we consider a general traffic matrix applied on the network,
and we extend our previous results in two directions. First, we propose a new
metric for robustness to decouple the effect of external traffic demand from the link
weight. Second, we develop optimization problems to jointly optimize the resources
(namely capacities) and routes (flows) such that the robustness is maximized. We
start our discussion by introducing the necessary concepts from graph theory.

4.3 Centrality Measures

Centrality measures in graph theory quantify the structural importance or promi-
nence of nodes and links. Numerous centrality indices have been introduced and
studied in literature, but according to [14], one can categorize these indices into
three major classes: reachability measures, vitality measures, and flow measures.
In reachability indices, a node is central if it reaches many other nodes, or can be
reached by many other nodes. All the centrality measures in this category use some
form of distance between two nodes. For instance, degree centrality which is a well-
known reachability index counts the number of nodes that can be reached within
distance 1.

Vitality measures are the second class of commonly used centrality indices.
Given a real-valued function on a graph G, a vitality measure quantifies the
difference between the value of the function on G with the presence or absence
of a node or a link. For example, in a wireless mobile network, it is desired to
keep the network connected all the time. Algebraic connectivity (the second smallest
eigenvalue of the graph Laplacian matrix) is an appropriate connectivity metric for
real-valued functions on the graph of the mobile network. Algebraic connectivity is
non-zero only if the graph is connected. In the case of algebraic connectivity, the
vitality of a node or link denotes the change of the algebraic connectivity, if that
node or link was removed from the network.

Finally, we have flow centrality measures. Let γs(d) denote the amount of flow
entering at node s destined for node d. Flow indices quantify how much of this flow
traverses a specific node or link. In this chapter, our focus is on flow centralities,
and in particular we are interested in different variations of betweenness centrality
as the most useful flow measure. We refer the reader to [14] for a complete review
of centrality measures.
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4.4 Betweenness Centrality Measures

Our work in this chapter is based on the concept of betweenness centrality,
which can be categorized as a flow centrality measure. We first provide necessary
background and required definitions. Then, in Sect. 4.4.1, we derive a useful
relationship between a specific type of betweenness (i.e. random-walk betweenness)
and packet networks, justifying the usefulness of the betweenness measure in the
study of communication networks.

Freeman [13] introduced a very useful metric in graph theory referred to as
shortest-path betweenness centrality. For node k the shortest-path betweenness
centrality with respect to flows from source node s to destination node d is defined
as the proportion of instances of the shortest paths from node s to d that traverse
node k. This can be interpreted as the probability that node k is involved in any
communication between s and d with the assumption that all communication is
along equiprobable shortest paths. The overall shortest-path betweenness centrality
of node k is the sum of the centralities over all source–destination pairs. Link
betweenness is defined similarly. The concept of betweenness centrality is closely
related to the principle of conservation of flow in a communication network.
According to this principle for any intermediate node (or link) in a communi-
cation path, the incoming flow is equal to the outgoing flow. When we count
the proportion of instances that a node is involved in a communication along
shortest paths (or more generally a path), we implicitly assume the conservation of
flow.

A major drawback of the shortest-path betweenness is that it does not consider
the information that can be obtained from other paths of the network. In communi-
cations networks, it is frequently desirable to take a path other than the shortest path.
To overcome this issue, other betweenness centrality metrics have been proposed. In
[15] the authors introduce flow betweenness centrality. Suppose that each link of the
network is capable of transferring a unit flow of information. The flow betweenness
of a node k is defined as the proportion of flow through node k when maximum
flow is transmitted from source s to destination d averaged over all s− d pairs. The
maximum flow that can be sent between two nodes is in general more than a unit
flow since one can use multiple paths to transmit information. The flow betweenness
is in fact a vitality measure because the amount of flow passing along node k can
be found in the following way. Let fs(d) denote the maximum flow that can be
transmitted from source node s to destination d. Further, suppose we remove node
k (and its incident links) from the graph, and let f k

s (d) denote the maximum flow
that can be sent from s to d in the new graph. Then the flow traversing node k is:
fs(d)− f k

s (d). In fact, the flow betweenness measures the betweenness centrality
of network nodes when maximum possible flows are fed into the network (between
every pair of nodes). While the flow betweenness considers paths other than shortest
paths, it suffers from some of the limitations in the definition of shortest path
betweenness. In maximum flow problems, we still have one (or more) ideal path(s)
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mandating the communication (just like shortest path); however, in many practical
situations flow does not take ideal paths either shortest path, max-flow path, or any
other type of ideal path.

Deterministic betweenness is a straightforward extension of shortest path
betweenness and is proposed in [11]. Deterministic betweenness of a node (or link)
k is the fraction of total paths between a source s and destination node d traversing
node (or link) k, averaged over all active traffic sources and sinks, which we refer
to as the community of interest. One can easily recognize two main differences
between deterministic betweenness and the original shortest-path betweenness.
First, in the former all the paths are involved, whereas in the latter only shortest paths
are considered. Second, in deterministic betweenness only the active path set (paths
within a community of interest) is involved in the definition of betweenness, whereas
in the original shortest path betweenness, all possible node pairs are considered.
Unfortunately, the enumeration of paths does not lend itself to tractable analytic
results.

In order to overcome these tractability problems, Newman [16] proposed random-
walk betweenness which is a probabilistic approach to define and analyze the
betweenness of a node/link. We begin with a graph model and we define necessary
notations, which will be used throughout.

An undirected graph G(V,E,W ) consists of a finite node set V which contains n
nodes, together with a link set E ∈ V ×V , and each link has an associated non-
negative weight wi j. The weight of a node i is defined as Wi = ∑ j wi j. We can
define a transition probability matrix P = [pi j] of an irrecucible Markov random
walk through the undirected graph which satisfies ∑ j pi j = 1 ∀i ∈ V . Moreover, we
define weighted graph Laplacian as L = D−W , where D is a diagonal matrix whose
main diagonal entries are: D(i, i) =Wi.

We are interested in a special type of random-walks referred to as weight-based
random-walk. The weight-based random-walk is defined on a Markov chain with
transition probability matrix P according to the following rule:

psk(d) =
wsk

Ws
(1− δ (s− d)) (4.1)

where A(s) is the set of adjacent nodes of s and wsk is the weight of link (s, k)
(if there is no link between node s and k, then wsk = 0), and δ (.) is the Kronecker
delta function (i.e. δ (x) = 1 if x = 0 and δ (x) = 0 otherwise). The delta function
in (4.1) is due to the fact that the destination node d is an absorbing node, and
any random-walk coming to this state, will be absorbed or equivalently pdk(d) = 0.
Clearly, (4.1) defines a Markovian random-walk.

We are now ready to define random-walk betweenness. Consider the set of
trajectories that begin at node s and terminate when the walk first arrives at node d,
that is, destination node d is an absorbing node. The random-walk betweenness
bsk(d) of node k for the s− d trajectories is defined as the number of times node k
is visited in trajectories from s to d averaged over all possible s− d trajectories and
the total betweenness of node k is bk = ∑s,d bsk(d).
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Let Bd = [bsk(d)] be the n×n matrix of betweenness metrics of node k for walks
that begin at node s and end at node d. Note that the dth row of the matrix is zero. It
is shown in [16] that matrix Bd can be written as

Bd = (I −Pd)
−1Θd (4.2)

Θd = [θsk(d)] =

{
1 if s = k �= d
0 otherwise

Matrix Pd is the same as P except that its dth row and dth column are zero vectors.
Finally, traffic-aware betweenness [17] is a natural extension to explicitly account

for the effect of traffic demands in the definition of betweenness centrality index.
Let Γ = [γs(d)] and γ denote the traffic matrix and the total external traffic
(i.e. γ = ∑s,d γs(d)) respectively. We define traffic-aware betweenness (TAB) of
node k as:

b′
sk(d) = bsk(d)+

γs(d)
γ

bsk(d)

b′
sk(d) =

(
1+

γs(d)
γ

)
bsk(d) (4.3)

b′
k =∑

s,d

(
1+

γs(d)
γ

)
bsk(d) (4.4)

If traffic matrix is zero, then we have the original topological betweenness as
a special case. This definition is quite general and applicable for all types of
betweenness. If we consider bsk(d) as the shortest-path betweenness of node
k for source–destination pair sd, then we will have traffic-aware shortest-path
betweenness, and so on.

4.4.1 Random-Walk Betweenness in Data Networks

Random-walk betweenness is closely related to packet network models. We con-
sider a packet switching network in which external packets arrive to packet switches
according to independent arrival processes. Each packet arrival has a specific
destination and the packet is forwarded along the network until it reaches the
destination. We assume that packet switches are interconnected by transmission
lines that can be modeled as single-server queues. Furthermore, we suppose that
packet switches use a form of routing where the proportion of packets at queue i
forwarded to the next-hop queue j is pi j.

We calculate the total arrival/departure rate of the traffic to/from each node. The
total input rate of node k (internal plus external) is denoted by xk. After receiving
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service at the ith node, the proportion of customers that proceed to node k is pik. To
find xk we need to solve the following set of linear equations (see [24]):

xk = γk +
n

∑
i=1

xi pik ∀k ∈ V (4.5)

where γk is the external arrival rate to node k. Note that (4.5) is essentially the KCL
(Kirchhoff’s Current Law). If we denote −→x = [x1,x2, ...,xn] and −→γ = [γ1,γ2, ...,γn],
then (4.5) becomes:

−→x =−→γ +−→x P (4.6)

Suppose we focus on traffic destined to node d, then node d is an absorbing node,
and we suppose that the arrival rate at node d is zero (since these arrivals do not
affect other nodes) and (4.6) can be written as:

−→xd = (−→γd +−→xd Pd)×Θd (4.7)

where −→xd and −→γd are the same as −→x and −→γ except for the dth element which is 0.
Matrix Pd is also the same as P except that its dth row and dth column are zero
vectors. Equation (4.7) can be solved for −→xd

−→xd =−→γd ×Θd × (I−Pd ×Θd)
−1 (4.8)

To find the relationship of betweenness Bd and the input arrival rate xk we notice
that pdk(d) = 0 which means that Pd =Θd ×Pd. Thus,

Pd ×Θd = Θd ×Pd ×Θd

Θd −Pd ×Θd = Θd −Θd ×Pd ×Θd

(I −Pd)×Θd = Θd × (I −Pd ×Θd)

Θd × (I −Pd ×Θd)
−1 = (I −Pd)

−1 ×Θd

Using (4.2) we will have

Θd × (I −Pd ×Θd)
−1 = Bd (4.9)

We substitute (4.9) in (4.8) and obtain the relationship between the node traffic and
node betweenness,

−→xd =−→γd ×Bd (4.10)

If we denote the kth element of −→xd and −→γd by xk(d) and γk(d) respectively, we have

xk(d) =∑
s
γs(d)bsk(d) (4.11)
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Now we can find the total load at node k by adding the effect of all destinations
in (4.11),

xk =∑
d

xk(d) =∑
s,d

γs(d)bsk(d) (4.12)

It is constructive to establish the relationship of node betweenness and node
traffic in a more intuitive way. Consider the traffic generated by packets that arrive
at s and are destined for d. Each packet in this flow generates bsk(d) arrivals on
average at node k. Let γs(d) be the number of external packets per second that arrive
at node s with destination d. Over a large number of such trials, say N, the average
number of times node k is visited will be approximately N ×bsk(d). Suppose that it
takes T seconds to have N arrivals at node s, then the average number of visits per
second to node k is

N × bsk(d)
T

= γs(d)× bsk(d),

since the average arrival rate at s for d is approximately N/T .
We only consider external arrivals with destinations other that the originating

node so γd(d) = 0. The total traffic xsk(d) generated by the s − d flow at node
k is then γs(d)× bsk(d), where s is not equal to d. Recalling that bsd(d) = 1,
we obtain:

xsk(d) =

⎧⎨
⎩
γs(d)bsk(d) if s �= d & d �= k
γs(d) if s �= d & k = d

0 if s = d

The total traffic into node k is obtained by summing over all s and d, with s not
equal to d

yk =∑
s,d

xsk(d)

= ∑
s �=k

γs(k)+∑
s �=d
∑
d �=k

γs(d)bsk(d) (4.13)

The first sum on the right hand side of (4.13) is the total network packet arrival
rate destined for k, that is, the total flow absorbed at node k. The second term is the
total traffic that flows across queue k, that is, the flow through k that originates at
nodes other than d and that are not destined for k. This second term, the transit flow
through queue k, accounts for the effect of the network topology, so we let xk denote
this flow:

xk = ∑
d �=k

γk(d)bkk(d)+∑
s �=k
∑
d �=k

γs(d)bsk(d) (4.14)
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The first sum in (4.14) is the arrivals at k destined for d, including revisits. The
second sum is the total transit traffic through k that did not originate locally. xk can
be viewed as a measure of betweenness of queue k that takes the different arrival
rates into account.

Suppose that different queues have different total external arrival rates but the
fraction of external traffic destined for d does not depend on s, i.e.,

γs(d) = γsad

where

ad ≥ 0, ∑
d

ad = 1

The total traffic through queue k is then

xk = ∑
d �=k

γkadbkk(d)+∑
s �=k

γs

[
∑
d �=k

adbsk(d)

]

= γk

[
∑
d �=k

adbkk(d)

]
+∑

s �=k

γs

[
∑
d �=k

adbsk(d)

]
(4.15)

The terms inside the square brackets in (4.15) can be viewed as betweenness
measures that have been weighted by the differential preferences for destinations
according to ad . These weighted betweenness measures are in turn scaled according
to the arrival rates at different queues.

In the case where arriving packets are equally likely to be destined to any
destination (other than the arriving node), we have ad = 1

n−1 , so

xk =
γk

n− 1

[
∑
d �=k

bkk(d)

]
+∑

s �=k

γs

n− 1

[
∑
d �=k

bsk(d)

]

= γkb̄kk +∑
s �=k

γsb̄sk (4.16)

Finally suppose that the arrival rate at every node is equal, that is, γs = γ/n, where
γ is the total external packet arrival rate to the network, then

xk =
γ

n(n− 1)

(
∑
d �=k

bkk(d)

)
+

γ
n(n− 1)∑s �=k

∑
d �=k

bsk(d)

=
γ

n(n− 1)
bk (4.17)

where bk =∑s∑d �=k bsk(d) is the random walk betweenness for node k. In summary,
we have derived the following theorem.
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Theorem 4.1. Consider a network with n nodes, and assume that the average traffic
rate on all of the nodes is γn = γ/n where γ is the total external input traffic rate
of the network. Let xk be the total arrival rate of a node k and bk be the total
betweenness of this node, then

xk =
γn

n− 1
bk =

γ
n(n− 1)

× bk

Equation (4.12) and Theorem 4.1 clearly show that the traffic of a node
in a communication network can be captured with the notion of random-walk
betweenness centrality.

4.5 Network Criticality and Resistance Distance

We now briefly explain the notion of network criticality, which is discussed in [12]
to quantify the robustness of a network. We start by defining node/link criticality.

Definition 4.1. Node criticality is defined as the random-walk betweenness of a
node normalized by its weight value. In other words, node criticality is the node
random-walk betweenness divided by the node weight. Likewise, link criticality is
defined as the betweenness of the link over its weight.

Let ηk be the criticality of node k and ηi j be the criticality of link l = (i, j). It is
shown in [12] that ηi and ηi j can be obtained by the following expressions:

ηk =
bk

Wk
=

1
2
τ (4.18)

ηi j =
bi j

wi j
= τ (4.19)

τ in the above equations is defined as follows:

τ =∑
s
∑
d

τsd (4.20)

τsd = l+ss + l+dd − 2l+sd or τsd = ut
sdL+usd (4.21)

where L+ = [l+i j ] is the Moore–Penrose inverse of graph Laplacian matrix L [18],

n is the number of nodes, and ui j = [0 ... 1 ... − 1 ... 0]t (1 and −1 are in ith and jth
positions, respectively).

Equations (4.18)–(4.21) show that node criticality (ηk) and link criticality (ηi j)
are independent of the node/link position and only depend on τ , which is a global
quantity of the network.
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Definition 4.2. We refer to τsd as point-to-point network criticality and τ as
network criticality.

For future references, we also write the explicit relationship between point-to-point
network criticality and random-walk betweenness centrality

bsk(d)
Wk

= l+dd − l+sd − l+dk + l+sk (4.22)

τsd =
bsk(d)+ bdk(s)

Wk
(4.23)

The proof of (4.22) and (4.23) can be found in [12].
One can see that τ is a global quantity on the network graph. Equations (4.18) and

(4.19) show that node (link) betweenness consists of a local parameter (weight) and
a global metric (network criticality). τ can capture the effect of topology through
the betweenness values. A higher node/link betweenness results in a higher risk
(criticality) in using the node/link. Furthermore, one can define node/link capacity
as the weight of a node/link, then increasing the weight of a node/link will decrease
the risk of using the node/link. Therefore, network criticality can quantify the risk
of using a node/link in a network which in turn indicates the degree of robustness of
the network. For comparison purposes, we may use the average network criticality,
which is defined as τ̂ = 1

n(n−1)τ .
Network criticality can be interpreted as the total resistance of a corresponding

electrical network. Consider an electrical circuit with the same graph as our original
network graph, and with link resistances equal to the reciprocal of link weights. It
can be shown that the network criticality is equal to the total resistance distance
(effective resistance) [22] seen between different pairs of nodes in the electrical
circuit. A high network criticality is an indication of high resistance in the equivalent
electrical circuit, therefore, in two networks with the same number of nodes, the
one with lower network criticality is better connected, hence better positioned to
accommodate network flows.

Network criticality can also quantify the sensitivity of a network to the environ-
mental changes. It has been shown that network criticality equals the average of link
betweenness sensitivities, where link betweenness sensitivity is defined as the partial
derivative of link betweenness with respect to the corresponding link weight [19],

τ =
1

m− 1 ∑
(i, j)∈E

∂bi j

∂wi j
(4.24)

where m denotes the number of links of the network. Equation (4.24) states that the
minimization of network criticality results in the minimization of the average sen-
sitivity of link betweennesses with respect to the changes in the corresponding link
weights (which in turn captures sensitivity to environmental changes). Therefore,
a control algorithm for minimum network criticality balances the betweennesses of
the links in such a way as to keep the average sensitivity below a desired level. From
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another point of view, the lower the network criticality, the better distributed is the
traffic between all the links of a network, and the better balanced is the load of the
traffic among all active links. This implies better fairness in routing the traffic in the
nodes of the network. More detailed information on properties and interpretations
of the network criticality can be found in [20, 21].

Another advantage of having low network criticality is the robustness enhance-
ment of the network. Suppose that a node is failing or becoming inaccessible so that
it cannot route the traffic passing through it. If we adapt the routing to minimize
the criticality, the result is to adjust the betweenness in such a way that traffic is
re-routed to other nodes instead of the impaired one and that the resulting flows
provide higher robustness against additional unpredictable deleterious situations.

It has been shown that τsd is a convex function of link weights and τ is a strictly
convex function of link weights [23].

Definition 4.3. In analogy to (4.18), we define traffic-aware node criticality
(TANOC) as the traffic-aware node betweenness normalized by node weight (sum
of the link weights incident to the node),

τ ′sk(d) = 2
b′

sk(d)

Wk
, where Wk =∑

j
wk j

τ ′k = 2
b′

k

Wk
(4.25)

Furthermore, we define the TANC as the average traffic-aware node criticality:

τ ′ =
1
n∑k

τ ′k (4.26)

4.5.1 Network Utilization and Network Criticality

In this section, we derive a general expression for the average network utilization
(and individual node utilization). Theorem 4.1 establishes a connection between
the load of a node and its betweenness when the average input rate to all the
nodes is uniform. In general, for a traffic matrix Γ = [γi( j)] the utilization of a
node can be expressed as a linear combination of point-to-point network criticalities
subject to considering weight-based random-walks as defined in (4.1). To see this
consider, (4.11):

xk =∑
s,d

γs(d)bsk(d)

=
1
2∑s,d

(γs(d)bsk(d)+ γd(s)bdk(s))
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=
1
2∑s,d

(γs(d)bsk(d)+ γd(s)(Wkτsd − bsk(d)))

=
Wk

2 ∑s,d
γd(s)τsd +

1
2∑s,d

(γs(d)− γd(s))bsk(d) (4.27)

where we have used (4.23) to obtain (4.27). Now we write bsk(d) in terms of
different elements of matrix Ω = [τsd ]. We have

τsd = l+ss + l+dd − 2l+sd

τdk = l+dd + l+kk − 2l+dk

τsk = l+ss + l+kk − 2l+sk

Considering (4.22), we have

τsd + τdk − τsk = 2(l+dd − l+sd − l+dk + l+sk)

= 2
bsk(d)

Wk

bsk(d) =
Wk

2
(τsd + τdk − τsk) (4.28)

Using (4.28) in (4.27), we have

xk =
Wk

2 ∑s,d
γd(s)τsd +

Wk

4 ∑s,d
(γs(d)− γd(s))(τsd + τdk − τsk)

xk

Wk
=

1
4∑s,d

(γs(d)+ γd(s))τsd +
1
4∑s,d

(γs(d)− γd(s))(τdk − τsk) (4.29)

Node utilization is defined as the load of a node normalized by its capacity (or in
a more general sense by its weight). We denote the utilization of node k by Vk =

xk
Wk

and the average network utility by V̄ = ∑k Vk
n . For the average network utilization V̄

we have

V̄ =
1
4∑s,d

(γs(d)+ γd(s))τsd +
1

4n∑s,d
(γs(d)− γd(s))(τd∗ − τs∗) (4.30)

where τi∗ = ∑k τik. Equation (4.30) can be simplified as

V̄ =∑
s,d

βsdτsd (4.31)
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where

βsd =
γs(d)+ γd(s)

4
+
γ∗s − γs∗

2n
.

We can easily express the average network utilization V̄ in terms of network
criticality and TANC. Since xk = ∑sd γs(d)bsk(d), from (4.4) we conclude that

b′
k = bk +

1
γ

xk

Vk =
xk

Wk
= γ

b′
k − bk

Wk

Vk =
γ
2
(τ ′k − τ)

Finally,

V̄ =
1
n

n

∑
k=1

Vk =
γ
2
(τ ′ − τ) (4.32)

Proceeding as we did for V̄ , one can see that:

τ ′ =∑
s,d

(
1+

γs(d)+ γd(s)
2γ

+
γ∗s − γs∗

nγ

)
τsd (4.33)

It will be easily verified that the coefficients of τsd in (4.33) (i.e. 1+ γs(d)+γd(s)
2γ +

γ∗s−γs∗
nγ ) are always non-negative; therefore, TANC is a convex function of link

weights since τsd is always convex. Consequently, form (4.32) one can see that
the average network utilization is in most general form the difference of two
convex functions (or equivalently the sum of a convex and a concave function).
Minimizing the difference of two convex functions can be converted to a convex
maximization problem, which can be numerically solved with methods like branch-
and-bound [25].

We can find a subset of traffic matrices, for which the average network utilization
V̄ is pure convex. In fact the average network utilization is a convex function of link
weights if and only if in (4.31) we have ∀s,dβsd +βds ≥ 0 (note that τsd = τds), or:

γs(d)+ γd(s)≥ 1
n
(γs∗ − γ∗s+ γd∗ − γ∗d) ∀ s,d ∈ V (4.34)

Inequality (4.34) defines a subset of all possible traffic matrices for which the
average network utilization is convex. We examined condition set (4.34) for real
traffic matrix traces recorded form Abilene network [26]. These traces can be fond in
TOTEM project [27] website. The condition set (4.34) was satisfied for the majority
of traffic matrices that we examined; therefore, we could assume that for these real
traffic traces, the average network utilization is a convex function of weights. In the
following, we assume that the traffic matrices are within this subset.
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This motivates the rest of this chapter. In order to minimize the average network
utilization (or to minimize the maximum of node utilization), we have to effectively
solve a convex optimization problem, which is investigated in next section.

4.6 Minimizing WNC

We first consider a general weighted version of network criticality (WNC) defined
as follows:

τα =∑
i, j

αi jτi j, ∀i, j ∈ N αi j +α ji ≥ 0 (4.35)

Obviously, the average network utilization and individual node utilization are
special cases of WNC by appropriate selection of coefficients. To study the
minimization of WNC, we rewrite WNC in a matrix form as follows:

τα =∑
i, j
αi jτi j

=∑
i j
αi ju

t
i jL

+ui j

=∑
i j
αi jTr(ui ju

t
i jL

+)

= Tr(UαL+) (4.36)

where Uα = ∑i jαi jUi j, Ui j = ui jut
i j, and Tr(A) denotes the trace of matrix A.

It is easy to see that the sum of the rows in Uα is zero, and for αi j ≥ 0 it is a
symmetric and positive semidefinite matrix. One example of Uα for n = 3 (number
of nodes) is given in the following:

Uα =

⎛
⎝α

′
12 +α ′

13 −α ′
12 −α ′

13
−α ′

12 α ′
12 +α ′

23 −α ′
23

−α ′
13 −α ′

23 α ′
13 +α

′
23

⎞
⎠

where α ′
i j = αi j +α ji.

In order to continue, we need the following preposition.

Proposition 4.2 For any non-singular square (n × n) matrix X and any n × n
matrices A and B, we have

d
dX

Tr(AX) = A

d
dX

Tr(AX−1B) = −X−1BAX−1
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where in general the derivative d
dX f (X) of a scalar-valued differentiable function

f (X) of a matrix argument X ∈ Rp×q is the q × p matrix whose (i, j)th entry is
∂ f (X)
∂X( j,i) [28].

Proof. See [28].

We now consider the minimization of WNC. First, we show that the minimization
is viable. To this end we need the following lemma.

Lemma 4.1. The partial derivative of τα with respect to link weight wi j is always
non-positive and can be obtained from the following equation.

∂τα
∂wi j

=−∥∥FαL+ui j
∥∥2

where Fα is a matrix such that Uα = Ft
αFα . This decomposition is always possible

because Uα is a positive semidefinite matrix.

Proof. Let Γ = L+ J
n where J is a square n× n matrix with all entries equal to 1,

then L+ =Γ−1− J
n [28]. Note that UαJ = 0, consequently Tr(UαL+) = Tr(UαΓ−1).

We use Proposition 4.2 to derive the result

∂τα
∂wi j

=
∂Tr(UαΓ−1)

∂wi j

= −Tr(UαΓ−1 ∂Γ
∂wi j

Γ−1)

= −Tr(UαΓ−1ui ju
t
i jΓ−1)

= −Tr(Ft
αFαΓ−1ui ju

t
i jΓ

−1)

= −Tr(FαL+ui ju
t
i jL

+Ft
α)

= −Tr((FαL+ui j)(FαL+ui j)
t)

= −Tr((FαL+ui j)
t(FαL+ui j))

= −∥∥FαL+ui j
∥∥2

Since WNC is a convex function and its derivative with respect to the weights is
always non-positive (according to Lemma 4.1), the minimization of τα subject to
some convex constraint set is possible.

In formulating the optimization problem, we add a maximum budget constraint
to the problem. We assume that there is a cost zi j to deploy each unit of weight on
link (i, j). We also assume that there is a maximum budget of C to spend across all
network links. This constraint means that ∑(i, j)∈E wi jzi j ≤ C. Now we can write our
optimization problem as follows:
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Minimize τα

Subject to ∑(i, j)∈E wi jzi j ≤ C, C is f ixed (4.37)

wi j ≥ 0 ∀(i, j) ∈ E

Again, we let Γ = L+ J
n . Considering the fact that L = ∑i, j wi jui jut

i j (definition
of Laplacian), we can write the optimization problem (4.37) as:

Minimize Tr(UαL+)

Subject to Γ = ∑(i, j)∈E wi jui jut
i j +

J
n

L+ = Γ−1 − J
n

∑(i, j)∈E wi jzi j =C, C is fixed

wi j ≥ 0 ∀(i, j) ∈ E (4.38)

In order to find the condition of optimality, we need the following lemma.

Lemma 4.2. For any weight matrix W of the links of a graph: Vec(W )t∇τ+τ = 0,
where Vec(W ) is a vector obtained by concatenating all the rows of matrix W to get
a vector of wi j’s.

Proof. In [23], it has been shown that if we scale all the link weights with t, the
effective resistance τi j will scale with 1/t. Since τα is a linear combination of point-
to-point effective resistances, τα will also scale with 1/t:

τα(tVec(W )) =
1
t
τα(Vec(W )) (4.39)

By taking the derivative of τ with respect to t, we have

Vec(W )t∇τα =
−1
t2 τα (W ) (4.40)

It is enough to consider (4.40) at t = 1 to get Vec(W )t∇τα + τα = 0.

Now we are ready to state the condition of optimality.

Lemma 4.3. The condition of optimality for optimization problem (4.37) can be
written as

min
(i, j)∈E

C
zi j

∂τα
∂wi j

+ τα ≥ 0

Moreover,

w∗
i j

(
C
∂τα
∂wi j

+ zi jτα
)
= 0 ∀(i, j) ∈ E (4.41)

where w∗
i j denotes the optimal weight for link (i, j).
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Proof. In general, one can apply the condition of optimality [31,32] on optimization
problem (4.37) to derive the necessary condition for a weight vector to be optimal.
Let W ∗ be the optimal weight matrix and let Wt be another weight matrix satisfying
the constraints of optimization problem (4.37), then according to the condition of
optimality,

∇τα .(Vec(Wt)−Vec(W ∗))≥ 0

Now, we choose Wt as follows:

Wt = [wuv] =

⎧⎪⎨
⎪⎩

C
2zi j

if u = i & v = j
C

2zi j
if u = j & v = i

0 otherwise

Clearly, Wt satisfies the constraints of optimization problem (4.37); therefore, using
the condition of optimality and considering Lemma 4.2 we have

∇τα .(Vec(Wt)−Vec(W ∗)) ≥ 0

∇τα .Vec(Wt)−∇τα .Vec(W ∗) ≥ 0

C
zi j

∂τα
∂wi j

+ τα ≥ 0 ∀(i, j) ∈ E

min
(i, j)∈E

C
zi j

∂τα
∂wi j

+ τα ≥ 0 (4.42)

Now, to prove the second part of the theorem we write the constraint of the
optimization problem as an inner product of costs and weights,

(Vec(Z).Vec(W ∗))τα =

(
∑

(i, j)∈E

w∗
i jzi j

)
τα =Cτα (4.43)

Combining Lemma 4.2 and (4.43) one can see that

C∇τα .Vec(W ∗)+Vec(Z).Vec(W ∗)τα = 0

Vec(W ∗).(C∇τα + ταVec(Z)) = 0

w∗
i j

(
C
∂τα
∂wi j

+ ταzi j

)
= 0

This completes the proof of Lemma 4.3.

Lemma 4.4. The dual of the optimization problem (4.38) is as follows:

maximize 1
C Tr2(UαX)

subject to 1√zi j

∥∥FαXui j
∥∥≤ 1 ∀(i, j) ∈ E
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X
−→
1 = 0

X � 0

where X � 0 means that X is a positive semidefinite matrix. More precisely
X = 1√

λ
L+ where L+ is the Moore-Penrose inverse of Laplacian matrix, and

λ = max(i, j)∈E
1

zi j

∥∥FαL+ui j
∥∥2

.

Proof. The Lagrangian of optimization problem is:

L(Γ ,W,T,λ ,ρ) = Tr(UαΓ−1)+Tr(TΓ )−Cλ

+ ∑
(i, j)∈E

wi j(−ut
i jTui j +λ zi j −ρi j)− 1

n
−→
1 tT

−→
1

To find the dual formulation, it is enough to take the infimum of the Lagrangian
over Γ , W .

d(T,λ ,ρ) = infΓ ,W L(Γ ,W,T,λ ,ρ)

= infΓTr(UαΓ−1 +TΓ )

+ infW

(
− ∑

(i, j)∈E

wi j(−ut
i jTui j +λ zi j −ρi j)− 1

n
−→
1 tT

−→
1 −Cλ

)
(4.44)

The second term in (4.44) is minimized if its derivative with respect to all link
weights is zero. The minimum of the first term is −∞ unless matrix T is positive
semidefinite. Therefore,

d(T,λ ,ρ) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

infΓTr(UαΓ−1 +TΓ )− 1
n

−→
1 tT

−→
1 −Cλ

if− ut
i jTui j +λ zi j −ρi j = 0, ρi j ≥ 0 ∀(i, j) ∈ E

and T � 0
−∞ otherwise

(4.45)

where T = [ti j], and T � 0 means that matrix T is positive semidefinite.
Using Proposition 4.2 one can find infΓ (UαTrΓ−1 +TΓ ) as follows:

d
dΓ

Tr(UαΓ−1 +TΓ ) =
d

dΓ
Tr(UαΓ−1)+

d
dΓ

Tr(TΓ ) = 0

T = Γ−1UαΓ−1 (4.46)

Considering the fact that Uα and Γ−1 are symmetric matrices, after some calcula-
tions we have

infΓTr(UαΓ−1 +TΓ ) = 2Tr(UαΓ−1) (4.47)
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We also note that T
−→
1 = 0 (because Γ−1−→1 = (L+ + J

n)
−→
1 =

−→
1 and Uα

−→
1 = 0).

Now we consider a change of variable as X = 1√
λ

L+, clearly X
−→
1 = 0. It is easier to

write the optimization problem based on new variable X. Applying this change of
variable, we have

2Tr(UαΓ−1) = 2
√
λTr(UαX) (4.48)

On the other hand,

T = Γ−1UαΓ−1

= λXUαX (4.49)

Finally, we observe from constraint part of (4.45) that

1
zi j

ut
i jTui j ≤ λ ∀(i, j) ∈ E

1
zi j

ut
i jλXUαXui j ≤ λ ∀(i, j) ∈ E

1√
zi j

∥∥FαXui j
∥∥ ≤ 1 (4.50)

where Fα is an m×n matrix (m and n are the number of links and nodes of the graph
respectively) such that Uα = Ft

αFα . This matrix decomposition always exists, since
Uα is a positive semidefinite matrix.

Now it is enough to simplify the dual objective function of (4.45) (i.e. d(X ,λ ) =
2
√
λTr(UαX)−Cλ ) using (4.48). In order to maximize the dual function with

respect to the dual variable λ , one should have d
dλ d(X ,λ ) = 0. By applying this,

and after some calculations, the dual objective will be equal to 1
C Tr2(UαX), which

is now only a function of dual variable X .
Therefore, considering (4.50), one can write the dual optimization problem as

maximize 1
C Tr2(UαX)

subject to 1√
zi j

∥∥FαXui j
∥∥≤ 1 ∀(i, j) ∈ E

X
−→
1 = 0

X � 0

Finally, we observe that

λ = max
(i, j)∈E

1
zi j

ut
i jTui j
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= max
(i, j)∈E

1
zi j

ut
i jL

+UαL+ui j

= max
(i, j)∈E

1
zi j

∥∥FαL+ui j
∥∥2

(4.51)

This completes the proof of Lemma 4.4.

We are ready to give an upper bound for the optimality gap in the optimization
problem. The following theorem summarizes the result.

Theorem 4.3. Consider the following optimization problem:

Minimize τα

Subject to ∑(i, j)∈E zi jwi j =C ,C is fixed

wi j ≥ 0 ∀(i, j) ∈ E

For any sub-optimal solution of the convex optimization problem, the deviation from
optimal solution (optimality gap) has the upper bound of

τα
C min(i, j)∈E

1
zi j

∂τα
∂wi j

(
C min

(i, j)∈E

1
zi j

∂τα
∂wi j

+ τα
)

Proof. We denote the duality gap (the difference between the objective function of
the dual and primal optimization problem) by dgap. Using Lemma (4.4), we have

dgap = Tr(UαL+)− 1
C

Tr2(UαX)

= Tr(UαL+)− 1
C

1

max(i, j)∈E
1

zi j

∥∥FαL+ui j
∥∥2 Tr2(UαL+)

= Tr(UαL+)

⎛
⎝1+

1
C

Tr(UαL+)

min(i, j)∈E − 1
zi j

∥∥FαL+ui j
∥∥2

⎞
⎠ (4.52)

Now it is enough to simplify (4.52) using Lemma 4.1,

dgap = τα

⎛
⎝1+

1
C

τα
min(i, j)∈E

1
zi j

∂τα
∂wi j

⎞
⎠

=
τα

C min(i, j)∈E
1

zi j

∂τα
∂wi j

(
C min

(i, j)∈E

1
zi j

∂τα
∂wi j

+ τα
)

(4.53)

According to the duality theorem, this completes the proof of Theorem 4.3.
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Theorem 4.3 is in fact an extension for the results of [23] in which the total
resistance distance is considered as the main metric of interest. Those results can be
derived as special cases of Lemma 4.4 and Theorem 4.3.

4.6.1 Network Planning Using an Interior Point Algorithm

Optimization problem (4.37) can be solved using a wide range of methods devel-
oped for convex optimization problems. We use a modified version of interior-point
method which is developed in [23] based on the duality gap obtained in Theorem
4.3. In this method we use logarithmic barrier for the non-negativity constraints
wi j ≥ 0 ∀(i, j) ∈ E:

Φ =− ∑
(i, j)∈E

logwi j

In the interior-point method we minimize tτα +Φ , using Newton’s method (t is a
parameter), subject to ∑(i, j)∈E zi jwi j =C. The sub-optimality in this case would be
at most m

t , where m is the number of links. On the other hand, Theorem 4.3 provides
an upper bound for sub-optimality:

t̂ =
τα

C min(i, j)∈E
1

zi j

∂τα
∂wi j

(
C min

(i, j)∈E

1
zi j

∂τα
∂wi j

+ τα
)

We can use this bound to update parameter t in each step of our interior-point
method, by taking t = m

t̂ . In each step, for a relative precision ε , the Newton’s
method finds change of Δ−→w for the vector of all weights (denoted by −→w ) by solving

(t∇2τα +∇2Φ)Δ−→w =−t∇τα +∇Φ (4.54)

The next task is to find the Newton step length s by backtracking line search [32],
and then updating the weight vector by −→w = −→w + sΔ−→w . The algorithm exits when
we have τα − τopt

α ≤ t̂ ≤ ετα . We can choose ε small enough to have a desired
precision.

We note that, in order to use this recursive method, we need to have the gradient
vector∇τα and Hessian matrix∇2τα . Lemma 4.1 provides the entries of the gradient
vector and using the lemma, it is easy to see that the entries of Hessian matrix can
be found from the following equation:

∂ 2τα
∂wpq∂wi j

= 2ut
i jL

+upqut
pqL+UαL+ui j ∀(i, j),(p,q) ∈ E

In matrix form this can be shown as

∇2τα = (BtL+B) o (BtL+UαL+B) (4.55)
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Algorithm
(∗ Summary of the interior point algorithm ∗)
1. for (i, j) ∈ E
2. do wi j ← C

mzi j
(initialization)

3. repeat
4. t̂ ← τα

C min(i, j)∈E
1

zi j
∂τα
∂wi j

(C min(i, j)∈E
1

zi j

∂τα
∂wi j

+ τα)

5. t ← m
t̂

6. Calculate Δ−→w from (4.54) and (4.55).
7. Update the value of Newton step s using backtracking line search.
8. Update weight: −→w =−→w + sΔ−→w
9. until t̂ ≤ ετα
10. return −→w

where B is the incidence matrix of the graph, and o denotes Hadamard (componen-
twise) product. Assuming that we know the value of ε , the interior point algorithm
can be summarized in the following chart:

4.7 Applications

This section considers applications of WNC. First, we develop a semidefinite
programming formulation for general weight planning to minimize τα . We then
develop optimization problems to jointly optimize the resources (weights) and
routes (link flows) in a communication network. We will also discuss a joint
optimization of demands, flows, and resources in order to maximize a concave utility
function of demands, while keeping network criticality below a certain threshold.
Finally, we discuss robust optimization of network weights in order to protect the
network against k link failures.

4.7.1 Network Planning Using Semidefinite Programming

Optimization problem (4.38) (and problem (4.37)) provides an approach for robust
network design via optimal allocation of network link weights to minimize the
WNC. Optimization problem (4.38) can be converted to a semidefinite program
(SDP) as stated in the following.

Minimize Tr(Y )

Subject to ∑(i, j)∈E wi jzi j ≤ C, C is fixed (4.56)
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wi j ≥ 0 ∀(i, j) ∈ E
(

L+ J
n U

1
2
α

U
1
2
α Y

)
� 0

where � means positive semidefinite.
Capacity allocation is an important case in which we define the weight of a link

to represent its capacity. In this case, optimization of network criticality results in
capacity planning. A quite general case of capacity planning problem is when a
routing mechanism is already designed for the network and it is known that each link
of the network is supposed to carry a known amount of traffic demands. Suppose we
know that our routing scheme is the shortest path and traffic matrix [γi( j)] is given
for the network. Assume that we have found the values of flows for each link to meet
the given traffic matrix via shortest-path routing and the result is flow λi j for link
(i, j). Then by applying the change of variable wi j = ci j + λi j to the optimization
problem (4.56), we will have the following convex optimization problem for the
optimal capacity allocation.

Minimize Tr(Y )

Subject to ∑(i, j)∈E ci jzi j =C′, C′ is fixed (4.57)

ci j ≥ 0 ∀(i, j) ∈ E
(

L+ J
n U

1
2
α

U
1
2
α Y

)
� 0

where C′ = C −∑(i, j)∈E zi jλi j. This has the same form of optimization problem
(4.56), and both are SDP representations of optimization problem (4.37) (with
wi j → ci j and C →C′); therefore, all the results developed for optimization problem
(4.37) are applicable for the capacity assignment problem.

Solving this SDP problem is much faster and can be done with a variety of
existing packages (e.g. see [29, 30]) to solve SDP problems.

4.7.2 Joint Optimization of Routes and Resources

Optimization problem (4.37) can be extended to a more general case where the
weights of the network links (resources) and the link flows (routes) are unknown. In
this section, we focus on capacity as the resource and assume that the link weight
equals the capacity (or available capacity depending on the context) of the link. In
order to account for flows, it is enough to add the equations for the conservation of
flow at each node (and for each entry of the traffic matrix) to the constraints of the
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problem. For a specific node k and entry γs(d) of the traffic matrix, the conservation
of flow can be stated as:

∑
i∈A(k)

f (sd)
ik − ∑

j∈A(k)

f (sd)
k j = γs(d)δ (k− s)− γs(d)δ (k− d)

where A(k) denotes the set of neighbor nodes of node k, f (sd)
ik denotes the flow of

link (i,k) for traffic entry between source s and destination d, and δ (x) is Kronecker
delta function. Furthermore, the flow of each link should not exceed the capacity
of the link; therefore, we will need the following constraints for each link of the
network:

fi j =∑
sd

f (sd)
i j ∀(i, j) ∈ E

fi j ≤ wi j ∀(i, j) ∈ E

fi j ≥ 0 ∀(i, j) ∈ E

Now we can write the optimization for robust joint flow assignment and resource
allocation as follows:

Minimize τα

Subject to ∑(i, j)∈E wi jzi j ≤ C, C is fixed

wi j ≥ 0 ∀(i, j) ∈ E

∑i∈A(k) f (sd)
ik −∑ j∈A(k) f (sd)

k j = γs(d)δ (k− s)− γs(d)δ (k− d) ∀k ∈ N, ∀γs(d)

fi j = ∑sd f (sd)
i j ∀(i, j) ∈ E

fi j ≤ wi j ∀(i, j) ∈ E

fi j ≥ 0 ∀(i, j) ∈ E (4.58)

One efficient method to solve optimization problem (4.58) is the dual decomposition
[32, 33] which can separate the network flow problem from resource allocation.
We form a dual problem for (4.58) by introducing Lagrangian multiplier matrix
Λ for constraint set fi j ≤ wi j ∀(i, j) ∈ E . The resulting partial Lagrangian is
L = τα − Tr(Λ(F −W )), where F = [ fi j ] and W = [wi j ] are the matrices of link
flows and link weights, respectively. The dual objective function is then

d(Λ) = inf
W

(τα +Tr(ΛW ))

∥∥∥∥∥ ∑
(i, j)∈E

wi jzi j =C, wi j ≥ 0 ∀(i, j) ∈ E

+ inf
F
(−Tr(ΛF))

∥∥∥∥∥∥∥
∑i∈A(k) f (sd)

ik −∑ j∈A(k) f (sd)
k j =γs(d)δ (k− s)−γs(d)δ (k− d)

∀k ∈ N,

fi j = ∑sd f (sd)
i j ∀(i, j) ∈ E
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where a‖ b means a subject to condition set b. Note that two infimum functions in
the dual objective are working on separate variables (the first infimum on weights,
and the second one on flows). The dual function can be seen as the sum of the
following two functions:

dW (Λ) = inf
W

(τα +Tr(ΛW ))

∥∥∥∥∑(i, j)∈E wi jzi j =C, C is fixed
wi j ≥ 0 ∀(i, j) ∈ E

(4.59)

dF (Λ) = −sup
F

Tr(ΛF)

∥∥∥∥∥∥∥
∑i∈A(k) f (sd)

ik −∑ j∈A(k) f (sd)
k j = γs(d)δ (k− s)− γs(d)δ (k−d)

∀k ∈ N,

fi j = ∑sd f (sd)
i j ∀(i, j)∈ E

(4.60)

The dual problem associated with the primal optimization problem (4.58) is

Maximize d(Λ) = dW (Λ)+ dF(Λ) (4.61)

Subject to Λ ≥ 0

where ≥ is a component-wise operator (i.e. Λ = [λi j] ≥ 0 means λi j ≥ 0 ∀i, j).
Optimization problem (4.61) is convex because the dual function is always convex
[32]. We assume that the Slater’s condition [32] is satisfied in optimization problem
(4.58) in order to guarantee that the strong duality holds, i.e. the solution of
optimization problem (4.58) and its dual (4.61) are equal. Note that in general
this is not true when the primal objective function is not strictly convex. By
assuming Slater’s condition we can solve optimization problem (4.61) instead of
the primal one.

To find the solution of dual optimization problem (4.61) we study dual functions
dW (Λ) and dF(Λ) separately, and then we add them together. Considering (4.59),
dW (Λ) is the solution of the following optimization problem:

Minimize τα +Tr(ΛW )

Subject to ∑(i, j)∈E wi jzi j ≤ C, C is fixed (4.62)

wi j ≥ 0 ∀(i, j) ∈ E

Optimization problem (4.62) can be viewed as the network planning subproblem
which will assign the optimal values of weights. We refer to this as the resource
(weight) allocation subproblem associated with problems (4.58) and (4.61). Simi-
larly, (4.60) implies that dF(Λ) can be found by solving optimization problem (4.63)
as follows:

Maximize Tr(ΛF)

Subject to fi j = ∑sd f (sd)
i j ∀(i, j) ∈ E (4.63)
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Fig. 4.1 Layered view of resource allocation and flow assignment subproblems

fi j ≥ 0 ∀(i, j) ∈ E

∑i∈A(k) f (sd)
ik −∑ j∈A(k) f (sd)

k j = γs(d)δ (k− s)− γs(d)δ (k− d) ∀k ∈ N, ∀γs(d)

Problem (4.63) determines the optimum routing given the optimal values of weights
and we refer to it as flow assignment subproblem associated with problems (4.58)
and (4.61).

Entry λi j of matrix Λ can be interpreted as the price of allocating unit weight to
link (i, j) in the weight matrix. Therefore, the resource allocation subproblem (4.62)
tries to minimize WNC incremented by total price of deploying a complete weight
matrix, and the flow assignment subproblem (4.63) will try to maximally utilize the
allocated weights to run the network flows.

A detailed discussion of numerical methods to solve optimization problem (4.61)
is beyond the scope of our work in this chapter; however, we indicate how we
can iteratively solve optimization problem (4.61) in the following manner. We start
with an initial value for Λ , and we find the optimal weight and flow matrices using
resource allocation and flow assignment subproblems. Then we find an update for
price matrix Λ through subgradient method. Using the updated value of Λ we
reoptimize the weight and flow matrices by solving optimization problems (4.62)
and (4.63). This process continues until we arrive at a stable price matrix. This
procedure allows us to view the resource allocation subproblem as an optimization
process working on physical layer, while the flow assignment subproblem operates
independently on a network layer and that provides optimal routing scheme for the
problem. The connection between these two layers is through price matrix Λ as
illustrated in Fig. 4.1.

Solution of optimization problem (4.58) is a symmetric set of link weights
representing total capacity of links and associated symmetric link flows, but in
general capacities and flows are asymmetric. We can modify the optimization
problem to provide an asymmetric capacity and flow assignment (i.e. we change the
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undirected graph model to a directed one). We interpret link weights as the available
capacities and reformulate the optimization problem accordingly. Let ci j and wi j

denote the capacity and weight (available capacity) of link (i, j), respectively.
Optimization problem (4.58) can be converted to the following problem:

Minimize τα
Subject to ∑(i, j)∈E ci jzi j ≤ C, C is fixed

∑i∈A(k) f (sd)
ik −∑ j∈A(k) f (sd)

k j = γs(d)δ (k− s)− γs(d)δ (k− d)

∀k ∈ N, ∀γs(d)

fi j = ∑sd f (sd)
i j ∀(i, j) ∈ E

fi j = ci j −wi j ∀(i, j) ∈ E

fi j ≥ 0 ∀(i, j) ∈ E

wi j ≥ 0 ∀(i, j) ∈ E (4.64)

Note that optimization problem (4.64) provides optimal solutions of weights
(available capacities), capacities, and flows for all the links. The weights will be
symmetric; however, the link capacities (ci j’s) need not be symmetric. This means
that the optimization problem allocates capacities and flows in such a way that the
final residual bandwidth or available capacities of link (i, j) and link ( j, i) are equal
(i.e. wi j =wji), while the total capacity of link (i, j) is not necessarily equal to that of
link ( j, i) (i.e. ci j �= c ji). The main difference between the solutions of optimization
problems (4.58) and (4.64) is in the way they minimize τα . In the former, the link
capacity is designed such that τα is minimized before applying any flow to the
network, while the latter determines flows and capacities in such a way that τα
for the residual network is minimized.

4.7.3 Joint Optimization of Demands, Flows, and Resources

We consider one more extension for the optimization problem which tries to find
the joint optimal assignment of external demands (traffic matrix) and link flows
when the link weights (link weights are set to the link capacities in this example)
are known. In this problem, we optimize a concave utility function of traffic matrix
Γ = [γs(d)] (denoted by Ψ(Γ )) subject to the condition that the average network
utilization V̄ (see (4.32)) is less than a given maximum value (V̄ ≤ a where a is fixed
and assumed to be known). A well-known example of concave utility functions is the
logarithmic function. In this work we are interested in a subset of all possible traffic
matrices for which the constraint for network utilization V̄ is convex; therefore, we
add the set of inequalities (4.34) as constraints to the optimization problem. Clearly,
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the flow conservation and capacity constrains are also necessary. Summarizing all
above, we can write the following optimization problem to find the optimal joint
assignment of traffic demands and link flows.

Maximize Ψ(Γ )

Subject to ∑(i, j)∈E wi jzi j ≤C, C is fixed

fi j = ∑sd f (sd)
i j ∀(i, j) ∈ E

fi j ≤ wi j ∀(i, j) ∈ E

fi j ≥ 0 ∀(i, j) ∈ E

wi j ≥ 0 ∀(i, j) ∈ E

∑i∈A(k) f (sd)
ik −∑ j∈A(k) f (sd)

k j = γs(d)δ (k− s)− γs(d)δ (k− d) ∀k ∈ N, ∀γsd

∑sd

(
γs(d)+γd(s)

4 + γ∗s−γs∗
2n

)
τsd ≤ a, a is fixed

γs(d)+ γd(s)≥ 1
n (γs∗ − γ∗s + γd∗− γ∗d)

γi( j) ≥ 0 ∀i, j ∈ N (4.65)

where a is a known maximum acceptable value for average network utilization.
Finally, we can jointly optimize resources, traffic demands, and routes. In this

example, we let the link weight be the available capacity of the link. We assume
that the goal is to maximize a concave function of traffic demands subject to a
known worst case upper bound for network criticality. Moreover, we assume a
maximum budget for the total weights (given a cost for deploying a unit of weight).
Thus, considering the flow conservation and capacity constraints we will have the
following convex optimization problem for joint optimization of weights, acceptable
demands, and routes (flows):

Maximize Ψ(Γ )

Subject to ∑i j zi jci j ≤ C

τ ≤ b, b is fixed

∑i∈A(k) f (sd)
ik −∑ j∈A(k) f (sd)

k j = γs(d)δ (k− s)− γs(d)δ (k− d) ∀k ∈ N, ∀γs(d)

fi j = ∑sd f (sd)
i j ∀(i, j) ∈ E

fi j = ci j −wi j ∀(i, j) ∈ E

fi j ≥ 0 ∀(i, j) ∈ E

wi j ≥ 0 ∀(i, j) ∈ E

γi( j) ≥ 0 ∀i, j ∈ N (4.66)
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The solution of optimization problem (4.66) plans network weights, gives the
optimal set of demands Γ = [γi( j)] (maximizing concave utility functionΨ ) which
can be accommodated by the network, and provides link flows subject to the
condition that the network criticality does not exceed a known value b.

It is possible to find a layered approach for optimization problem (4.66). The
steps are similar to what we did for joint optimization of flows and resources
(see (4.61)–(4.63)). Here, we construct a dual problem for (4.66) by introducing
Lagrangian multiplier matrix Λ for constraint set fi j = ci j − wi j ∀(i, j) ∈ E . The
resulting partial Lagrangian is L =Ψ(Γ )− Tr(Λ(F −C +W )) where F = [ fi j ],
C = [ci j] and W = [wi j ] denote the matrices of link flows, link capacities, and
link weights, respectively. The dual objective function is then d(Λ) = dF,Γ (Λ) +
dW (Λ)+ dC(Λ), where

dW (Λ) = sup
W

−Tr(ΛW )

∥∥∥∥wi j ≥ 0 ∀(i, j) ∈ E
τ ≤ b

dC(Λ) = sup
C

Tr(ΛC)

∥∥∥∥∑(i, j)∈E ci jzi j =C, C is fixed
ci j ≥ 0 ∀(i, j) ∈ E

dF,Γ (Λ) = sup
F,Γ

(Ψ (Γ )−Tr(ΛF))

∥∥∥∥∥∥∥∥∥∥∥

∑i∈A(k) f (sd)
ik −∑ j∈A(k) f (sd)

k j = γs(d)δ (k− s)

−γs(d)δ (k− d) ∀k ∈ N,

fi j = ∑sd f (sd)
i j ∀(i, j) ∈ E

fi j ≥ 0 ∀(i, j) ∈ E
γi( j)≥ 0 ∀i, j ∈ N

The dual problem associated with the primal optimization problem (4.66) is

Minimize d(Λ) = dW (Λ)+ dC(Λ)+ dF,Γ (Λ)

Subject to Λ ≥ 0 (4.67)

Since, in general, the primal objective function is not strictly concave, we
assume that Slater’s condition is satisfied in the optimization problem (4.66). This
guarantees that the strong duality holds for this problem and that the solution of dual
optimization problem (4.67) is equal to the solution of primal problem (4.66).

As we discussed before, in order to solve dual problem (4.67) we can evaluate
dW (Λ), dC(Λ), and dF,Γ (Λ). We note that dF,Γ (Λ) is the solution of the following
optimization problem:

Maximize Ψ(Γ )−Tr(ΛF)

Subject to fi j ≥ 0 ∀(i, j) ∈ E

γi( j) ≥ 0 ∀i, j ∈ N

∑i∈A(k) f (sd)
ik −∑ j∈A(k) f (sd)

k j =γs(d)δ (k− s)− γs(d)δ (k− d) ∀k ∈ N, ∀γs(d) (4.68)
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Optimization problem (4.68) can be further divided into two optimization problems
separating the effect of demands and flows by introducing another set of Lagrange
multipliers. Similarly, dW (Λ) is the solution of optimization problem, (4.69).

Minimize Tr(ΛW )

Subject to τ ≤ b, b is fixed

wi j ≥ 0 ∀(i, j) ∈ E (4.69)

The solution of optimization problem (4.70) provides us with dc(Λ),

Maximize Tr(ΛC)

Subject to ∑(i, j)∈E ci jzi j =C, C is fixed

ci j ≥ 0 ∀(i, j) ∈ E (4.70)

If we interpret Λ as the price matrix, then optimization problem (4.68) tries to
maximize a utility function discounted by total price of assigning link flows. Opti-
mization problem (4.69) finds the minimum required weights (available capacities)
in order to guarantee that the network criticality of the residual network is not more
than a pre-specified value b. Optimization problem (4.70) finds the best capacity
assignment under price model mandated by matrix Λ .

In order to find the optimum solution of dual optimization problem (4.67), we
start from an initial guess for matrix Λ . Solution of optimization problems (4.69)
and (4.70) provide optimum values of weights and capacities at this stage, then the
difference between capacity and weight of each link is equal to the flow of the link.
Using optimization problem (4.68) we can then find best possible demand set. Then
a new approximation for Lagrangian matrix Λ can be obtained using subgradient
method and the iteration continues until we arrive at the stable matrix Λ .

4.7.4 Robust Network Design: Protecting Against Multiple Link
Failures

The solution of optimization problem (4.37) provides a robust network design
method via optimal weight assignment; however, it does not necessarily protect
the network against multiple link failures. Link (node) failures can be the result
of unplanned random failures or due to targeted attacks. In this section we extend
optimization problem (4.37) to account for multiple link failures,

Let D ∈ {0,1}m be a binary matrix representing the location of link failures (m is
the total number of links in the network), i.e. di j = 0 for failed link (i, j) and di j = 1
for operational ones. We replace the weight matrix W with DoW (o is the Hadamard
operator) and redo the optimization of WNC. Now if we want that the network to be
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robust to up to k link failures (we refer to such a network as k-robust network), we
need to minimize the following objective function:

max
∑i, j di j=m−k

Tr(UαL+(DoW ))

Note that the above function is convex because it is a point-wise maximum of a set
of convex functions. By minimizing this function we find a k-robust topology (along
with its optimal link weights). Therefore, a general optimization problem to provide
a k-robust network can be written as

Minimize max∑i, j di j=m−k Tr(UαL+(DoW ))

Subject to ∑(i, j)∈E wi jzi j ≤ C, C is fixed (4.71)

wi j ≥ 0 ∀(i, j) ∈ E

Interpreting weight as capacity, (4.71) can be extended to provide simultaneous
solution for k-robust flow assignment and weight allocation, just by adding the flow
conservation equations and link capacity constraints

Minimize max∑i, j di j=m−k Tr(UαL+(DoW ))

Subject to ∑(i, j)∈E ci jzi j ≤ C, C is fixed (4.72)

∑i∈A(k) f (sd)
ik −∑ j∈A(k) f (sd)

k j = γs(d)δ (k− s)− γs(d)δ (k− d)

∀k ∈ N, ∀γs(d)

fi j = ∑sd f (sd)
i j ∀(i, j) ∈ E

fi j = ci j −wi j ∀(i, j) ∈ E

fi j ≥ 0 ∀(i, j) ∈ E

wi j ≥ 0 ∀(i, j) ∈ E (4.73)

4.7.5 Case of Directed Networks

Most of the discussion in this section was based on the assumption that our network
is modeled with an undirected graph. We considered the case of having asymmetric
capacities and link flows by interpreting the link weight as available capacity;
however, even in this case the residual network has symmetric link weights. The
main reason for this assumption is that the concept of resistance distance is only
available on reversible Markov chains. However, there is another nice interpretation
for network criticality which provides guidlines to extend the notion of network
criticality to directed graphs.
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Suppose that there are costs associated with traversing links along a path and
consider the effect of network criticality on average cost incurred by a message
during its walk from source s to destination d. It is shown in [20] that the average
incurred cost is the product of network criticality and the total cost of all the link
weights. Therefore, if we set a fixed maximum budget for the cost of assigning
weights to links, then the average travel cost is minimized when network criticality
is minimized.

While the analogy between resistance distance and random-walks does not hold
in directed graphs, we can still find the hitting times and commute times for a
directed graph, and the interpretation of average travel cost (or equivalently average
commute time) still holds. In fact, we have shown that the average travel time in
a directed graph can be found using the exact same analytical machinery [34], i.e.
the trace of generalized inverse of the combinatorial Laplacian matrix of a directed
graph (L) which is defined as L =Φ(I−P), whereΦ is a diagonal matrix with main
diagonal entry i equal to the ith entry of stationary probability vector corresponding
to transition probability matrix P. We propose to use the average travel time as
the objective of our optimization problem in the case of directed graphs. In this
case the optimization problem is not necessarily convex (with regards to the link
weights).

4.8 Case Study

In this section, we consider some simple applications of the optimization problems
discussed in Sect. 4.7. In particular, we are interested in virtual network design
to assign robust resources and flows to different customers of the network. We
will also apply our optimization problems to find the optimal joint resource/flow
assignment for a real (Abilene) with existing traffic matrix traces. Furthermore,
we will apply the proposed optimization problems in robust capacity allocation for
communication networks (Rocketfuel topologies) and power grids.

4.8.1 Virtual Network Assignment

In our first case study, we investigate the problem of assigning virtual networks to
different customers of a communication network in order to meet their contracted
service levels. In this study, we are interested in end-to-end bandwidth requirements
as the main service.

For illustrative purposes we consider a simple topology which is shown in
Fig. 4.2. This network is referred to as trap topology in networking literature. The
trap topology is well-known in the context of survivable routing. Suppose there is a
demand from node 1 for node 6. The min-hop path from node 1 to 6 is the straight
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Fig. 4.2 Trap network with given traffic matrix

line 1 → 3 → 4 → 6. It appears that this path is the best choice to run the demand, but
in survivable routing we need to assign backup paths to each primary route. In trap
network, there is no link-disjoint backup path for 1→ 3 → 4 → 6. Therefore it would
be desirable to choose path 1 → 2 → 4 → 6 (1 → 3 → 5 → 6) as the primary route
for demands from 1 to 6. Then the link-disjoint backup path will be 1 → 3 → 5 → 6
(1 → 2 → 4 → 6).

We assume each customer in the network is defined by a set of demands identified
by their source, destination and required bandwidth, i.e. each demand σi is defined
by a triple (si,di,bi), where si, di, bi denote source, destination and required
bandwidth of demand σi. In this study, we assume two customers (CS1 and CS2)
exist on trap network with the following demands:

σ1 = (1,6,2)

σ2 = (2,5,2)

σ3 = (5,4,3)

CS1 = {σ1,σ2}
CS2 = {σ3}

From the above description, the requirements of customers can be summarized
in separate virtual networks assigned to each customer as shown in Fig. 4.3.

Our goal is to determine the optimal robust allocation of capacities and flows
for each customer so as to meet the requirements of all the customers. We will use
optimization problem (4.64) to find optimal capacity allocation and flow assignment
simultaneously. Optimization problem (4.64) permits us to find asymmetric capacity
assignment for the links; however, due to the nature of network criticality, the
residual capacity of links after flow assignment is symmetric.
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Fig. 4.3 Desired virtual
networks for CS1 and CS2

Fig. 4.4 Optimal capacity assignment for trap network

We suppose that the cost of deploying all the links (zi j’s) are equal (and assumed
to be 1) and the total budget for capacity is 26 (it means that ∑i j zi jci j = ∑i j ci j =
26). Solution of optimization problem (4.64) will result in the capacity allocation
of Fig. 4.4.

Now we need to find the exact graph embedding for virtual networks of CS1 and
CS2. For CS1, based on the solution of optimization problem (4.64), the optimal
flow assignment for the physical substrate (trap network) is shown in Fig. 4.5. From
Fig. 4.5 we see that all the nodes of the substrate network involve in providing
connection (service) for CS1, however, four links ((3,1), (4,2), (5,3), (6,4)) do not
contribute in building the virtual network. As a matter of fact the virtual network
can be viewed as a subset of link/node resources dedicated to a customer.

The optimal flow assignment for CS2 is shown in Fig. 4.6. It can be seen that for
CS2 nodes 1 and 2 do not contribute in providing service and among all the links
only four links involve in guaranteeing service for CS2.

Adding the flows of two customers, we can have the total flow of each link in
trap network as depicted in Fig. 4.7.
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Fig. 4.5 Optimal resource assignment for virtual Network 1 (Customer 1) on trap physical
topology

Fig. 4.6 Optimal resource
assignment for virtual
Network 2 (Customer 2) on
trap physical topology

4.8.2 Optimal Joint Capacity Allocation/Routing for Abilene

As the next case study, we consider Abilene network [26]. Real traffic matrix
traces for Abilene are publicly available. For example, these traffic matrices can be
obtained from the website of TOTEM project [27], which is an open source platform
including a number of well-known traffic engineering methods. We used one of
the available traffic matrices for Abilene, and solved joint optimization problem
(4.64) to find optimal link capacities and link flows simultaneously. We measured
the utilization of all the link of the Abilene and compared it with the link utilization
of two other traffic engineering methods, i.e. SPF (shortest path first) and OW, where
OW is a weight optimization tool for Intra-domain internet routing protocols such as
OSPF and IS-IS. It determines the weight of the links in order to utilize the network
more efficiently by using tabu search meta-heuristic method [36]. In SPF and OW
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Fig. 4.7 Total link flow assignment on trap network

Fig. 4.8 Link utilization for three different traffic engineering methods: SPF, OW, and network
criticality minimization

methods, we used the existing capacity allocation for Abilene network and obtained
the flow assignment per link. We used TOTEM package [27] to solve SPF and OW
problems.

Figure 4.8(a) shows the distribution of link utilization in each one of the
three methods, i.e. it shows what percentage of links have a specific utilization.
Figure 4.8(b) is the cumulative link utilization representation, which says what
percentage of links have utilization higher than a specific value. Figure 4.8(b)
clearly shows that in our method (criticality), there is no link with utilization
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Table 4.1 RocketFuel
dataset ISPs

Reduced Reduced Weight Total
ISP Routers Links cities links per link weight

1,755 87 322 18 33 0.7822 51.628
3,967 79 294 21 36 0.6743 48.551
1,239 315 1,944 30 69 0.7231 99.784

more than 50%, while in the other two methods (SPF, and OW) we have links
with high utilization, which makes the network vulnerable to the future demands
(if any).

4.8.3 Robust Capacity Assignment

We study the application of optimization problem (4.71) in robust capacity allo-
cation for RocketFuel topologies [35] as the most trustable existing dataset for
Internet service provider (ISP) networks. In this experiment, we assumed that
αi j =

1
n(n−1) ∀(i, j) ∈ E , which means that the objective function of optimization

problem (4.71) in this experiment equals average network criticality, i.e. τ̂ .
In order to use the dataset, we followed the method described in [9] and

collapsed the RocketFuel ISP topologies into PoP to PoP connectivity networks.
In other words, we consolidated all the nodes within a city into a single node,
and aggregated all the links from one city to another one in a single link, where
the capacity of the link equals the sum of the capacities of all the original links
connecting different sub-nodes between two cities. There are six ISP topologies in
RocketFuel dataset, whose topological information are given in [9]. The topologies
in RocketFuel dataset do not include the capacities of the links, but we can use OSPF
weight information which is provided in RocketFuel dataset to associate compatible
capacities using Cisco recommendation as described in [9]. Cisco recommends that
the link capacities are proportional to the reciprocal of the weights.

We do our experiments on three network topologies from RocketFuel dataset.
Table 4.1 shows the specification of the RocketFuel networks we used in our
experiments. We would like to study possible gains we may achieve by replacing
present capacity allocation for RocketFuel topologies with the optimal weight
(capacity) set obtained as the solution of the proposed k-robust method. In the
following experiments, we consider four different weight sets. First of all, since
the networks are real, we already have an initial weight (IW) set. In IW, the weights
are proportional to the capacity of the real network. In the second weight set, the
total weight (total capacity) of the network is uniformly distributed among all the
link weights; therefore, we have equal weight allocation (EW). The third weight set
which is denoted by OT is the solution of optimization problem (4.56). Again for
this optimization problem we assume αi j =

1
n(n−1) ∀(i, j) ∈ E . The solution of OT is

robust in the sense that the average network criticality is minimized; however, it is



4 Joint Optimization of Resources and Routes for Minimum Resistance:... 137

Fig. 4.9 Comparison of IW and EW with optimized weight sets for RocketFuel topologies 1,755,
3,967, and 1,239

not optimized for vulnerability (i.e. failures). Finally, the fourth weight set is the
result of optimizing the network for link failure. We consider the case of 1-robust
topology weight design using optimization problem (4.71), and the optimal weight
set is denoted by MMTL. In these experiments all the link costs (zi j’s) are assumed
to be 1.

Figure 4.9(a)–(c) show the value of the average network criticality (objective
function of optimization problem (4.56)), and the value of max∑i, j di j=n−k Tr(UαL+

(DoW )) (objective function of optimization problem (4.71)) for RocketFuel. In
the figures, these values are denoted by τ̂ and max τ̂(i j) (the superscript (i j)
shows that τ̂(i j) is the value of network criticality when link (i,j) is removed),
respectively. It can be easily seen that there is a huge gap between IW and
optimized weight assignment for RocketFuel networks. This verifies that our op-
timizations can significantly improve the vulnerability of the network. For example,
according to Fig. 4.10, the optimal vulnerability parameters of network 1,755
show 42% and 61.4% improvement, respectively, comparing with initial weight
(IW) case.
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Fig. 4.10 Parameters of
different optimized weight
sets for 1,755 Network

4.8.4 Design of Robust Power Grids

The concept of TANC has a nice application in smart power grids. Nowadays the
idea of using renewable energy sources has gained considerable attention. Many
places with renewable energy (such as places with high wind) are not within the
reach of existing power grid network and it is required to extend the existing power
grid to the places with renewable energy. Thus, we need to know how to design
a robust power network as an extension to the existing one. In addition to the
robustness, a power grid should be sparse enough, to avoid unnecessary power
lines. This problem is recently investigated and a method of sparsification is also
developed [37]. Here, we follow the method of [37] to formulate the optimization
problem for our power network. We will see that the optimization problem has
exactly the form of our k-robust problem. We will solve the problem and then and
we use an sparsification method based on the concept of resistance distance to prune
the network.

It can be shown that in a DC-model approximation of a power grid, the average
power dissipation of the grid is proportional to Tr(AL+), where A =< −→a −→a t >
and −→a is the vector of link electrical currents (< . > denotes time average) [37].
Clearly, the power dissipation has the general form of WNC (or equivalently TANC
if we interpret the power as network flow, and weights as line conductances);
therefore, minimization of power dissipation in power grids results in minimization
of WNC. We address the optimization of a power grid network with multiple
random independent loads supplied by a generator. For consumer nodes, we specify
mean load āi < 0 and the variance σ2

i . At transmission (relay) nodes, the average
and variance of the load are zero. At the generator we must have a0 = −∑i�=0 ai.
Therefore, matrix A =<−→a −→a t > can be written as

(
(∑i�=0 āi)

2 +∑i�=0σ2
i −−→

1 t(−→a −→a t +Σ)
−(−→a −→a t +Σ)

−→
1 −→a −→a t +Σ

)

We let āi = −1 and σ2
i = 1

4 for consumer nodes in our tests in this section. We
consider an n− by− n grid (n is an odd number) and we let the generator node be
the middle node of the grid and consumer nodes on the border nodes (Fig. 4.11(a)),
or a middle node in one of the border lines of the grid and consumers on the parallel
border (Fig. 4.11(b)).
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Fig. 4.11 Power grids with one generator node

Fig. 4.12 Optimal grid topologies – thickness of the lines represent the conductances

First, we optimize the grid for power dissipation (i.e. we minimize WNC
Tr(AL+). The optimization problem is essentially the same as problem (4.56) with
appropriate values of αi j , so that Uα = A. We solved problem (4.56) for the given
values of Uα = A. The optimal networks are shown in Fig. 4.12(a), (b), where
the thickness of the lines represent the link weights or line conductances (thicker
line has higher conductance). We discuss Fig. 4.12(b), since it is more vulnerable
and needs attention. Figure 4.12(b) shows that by optimizing WNC, we prune the
original grid; however, this network does not provide protection against possible
link/node failures. We can use optimization problem (4.71) to find a k-robust grid
power topology. Figure 4.13a shows an example of a 1-robust topology.

We provide one more extension that is particularly useful for the case of power
grids in which the network should be sparse enough while preserving robustness.
We would like to sparsify the robust topology of Fig. 4.13a. Fortunately, there is
an elegant study on the context of sparsification using resistance distance. In [38],
the problem of finding an sparse version of a large network is addressed with the
goal of keeping the total resistance distance of the original graph and its sparse
version as close as possible. The authors have proposed an algorithm to find such
sparse networks. The algorithm works as follows. Suppose H is the sparse version
of graph G. Choose a random line (i, j) of the network G with probability pi j

proportional to wi jτi j , where τi j is the point-to-point network criticality or the
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Fig. 4.13 (a) Optimal robust grid topology (link failure), (b) optimal robust sparse grid topology

resistance distance seen between nodes i and j. Add (i, j) to H with weight
wi j
qpi j

,
where q is the number of independent samples (we should sum up weights if a
line is chosen more than once). We used this algorithm to simplify the optimal
robust network of Fig. 4.13a (note that we have chosen a large grid so that the
conditions for applying the sparsifying algorithm are met), and the result is shown
in Fig. 4.13b.

The network criticality of the sparse topology in Fig. 4.13b is close to that of the
original topology (Fig. 4.13a) and it is still 1-robust, but the number of active links
(power lines) in the topology of Fig. 4.13b is much less than the original one.

4.9 Conclusion

In this chapter, we developed a number of optimization problems for simultaneous
optimization of resources and flows for communication networks and power
grids. Our goal in the optimization problems was to minimize a weighted linear
combination of resistance distances (point-to-point network criticalities) which is a
convex function of link weights.

In another development, we discussed the problem of finding the best matched
traffic matrix to a given network topology, along with optimal routing strategy
(flow assignment) associated with optimal demand. We extended this idea and pro-
posed an optimization problem to jointly optimize demands, routes and resources.
Moreover, we discussed the application of network criticality in planning k-robust
networks, where the topology is potentially protected against up to k link failures.

We used the proposed optimization problems to design virtual networks for dif-
ferent customers of a communication network. We also applied the k-robust strategy
to design robust communication networks, and robust sparse power networks.

There are different avenues for further development of the proposed ideas in
this chapter. We can extend the optimization problems to the case where other QoS
constraints, such as delay partitioning constraints, are also requested. Our discussion
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in this work was mostly on undirected networks (also we explained how we can
have asymmetric capacities within the proposed framework). One more extension is
to develop similar optimization problems for the general case of a directed graph.
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Chapter 5
Clique Relaxation Models in Social Network
Analysis

Jeffrey Pattillo, Nataly Youssef, and Sergiy Butenko

Abstract Clique relaxation models that were originally introduced in the literature
on social network analysis are not only gaining increasing popularity in a wide
spectrum of complex network applications, but also keep garnering attention of
mathematicians, computer scientists, and operations researchers as a promising
avenue for fruitful theoretical investigations. This chapter describes the origins
of clique relaxation concepts and provides a brief overview of mathematical pro-
gramming formulations for the corresponding optimization problems, algorithms
proposed to solve these problems, and selected real-life applications of the models
of interest.

5.1 Introduction

Social networks represent certain types of social interaction, such as acquaintance,
friendship, or collaboration between people or groups of people that are referred
to as actors. In social networks, vertices (nodes, dots) usually stand for actors, and
edges (arcs, links, lines) represent the pairwise relations or interactions between the
actors. As an illustration of a social network, an example of a terrorist network is
given in Fig. 5.1, which describes the connections between terrorists associated with
the September 11, 2001 attack on the World Trade Center. The links were identified
by Krebs [49] after the terrorist attack; however, the network is reconstructed

J. Pattillo (�)
Department of Mathematics, Texas A&M University, College Station, TX 77843, USA
e-mail: jptlo@math.tamu.edu

N. Youssef • S. Butenko
Department of Industrial and Systems Engineering, Texas A&M University,
College Station, TX 77843-3131, USA
e-mail: nyoussef@tamu.edu; butenko@tamu.edu

M.T. Thai and P.M. Pardalos (eds.), Handbook of Optimization in Complex Networks:
Communication and Social Networks, Springer Optimization and Its Applications 58,
DOI 10.1007/978-1-4614-0857-4 5, © Springer Science+Business Media, LLC 2012

143

jptlo@math.tamu.edu
nyoussef@tamu.edu
butenko@tamu.edu


144 J. Pattillo et al.

1 Wail Alshehri
2 Satam Suqami
3 Nabil al-Marabh
4 Raed Hijazi
5 Waleed Alshehri
6 Ahmed Alghamdi
7 Mohand Alshehri
8 Saeed Alghamdi
9 Fayez Ahmed
10 Mustafa Ahmed Al-Hisawi
11 Abdul Aziz Al-Omari
12 Hamza Alghamdi
13 Ahmed Alnami
14 Ahmed Al Haznawi
15 Mamoun Darkazanli
16 Mohamed Abdi
17 Marwan Al-Shehhi
18 Zakariya Essabar
19 Salem Alhazmi

1 2

5

34

1011

6

8

12

13

14

20
17

23

7

9

22
30

2426

31

21
18

19

25

28

29

32

27

33

15

16

35

34 36

37

20 Nawaf Alhazmi
21 Said Bahaji
22 Ziad Jarrah
23 Mohamed Atta
24 Abdussattar Shaikh
25 Mounir El Motassadeq
26 Khalid Al-Mihdhar
27 Zacarias Moussaoui
28 Ramzi Bin al-Shibh
29 Lofti Raissi
30 Hani Hanjour
31 Osama Awadallah
32 Agus Budiman
33 Ahmed Khalil Ibrahim

Samir Al-Ani
34 Majed Moqed
35 Rayed Mohammed Abdullah
36 Faisal Al Salmi
37 Bandar Alhazmi

Fig. 5.1 The network representation of the data describing connections between terrorists associ-
ated with September 11 events

based on the information that was publicly available before September 11. Analysis
of such networks, even though performed post-factum, may still be useful for
understanding the structure of terrorist organizations and detecting similar structures
to prevent potential terrorist attacks in the future.

One of the central concepts in social network analysis is the notion of a
cohesive subgroup, which is a “tightly knit” subgroup of actors in a social network.
During the last several decades, social network analysis methods in general, and
social cohesion concepts in particular, have been employed in various branches
of sociology in the contexts of crime detection/prevention and terrorist network
analysis [12, 27, 31, 56, 68, 69], studies on the sociology of political systems and
historical revolutionary movements [41, 65], epidemiology of sexually transmit-
ted diseases [67], organizational management [32], and the sociology of worker
solidarity [42].

Study of social cohesion can be traced back to one of the founding fathers of
sociology, Emile Durkheim (1858–1917), who wrote [35]:

The totality of beliefs and sentiments common to the average members of a society forms
a determinate system with a life of its own. It can be termed the collective or common
consciousness.

Durkheim found the notion of cohesiveness difficult to define rigorously,

...social solidarity is a wholly moral phenomenon which by itself is not amenable to exact
observation and especially not to measurement.

However, a rigorous mathematical definition became possible with the introduction
of sociometric analysis and graph theoretic methods into sociology that have led
to the association of the notion of social cohesion with certain graph theoretic
concepts. In particular, Luce and Perry [53] used complete subgraphs to model
social cliques, which are defined as “an exclusive circle of people with a common
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purpose” [58]. It should be noted that the term “clique” was used in Hawthorne and
Warner studies in the 1930s (see, e.g., [66, 70]), however, it referred to “socially
perceived subgroups” and was not strictly defined [70].

While the notion of a clique embodies a “perfect” cohesive group, in which every
two entities are connected to each other, this definition is overly conservative in
many practical scenarios. Indeed,

1. One may not need to require every possible link to exist between elements of a
cohesive subgroup.

2. The social network of interest may be built based on empirical data, which are
prone to errors, so, even if a completely connected cohesive subgroup is sought
for, it may be impossible to detect due to erroneous data.

To overcome this impracticality of the clique model, other graph-theoretic
formalizations of the cohesive subgroup concept have been proposed in the lit-
erature. Not surprisingly, all these alternative definitions can be viewed as clique
generalizations, each of which relaxes one of the elementary clique properties, such
as familiarity, reachability, or robustness [4, 52, 59, 72]. Hence, we use the term
“clique relaxations” in reference to such models. Since their introduction in the
social network literature in the 1970s, the clique relaxation models received very
little attention from researchers in graph theory, computer science, and operations
research during the decades that followed. At the same time, methodology-wise, the
social network literature dealing with these concepts was largely limited to giving
their formal definition within a given context and providing illustrative examples on
graphs with several vertices [83].

Recent progress in Internet and telecommunication technologies makes it pos-
sible to collect tremendous amounts of social interaction data dynamically and at
virtually any level of detail, providing unprecedented opportunities to researchers
interested in areas related to social network analysis. The availability of massive
amounts of data that needs to be analyzed spurred the interest in developing effective
algorithms capable of handling problems of practical scale. The need for advanced
computational tools urged the recent progress in developing theoretical founda-
tions for the models of interest and effective algorithms utilizing the theoretical
achievements. The objective of this chapter is to provide a brief survey of results
concerning optimization problems seeking to find maximum size clique relaxation
structures in networks. More specifically, in this chapter we are primarily interested
in mathematical programming formulations of the corresponding optimization
problems and algorithms proposed for solving these problems. While in social
network applications one may also be interested in detecting cohesive subgroups
of sizes smaller than maximum, computing the largest cohesive subgroup is
of special interest, since its size provides a global measure of cohesiveness of
the corresponding network. We will also discuss selected applications of clique
relaxation models outside of social network analysis and highlight some of the
promising directions for future research in this active area.

The remainder of this chapter is organized as follows. Section 5.2 provides
formal definitions of the clique relaxation concepts introduced in the context of
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social network analysis and discusses some of their basic properties. Mathematical
programming formulations of the corresponding optimization problems, that aim
to find clique relaxation structures of largest possible size in the given network,
are outlined in Sect. 5.3. Section 5.4 surveys existing algorithms for solving the
optimization problems of interest either exactly or approximately and discusses suc-
cessful examples of application of some of these algorithms in practice. Extensions
of the discussed methodologies to applications outside of the sociological realm are
the focus of Sect. 5.5. Finally, Sect. 5.6 concludes the chapter.

5.2 Definitions and Properties of Clique Relaxation Models

Throughout this chapter, we consider a simple undirected graph G = (V,E), where
V = {1, ...,n} and E ⊆ V ×V , respectively, denote the sets of vertices and edges in
G, with |V |= n and |E|= m. G is said to be complete if for every u,v ∈ V such that
u �= v, (u,v) ∈ E; in other words, G = (V,E) is complete if E = V ×V with |E| =(n

2

)
. Given a subset of vertices S ⊆ V , G[S] = (S,E ∩ (S× S)) denotes the subgraph

induced by S, obtained by deleting all vertices in V \ S and their corresponding
incident edges from G.

A clique C is a subset of V such that the subgraph G[C] induced by C on G is
complete. A clique is called maximal if it is not contained in a larger clique, and it
is called maximum if there is no larger clique in G. The size of the maximum clique
in G is referred to as the clique number and is denoted by ω(G).

The notion of clique defined above embodies ideal properties of reachability,
familiarity, density, and robustness discussed below in this chapter. Such structural
properties are indeed very useful in modeling group cohesiveness within social
networks. The idealized properties of cliques are, however, overly restrictive in
practical applications. This observation has called for the development of clique
relaxations, aiming at relaxing particular properties of cliques. We next introduce
the definitions of the major graph properties that are needed in order to characterize
the clique relaxations of interest. A path between two vertices u,v ∈V of length k is
a sequence of distinct vertices u = v0,v1, ...,vk = v, such that (vi,vi+1) ∈ E,0 ≤ i ≤
k − 1. Two paths are called independent if they only intersect at their ends. The
length of the shortest path between two vertices u,v ∈ V in G is represented by
dG(u,v), referred to as the distance between u and v. The largest of the pairwise
distances between vertices define the diameter of the graph, i.e., diam(G) =
maxu,v∈V dG(u,v). G is said to be connected if every two vertices in G are linked by a
path in G. For any vertex v ∈V , the open neighborhood N(v) = {u ∈V |(u,v) ∈ E)}
defines the set of vertices adjacent to v in G, whereas N[v] = {v}∪N(v) denotes the
closed neighborhood of v. The degree of a vertex v ∈V , given by degG(v) = |N(v)|,
represents the number of edges emanating from v. Considering a subgraph G[S]
induced by S ⊆ V , the degree of a vertex s ∈ S is given by degG[S](s) = |N(s)∩ S|.
The minimum degree in a graph is denoted by δ (G). A subset of vertices D is called
a dominating set if every vertex in the graph is either in D or has at least one neighbor
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Fig. 5.2 A graph illustrating
the difference between
2-cliques and 2-clubs,
originally used in [4]
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in D. The size of a smallest dominating set, also known as the domination number
of G, is denoted by γ(G). The edge density of G is the ratio of the number of edges
to the total number of possible edges, i.e., m/

(n
2

)
.

The concepts of k-cliques and k-clubs were among the first clique relaxations to
be studied in the literature and were first introduced in [72] and [71]. They both
relax the property of reachability desirable for a cohesive subgroup, that is, each
member of a cohesive subgroup should be able to easily reach any other member
of the subgroup. In graph-theoretic terms, this property can be expressed using the
notions of distance and diameter. While pairwise distances between members of the
clique is equal to one, k-cliques ensure that any two vertices within the subgraph are
at most distance k from each other in the original graph. On the other hand, k-clubs
require the diameter of the induced subgraph to be at most k. Next, we formally
define these concepts.

Definition 5.1. A k-clique S is a subset of V such that, for all vertices u,v ∈ S,
dG(u,v) ≤ k. The size of the largest k-clique is called the k-clique number and is
denoted by ω̃k(G).

Definition 5.2. A k-club S is a subset of V such that the induced subgraph G[C] has
a diameter of at most k. The size of the largest k-club is called the k-club number
and is denoted by ωk(G).

Note that any k-club is a k-clique but the converse is not true. For example,
the graph in Fig. 5.2 contains a 2-clique C = {1,2,3,4,5}, which is not a 2-club,
since the distance between vertices 1 and 5 in the subgraph induced by C is 3.
Based on this observation, Alba [4] concluded that the concept of k-clique lacks
the “tightness” essential to applications in social networks, which motivated him
to introduce the concept of a “sociometric clique”, later renamed to “k-clan” by
Mokken [59]. According to their definition, a k-clique C is called an k-clan if the
diameter of the induced subgraph G(C) is no more than k. A considerable drawback
in the k-clan definition is that for some graphs a k-clan may not exist [10]. Indeed,
Fig. 5.3 shows a graph with two 2-cliques {1,2,3,4,5,6,7} and {1,2,3,5,6,7,8},
neither of which is a 2-clan.

Familiarity is another important property one wants to have in a cohesive
subgroup; ideally, every member of the group should be familiar with every
other member of the group, which is the case for cliques. Known familiarity-
based models either relax the minimum number of neighbors or the maximum
number of non-neighbors within the group. The k-core concept, first introduced in
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Fig. 5.3 A graph with no 2-clans proposed in [10]

[71], imposes a lower bound on the minimum degree within the subgraph, ensuring
that each vertex in the group is connected to at least k other vertices in the group.
The k-plex model introduced in [72], on the other hand, requires any subset of k
vertices to dominate to entire group, hence restricting the number of non-neighbors
per vertex to be at most k − 1. The formal definitions of these familiarity-based
relaxations are given next.

Definition 5.3. A k-core S is a subset of V such that, for all vertices u,v ∈ S,
degG[S](v) = |N(v) ∩ S| ≥ k. The size of the k-core in the graph G is denoted
by ω ′

k(G).

Definition 5.4. A k-plex S is the maximum subset of V such that any set of k
vertices in S dominates the group. Alternatively, a k-plex S is a subset of V such
that, for all vertices u,v ∈ S, degG[S](v) = |N(v)∩S| ≥ |S|−k. The size of the largest
k-plex is denoted by ωk(G).

High density of connections is yet another defining characteristic of a cohesive
subgroup that is perfectly reflected in the notion of clique, which can be alternatively
defined as a subset of vertices inducing a subgraph with edge density of 1. This
rather strict requirement on edge density could also be relaxed. Namely, instead of
opting for cliques with density one, γ-quasi-cliques ensure a subgraph with a density
at least γ , where 0 ≤ γ ≤ 1.

Definition 5.5. A γ-quasi-clique or, simply, a γ-clique is a subset S of V such that
the induced subgraph G[S] has the edge density |E ∩ (S×S)|/(|S|2

)
of at least γ . The

size of the largest γ-quasi-clique is denoted by ωγ (G).

Finally, robustness of a group may be measured in terms of the number of vertices
that need to be deleted to completely disconnect the group. Since any vertex within
a clique is directly linked to any other vertex of the clique, disconnecting a clique
would require removing all its vertices. A model known as the k-vertex connected
subgraph relaxes the connectivity property, whereby removal of at least k vertices
destroys connectivity. By Menger’s theorem [33], a k-vertex connected group can
be also defined as a subgraph such that any two of its vertices can be joined by k
independent paths.
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Definition 5.6. A k-vertex connected subgraph G[S] is defined by a subset S of V
such that the induced subgraph G[S \ R] is connected for all subsets R ⊂ S, with
|R|< k. The size of the largest k-connected subgraph is denoted by ωkc(G).

The corresponding concept in social networks literature is the so-called structural
cohesion, which is defined as the minimum number of members whose removal
from a group would disconnect the group [60].

While, by definition, the above mentioned clique relaxations emphasize a
single clique structural aspect, other models have been created ensuring different
combinations of properties. Examples include the (λ ,γ)-quasi-clique relaxing both
density and degree requirements and the r-robust k-club additionally requiring
r-connectivity in a k-club. For further readings, consult [23, 81]. Surveys [18]
and [63] provide further information and references on the maximum clique and
related problems.

5.3 Mathematical Programming Formulations

All the optimization problems of interest to this chapter can be formulated as
(mixed) integer programs (MIP). Below in this section we provide some of the
known formulations for all problems except for the maximum k-core and maximum
k-vertex connected subgraph. No k-core formulation is given due to the fact that,
as we will discuss in Sect. 5.4, the maximum k-core problem can be solved to
optimality by a simple greedy algorithm that runs in polynomial time, whereas
all other problems considered in this chapter are NP-hard. Thus, even though the
maximum k-core problem can be easily formulated as an integer program, this is not
the way this problem is typically approached. On the other hand, we are not aware
of any publications proposing mathematical programming formulations or effective
algorithms for the maximum k-vertex connected subgraph problem. Developing
such formulations and algorithms is an interesting and important direction for
future research, especially since the corresponding notion of structural cohesion is
enjoying rapidly increasing popularity in the literature on social network analysis.

5.3.1 Maximum k-Clique

The maximum k-clique problem consists of finding the k-clique in the graph with
largest cardinality ωk(G). This problem can be formulated as a binary integer linear
problem:

ω̃k(G) = max∑
i∈V

xi (5.1)

subject to xi + x j ≤ 1, ∀i, j ∈ V dG(i, j) > k, (5.2)

xi ∈ {0,1}, i ∈V. (5.3)
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Each binary variable corresponds to a vertex in the graph and assumes unity if the
corresponding vertex is included in the k-clique. Constraint (5.2) ensures that two
vertices whose pairwise distance in the original graph G exceeds k are not both
considered in the k-clique.

It should be noted that the maximum k-clique problem in graph G can be
equivalently formulated as the maximum clique problem in graph Gk representing
the k-th power of graph G, which is defined as follows. Gk has the same set of
vertices as G, with edges connecting all pairs of vertices that are distance at most k
from each other in G. Thus, the numerous mathematical programming formulations
for the maximum clique problem available in the literature [18] can be adopted to
obtain analogous formulations for the maximum k-clique problem.

5.3.2 Maximum k-Club

The maximum k-club problem looks for the largest k-club in the graph. This problem
can be formulated as a binary integer linear problem:

ωk(G) = max∑
i∈V

xi (5.4)

subject to xi + x j ≤ 1+ ∑
l:Pl

i, j∈Pi, j

yl
i j, ∀(i, j) /∈ E, (5.5)

xp ≥ yl
i j, ∀p ∈ V (Pl

i j),P
l
i j ∈ Pi j,(i, j) /∈ E, (5.6)

xi ∈ {0,1}, i ∈ V, (5.7)

yl
i j ∈ {0,1}, ∀Pl

i j ∈ Pi j,(i, j) /∈ E. (5.8)

Pi j represents an index set of all paths of length at most k, whereas Pl
i j denotes the

path between i and j indexed at position l ∈ Pi j. V (Pl
i j) denotes the set of vertices

included inn path Pl
i j. Constraint (5.5) allows both vertices i and j into the solution

if no edge but a path of length at most k exists between them, and only if yl
i j is equal

to 1 for at least one path between i and j. Hence, this formulation makes sure to
include in the k-club all vertices along any one path of length at most k between any
two vertices in the k-club.

More recently, Veremyev and Boginski [81] have developed a more compact
formulation for the maximum k-club problem with O(kn2) constraints. We first
present the special case with k = 2 and then generalize to any k ≥ 2. Let A =
[ai j]

n
i, j=1, where ai j = 1 if there exists an edge between vertices i and j, and

0 otherwise, denote the adjacency matrix of G. Vertices in a 2-club are either
connected directly or through at most one other vertex l, which can be expressed
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using the following non-linear constraint:

ai j +
n

∑
l=1

ailal jxl ≥ xix j. (5.9)

Simplifying the aforementioned constraint results in the following formulation:

ωk(G) = max
n

∑
i∈1

xi (5.10)

subject to ai j +
n

∑
l=1

ailal jxl ≥ xi + x j − 1,∀i = 1, ...,n; j = i+ 1, ...,n, (5.11)

xi ∈ {0,1}, i = 1, ...,n. (5.12)

The above formulation can be generalized for any k ≥ 2, by allowing any two
vertices in the k-club to be either directly linked or connected through at most k−1
vertices within the subgraph:

ωk(G) = max
n

∑
i∈1

xi (5.13)

subject to ai j +
n

∑
l=1

ailal jxl +
n

∑
l=1

n

∑
m=1

ailalmam jxlxm + · · ·+ (5.14)

n

∑
i1=1

n

∑
i2=1

. . .
n

∑
ik−2=1

n

∑
ik−1=1

aii1ai1i2 . . .aik−2ik−1aik−1 jxi1 . . .xik−1 (5.15)

≥ xi + x j − 1,∀i = 1, ...,n; j = i+ 1, ...,n, (5.16)

xi ∈ {0,1}, i = 1, ...,n. (5.17)

5.3.3 Maximum k-Plex

The maximum k-plex problem finds the k-plex in the graph with maximum
cardinality. This problem can be formulated as a binary integer linear problem,
where degG(i) = |V\N[i]| denotes the degree of vertex i in the complement graph
G = (V,E) [9]:

ωk(G) = max∑
i∈V

xi (5.18)

subject to ∑
j∈V\N[i]

x j ≤ (k− 1)xi + degG(i)(1− xi), ∀i ∈ V, (5.19)

xi ∈ {0,1}, i ∈ V. (5.20)
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Binary variables indicate whether or not a vertex is included in the maximum k-plex.
Constraint (5.19) expresses the fact that if vertex i is included in the k-plex, then it
has at most k− 1 non-neighbors, otherwise the constraint becomes redundant.

5.3.4 Maximum Quasi-clique

The maximum γ-quasi-clique problem can be formulated as the following mixed-
integer problem with linear objective and a single quadratic constraint [64]:

ωγ(G) = max
n

∑
i=1

xi (5.21)

subject to
n

∑
i=1

n

∑
j=i+1

ai jxix j ≥ γ
n

∑
i=1

n

∑
j=i+1

xix j, (5.22)

xi ∈ {0,1}, i = 1, . . . ,n. (5.23)

Two linearizations of this formulation are proposed in [64]. The first, standard,
linearization is based on defining a new variable xi j = xix j and using an equivalent
(for binary variables) representation of this quadratic equation in terms of three
linear inequalities. This results in the following mixed integer linear programming
formulation with n(n− 1)/2 variables and 3

2 n(n− 1)+ 1 constraints:

ωγ(G) = max
n

∑
i=1

xi, (5.24)

s.t.
n

∑
i=1

n

∑
j=i+1

(γ− ai j)xi j ≤ 0, (5.25)

xi j ≤ xi, xi j ≤ x j, xi j ≥ xi + x j − 1, j > i = 1, . . . ,n (5.26)

xi j ≥ 0, xi ∈ {0,1}, j > i = 1, . . . ,n. (5.27)

The second linearization is based on rewriting the single constraint of formulation
(5.21)–(5.23) in the form

n

∑
i=1

xi

(
γxi +

n

∑
j=1

(ai j − γ)x j

)
≥ 0. (5.28)

and introducing a new variable yi for i = 1, . . . ,n as follows:

yi = xi

(
γxi +

n

∑
j=1

(ai j − γ)x j

)
. (5.29)
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Again, replacing this quadratic equality constraint with several linear inequality
constraints, we obtain the following MIP with 2n variables, n of which are binary
and n continuous, and 4n+ 1 constraints:

ωγ (G) = max
n

∑
i=1

xi (5.30)

s.t.
n

∑
i=1

yi ≥ 0, (5.31)

yi ≤ uixi, yi ≥ lixi, i = 1, . . . ,n, (5.32)

yi ≥ γxi +
n

∑
j=1

(ai j − γ)x j − ui(1− xi), i = 1, . . . ,n, (5.33)

yi ≤ γxi +
n

∑
j=1

(ai j − γ)x j − li(1− xi), i = 1, . . . ,n, (5.34)

xi ∈ {0,1}; yi ∈ R, i = 1, . . . ,n. (5.35)

5.4 Algorithms for Detection of Clique Relaxation Structures

5.4.1 k-Clique

Balasundram et al. [10] have shown that the maximum k-clique problem is NP-
hard for any positive integer k. A natural way of attacking this problem is by
reducing it to the maximum clique problem in the k-th power of the graph, Gk.
The maximum clique problem has been well studied in the literature [18], and
all the methods available for this problem can be easily adopted for solving the
maximum k-clique problem. Therefore, below we mention some of the numerous
algorithms proposed for solving the clique problem. It should be noted that Gk may
have a much higher edge density than G, and most of the known algorithms for the
maximum clique problem tend to perform better on sparse graphs. Thus, the max-
imum k-clique problem appears to be more challenging than the maximum clique
problem.

Some of the most notable exact combinatorial algorithms for the maximum
clique problem have been proposed by Bron and Kerbosch [22], Balas and Yu [8],
Applegate and Johnson [5], Carraghan and Pardalos [25], Babel [6], Balas and
Xue [7], Wood [84], Sewell [73], Östergård [62], and Tomita and Kameda [78]. Due
to its simplicity and effectiveness, especially on sparse graphs, implementation of
Carraghan–Pardalos algorithm developed by Applegate and Johnson [5] was used
as a benchmark exact algorithm for the maximum clique problem in the Second
DIMACS Implementation Challenge [44]. Östergård [62] proposed an enhanced
version of the Carraghan–Pardalos algorithm, which uses approximate coloring for
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the upper bound. The resulting algorithm implemented in software called cliquer
is considered one of the fastest exact approaches for solving the maximum clique
problem. More recently, Tomita and Kameda [78] claim that for randomly generated
test instances and DIMACS benchmark instances [34] the algorithm they propose
outperforms all other competitive algorithms published literature at the time of this
writing, with Östergård’s algorithm being the close second.

For a broad overview of heuristics used for the maximum clique problem,
see [63]. Greedy heuristics have been developed based on either a sequential
addition of vertices until the clique is built or a removal of vertices from a larger
graph. They typically use local information, such as vertex degree, to order the
vertices in the greedy scheme [45, 48, 79]. Simulated annealing [1, 43] and tabu
search [11, 40, 74, 75] have proven very successful, as have hybrid implementations
combining simulated annealing and greedy heuristics [26], [46]. These hybrid
methods outperform most greedy heuristics on random graphs with up to 1,000
vertices both in time and quality of solution.

Several algorithms for enumerating all maximal cliques in a graph are also
available in the literature [22, 29, 47, 51, 55]. For a comprehensive survey of the
maximum clique problem formulations, exact and heuristic algorithms as of 1999,
the reader is referred to [18].

5.4.2 k-Club

The maximum k-club problem defined on an undirected graph has been proven NP-
hard as a result of a polynomial reduction from the clique problem [20]. Moreover,
it has been shown in [10] that the problem remains NP-hard even when restricted
to graphs of diameter k + 1. This has motivated several attempts at constructing
efficient heuristics. For instance, Bourjolly et al. [19] have proposed three greedy
heuristics, DROP, k-CLIQUE & DROP and CONSTELLATION. The main idea
behind DROP consists of sequentially deleting nodes from the original graph until
obtaining a k-club. At each iteration, the heuristic computes the shortest path lengths
between all pairs of nodes. A single node is then ruled out of the graph which has
the largest number of vertices with distance from it is larger than k. This process
is repeated until all pairwise shortest path lengths in the remaining graph are k
or less, hence, defining a k-club. With an overall time complexity of O(|V |3|E|),
DROP yields near-optimal solutions for high-density graphs. A better performance
for lower density graphs for k = 3 or 4 is obtained by applying DROP to the largest
k-clique in the original graph. The obtained algorithm is referred to as k-CLIQUE &
DROP and has exponential complexity due to the initial step of finding the largest
k-clique in G. CONSTELLATION, on the other hand, stems from the main idea that
a star graph forms a 2-club. The heuristic first finds the largest star subgraph in G
centered around the vertex with maximum degree in the graph, resulting in a t + 1-
club, where t = 1. Then, at iteration t, it identifies an external vertex with the largest
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number of neighbors not yet included in the previously obtained t-club. Appending
these vertices to the subgraph results in a t + 1-club. The algorithm is then repeated
until a k-club is reached. CONSTELLATION performs well for low density graphs
when k = 2, with an overall complexity of O(k(|V |+ |E|)).

While these heuristics find good solutions efficiently for relatively large graphs,
exact algorithms have also been developed within the framework of Branch-and-
Bound (B&B), attempting to solve the maximum k-club problem on rather smaller
graphs. Bourjolly et al. [20] proposed using a single iteration of the DROP heuristic
to guide the branching step with upper bounds relying on solutions to the maximum
stable set problem for an auxiliary graph. The auxiliary graph in this procedure
consists of all vertices in G with edges between vertices if their distance in G
exceeds k. While DROP can be performed efficiently, the bounding step at each
node of the B&B tree may be expensive, since the maximum stable set problem
is known to be NP-complete [39, 44]. This algorithm solved instances with no
more than 200 vertices to optimality and reported more computationally efficient
solutions for denser graphs. A more recent approach has been developed by
Mahdavi and Balasundaram [54] based on a dual coloring problem. Their algorithm
employs DROP and CONSTELLATION to initialize the incumbent solution. Vertex
dichotomy is proposed as a branching strategy whereby the vertex with minimum
number of k-neighbors is branched upon at each node of the B&B tree. Upper
bounding, on the other hand, employs a distance k-coloring approach. Proper
coloring is achieved by two heuristics, the first of which is DSATUR (refer to [21]),
applied at top levels of the B&B tree. For lower levels, a simple greedy heuristic is
used, coloring the highest degree vertex in the power of the graph with the color not
yet assigned to its neighbors. Computations were reported for the same test-bed of
instances as [20] suggesting a better performance for k = 3 than for k = 2.

5.4.3 k-Core

The maximum k-core problem has been proven solvable in polynomial time. In fact,
a simple greedy algorithm is capable of generating optimal solutions as follows:
First, a vertex v of minimum degree δ (G) is picked, and if δ (G)≥ k, then the whole
graph is a k-core. If δ (G) < k, then that vertex cannot be in a k-core. Hence, this
vertex is deleted updating the graph G := G−{v} and continuing recursively until
a maximum k-core or the empty set is found.

Detecting the maximum k-core is often used as a pre-processing step for solving
optimization problems seeking cliques or other clique relaxation structures. This
is due to the fact that some of these structures are guaranteed to be a part of the
largest k-core for a certain value of k. For example, since a k-plex of size s cannot
contain a vertex of degree less than s− k, when searching for such a k-plex, we can
recursively remove all vertices of degree less than s− k. Hence, any k-plex of size s
is a part of the largest (s − k)-core. The process of computing the largest k-core



156 J. Pattillo et al.

as a preprocessing or scale-reduction step for solving another problem is known as
peeling in the literature and has been successfully applied for solving the maximum
clique problem [2] and the maximum k-plex problem [9].

5.4.4 k-Plex

The maximum k-plex problem was proven NP-hard for any fixed positive integer k
in [9]. Because of the intractability of the problem, heuristics have been developed
both to find “good” solutions and to assist branch and bound for finding exact
solutions. McClosky [57] employed a simple heuristic to find cliques, which were
then extended to maximal k-plexes, for use as a lower bound for branch and bound.
In [80], a heuristic was used to help prune a branch and bound tree for k-plex. When
the size of the maximum k-plex exceeds 2k− 2, it will have diameter 2. Assuming
this to be true greatly reduced the candidate set as they built a k-plex one vertex at a
time in branch and bound.

Most currently available exact approaches for solving the maximum k-plex prob-
lem are adaptations of either branch and bound or branch and cut. Balasundaram
et al. [9] formulate the maximum k-plex problem as an integer linear program and
use valid inequalities based on independent sets of size at least k. These inequalities
were generated by a simple greedy algorithm both for the whole problem and at
local branches in the search tree. They successfully ran a branch and cut algorithm
on large-scale instances of real life social networks known as the Erdös graphs and
successfully solved the maximum 2-plex problem on graphs with 80% density and
350 vertices in less than 8 h.

The focus of [61] is on the minimum d-bounded-degree deletion problem, which
yields a k-plex in the compliment graph. It generalizes the relationship between
clique and vertex cover. They use an algorithm that finds a kernel of the minimum
d-bounded degree deletion problem to guide their branching in branch and bound.
A kernel is a subgraph of vertices that must contain the optimal solution and finding
it can significantly reduce the size of the branch and bound tree. They report results
superior to [9] with guided branching on the Erdös graphs and comparable results
for DIMACS graphs as those reported in [9].

In [57], some of the most successful techniques for solving the maximum clique
problem were adapted as part of a branch and bound algorithm for k-plex. They
develop a co-k-plex coloring problem that bounds the size of the k-plex in the
same way the coloring problem serves to bound the clique number of a graph. They
use this to help provide upper bounds in adaptations of the basic clique algorithm
[25] and Östergard’s algorithm [62] for solving the maximum k-plex problem. They
successfully solved instances of the maximum k-plex problem on DIMACS graphs
for k = 2,3,4 but in general the results were not as successful as the branch and cut
algorithm of [9] for larger graphs.

The Carraghan–Pardalos and Östergard algorithms for the maximum clique
problem were also the inspiration of a more general algorithm for solving any
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problem that displays heredity in [80]. The key difference from [57] is including a
pruning technique based on bounds for the size of a k-plex within subgraphs induced
by subsets of vertices of the form {vi, . . . ,vn}. These are developed naturally as the
algorithm runs. If i is the lowest index on any member of the candidate set, we
calculate the size of the largest k-plex in {vi, . . . ,vn} as part of the algorithm, and
while it may not be achieved for a given candidate set within {vi, . . . ,vn}, it is often
significantly lower than the weight of the entire candidate set. In [57], they prune
branches of the search tree where the weight of the current solution and the entire
candidate set was less than the current optimal solution. Trukhanov et al. [80] use
both this pruning technique and pruning where the weight of the candidate set is
replaced with the known size of the optimal solution using the vertex with lowest
index. The algorithm significantly outperformed the techniques of [9] and [57] in
nearly every instance of DIMACS graphs on which they were run. Graphs of up to
500 vertices were solved optimally for k = 2,3,4 and even larger graphs were solved
optimally for k = 2.

Recently, Wu and Pei [85] developed a parallel algorithm for enumeration of all
the maximal k-plexes in the graph. Their work emphasizes the parallelization of
the algorithm and comparison between serial and parallel algorithms performance.
Unfortunately, they do not provide any numerical results for the well-known
benchmark instances.

5.4.5 Quasi-clique

The maximum γ-quasi-clique problem was shown to be NP-hard for any γ ∈ (0,1)
in [64]. Due to the lack of structural properties in quasi-cliques that are utilized
in exact algorithms for other problems of interest, the maximum quasi-clique
problem is extremely challenging to solve to optimality. In fact, to the best of
our knowledge, the only published exact approaches for this problem are based on
using the MIP formulations presented in Sect. 5.3.4 in conjunction with an off-the-
shelf solver [64]. This allows to solve medium-scale problem instances with several
hundreds of vertices and low edge density to optimality.

To solve large-scale instances, heuristics are commonly used in practice. Since
quasi-clique possesses the weak heredity property, greedy randomized adaptive
search procedures (GRASP) [36, 37] appear to be a natural method of choice.
In short, GRASP is a heuristic framework based on the following idea: at each
iteration it constructs a greedy randomized solution and searches the neighborhood
of each constructed solution in order to find the corresponding local optimum.
The effectiveness of this method for solving the maximum quasi-clique problem
is confirmed by the results of experiments with very large networks reported in the
literature. One remarkable example is due to Abello et al. [2,3], who analyzed the so-
called call network. This network represents phone call data; it has phone numbers
as its vertices, and two vertices are connected by an edge if there was a phone call
between the corresponding numbers within a specified period of time. Abello et al.
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analyzed a call network representing the data from AT&T telephone billing records.
This one-day call network had 53,767,087 vertices and over 170 millions of edges.
The network had 3,667,448 connected components, 302,468 of which had more
than three vertices. The largest connected component had 44,989,297 vertices.
First, Abello et al. attempted to solve the maximum clique problem in this giant
connected component. For this purpose, they ran 100,000 GRASP iterations on
ten parallel processors, which took about one and a half days. Only 14,141 of the
100,000 cliques they generated were distinct, with the largest clique detected being
of size 32. They also used GRASP to solve the maximum γ-clique problem for
γ = 0.9,0.8,0.7, and 0.5 in the giant connected component. The largest γ-cliques
they detected had the sizes of 44, 57, 65, and 98, respectively.

5.5 Extensions

While this chapter is motivated by developments in social network analysis, clique-
like structures naturally arise in many other important applications of complex
networks, in which one is looking for large, “tightly knit” groups of elements.
Depending on the particular application, such groups are often referred to as
clusters, modules, complexes, communities, etc. If the elements in the considered
complex system are represented as vertices (nodes) and the relationships between
the elements are represented as edges (links, arcs), then, depending on the structure
of interest for the particular application, clusters can be naturally described using
some of the clique relaxation concepts described above.

Recent work exploiting some of the clique relaxation models in this emerging
area of network-based data mining [14, 30] has been abundant. In particular, these
concepts have been used in studying structural properties of stock markets [16, 17],
unraveling molecular structures to facilitate drug discovery and compound synthe-
sis [24, 38], and for identifying frequently occurring patterns in data sets (modeled
as graphs) [15, 82]. In biology, quasi-cliques have been used to detect large clusters
in protein interaction networks [13]. A survey of applications of clique detection
models in biochemistry and genomics is given in [24]. In internet research, cohesive
subgroups correspond to collections of densely connected web sites [77]. This
helps to organize topically related web sites and thus facilitate faster search and
retrieval of information from the web. In wireless communication, clustering the
connectivity graph of a wireless network is used to introduce a hierarchy, which
facilitates routing of information through the network [76]. Clique and other low
diameter models have been used to define a cluster in a wireless network [28, 50].
These are just a few examples of recent publications in the rapidly growing body of
literature dealing with applications of cliques and clique relaxations in a wide range
of settings.
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5.6 Conclusion

Social network analysis is emerging as an important tool in network-based data
mining, which is applied to a wide variety of settings ranging from biological
systems to finance, and studying clique relaxation models is one of the cornerstones
of this methodology. The aim of this chapter is to open the door to this rich and,
at the same time, largely unexplored research avenue for an interested reader.
Even though most of the discussed clique relaxation models have been around for
several decades in the social network literature, many of the theoretical, algorithmic,
computational, and applied aspects of these models are only beginning to be
addressed.

To illustrate the potential impact the research on clique relaxations may have on
areas beyond social network analysis, we turn to history. While complete subgraphs
had been studied by mathematicians earlier, introduction of the term “clique” to
graph theory was triggered by the developments in social sciences mentioned in
the beginning of this chapter. Since then, the concept of a clique has been widely
used in a variety of applied settings and is central to some major theoretical
and algorithmic developments in graph theory, computer science and operations
research. We believe that clique relaxation models provide an excellent opportunity
for even more important developments.
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Chapter 6
Application Traffic Activity Graph Analysis

Yu Jin, Esam Sharafuddin, and Zhi-Li Zhang

6.1 Introduction

Understanding and analyzing traffic characteristics are fundamental to the design,
development and implementation of networks. The traditional emphasis of network
traffic analysis has been on the statistical properties of traffic, leading to the
important discoveries such as heavy-tails and long range dependence. As network-
ing technologies continue to mature and evolve, and more sophisticated network
applications are invented and deployed, operating, managing and securing networks
have become increasingly challenging tasks, and require us to understand, analyze
and model the behavioral characteristics of network traffic, such as communication
patterns, interaction structures and trends of applications, users and other entities in
the networks.

While traffic analysis for network security and management has been an active
area of research, the majority of earlier work has focused on specific problems or
aspects such as detecting heavy-hitters, identifying peer-to-peer (P2P) applications,
and generating packet-level malware signatures (see, e.g., [9, 21, 29]) that are
driven primarily by certain security application needs. There are relatively few
studies which consider the traffic as a whole to extract general behavioral char-
acteristics. Examples include individual (5-tuple) flow-level traffic clustering [19],
aggregate PoP-level origin–destination (O-D) flow characterization and anomaly de-
tection [11,12], and host-level traffic behavior profiling using graph-theoretical [24]
or information-theoretical [8] approaches.

In this chapter, we study network-wide communication patterns among hosts
that are engaging in certain types of communications or applications using traffic
activity graphs (TAGs). In a TAG, nodes are IP addresses (hosts) and edges are
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observed flows that represent certain communications or interactions of interest
among the IP addresses (hosts). Depending on the purpose of study, various criteria
may be used to select flows of interest, and construct different TAGs that capture
the relevant traffic activities among hosts under study. For example, using the
NetFlow records collected at our campus border router, in this chapter we model the
communication patterns and interactions between hosts within our campus network
and those outside hosts in the observed traffic using bipartite TAGs, where one set of
nodes represent the inside hosts and another set of nodes represent the outside hosts,
and edges between these two sets of hosts represent certain flows selected based on
ports that are associated with an application of interest. We refer to these (bipartite)
graphs as application TAGs. Examples of such TAGs include HTTP, Email, DNS,
peer-to-peer (P2P), online chat and gaming applications.

In general, TAGs derived from real network data are large, sparse, seemingly
complex and richly connected. For instance, when the number of nodes is large,
nearly all of them contain so-called giant connected components (GCCs), which link
together a majority of hosts (IP addresses) observed in the traffic, a phenomenon that
has been observed in many social network studies. What is particularly interesting
is the observation that TAGs associated with different applications exhibit distinct
patterns and structures. These properties of application TAGs1 are first observed
and studied in [7], where the authors propose several graph-theoretical (average or
distributional) metrics to help characterize and distinguish such graphs. While these
metrics are useful in summarizing the overall statistical properties of the graphs,
in general, they shed little light on how TAGs are formed and how they can be
meaningfully interpreted.

In this chapter, we propose a novel (statistical) graph decomposition method
based on orthogonal nonnegative matrix tri-factorization (tNMF) to analyze and
extract the “core” host interaction patterns and other key structural properties
of application TAGs. This technique is motivated by the observation that the
matrix representations of application TAGs exhibit clear block structures, which
suggest that they are composed of a number of dense sub-graphs representing
“dominant” host groups (or “communities”) with more intense interactions. In a
sense, these dense subgraphs collectively form the “core” of the TAGs, capturing
the most significant interactions among the dominant host groups. We formalize
these observations and intuitions in the context of the proposed tNMF graph
decomposition framework. More specifically, the tNMF method produces a co-
clustering of the inside and outside hosts as well as a low-rank “core” matrix that
represents the overall interaction structure among these groups and their interaction
intensities. Each pair of inside and outside host groups with strong interactions
corresponds to a dense (bipartite) subgraph in the original TAG and the bipartite
(hyper)graph induced by the low-rank “core” matrix is referred to as the (core) latent

1In [7] where packet traces of relative short durations are used, these TAGs are referred to as traffic
dispersion graphs.
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hypergraph of the original TAG. In other words, the tNMF method approximately
decomposes a TAG into a series of dense subgraph components and a (core) latent
hypergraph representing inter-connection structures among the graph components.

Applying the tNMF method to various application TAGs (derived from our
campus network datasets) such as HTTP, Email, DNS, P2P, online chat, and gaming
applications, we characterize and classify the typical structures of the resulting
graph components and (core) latent hypergraphs. Through extensive experimental
analyses, we demonstrate that the decomposition results not only capture the
dominant structures in the original TAG, but also are amenable to meaningful inter-
pretations. For instance, HTTP TAGs are largely formed by a series of star-like or
mesh-structured dense graph components that are inter-connected primarily due to
hosts appearing in multiple inside/outside host groups, but sometimes also through
one inside/outside host group interacting with multiple outside/inside groups. The
chat traffic graphs are formed by a series of much less dense subgraphs inter-
connected by an overall star-like structure. In contrast, the P2P traffic graphs show
more diverse structures, reflecting the diversity and complexity of P2P applications.
Using these components and their structural properties, we also study the evolution
of TAGs over time. Moreover, we also provide two examples to illustrate the
potential utility of our tNMF method in practical network management tasks such
as unknown application identification and suspicious/anomalous traffic activity (or
application) detection. In summary, our tNMF-based framework provides an easy-
to-understand, interpretable and quantifiable means to analyze and characterize key
structural properties of large, sparse, complex and richly connected TAGs that are
otherwise hard to visualize and comprehend.

6.2 Traffic Activity Graphs

In this section, we introduce the (bipartite) traffic activity graphs (TAGs) defined
in the context of the NetFlow data collected in our campus network and present
some visual and graph-theoretical characteristics of such graphs. Further, using
their matrix representations, we highlight the block structures inherent in the
traffic activity graphs which motivate the statistical graph decomposition framework
proposed in this chapter.
Datasets. The primary datasets used in our study are non-sampled, Cisco NetFlow
records from/to our campus network (with three class-B or /16 address blocks)
to/from the rest of the Internet, collected at our campus border router over a month
period. We also have access to several (tier-1) ISP datasets which contain sampled
NetFlow records collected at various routers inside the ISP networks (One of the
ISP datasets is used in Sect. 6.6 in our study of the Storm worm activities, as an
example to illustrate the utility of our proposed tNMF decomposition method). For
ease of exposition, we will introduce the notion of traffic activity graphs and present
the proposed tNMF decomposition method in the context of our campus network
datasets. Nonetheless, we remark that the proposed methodology and associated
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concepts are equally applicable to ISP datasets. Further, the overall observations
and insights gained from our campus network datasets also hold for ISP datasets,
although the specific results and their interpretations may vary.

6.2.1 Traffic Activity Graphs and their Overall Characteristics

Using the campus network datasets, we introduce and define application(-specific)
(or rather, port-specific) traffic activity graphs (TAGs) as follows. Given a set of
service ports P associated with an application of interest (e.g., TCP ports 80 or 443
for Web applications2), let F be a collection of flows (observed during some time
window) that use a port p ∈ P either in the source or destination port header field.
The set of inside IP addresses (representing hosts inside our campus network, or
inside hosts) and the set of outside IP addresses (outside hosts), which appear in F

are denoted as IH and OH, respectively (For the ISP datasets, we may refer to the
set of subscribers as IH and the set of other Internet hosts as OH. In addition, other
application specific definition of IH and OH is also applicable, see Sect. 6.6). The
(P-specific) TAG G := {V,E} is a bipartite graph3 with the vertex set V and edge
set E, where V = IH∪OH, and ei j ∈ E if at least one flow from ihi to oh j exists
in F (Depending on the purpose of analysis, a weighted version of such a graph
can also be defined where the weight wi j associated with the ei j ∈ E represents,
say, the number of flows from ihi to oh j in F). We remark here that in addition
to application/port-specific TAGs defined above, other types of TAGs can also be
defined, e.g., using other criteria for filtering and selecting flows from the (original)
NetFlow datasets. Clearly what types of TAGs should be defined and used will
depend on the purpose of study. For instance, as an application of the tNMF method
to anomaly detection, in Sect. 6.6 we introduce two different types of TAGs to study
the “anomalous” Storm worm activities.

Traffic activity graphs capture the network-wide communication and interaction
patterns between inside and outside hosts of a network. They are primarily driven
by the user activities or behaviors, moderated in part by the inherent “application

2Depending on the applications and/or focus of the study, P may contain one or multiple ports.
For instance, by considering TCP port 80 only, we focus on HTTP-only Web traffic, while
including TCP port 443, we also include HTTPs traffic in the study. In some cases, ports in a
given service port set P may be used by some “non-standard” applications other than the “well-
known” application; e.g., port 80 may be used by some P2P applications to penetrate firewalls.
Since the majority of flows using port 80 are generated by Web applications/HTTP protocols, for
convenience we refer to the TAGs derived from flows with ports 80 and 443 as “HTTP” TAGs. The
same remark applies to other similarly named TAGs such as “Email” TAGs. Note also that unless
otherwise stated in this chapter, all ports refer to TCP ports.
3We note that, since the data used in our work is collected at the border router of a large campus
network, we only observe traffic between the inside hosts and the outside hosts. Therefore, the
corresponding TAGs are bipartite. However, our method can be readily extended to regular network
activity graphs.
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BitTorrent DNS
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Fig. 6.1 Application TAGs with 1,000 flows: blue and red points denote inside and outside hosts,
respectively

structures” which determine how users or clients interact with other users or
servers. Hence, we would intuitively expect that different applications (e.g., client–
server-based Web applications vs. P2P applications) may exhibit distinct graph
structures or shapes. As first reported in [7], this is indeed the case. Using the
Graphviz tool (node radius = 0.1, edge weight = 2.0), in Fig. 6.1 we present five
representative application TAGs (derived from our campus network dataset that
begins at 10:00 am on 02/17/2006): HTTP (port 80 or 443), Email (port 25 or 993),
AOL messenger (port 5190), BitTorrent (port 6881) and DNS (port 53, UDP). For
clarity of graphing, here we only consider outgoing flows where the inside hosts
are service requesters (accessing the specific service ports) and outside hosts are
service providers (opening the service ports for access). The inside hosts (service
requesters) are represented by blue dots, while the outside hosts are represented by
red dots – hence, the graphs are best viewed on a computer screen or a colored print-
out. Figure 6.1 shows the five example application TAGs using the first 1,000 flows,
while Fig. 6.2 using the first 3,000 flows.

Clearly, these application TAGs display distinct shapes or structures. For exam-
ple, HTTP and Email traffic graphs contain a number of more richly connected
star-structures (centered either at an outside or inside host), while BitTorrent traffic
graph contains a few (apparently isolated) dense star-structures centered at inside
hosts only. In contrast, such structures disappear in the AOL messenger traffic graph,
where all nodes are characterized with low degrees. Comparing the corresponding
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HTTP Email AOL Messenger
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Fig. 6.2 Application TAGs with 3,000 flows: blue and red points denote inside and outside hosts,
respectively

application tags in Figs. 6.1 and 6.2, we see that with more flows added to the
graphs, the basic characteristics of these graphs appear to persist, with the core
star-structures in the HTTP, Email, BitTorrent and DNS traffic graphs becoming
denser. In all cases, some originally disconnected parts of the graphs start to connect
and merge together – this phenomenon leads to the so-called giant connected
components that we will discuss shortly.

Table 6.1 lists some key statistics4 for a few selected application TAGs, each
generated from a flowset of |F|=10,000. More specifically, using the port(s) listed
in the 2nd column of the table, we extract 10,000 unique flows containing the
port(s) from the NetFlow dataset beginning at 10:00 am on 02/17/2006 to generate
the corresponding flowset F for each application TAG. The approximate duration
spanned by the flows in each flowset is listed in the 3rd column.5 The 4th
(|IH| × |OH|) column shows the number of nodes of the resulting bipartite traffic

4Several other graph-theoretical metrics such as node degree distribution, joint degree distribution,
depth, rich club connectivity, and so forth are used in [7] to characterize and distinguish various
TAGs.
5Note that since flows with ports 80 and 443 comprise the majority of the traffic, we have 10,000
flows within a time period of roughly 2.7 min. Likewise, for the Email we have 10,000 flows
within a time period of roughly 58 min, whereas for other applications, up to 2 h are needed to
obtain 10,000 flows.
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Table 6.1 Characteristics of different application TAGs using 10,000 unique flows

Type Port(s) Duration |IH|× |OH| Density(10−3) d̄(ih) d̄(oh)

HTTP 80,443 2.7 min 1,193×3,054 2.73 8.38 3.27
Email 25,993 58 min 289×5,262 6.58 34.60 1.9
AOL Msgr 5190 2.1 h 2,047×1,221 4.00 4.89 8.19
BitTorrent 6881 57 min 84×8,610 13.83 103.76 1.01
DNS 53 (UDP) 2 min 57×5,634 31.14 175.44 1.77
eMule 4662 81 min 33×9,987 30.34 303.03 1
Gnutella 6346,6348 73 min 136×9,760 7.53 73.53 1.02
MSN Msgr 1863 2.3 h 1,603×712 8.76 6.24 14.04

Table 6.2 GCC properties of different application TAGs using 10,000 unique flows

Type Port(s) Duration GCC(%) GCC(inside×outside) GCC(edges)

HTTP 80,443 2.7 min 87.5 961×2,756 9,660
Email 25,993 58 min 94.1 111×5,114 9,790
AOL Msgr 5190 2.1 h 99.4 2,039×1,209 9,988
BitTorrent 6881 57 min 89.6 35×7,751 9,013
DNS 53 (UDP) 2 min 99.7 50×5,626 9,992
eMule 4662 81 min 96.7 12×9,690 9,702
Gnutella 6346,6348 73 min 94.5 55×9,299 9,538
MSN Msgr 1863 2.3 h 92.2 1,562×572 9,856

graphs derived from the flowsets. The density values of the graphs, defined as
|E|/(|IH| × |OH|), are listed in the 5th column. We see that all of these graphs
are extremely sparse. The next two columns list the average node degrees, d̄(ih)
and d̄(oh), of the inside and outside hosts (IP addresses), respectively. A large
d̄(ih) in general indicates the existence of popular (high-degree) inside hosts; P2P
applications, such as BitTorrent, eMule and Gnutella, e.g., have higher d̄(ih) values.
In contrast, online chat applications, such as MSN Messenger and AOL Messenger,
show no dominance of any host.

The most interesting characteristic is perhaps the existence of the so-called giant
connected component (GCC) (i.e., the largest connected component in the TAG)
that connects a majority of nodes in a TAG, when the number of flows (or the
observation time interval) becomes sufficiently large. As illustrated in Figs. 6.1
and 6.2, when the number of flows is increased from 1,000 to 3,000, the (core)
connected region in the HTTP, Email and AOL Messenger TAGs expands to connect
more nodes and generally grows denser. From the 4th column in Table 6.2, for
each application TAG with 10,000 flows (i.e., edges), the GCC connects 87.5%
of all the nodes in the HTTP TAG, 94.1% in the Email TAG, 99.4% in the AOL
Messenger TAG, etc. Even for the BitTorrent TAG which appears to be comprised
of a few disconnected star structures (see Fig. 6.2), the largest connected component
eventually connects 89.6% of all the nodes. The last two columns in Table 6.2 list
the size (numbers of inside/outside hosts and edges) of the GCC for each application
TAG.
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Fig. 6.3 Block structures after rotating rows and columns of adjacency matrices using 10,000
flows

6.2.2 Block Structures in TAGs

It is well known in random graph theory that for a fixed number of nodes, as the
probability of (uniform) edge generation increases, a giant connected component
emerges almost surely in such (uniformly generated) random graphs [2]. On the
other hand, the application TAGs (and their resulting GCCs) show high diversity
and variability (e.g., as manifested by their degree distributions), suggesting that
their formation is not purely random. In fact, these graphs show a strong cluster
effect, or contain “latent structures” underlying the applications TAGs. We show the
existence of such structures by using the matrix representation of the TAGs.

Given a bipartite TAG G, we construct its adjacency matrix A = [ai j], where
the rows and columns of A correspond to the hosts in IH and OH, and ai j := 1 if
ei j ∈ E. While we know that A is a very sparse matrix (see Table 6.1), we permute
the rows and columns of A to show that there exist “dense” blocks or sub-matrices
in A. Figure 6.3 presents the results for five example traffic graphs, where their
corresponding adjacency matrices are displayed after we have selectively rotated
their rows and columns. The block structures in the matrices are clearly visible,
with certain areas far denser than others. The existence of dense vs. sparse blocks
suggests that some groups of inside hosts tend to communicate or interact with
certain groups of outside hosts, while rarely with other outside hosts. The block
structures of A for different applications also show distinct patterns.

The existence of such latent structures is not surprising. Intuitively, they represent
the underlying communication patterns or “social interactions” of users and services
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inside and outside our campus network. Such interactions lead to the formation
of various “communities of interest” with distinct communication patterns or
behaviors. For example, HTTP applications may provide different utilities, e.g.,
search engines, news services, blogs, photo or video sharing service, etc. Requesters
who are looking for a specific utility will connect to the providers of such a utility,
and due to the role of search engines and “social influence,” they are also more likely
to connect to a few other popular providers. The service requesters and providers
thus together form a distinct community in the HTTP traffic graph. The dense
block structures shown in Fig. 6.3 also provide hints as to why and how the GCCs
are formed. We see that for some inside groups, sometimes a subset of the group
members communicate with more than one outside group (or a sub-group therein)
and vice versa, resulting in various dense components to be connected with varying
degrees of connectivity.

The block structures suggest that despite their sparsity, the application TAGs are
composed largely of connected, dense sub-graphs that are not formed randomly, but
represent certain latent host interaction patterns, or shared interests of various user
communities. These observations and insights motivate us to identify and extract
these “dense subgraphs” and the inside/outside host groups associated with them,
so as to better understand and characterize network traffic graphs. In the remainder
of the chapter, we present a statistical graph decomposition technique based on
orthogonal nonnegative matrix tri-factorization, referred to as tNMF, and discuss
the experimental results.

6.3 Graph Decomposition Using tNMF

In this section, we present a statistical graph decomposition technique based on
orthogonal nonnegative matrix tri-factorization (tNMF), and apply it to extract
dominant “graph structure components” in an application TAG. Each such com-
ponent is a dense bi-partite subgraph consisting of a pair of inside host group and
outside host group that are more strongly connected than any host not part of the
inside/outside group. The collection of these subgraph components (together with
their inter-connection) constitutes, in a sense, the “core” of the application TAG,
capturing the dominant communication patterns or interaction structures between
the inside and outside hosts.

6.3.1 The tNMF Method

Given an application TAG G representing the interaction patterns of m inside and n
outside hosts, let Am×n be the corresponding (binary) adjacency matrix A defined
earlier. The problem of extracting the strongly connected subgraphs from G, or
equivalently the “dense” sub-matrices in A, can be formulated as a co-clustering
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problem where inside hosts and outside hosts are jointly clustered into k groups and l
groups, respectively (in general k, l 
min(m,n)). Each subgraph is now defined as a
sub-matrix covered by a pair of inside/outside host groups, and the dense subgraphs
can be identified from these k× l sub-matrices.

As illustrated in [5], this co-clustering problem can be formulated as an orthog-
onal nonnegative matrix tri-factorization (tNMF) problem: Given a nonnegative
matrix Am×n, we factorize it (or more precisely, approximately decompose it) into
three low-rank nonnegative matrices, Rm×k, Hk×l , and Cn×l so as to minimize
the following objective function J subject to the orthogonality constraints on
R and C:

min
R≥0,C≥0,H≥0

J(R,H,C) = ||A−RHCT ||2F

s.t.RT R = I and CTC = I, (6.1)

where || · ||F is the Frobenius norm, and k, l 
 min(m,n). The NMF problem and its
solution were first introduced in [13,14] as an alternative approach to singular value
decomposition (SVD) and other matrix decomposition methods (see Sect. 6.7 for
a brief discussion on these and other related methods), and has been successfully
applied in various machine learning applications [10, 13, 27]. The orthogonal
constraints for R and C distinguish tNMF from other NMF algorithms and enable it
to simultaneously cluster the rows and columns of a matrix[17].

The solution to the tNMF problem employs an iterative optimization procedure.
We first initialize R, C and H to contain only positive random entries, and we then
keep updating R, C and H using the following updating rules until the change in the
relative square error (RSE), RSE := ||A−RHCT ||2F/||A||2F, falls below a predefined
threshold θ , say, θ = 10−7,

Rip ← Rip
(ACHT )ip

(RRT ACHT )ip
,

Cjq ← Cjq
(AT RH) jq

(CCT AT RH) jq
,

Hpq ← Hpq
(RT AC)pq

(RT RHCTC)pq
. (6.2)

It has been shown [5] that using the above updating rules, the RSE will
monotonically decrease and converge to a local minimum. In general, it takes
O(t(k + l)mn) for the optimization procedure to converge, where t is the number
of iterations. Therefore, in practice, sampling approaches can be used to reduce
the size of the TAG before the decomposition method is applied. In Sect. 6.3.3,
we will discuss several important practical issues in applying this tNMF method to
decompose application TAGs and in improving the convergence rate of the proposed
algorithm.
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6.3.2 Interpretation of tNMF Results

In the context of decomposing TAGs, we propose a novel interpretation of the tNMF
decomposition results as follows. The orthogonal low-rank, nonnegative matrices
R and C divide the rows and columns into k inside and l outside host groups,
where R·p, p= 1, . . . ,k, and C·q, q= 1, . . . , l, serve, respectively, as the “membership
indicator” functions of the row groups and column groups. Since entries in R and
C are nonnegative real numbers, this naturally gives rise to a soft co-clustering
of the inside and outside hosts: Rip (after row normalization) can be viewed as
the “likelihood” of inside host i belonging to inside host group p, and Cjq the
“likelihood” of outside host j belonging to outside host group q. R and C can
also be used to construct a hard co-clustering where each inside/outside host is
assigned to at most one inside/outside host group. For simplicity of exposition, this
is the interpretation we will adopt in the remainder of this chapter (although a soft
clustering interpretation can also be used, which we leave as future work). In the
following, we show how the hard clustering is constructed.

Using R and C we define the inside/outside host group membership indicator
matrices R̂ and Ĉ as follows: R̂ip = 1 if p= argmax j{Ri j : Ri j > 0}, and 0 otherwise.
In other words, we assign an inside host i to the inside host group p associated with
the largest (nonzero) Rip value. In particular, if all Rip’s are zero, then host i is not
assigned to any inside host group. In addition, when multiple groups are associated
with the largest value, we randomly assign the host to one of these groups to resolve
ties. The indicator matrix Ĉ is defined similarly. With R̂ and Ĉ thus defined, we
use IGp to denote the pth inside host group, and OGq the qth outside host group.
Further, let IG := {IG1, . . . , IGk} and OG := {OG1, . . . ,OGl} denote the collection
of these inside and outside host groups.

We now introduce the group density matrix Ĥ = {Ĥpq} where

Ĥpq :=
(R̂T AĈ)pq

||R̂·p||1 · ||Ĉ·q||1
,1 ≤ p ≤ k, 1 ≤ q ≤ l, (6.3)

and || · ||1 is the L1-norm. For a given bipartite subgraph corresponding to host
groups IGp and OGq, the denominator in (6.3) represents the maximum number
of possible edges between IGp and OGq assuming the subgraph is complete; while
the numerator stands for the actual number of edges within this subgraph. In this
way, we see that Ĥpq is the density of the (bi-partite) subgraph representing the
interaction patterns between the members in IGp and OGq, where 0 ≤ Ĥpq ≤ 1.
A large Ĥpq value (e.g., close to 1) indicates a strongly connected bipartite subgraph
(i.e., the subgraph is nearly a complete graph), while a small or zero Ĥpq value
suggests that only a few edges exist between some members of these two groups, or
no edge at all. Using Ĥ we can identify and extract “dense” bi-partite subgraphs in
the TAG G. Formally, we say a bipartite subgraph Spq in G, where Spq = {[ai j]|ai j ∈
A, R̂ip = 1,Ĉjq = 1,1≤ i≤ m,1 ≤ j ≤ n}, is dense if Ĥpq ≥ δ , for some appropriately
chosen density threshold δ ∈ (0,1], say, δ = 0.5. These dense subgraphs in G thus
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represent dominant communication patterns among the inside/outside hosts with
strong interaction structures. We refer to these dense subgraphs, Spq’s, of G as the
significant graph components, or simply graph components of G. We will analyze
their structures and interpret their meanings in the context of various application
TAGs in Sect. 6.4.

Furthermore, the group density matrix Ĥ induces a (weighted) bi-partite
(hyper)graphH := {IG∪OG,EĤ}, where the nodes represent the inside and outside
groups, IGp and OGq, 1 ≤ p ≤ k and 1 ≤ q ≤ l, and an edge epq ∈ EĤ if Ĥpq > 0,
and the weight associated with edge epq is exactly Ĥpq. More generally, we can
also define an unweighted (hyper)graph Hδ where an edge epq ∈ EĤ if and only if
Ĥpq > δ , i.e., if the density of the corresponding subgraph Spq is at least δ . Hence,
the induced hypergraph H represents the interaction patterns and their intensities
between the various inside/outside host groups, and Hδ captures the dominant
interactions among the core host groups (or communities) of the inside/outside
hosts. It is in this sense that we refer to the hypergraph H (Hδ ) as the (core) latent
hypergraph underlying (or generating) the original TAG G. In particular, using Hδ
and the corresponding dense graph components Spq’s, we obtain an approximate
“core” Ĝ of the original G that captures the dominant interaction patterns among
significant inside/outside host groups.

6.3.3 Practical Issues

We briefly discuss several key practical issues in applying the tNMF method to
the (statistical) decomposition of application TAGs, and highlight the solutions we
employ to: i) select the rank k and l and the density threshold δ , and ii) improve the
convergence rate and avoid local minima.

6.3.3.1 Selection of Rank and Density

Without loss of generality, we set k = l, which is an input parameter for the tNMF
algorithm, and specifies an upper bound on the desired or expected groups formed
by inside and outside hosts.6 As discussed earlier, the density threshold δ is a
parameter for identifying dense subgraphs. Since the selection of appropriate k
and δ depends on specific applications, in the context of TAG decomposition, our
criteria for choosing k and δ are twofold: to obtain stable graph components which
contain sufficient number of edges in the original TAG, i.e., with a good edge
coverage.

6In this section, we assume k = l for ease of exposition. In our experiment, k can be different from
l depending on the types of TAGs under study. We always search for the best k and l values using
the KS test introduced in this section.
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Fig. 6.4 Edge coverage for various k and δ

We first study the edge coverage of extracted graph components by varying k
and δ . Figure 6.4a, b show the edge coverage for HTTP and DNS graphs with
different k and δ , respectively. In general, either increasing k or reducing δ will
result in an increase of the edge coverage. However, we observe the number of
covered edges converging when δ > 0.5 and k exceeds 40 for HTTP and above
50 for DNS. This implies that when k exceeds a certain threshold, the “dense”
subgraphs (with δ > 0.5) become stable (similar observations are made in terms
of other TAGs), hence we choose δ = 0.5 in all the experiments for identifying
significant subgraphs. We then apply a linear search of k’s starting at 20 and with
a small increment at a time. We note that different increments often lead to similar
results since the dense subgraphs become persistent with a sufficiently large k (In
case of k �= l, we may search for the appropriate parameters by increasing k and l
iteratively). To balance the accuracy and efficiency, we choose an increment of five
in our experiments. We then use the two-way Kolmogorov–Smirnov goodness-of-fit
test to compare edge coverage curves between consecutive k’s. The null hypothesis
is that two edge coverage curves are identical. We choose rank k if the KS test fails
to reject the null hypothesis (i.e., the P-value is above 0.05). For example, we choose
k = 40 for the HTTP TAG as in Fig. 6.4a, since the P-value equals 0.0215 between
k = 35 and k = 40, but the P-value becomes 0.3499 between k = 40 and k = 45. As
another example, we choose k = 45 for the DNS graph (Fig. 6.4b) due to the P-value
of 0.0001 between k = 40 and k = 45, and P-value of 0.0715 between k = 45 and
k = 50.

So far, we have shown how to select k and δ to produce a good edge coverage
of the original TAG. Now we investigate whether these edges lead to stable graph
components. Let Ei and Ei−1 be the extracted edge sets corresponding to ki and
ki−1, respectively. We define the edge similarity as (Ei ∩Ei−1)/(Ei ∪Ei−1). Fixing
δ = 0.5, we increase k by 5 at a time (ki = ki−1 + 5). Figure 6.5a shows the
edge similarities (y-axis) associated with different k’s (x-axis) for the HTTP and
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Fig. 6.5 Similarity of graph components

DNS graphs, respectively. We observe that the edge sets become more similar as
k increases. For the chosen k (k = 40 for HTTP and k = 45 for DNS), the edge
similarity is close to 85%. This again implies that as the k is sufficiently large, the
extracted dense subgraphs become stable.

To evaluate the similarity of graph components formed by these extracted edge
sets, we use Rand index as a measurement. Due to the high similarity of the edge
sets, we compute the Rand index using the edges in Ei ∩Ei−1. Let Ci and Ci−1 be
the sets of components associated with edge set Ei and Ei−1. The Rand index is
defined as:

Rand(Ci,Ci−1) := (a+ b)/(n
2)

where a and b represent the number of edge pairs that are in the same or different
cluster in Ci that are also in the same or different cluster in Ci−1. The denominator
is the total number of edge pairs and n = |Ei ∩Ei−1|. The Rand index ranges from
0 to 1, with higher value indicating more similar clustering results. Figure 6.5b
displays the Rand index corresponding to different k’s for the HTTP and DNS
graphs. The Rand index values are always close to 1, implying persistent dense
clusters or subgraphs formed by these extracted edges for various k’s.

6.3.3.2 Low Convergence Rate and Local Minima

Though the optimal solution of tNMF is unique, the random initialization of R,
C and H in the basic tNMF optimization algorithm usually lead to both a low
convergence rate and an unsatisfactory local minima solution. In addition, since
the complexity of tNMF algorithm is O(mnr), where m-by-n is the matrix size and
r is the total number of iterations until convergence. Hence, a low convergence rate
results in a higher complexity of the algorithm. In this chapter, we address this
problem by employing a singular value decomposition (SVD) based initialization
approach. The basic idea is to first apply the rank-k singular value decomposition
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(SVD) on A for spectral co-clustering [3]. We then project the rows onto the
resulting k-dimensional subspace spanned by the top k (rows or columns) principal
components, and perform k-mean clustering to obtain an initial clustering of
inside/outside host clusters. We initialize R by perturbing the inside host cluster
membership vectors to obtain an all-positive matrix, namely, setting R := R+ ε ,
where ε is a small positive constant to avoid zero entries. The initialization of C is
done similarly. H is initialized with R−1AC−1T

, where R−1 and C−1 stand for the
pseudo-inverse of R and C.

Through extensive experiment analysis, we find that our SVD-based initialization
method not only improves the convergence rate significantly, but also enables our
algorithm to find the “best” optimization solution. Using Email TAG as an example
(with 100 experiments), the RSE using the SVD-based initialization is 0.34±0.009,
in comparison to 0.39±0.027 using random matrix initialization. In addition, using
the SVD-based initialization, the number of iterations to reach convergence is only
170.10 ± 71.09, while for the random matrix initialization is 323.57 ± 134.16.
Hence, our SVD-based initialization method not only increases the approximation
accuracy, but also enhances the speed of convergence.

6.4 Results and Interpretations

We apply the tNMF method to various application TAGs derived from our NetFlow
datasets to extract their core latent hypergraphs and associated significant graph
components. In this section, we analyze the structures of these graph components
and interpret their meanings. We also investigate how these graph components are
connected to form the core latent hypergraphs. These decomposition results provide
a meaningful and quantifiable way to understand, analyze and distinguish the struc-
tures of large traffic graphs that are otherwise hard to visualize and comprehend.
In particular, it also sheds light on how the giant connected components (GCCs) of
these graphs may be formed.

6.4.1 Graph Component Structures

Applying the tNMF method to the application TAGs listed in Table 6.1, the sizes
of the resulting (significant) graph components of each TAG are shown in Fig. 6.6.
In the figures, each point (x,y) represents a single graph component, where x is the
number of inside hosts in each inside host group, and y is the number of outside hosts
in each outside host group. The locations of points lead us to define three basic types
of graph component structures. We refer to the graph components corresponding to
the points on the line x = 1 (i.e., the inside host group containing only one inside
host) as having an in-star structure, i.e., a star structure centered at an inside host.



180 Y. Jin et al.

0 20 40 60
0

50

100

150

Number of inside hosts

N
um

be
r 

of
 o

ut
si

de
 h

os
ts

HTTP

0 20 40 60
0

50

100

150

Number of inside hosts

N
um

be
r 

of
 o

ut
si

de
 h

os
ts

Email

0 20 40 60
0

2

4

6

8

10

Number of inside hosts

N
um

be
r 

of
 o

ut
si

de
 h

os
ts

AOLMessenger

0 5 10
0

500

1000

1500

2000

2500

Number of inside hosts

N
um

be
r 

of
 o

ut
si

de
 h

os
ts

BitTorrent

0 20 40 60
0

200

400

600

800

1000

1200

Number of inside hosts

N
um

be
r 

of
 o

ut
si

de
 h

os
ts

DNS

a b

d e

c

Fig. 6.6 Sizes of significant graph components for five example application TAGs (δ = 0.5)

Fig. 6.7 A bi-mesh structure from the HTTP TAG

Similarly, we refer to the graph components corresponding to the points on the line
y = 1 (i.e., the outside group containing only one outside host) as having an out-star
structure, i.e., a star structure centered at an outside host.

The remaining points correspond to graph components which have at least two
members in both its inside and outside host groups. We refer to them as having
a bi-mesh structure, which represents fairly complex interactions or connectivity
between the inside and outside hosts. An example of a bi-mesh structure is shown
in Fig. 6.7. This bi-mesh structure consists of 24 inside hosts and 11 outside
hosts, where inside hosts are represented by circles and outside hosts are denoted
by squares. It contains more than 140 edges and most of the inside and outside
hosts in their respective groups also have relatively high degrees, suggesting strong
interactions between the members of these two inside/outside groups.

Table 6.3 summarizes the number of these three graph component structures for
each of the TAGs. We see that different application TAGs exhibit great diversity
in their graph component structures. For example, HTTP TAG contains a large
number of bi-mesh structures and a few star structures. These bi-mesh structures
may consist of hundreds of hosts as shown in the decomposition results of the
HTTP TAG (Fig. 6.6a). In comparison, instant messaging application TAGs such
as AOL messenger contain many out-star structures as well as a large number of
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Table 6.3 Graph
components of various TAGs.

Type |instar| |outstar| |bimesh| Edge coverage

HTTP 10 9 15 19.2%
Email 23 2 2 23.5%
AOL Msgr. 0 27 17 17.7%
BitTorrent 12 0 0 77.9%
DNS 11 0 3 56.3%

relatively small bi-mesh structures, which usually consist of two outside hosts and
20–40 inside hosts. On the other hand, P2P application TAGs contain mostly in-star
structures; the richness in connectivity of these TAGs seem to manifest in the “inter-
connections” among the graph components, not within, unlike HTTP TAGs (see
Sect. 6.4.3). The last column in Table 6.3 shows the percentage of edges covered by
these extracted graph components in each TAG.

It is interesting to note that while TAGs are associated with vastly different
applications (e.g., HTTP vs. P2P), most TAGs associated with the same or similar
applications (e.g., various on-line chat applications) show very similar patterns. This
observation suggests that the graph component structures capture the distinct char-
acteristics of underlying application structures that determine how inside/outside
hosts interact with each other.

6.4.2 Graph Component Interpretations

Using the IP addresses, their DNS names (if known) and other exogenous infor-
mation sources (e.g., information on server Web sites), we have done extensive
investigation to interpret and validate various graph components, namely, the
inside/outside groups and their interactions. Recall that the TAGs in question are
derived from outgoing flows originating from inside hosts of our campus network
to outside hosts, where the inside hosts are “service requesters” while the outside
hosts are “service providers.” In other words, the port(s) used in identifying an
“application” appear as destination ports in the flow records only.

6.4.2.1 HTTP

Due to the dominant volume of HTTP traffic and many activities associated with
it, we observe a great variety of HTTP graph components representing different
types of HTTP interactions. In HTTP TAGs, the in-stars and out-stars together
account for 60% of all the components. The majority of the out-star structures
are rooted at popular servers belonging to Google, Yahoo, etc., and the remaining
are rooted at IP addresses belonging to CDN servers like Akamai or advertising
sites like DoubleClick. Different from the out-star structures, the in-star structures
tend to be rooted at IP addresses of NAT boxes, proxy servers and wireless access
points.
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In comparison to the star structures, the bi-mesh structures depict more sophis-
ticated interactions between groups of service requesters and service providers.
We are particularly interested in understanding the correlation of service providers
that attract clients to access them simultaneously. Based on DNS names and other
auxiliary information, we categorize various bi-mesh structures of HTTP TAGs
derived from flow datasets at different times, and present their interpretations in
Table 6.4. Because we rely heavily on external information such as DNS names,
providing interpretation for all bi-mesh structures is not always achievable. In fact,
we are able to explain 86.6% bi-mesh structures observed in an entire day. From
Table 6.4, we conclude that the majority of bi-mesh structures in HTTP TAGs are
formed due to three major reasons.

The first reason is the server farm effect (row 1), where servers belonging to
a large Web site balance the workload by serving requests in turn or by only
responding to requests for specific content. In this way, a client may establish
connections with multiple server machines to complete one access to the Web site,
and bi-mesh structures are formed by clients incidentally sharing several servers.
The second reason is correlated service providers. For example, Web sites often
collaborate with CDN providers for fast content delivery (row 2), e.g., Yahoo
with Akamai, and Facebook with Limelight Networks. As another example, Web
sites correlate with advertisement delivery networks (row 3) like DoubleClick and
Advertising.com. In both cases, when clients connect to a particular Web site, they
will be redirected to hosts in CDN network for further service or they will retrieve ad
contents from advertisement delivery networks automatically. Such server sharing
behavior also leads to bi-mesh structures.

In both of the above cases, the formation of bi-mesh structures is determined
by HTTP servers. However, the shared interest of clients is the third major cause
of bi-mesh structures. For example, in Table 6.4 row 4 to row 10, we observe
interest groups related to news, media and photo sharing, shopping and online social
networks. This suggests that clients tend to access Web sites delivering similar types
of content.

6.4.2.2 Email and DNS

We find that the Email TAG is decomposed mostly into in-stars corresponding to
Email servers of the university or several “big” departments (e.g., CS, IT, Math,
Medical School within our campus). The out-stars are mainly rooted at popular
Email servers such as Gmail. In Fig. 6.3b, one bi-mesh structure is caused by
server relays for load balancing as in the HTTP case. The other interesting bi-
mesh structure consists of inside Email servers belonging to some research labs and
smaller departments, which talk to Email servers of a few academic institutions, and
mail relays (some in Asia). We check them against DNS based blacklists, and find
that two of the addresses are blacklisted and quite a few others belong to domains
that no longer exist. Hence, we suspect that this bi-mesh may be formed due to
Email spams. The DNS TAG looks similar to the Email graph, with a large number
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Table 6.4 HTTP bi-mesh
structure categorization

Category description Examples Pct.

Server farms Lycos, Yahoo, Google 13.0
Content delivery LLNW, Akamai, 24.5

networks SAVVIS, Level3
Advertising providers DoubleClick, Advertising.com 14.8

TribalFusion
News related WashingtonPost, New York 1.6

Times, Cnet
Media and photo sharing ImageShack, tl4s2.com, 4.9

casalmedia.com
Broadcasters of news MusicMatch, Napster, BBC 3.3

and music
Job-search related monster.com, careersite.com 1.6
Online shopping related Ebay, CostCo, Walmart 3.3
Social network related FaceBook, MySpace 18.0
Blogs and review sharing LiveJournal, xpc-mii.net 1.6
Unknown - 13.4

of in-stars and out-stars rooted at DNS servers. There are three bi-meshes, where
the inside hosts consist of at least one DNS server along with a few Email servers
(including our CS mail servers). These Email servers appear to be configured either
to serve also as DNS servers, or perhaps more plausibly, to perform queries to
outside DNS servers for reverse DNS look-ups to filter non-registered spam Email
servers (as in the case of our CS Email servers).

6.4.2.3 Instant Messaging and P2P Applications

The TAGs associated with Microsoft, Yahoo and AOL messengers have similar
structures which are distinct from those of HTTP and Email. They are decomposed
into mostly small-size bi-meshes with many cross-connections between them,
indicating that members of inside groups communicate with members of multiple
outside groups. All hosts in the outside groups are associated with the same (top
two-level) domain name, meaning that these small-size bi-meshes are indeed the
effect of server relays. In contrast, P2P applications such as BitTorrent, eMule
and Gnutella contain a majority of in-star structures. A few of them are somewhat
loosely connected, indicating that the inside hosts at which the in-stars are centered
also happen to share a number of destination hosts.

6.4.3 Latent Hypergraphs and GCC Formation

The group density matrix Ĥ and the induced core latent hypergraph H capture
the (dominant) interactions among various inside/outside host groups, and shed
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Fig. 6.8 Schematic depiction of typical latent hypergraph formation

light on the formation of giant connected components of various application TAGs.
Through detailed analysis of the latent hypergraphs (and the reconstructed core
graphs) of various application TAGs using our campus flow datasets (as well as
the ISP flow datasets), we find four (inter-connection) structures that are most
prevalent in the latent hypergraph structures. Most latent hypergraphs (and the
resulting reconstructed core graphs) are formed predominantly using one or two
of such structures. In Fig. 6.8a–d, we provide a schematic depiction of these
four typical structures that inter-connect two graph components. In the figure, we
use circles and boxes to represent respectively inside hosts (service requesters or
clients) and outside hosts (service providers or servers). An edge between two hosts
indicates interactions between them (i.e., with observed flows between them). In the
following, we provide some plausible interpretations of these four structures.

• Randomly Connected Star Structure, where a hypergraph is formed by various
high degree in-stars rooted at inside hosts/clients randomly sharing leaf nodes
(outside hosts/servers). P2P TAGs usually fall into this category.

• Tree Structure, where some star roots behave like clients to connect to other
stars. This structure shows up typically in IRC, Email, and DNS TAGs. We note
that this structure does not appear in the hypergraphs of the application TAGs
derived from our campus flow datasets, due to limited visibility (namely, we
cannot observe the interactions among outside hosts); however, they do appear
in application TAGs such as IRC, Email, and DNS TAGs obtained from the ISP
flow datasets. For sake of completeness, we include this structure here.

• Pool Structure, where bi-meshs and out-stars are connected by a large number
of low degree inside hosts/clients randomly communicating with the outside
hosts/servers within these components. In addition, all the outside hosts/servers
within these components share either the same (top two-level) domain name,
or if their addresses are not DNS-resolvable, are associated with the same
organization (based on the autonomous system number (ASN) using BGP routing
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data look-up). This seems to suggest that the pool structure is likely caused by
server relays. Many application TAGs such as messengers and online games
contain this type of structure.

• Correlated Pool Structure, where multiple pool structures are connected by mul-
tiple inside host/clients communicating with a number of outside hosts/servers in
different pools. HTTP TAGs are a typical example of this category. For example,
CDNs or on-line ad service networks form multiple pool structures, as they
provide service to a large number of (sometimes unrelated) Web sites. Inside
hosts/clients belonging to different groups that are accessing these Web sites will
also access the corresponding CDNs or ad service networks, thus interconnecting
multiple graph components.

6.4.3.1 Overall Summary

By decomposing various applications TAGs into significant graph components and
core latent hypergraphs that are more amenable to analysis and interpretation, our
tNMF-based TAG decomposition method provides a powerful and valuable tool to
characterize, classify and understand the structural properties of large, sparse, yet
richly connected TAGs that otherwise seem too complex to comprehend. Further,
it reveals the underlying application structures that determine how users access
services or interact with each other, and sheds light on the formation of such
large and complex graphs. Based on our analysis of “canonical” graph components
and latent hypergraph structures, we summarize that: (1) For certain application
TAGs such as Email, DNS and certain P2P applications, their main structures
and rich connectivity can be decomposed into and captured by graph component
structures with a diversity of “local” structures, some are simple (e.g., in-/out-star
structures), others are complex (e.g., bi-mesh structures), which are inter-connected
with relatively simple “global” structure, e.g., random star or tree structures; (2)
However, for other applications such as online chat and game applications, the main
structures and rich connectivity may be decomposed into and represented by the
significant interactions (e.g., pool structures) of relatively simple graph component
structures (e.g., mostly star-structures). For yet other applications (such as HTTP or
Web), it is a combination of both components that contribute to their main structures
and rich connectivity, for example, bi-mesh star structured graph components are
inter-connected via correlated pool structures to form larger and more complex
clusters, which may be then interconnected through random star structures. The
structural complexity of HTTP or Web TAGs may not be too surprising in light
that Web applications have evolved from the early simple client/server structure to
today’s “Web 2.0” driven by CDNs, search engines, on-line ad services, and Web
services based on data centers and service-oriented architecture, forming a truly
complex, dynamic, and inter-weaving Web.
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6.5 Evolution of TAGs

In the previous sections, we have studied the structural properties of various
application TAGs as static objects: they are constructed by considering flows
associated with an application of interest accumulated during a certain time window.
Clearly, traffic activities are dynamic; hence the resulting TAGs evolve over time. In
this section we investigate the temporal properties of TAGs. Due to their prevalence
and the rich structures, we use HTTP TAGs as an example to study the evolution of
TAGs over time.

6.5.1 Metrics for Similarity Comparison

We take a one-day NetFlow dataset of our campus network and partition it into
20-min intervals (72 in total). We construct a sequence of HTTP TAGs, Gt , 1 ≤
t ≤ 72, using the first 10,000 unique (outgoing) HTTP flows (with destination
ports 80 or 443) observed during each time interval, and study their evolution over
time. Intuitively, we would expect that for inside/outside host groups that represent
dominant and frequent interaction patterns, while their individual members (in
particular, inside hosts or clients) are likely to fluctuate and vary over time, the
corresponding graph components as well as the core latent graph structures should
stay fairly stable most of time. To compare the decomposition results (thereby
the inside/outside host groups and their interaction structures) derived from HTTP
TAGs over time, we first introduce a few metrics.

Let Cs = {Cs
i } and Ct = {Ct

j} be the sets of significant graph components
extracted from TAGs Gs and Gt , s < t. Due to the dynamics of traffic activities
and evolution of inherent “host community” structures (e.g., new members joining
and old members leaving) as well as the artifact of the decomposition results,
there is not necessarily a one-to-one correspondence between graph components
in Cs and Ct . For example, a graph component in Cs may be split or merged
with other components in Ct . In order to track the change of a particular graph
component Cs

i ∈ Cs from time s to time t, we need to identify its (most likely)
counterpart Ct

j ∈Ct . We adopt a simple “best-effort” matching algorithm as follows.
Let sim(Cs

i ,C
t
j) denote an appropriately defined similarity metric for comparing

components Cs
i and Ct

j at time intervals s and t. For each Cs
p, we say Ct

q is its
counterpart (i.e., its “best match”) if q = argmax j sim(Cs

p,C
t
j) and sim(Cs

p,C
t
q)≥ η ,

where η > 0 is a pre-defined similarity threshold. If no such Ct
q is found, then Cs

p
has no best match or counterpart at time interval t.

We introduce three similarity metrics to capture various relationships between
two graph components (or their corresponding inside/outside host groups) over time.
The host-level similarity (simh) is defined as the percentage of (inside or outside)
hosts that Cs

i and Ct
j share in common, i.e., simh(Cs

i ,C
t
j) := |Cs

i ∩Ct
j |/|Cs

i ∪Ct
j|. The

domain similarity (simd) is defined as the percentage of hosts in two components



6 Application Traffic Activity Graph Analysis 187

10 20 30 40 50 60 70
0

10

20

30

40

50

60

70

80

Time intervals (20 minutes)

C
ou

nt

Latent graph components
Outside host groups
Inside host groups

Number of latent components at
different time intervals

5 10 15 20 25 30 35 40

0

0.2

0.4

0.6

0.8

1

Component index

S
im

ila
rit

y

Remote AS

Remote DNS

Remote IP

Local IP

Similarity of latent components
at 6:40 pm and 7:00 pm

10 20 30 40 50 60 70
0

0.2

0.4

0.6

0.8

1

Lifetime (20−minute intervals)

C
D

F

η = 1
η > 0.9
η > 0.8
η > 0.7

Lifetime of latent components

0 10 20 30 40 50 60 70
0

0.2

0.4

0.6

0.8

1

Time intervals (0 − 70)

S
im

ila
rit

y

Average domain similarities at
different times

a b

c d

Fig. 6.9 Evolution of HTTP TAGs

that share the same domain name suffix (the top 3-level domain names for an address
ending with country code and top 2-level domain names otherwise). Likewise,
the AS similarity (simas) is defined as the percentage of hosts in two components
that belong to the same AS. All three similarity metrics range between 0 and 1,
with 1 indicating exactly identical components at the corresponding similarity level.
Obviously, all inside hosts (local IPs) have the same domain name suffix and
belong to the same AS owned by the university. Hence, the last two similarity
metrics are only useful in quantifying the similarity of outside host (remote IP)
groups. However, the host-level similarity metric can be applied to both the inside
and outside host groups associated with various graph components, yielding two
similarity measures, one for the inside host (local IP) groups and one for the outside
host (remote IP) groups.

Applying the tNMF decomposition to the HTTP TAGs Gt , 1 ≤ t ≤ 72, we obtain
the graph components of each TAG. Figure 6.9a displays the number of resulting
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graph components as well as the number of associated inside/outside host groups as
a function of time, where t = 0 corresponds to the first 20 min in the 0th hour of the
day. The figure shows that the number of graph components fluctuates and evolves
over time. In particular, compared to business hours, the number of components
during the wee hours of the morning tends to fluctuate more widely and are thus less
stable. Using the similarity metrics defined above, we apply the best-effort matching
algorithm to the graph components of two consecutive HTTP TAGs at 6:40 pm
and at 7:00 pm, and find their best matches (for the purpose of exposition, we set
η = 0). Figure 6.9b shows the similarity scores of the graph components and their
best matches, where the curves labeled “local IP” and “remote IP” are the host-level
similarity scores of inside and outside host groups, respectively, while those labeled
“remote DNS” and “remote AS” are the domain and AS similarity scores of outside
host groups.

From Fig. 6.9b we see that the membership (generally clients) of inside host
groups typically change frequently over time (all host similarities are equal to 0),
which is not surprising. Outside hosts exhibit similar variability as that of inside
hosts. However, because some of these outside hosts represent gateways (such as
Facebook and Myspace), their similarity values are not as low as that of the inside
hosts. Further, we notice that for most outside host groups, the new outside hosts
tend to belong to the same domain or AS, indicating they provide the same/similar
services or function in similar roles as before. Hence, for the HTTP TAGs derived
from our campus network flow datasets, the outside host groups are good indicators
for tracking the evolution of graph components over time. In addition, the two curves
for the domain and AS similarity metrics are quite similar. We notice that for one of
the domain name groups, the similarity values are close to zero while AS similarity
is quite high (simas = 0.65). By investigating these domain names, we find that they
indeed belong to the same AS, but are associated with different domain names, such
as questionmarket.com and Advertising.com.

In the following we will use the domain similarity metric to study the temporal
stability of graph components over time.

6.5.2 Temporal Stability of Graph Components

Given a graph component Ct
p observed during the time interval t, we say that it also

appears at time s, s �= t and 1 ≤ s ≤ 72, if its best match is Cs
q at time interval s such

that simd(Ct
p,C

s
q)≥ η . (Note that the domain similarity of two graph components is

determined solely by the domain similarity of their associated outside host groups.)
We define the lifetime of a graph component C as the number of time intervals that
C appears in. With η ranging from 0.7 to 1, Fig. 6.9c plots the corresponding CDF
of the lifetimes of various graph components observed during a one-day period. We
see that even with η = 1, a few graph components appear in more than 65 time
intervals, and with η = 0.9, about 10% of graph components appear in all 72 time



6 Application Traffic Activity Graph Analysis 189

intervals (whole day). Using η = 0.9, we say a graph component is persistent if it
has a lifetime more than 6 h (i.e., if it appears in at least 18 time intervals), otherwise
it is referred to as transient.

Using the domain names of the outside host groups, we examine what constitutes
the majority of persistent graph components. We find that a majority of them are
associated with popular Web sites/services such as Google, Yahoo, Facebook as
well as CDNs such as LimeLight Network (LLNW) and Akamai, where the outside
host groups represent part of the server farms. Some of these persistent components
contain also “correlated” servers/services, e.g., Yahoo, DoubleClick and LLNW.
A few persistent components also represent groups of related Web sites such as
dictionary.com, thesaurus.com, and lexico.com, or govideocodes.com (video site)
and photobucket.com, which appear to represent user interests. In other words,
inside hosts that access one site are also likely to access the other sites in the (outside
host) group. In contrast, most transient components seem to represent correlated
Web sites, services and outside hosts that reflect user interests, some of which appear
in multiple time intervals during the day, while others only appear in a short period
of the day. In addition to some examples listed in Table 6.4, other examples include
cnet (software news voice broadcast), onvoy (voice services) and apple.com; music
services including musicmatch, napster, moontaxi, and live365; or travel-related
services grandex.com and weather.com.

Furthermore, there is an implicit correlation between the “cohesiveness” of graph
components and user interests and activities during different time periods of the day.
In Fig. 6.9d, we plot the average of the (domain) similarities between the graph
components observed at time interval t with their “best matches” at t + 1 (η = 0 is
used for this purpose) as a function t. We see that between midnight and 2 am or so
(t = 0 to t = 8), the average similarities of the graph components are generally
higher than other times. We find that an overwhelming majority of the graph
components that appear during these periods, are associated with popular media
sharing sites and other common Web services such as Google, Yahoo, Microsoft,
and AOL. Examining the inside hosts associated with these graph components reveal
that most of them come from the residential hall subnets. Thus, graph components
during these time periods reflect activities and interests of residential hall students.
During the business hours and evening (t = 30− 60), many graph components are
associated with common Web services, e.g., news, weather, etc., which appear to
reflect dominant interests of users during those periods. On the other hand, during
the wee hours of the morning, the traffic activities are much lower, and graph
components appear to be more mixed: more (outside) service groups show up,
each attracting roughly similar number of users (inside hosts), without any type of
services dominating. The inside hosts associated with these graph components are
also more diverse, including hosts in residential subnets, departmental machines,
mail servers and other servers that appear to be running automated and scheduled
processes, and the corresponding outside hosts vary from academic institutions to
news sites and government agencies. Because traffic activities are less intense and
more diverse, the graph components extracted by the tNMF method tend to be less
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cohesive, resulting in lower similarities among the graph components during two
consecutive time periods. This also helps explain why we see a large number of
graph components appearing during some of these time periods and they also tend
to be less stable (see Fig. 6.9a).

6.6 Applications

In previous sections, we have analyzed the typical structures of (significant) graph
components and (core) latent hypergraphs produced by our tNMF-based TAG
decomposition method, as well as how they evolve over time. In this section, we
demonstrate how these analyses of graph components and hypergraph structures
can be employed to identify, classify and understand “unknown” applications and
their structures by using two examples.

The tNMF-based graph decomposition method not only helps us understand
the structural properties of application TAGs associated with known applications
(or service ports), but these structural properties can also be applied to facilitate
“unknown” application identification as well as to analyze “anomalous” behaviors
in known/unknown application TAGs. We briefly illustrate these two applications of
the tNMF method via two examples.

6.6.1 Analysis of UDP Port 4000 Traffic

As an example of “unknown” application identification, we apply the tNMF method
to the TAG formed by outgoing flows towards UDP port 4000 (i.e., as the destination
port in the flows) within a certain time window in our campus flow datasets.
Given limited information of application(s) running on port 4000, we decompose
the TAG and analyze the structures of the resulting graph components and latent
hypergraphs. Figure 14.1a shows the size of extracted graph components, which
contains 13 bi-meshs, 2 in-stars and 15 out-stars (some are overlapping in the
figure). These components are connected to form an approximate pool structure.
Further investigation shows these destination IP addresses belong to the same AS
in China, indicating this TAG is likely associated with a messenger or game type
of application. Googling these destination addresses reveals that they are associated
with a messenger software (OICQ) that mainly uses UDP 4000 as the service port.

6.6.2 Analysis of Storm Worm Traffic

Storm worm is now a notorious and well-studied giant botnet in which bots
communicate with each other through a P2P network (Overnet). It first appeared
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Fig. 6.10 Example applications using tNMF

in late 2006 or early 2007. The ISP flow datasets were collected in early summer of
2007, during which the Storm worm is known to be highly active. As an example
to illustrate the utility of the tNMF method, we apply it to analyze the structural
properties of Storm worm TAGs and investigate how they may deviate from those
of “normal” P2P applications. For this purpose, we have obtained a list of “known”
bot addresses culled from the P2P queries to/from a Storm worm bot captured
in a honeynet, and used this list to extract all flows in the ISP flow datasets that
contain the IP addresses (either as source or destination) on the list. Note that unlike
application TAGs discussed earlier, here, we ignore the port information when
extracting the flowset. We construct two TAGs7 from the resulting flow set: one
TAG is constructed using flows containing both source and destination IP addresses
on the list, thus it represents the communications among bots themselves (referred to
as “worm traffic” in Fig. 14.1b); the other TAG is constructed using flows between
bots (i.e., those IP addresses on the list) and “non-bot” hosts (IP addresses not on
the list), thus it represents the communications between bots and non-bots (referred
to as “other traffic” in Fig. 14.1b).

Applying the tNMF method to these two TAGs associated with the Storm
worm, we obtain the graph components which are shown in Fig. 14.1b. The “bot
communication” TAG contains 8 bi-meshs out of 22 components (“o” points in the
figure). The more common appearance of bi-mesh structures distinguishes it from
other “normal” P2P networks where only randomly connected in-star structures

7In the first (Storm worm communication) TAG, we construct a bipartite graph by putting source
IP addresses on one side (rows in the adjaceny matrix) and destination IP addresses on the other
side (columns in the adjaceny matrix). The resulting graph is not strictly bipartite, but nearly so,
as there are only 10 (0.1%) IP addresses that appear as both source and destination in the flows. In
the second (bots communicating with non-bots) TAG, a bipartite graph is constructed with bot IP
addresses on one side and non-bot IP addresses on the other side.
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are observed8. This indicates that the Storm worm bots tend to communicate more
frequently with each other than peers in other “normal” P2P applications. We pro-
vide one plausible explanation for this structural difference or anomaly: the Storm
worm botnet has a hierarchical structure (see [23]), where bots acquire commands
from the botmaster through a set of supernodes. The role of the P2P communications
between Storm worm bots is to query for the addresses of the supernodes. Hence,
the bi-meshes are likely due to the bots periodically sending queries to a few bots
that store the addresses of the supernodes. In other words, the P2P communications
in the Storm worm botnet are of certain mutual interest. This is in contrast to the
host behaviors in most “normal” P2P applications, where users search for and share
content in a “random” fashion. The “bots communicating with non-bots” TAG (“+”
points in Fig. 14.1b) also contains a significant percentage of bi-mesh structures
(7/20). Examining the DNS names and other relevant information (e.g., via Google)
associated with non-bot IP addresses and ports used in the communication, we find
many of the non-bots are (or function as) mail or http servers (perhaps functioning as
distributed supernodes to provide proxies for communication between bots and the
botmaster). The large number of bi-mesh structures reveals that Storm worm bots
tend to exhibit somewhat correlated behaviors, either “collaborating” in accessing
mail relays or http servers, or engaging in other “coordinated” malicious activities.
Most of the communications with non-bot hosts seem to be Email spam activities.

6.7 Related Work

Analysis of complex network graphs has recently received considerable attention
in the literature, mostly due to the success of online social network applications.
Many approaches have been proposed to help directly visualize complex graphs,
e.g., [28] and [26]. These methods enable us to directly visualize and understand
complex graphs, however, they do not provide us a way to characterize and quantify
different graphs.

Among various properties of complex network graphs, the community structures
attract the majority of interests. Newman [20] surveyed widely applied methods in
physics and social sciences to extract community structures from complex graphs.
Recently, a lot of work in computer science focuses on analyzing community
structures from Web data [6] and social network data [15]. Nonnegative matrix
factorization algorithms are closely related to these algorithms [5, 16]. In recent
years, NMF algorithms have been applied for identifying communities in large
complex graphs and demonstrate superior results over other well-known community
detection algorithms [22, 25].

8That bi-mesh structures are generally rare in “normal” P2P TAGs is likely due to the random peer
selection method used by many P2P applications. Hence, the probability of two P2P hosts sharing
many peers repeatedly is typically very small in a short time window.
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One related work on host-level communities is in [18], where historical com-
munication patterns are used as “normal” profiles for preventing propagation
of malwares/worms. In contrast, we are not only interested in characterizing
application specific communication patterns, but also explain the formation of these
communities.

Our work is also related to other matrix factorization algorithms which can
potentially provide graph partitioning or co-clustering results. For example, the
SVD-based spectral graph partitioning algorithm, introduced in [3], has been proved
to provide optimal bi-partitioning. However, the assumption of diagonal Σ matrix
forces each inside host group to only communicate with one outside group, which
does not describe the rich interactions among host groups. In addition, information-
theoretic co-clustering methods perform simultaneous clustering over rows and
columns of a specific matrix. For example, [4] obtains such co-clustering by
minimizing the loss of mutual information between a low-rank approximation and
the original matrix, while [1] achieves this goal by minimizing the codelength for the
original matrix after rotating its rows and columns. In the scenario of traffic activity
graphs in this chapter, we are interested in identifying and interpreting the “core”
community structures or densely connected subgraphs. The edges not belonging to
these core communities are considered as noise and are expected to be filtered by
the decomposition algorithm. The tNMF algorithm fulfills this task by enforcing
that each host only belongs to one particular community through the orthogonality
constraint, and relax this rigorous orthogonality constraint slightly during the
optimization process (see [5] for details). In this way, the noise (i.e., the hosts
across multiple communities) after factorization are associated with lower weights
and hence can be easily filtered by the group membership assignment process.

6.8 Conclusions

In this chapter, we have studied the network traffic behaviors using traffic activity
graphs (TAGs) associated with various types of communications. These TAGs
are large, sparse, seemingly complex and richly connected, making them hard to
visualize and comprehend as a whole. Based on the observation of prevalent block
structures in such TAGs, we proposed the tNMF method for decomposing TAGs,
and devised a systematic method for extracting the dominant substructures and
characterizing their structural properties. We applied our method to various applica-
tion TAGs derived from our campus NetFlow datasets such as HTTP, Email, DNS,
various chat, P2P, and online gaming applications. Through extensive experimental
analyses, we demonstrated that the tNMF graph decomposition method provides
an easy-to-understand, interpretable and quantifiable means to characterize and
quantify the key structural properties of various TAGs as well as to study their
formation and evolution. As examples to illustrate the utility of the proposed tNMF
method, we also briefly touched on how they can be used for unknown application
identification and anomalous traffic activity detection.



194 Y. Jin et al.

References

1. Chakrabarti, D., Papadimitriou, S., Modha, D., Faloutsos, C.: Fully automatic cross-
associations. In: Proc. of ACM KDD (2004)

2. Chung, F., Lu, L.: Connected components in random graphs with given expected degree
sequences. Annals of Combinatorics 6, 125–145 (2002)

3. Dhillon, I.: Co-clustering documents and words using bipartite spectral graph partitioning.
In: Proc. of KDD (2001)

4. Dhillon, I., Mallela, S., Modha, D.: Information-theoretic co-clustering. In: Proc. of ACM
KDD (2003)

5. Ding, C., Li, T., Peng, W., Park, H.: Orthogonal nonnegative matrix t-factorizations for
clustering. In: Proc. of ACM KDD (2006)

6. Dourisboure, Y., Geraci, F., Pellegrini, M.: Extraction and classification of dense communities
in the web. In: Proc. of WWW (2007)

7. Iliofotou, M., Pappu, P., Faloutsos, M., Mitzenmacher, M., Singh, S., Varghese, G.: Network
monitoring using traffic dispersion graphs (tdgs). In: Proc. of ACM IMC (2007)

8. K. Xu, Z.-L. Zhang and S. Bhattacharyya: Profiling Internet backbone traffic: behavior models
and applications. In: Proc. of ACM SIGCOMM (2005)

9. Karagiannis, T., Broido, A., Faloutsos, M., claffy, K.: Transport layer identification of p2p
traffic. In: Proc. of ACM IMC (2004)

10. Kim, H., Park, H.: Extracting unrecognized gene relationships from the biomedical literature
via matrix factorizations using a priori knowledge of gene relationships. In: Proc. of ACM
TMBIO (2006)

11. Lakhina, A., Crovella, M., Diot, C.: Characterization of network-wide anomalies in traffic
flows. In: Proc. of ACM IMC (2004)

12. Lakhina, A., Papagiannaki, K., Crovella, M., Diot, C., Kolaczyk, E., Taft, N.: Structural
analysis of network traffic flows. In: Proc. of ACM SIGMETRICS (2004)

13. Lee, D., Seung, H.: Learning the parts of objects. by non-negative matrix factorization.
In: Nature (1999)

14. Lee, D., Seung, H.: Algorithms for non-negative matrix factorization. In: Proc. of NIPS (2000)
15. Leskovec, J., Lang, K., Dasgupta, A., Mahoney, M.: Statistical properties of community

structure in large social and information networks. In: Proc. of WWW (2008)
16. Li, T.: Clustering based on matrix approximation: a unifying view. Knowl. Inf. Syst. 17, 1–15

(2008)
17. Li, T., Ding, C.: The relationships among various nonnegative matrix factorization methods for

clustering. In: Proc. of IEEE ICDM (2006)
18. McDaniel, P., Sen, S., Spatscheck, O., der Merwe, J.V., Aiello, B., Kalmanek, C.: Enterprise

security: a community of interest based approach. In: Proc. of NDSS (2006)
19. Moore, A., Zuev, D.: Internet traffic classification using bayesian analysis techniques. In: Proc.

of ACM SIGMETRICS (2005)
20. Newman, M.E.J.: Detecting community structure in networks. In: Eur. Phys. J. B 38, 321-330

(2004)
21. Newsome, J., Karp, B., Song, D.: Polygraph: automatically generating signatures for polymor-

phic worms. Proc. of Security and Privacy, IEEE Symposium (2005)
22. Psorakis, I., Roberts, S., Sheldon, B.: Efficient bayesian community detection using non-

negative matrix factorisation (2010)
23. Stewart, J.: Inside the storm: Protocols and encryption of the storm botnet. http://www.

blackhat.com/presentations/bh-usa-08/Stewart/BH US 08 Stewart Protocols of the Storm.
pdf

24. T. Karagiannis, K. Papagiannaki and M. Faloutsos: BLINC: Multilevel traffic classification in
the dark. In: Proc. of ACM SIGCOMM (2005)

25. Wang, F., Li, T., Wang, X., Zhu, S., Ding, C.: Community discovery using nonnegative matrix
factorization. Data Mining and Knowledge Discovery (2010)

http://www.blackhat.com/presentations/bh-usa-08/Stewart/BH_US_08_Stewart_Protocols_of_the_Storm.pdf
http://www.blackhat.com/presentations/bh-usa-08/Stewart/BH_US_08_Stewart_Protocols_of_the_Storm.pdf
http://www.blackhat.com/presentations/bh-usa-08/Stewart/BH_US_08_Stewart_Protocols_of_the_Storm.pdf


6 Application Traffic Activity Graph Analysis 195

26. X. Yang and S. Asur and S. Parthasarathy and S. Mehta: A visual-analytic toolkit for dynamic
interaction graphs. In: Proc. of ACM SIGKDD (2008)

27. Xu, W., Liu, X., Gong, Y.: Document clustering based on non-negative matrix factorization.
In: Proc. of SIGIR (2003)

28. Y. Jia and J. Hoberock and M. Garland and J. Hart: On the visualization of social and other
scale-free networks. In: Proc. of IEEE InfoVis (2008)

29. Zhang, Y., Singh, S., Sen, S., Duffield, N., Lund, C.: Online identification of hierarchical heavy
hitters: algorithms, evaluation, and applications. In: Proc. of ACM IMC (2004)



Chapter 7
Localized Bridging Centrality

Soumendra Nanda and David Kotz

Abstract Centrality is a concept often used in social network analysis (SNA) to
study different properties of networks that are modeled as graphs. Bridging nodes
are strategically important nodes in a network graph that are located in between
highly-connected regions. We developed a new centrality metric called Localized
Bridging Centrality (LBC) to allow a user to identify and rank bridging nodes. LBC
is a distributed variant of the Bridging Centrality (BC) metric and both these metrics
are used to identify and rank bridging nodes. LBC is capable of identifying bridging
nodes with an accuracy comparable to that of the BC metric for most networks,
but is an order of magnitude less computationally expensive. As the name suggests,
we use only local information from surrounding nodes to compute the LBC metric.
Thus, our LBC metric is more suitable for distributed or parallel computation than
the BC metric. We applied our LBC metric on several examples, including a real
wireless mesh network. Our results indicate that the LBC metric is as powerful
as the BC metric at identifying bridging nodes. We recently designed a new SNA
metric that is also suitable for use in wireless mesh networks: the Localized Load-
aware Bridging Centrality (LLBC) metric. The LLBC metric improves upon LBC
by detecting critical bridging nodes while taking into account the actual traffic flows
present in a communications network. We developed the SNA Plugin (SNAP) for
the Optimized Link State Routing (OLSR) protocol to study the potential use of
LBC and LLBC in improving multicast communications and our initial results are
promising. In this chapter, we present an introduction to SNA centrality metrics with
a focus on our contributed metrics: LBC and LLBC. We also present some initial
results from applying our metrics in real and emulated wireless mesh networks.
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7.1 Introduction

Wireless mesh networks are an emerging type of wireless network technology
that are related to mobile ad hoc networks (MANETs). They are used to provide
network access to wireless clients (such as laptops for e.g.), but unlike cellular
wireless networks (where cell towers communicate with each other through a wired
backbone), the mesh nodes communicate with each other through wireless channels
and in a distributed and decentralized manner with the help of a MANET routing
protocol. Optimized Link State Routing (OLSR) [16] is one such MANET routing
protocol, but there are hundreds of others in the literature that could be used for mesh
networks. Most wireless networks are represented as graphs with the mesh nodes as
vertices and with the links between neighboring nodes as edges. Link quality values
are often used as weights on these edges.

During the course of a PhD dissertation at Dartmouth College in Hanover, NH,
we developed a new distributed management system for wireless mesh networks,
called Mesh-Mon, that can help a team of system administrators (sysadmins)
manage a stationary or mobile wireless mesh network [18, 20]. Mesh-Mon is
designed to provide scalable monitoring of large unplanned wireless mesh networks,
by allowing mesh nodes to cooperate locally to monitor each other and detect faults
and anomalies in a decentralized manner. Most traditional network analysis tools
for computer networks are centralized in nature. To complement the distributed
nature of mesh networks and of our management platform, we sought to develop
new distributed metrics and tools that may assist in network analysis and could
enhance the design of future network routing protocols.

We provide below a list of questions asked from a sysadmin’s point of view, that
we initially set out to answer and consider relevant to mesh networks:

1. Which nodes should the system administrator be most concerned about from
a robustness point of view? That is, the loss of which nodes would have a
significant impact on the connectivity of the network?

2. How many nodes can fail before the network is partitioned into multiple parts?
3. Which nodes are the most “important” in the network?
4. If the sysadmin could or should add or move a node to enhance the network,

which one should it be?
5. Similarly, if the sysadmin had to update a subset of nodes and reboot them, in

which order should the update be performed in?

A sysadmin is generally concerned about which nodes are more “critical” and
require more scrutiny in the network. One technique to identify the nodes that
are critical from a network topology management perspective is to identify all
“articulation points” and “bridges” in the network, since, upon failure, these nodes
will partition a network [10, 24]. When applied to wireless mesh networks, in our
experience, we found that articulation points are rare in practice in mesh topologies
(unless the network is sparse and weakly connected). Thus, this technique is less
helpful when applied in the analysis of mesh networks. Furthermore, Depth First
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Search (DFS) of the entire network is an essential computational step and it can
only be implemented efficiently in a centralized manner.

While most network management issues are absolute in nature (such as dealing
with faulty hardware or incorrectly configured devices), there are many situations
when relative management decisions must be made. For example, consider the
following questions: If the system administrator had to update a subset of nodes
sequentially, then in which order should he or she perform the update? or Which
nodes are the most and least “important” in my network?

Centrality is a concept often used in social network analysis (SNA) to study
relative properties of social networks. These social networks are typically modeled
as graphs. Our approach is to apply techniques adapted from SNA to answer
relativistic questions. In a wireless mesh network context, a system administrator
should pay attention to “bridging nodes” since they are important from a robustness
perspective (as they help bridge connected components together) and their failure
will increase the risk of network partitions.

This chapter provides an introduction to centrality metrics used in social network
analysis and describes some of our own recently published contributions: the
development and evaluation of two new SNA-based centrality metrics: the Local-
ized Load-aware Bridging Centrality (LLBC) metric, and the Localized Bridging
Centrality (LBC) metric [18–21]. Our second contribution is the development of an
OLSR plugin to study the applicability of LBC, LLBC and EigenVector Centrality
(EVC) in mobile networks and evaluation via simulations in an emulated 802.11
environment using the Extendable Mobile Ad-hoc Emulator (EMANE) by CenGen
Inc [8]. Both LLBC and LBC provide functionality that is comparable to or better
than the Bridging Centrality (BC) metric [15] at identifying bridging nodes, yet can
be calculated quickly and in a distributed manner. BC is calculated in a centralized
manner using the entire network graph and has an order of magnitude higher
computational complexity. To calculate its own LBC value, each node only needs to
know its 1-hop neighbor set and the degree of each of its neighbors. Additionally,
for LLBC calculations, each node only requires the aggregate traffic summary of its
direct neighbors.

7.2 Social-Network Analysis

Our initial motivation for this work was to discover metrics and develop tools
that can help a system administrator manage a wireless mesh network or would
allow an automated management system understand the state of a network. We use
“centrality” metrics from social-network analysis to study the roles of individual
nodes in the network and the relationship of these nodes to their neighbors. Social-
network analysis is normally applied to the study of social networks of people
and organizations. In our domain, we are interested in the positions and roles
of individual mesh nodes and the relationships between them, which like social
networks are often represented as graphs.
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Many social-network analysis techniques and metrics are based on graph theory.
Humans tend to form clusters of communities within social networks. Similarly,
mesh networks may have a complex network structure with groups of nodes that
share a common relationship or structure that is worth identifying. Although we
refer to wireless mesh networks as our primary domain for the application of our
techniques, they are general enough to apply to other domains that use graphs to
represent complex networks.

The connectivity relationship between different mesh nodes can be characterized
in many different ways, such as direct or indirect, and weak or strong. The position
a node occupies in a network can play a role in the node’s ability to control or
impact the flow of information in the network. Centrality indices help characterize
the position of a node in different ways.

The most common centrality metrics used in social network analysis are degree
centrality, closeness centrality, eigenvector centrality (EVC) [2] and sociocentric
betweenness centrality [13]. Several other definitions of centrality measures exist.
A popular software package for experimenting with Social Network Analysis
metrics is provided by Analytic Tech [5], but there are many other tools available.
We focus on sociocentric betweenness centrality and use it to develop our own
centrality measures later in this text.

We believe that techniques borrowed and enhanced from the domain of social
network analysis can help in providing answers to some of the questions we
pose. We aim to use “centrality” metrics from social-network analysis to study
the roles of individual nodes in the network and the relationship of these nodes to
their neighbors. Social-network analysis is normally applied to the study of social
networks of actors, usually people and their relationships with other people. In our
domain, we are interested in the positions and roles of individual mesh nodes and
the relationships between them.

7.2.1 Degree Centrality

One simple way to characterize an individual node in a topological graph is by
its degree. The degree of a node in a graph in the mesh context is the number
of links the node shares with its neighbors and which are available for routing
purposes. A well-connected mesh network is a healthy network. If a node has many
neighbors then the failure of a single neighbor should not affect the routing health
of the regional network adversely. A node with a high degree can be considered as
being well connected and a node with a relatively low degree can be considered
weakly connected. The degree of an individual node and the minimum, maximum
and average degree over all the nodes are standard characterization metrics in graph
theory.

If the global topology is available at a central location, then all the nodes can
be quickly ranked according to their degree. However, this degree-based ranking
does not convey a good picture of the nature of connectivity in the network since
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Fig. 7.1 Limitations of
degree centrality. Note that
nodes A and B each have
degree 5 but are likely to have
different impact on a
network. (Adapted from [1])

all links are rarely identical. For instance, different links may have varying capacity
levels and different latencies. In addition, the existence of neighbor links and their
respective qualities fluctuate over time. In a wireless network, a link with a poor-
quality connection has lower effective capacity and a link using a lower bit-rate
may have a higher latency (Fig. 7.1).

Furthermore, two nodes may have the same degree, but they may have very
different characteristics due to their relative positions [1]. There are other centrality
metrics, such as eigenvector centrality, that can help distinguish between nodes
A and B that have the same degree centrality.

7.2.2 Eigenvector Centrality

Eigenvector Centrality (EVC) is a concept often used in social-network analysis and
was first proposed by Bonacich [2,3]. Eigenvector Centrality is defined in a circular
manner. The centrality of a node is proportional to the sum of the centrality values
of all its neighboring nodes. In the social-network context, an important node (or
person) is characterized by its connectivity to other important nodes (or people).
A node with a high centrality value is a well-connected node and has a dominant
influence on the surrounding network. Similarly, nodes with low centrality values
are less similar to the majority of nodes in the topology and may exhibit similar
characteristics and behavior and share common weaknesses. Google uses a similar
centrality ranking technique (called Pagerank) to rank the relevance of hyper-linked
pages in search results [7].

Eigenvector centrality is calculated using the adjacency matrix to find central
nodes in the network. Let vi be the ith element of the vector v, representing the
centrality measure of node i, where N(i) is the set of neighbors of node i and let A be
the n× n adjacency matrix of the undirected network graph. Eigenvector centrality
is defined using the following formulas:

vi ∝ ∑
j∈N(i)

v j (7.1)
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which can be rewritten as

vi ∝
n

∑
j=1

Ai jv j (7.2)

which can be rewritten in the form

Av = λv (7.3)

Since A is an n x n matrix, it has n eigenvectors (one for each node in the
network) and n corresponding eigenvalues. One way to compute the eigenvalues
of a square matrix is to find the roots of the characteristic polynomial of the
matrix. It is important to use symmetric positive real values in the matrix used for
calculations [4].

The principle eigenvector is the eigenvector with the highest eigenvalue. The
principle eigenvector is recommended for use in rank calculations [2]. After the
principle eigenvector is found, its entries are sorted from highest to lowest values to
determine a ranking of nodes. The most central node has the highest rank and most
peripheral node has the lowest rank.

This metric is often used in the study of the spread of epidemics in human
networks. In the mesh context, a node with a high eigenvector centrality represents
a strongly connected node. A worm or virus propagated from the most central node
could spread to all reachable nodes in the most efficient manner as opposed to one
that was spreading from a node on the extreme periphery. Thus, the central node is
a prime target for preventive inoculation or for prioritized software update.

In any network, and especially in an ad hoc or mesh network where nodes must
cooperate with each other to route packets, the connectivity of a node depends on
the connectivity of its neighbors and EVC can help capture this property. The main
drawback of eigenvector centrality is that it can only be calculated in a centralized
manner.

7.2.3 Sociocentric Betweenness Centrality

The betweenness centrality of a node is calculated as the fraction of shortest
paths between all node pairs that pass through a node of interest. A node with
a high betweenness centrality value is more likely to be located on the shortest
paths between multiple node pairs in the network, and thus more information flow
must travel through that node (assuming a uniform distribution of information
across node pairs). Since all pairs of shortest paths must be computed, the time
complexity is θ (n3), where n is the number of nodes in the entire network. Brandes
presents a fast technique to compute betweenness centrality that runs in O(VE) time
and uses O(V +E) space for undirected unweighted graphs with V nodes and E
edges [6].
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7.2.4 Egocentric Betweenness Centrality

A more computationally efficient approach is to calculate betweenness on the
“egocentric” (or ego) network, rather than the global network topology. In social
networks, an egocentric network is defined as network of a single actor (or node)
together with the actors (also referred to as alter-egos) that this actor are directly
connected to, that is, the node’s neighbors in the graph and all the corresponding
links between these nodes. For application in wireless networks, the ego network is
exactly the same as the 1-hop adjacency matrix representation of the connectivity
graph centred around any given node of interest.

Thus, for wireless mesh networks we calculate egocentric betweenness on the
one-hop adjacency matrix of a node and not the entire network (as would be the
case for calculating betweenness in the sociocentric betweenness metric). This
egocentric betweenness metric can be calculated in a fully distributed manner and
the computational complexity is θ (k2) where k is size of the 1-hop neighborhood
and thus this computation is one order of magnitude faster than computing the global
betweenness centrality score.

Sociocentric betweenness centrality is a key component of the bridging centrality
metric, while our metrics LBC and LLBC are based on egocentric betweenness
centrality.

The simple structure of an ego network allows for fast computation of the
egocentric betweenness centrality (also referred to as ego betweenness). Everett
and Borgatti developed the following fast technique (and illustrative example)
to calculate ego betweenness [12]. If the ego network is represented as a n × n
symmetric matrix A where 1 represents a link between node ii and node j and 0
represents the absence of a link, then the betweenness of the ego node is the some
of the reciprocals of the entries of A2[1−A]i, j. This value has to be divided by two
if the graph is symmetric.

A =

⎡
⎢⎢⎢⎢⎢⎣

0 1 1 1 1
1 0 1 0 0
1 1 0 1 0
1 0 1 0 0
1 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎦

(7.4)

For a faster implementation, first note which entries in A2[1−A]i, j will be non-
zero (for a symmetric matrix, we only need to consider the zero entries above the
leading diagonal) and calculate A2[1−A]i, j only for those entries.

A2[1−A]i, j =

⎡
⎢⎢⎢⎢⎢⎣

∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ 2 1
∗ ∗ ∗ ∗ 1
∗ ∗ ∗ ∗ 1
∗ ∗ ∗ ∗ ∗

⎤
⎥⎥⎥⎥⎥⎦

(7.5)
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The ego betweenness is the sum of the reciprocals of the entries of interest and
in this example it is 1

2 + 1+ 1+ 1= 3.5.

7.2.5 Bridging Centrality

Bridging Centrality (BC) is a centrality metric introduced by Hwang et al. [15].
Bridging centrality can help discriminate bridging nodes, that is, nodes with higher
information flow through them, and locations between highly connected regions
(assuming a uniform distribution of flows).

The Bridging Centrality of a node is the product of its sociocentric betweenness
centrality CSoc and its bridging coefficient β (v). The Bridging Centrality BC(v) for
a node v of interest is defined as:

BC(v) =CSoc(v)×β (v) (7.6)

The bridging coefficient of a node describes how well the node is located between
high-degree nodes. The bridging coefficient of a node v is defined as:

β (v) =
1

d(v)

∑i∈N(v)
1

d(i)

(7.7)

where d(v) is the degree of node v, and N(v) is the set of neighbors of node v.
According to the authors, betweenness centrality indicates the importance of

a given node from an information-flow standpoint, but it does not consider the
topological position of the node. On the other hand, the bridging coefficient
measures only how well a node is located between highly-connected regions,
but does not consider information flow. “Bridging nodes” should be positioned
between clusters and also located on important positions from an information-flow
standpoint. Thus, their BC metric is an attempt to combine these two distinct metrics
by giving equal weight to both factors. Based on their empirical studies, the authors
recommend labeling the top 25th percentile of nodes as ranked by BC as “bridging
nodes,” that is, nodes that are more bridge-like and lie between different connected
modules [15].

We note that these bridging nodes are different from the articulation points
of a graph that one can discover during topological analysis (via DFS), though
some bridging nodes are articulation points. These bridging nodes provide the
system administrator with a prioritized set of critical nodes to monitor from a
robustness perspective (as they help bridge connected components together) and
their failure may increase the risk of network partitions. BC can only be calculated
in a centralized manner with global information.
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Fig. 7.2 Top bridging nodes
as identified and ranked by
Localized Bridging
Centralityn with higher
ranked nodes shaded darker.
(Adapted from [15])

7.2.6 Localized Bridging Centrality

In previous work, we introduced our distributed equivalent of Bridging Centrality
that we call Localized Bridging Centrality (LBC) [19]. As the name suggests, we
define LBC(v) of a node v using only local information, as the product of egocentric
betweenness centrality CEgo(v) and its bridging coefficient β (v). The definition of
β (v) is unchanged from (7.7). LBC is thus defined as (Fig. 7.2):

LBC(v) =CEgo(v)×β (v) (7.8)

Marsden [17] and Everett and Borgatti [12] showed empirically that ego-
centric betweenness values have a strong positive correlation to sociocentric
betweenness values (calculated on the complete network graph) for many different
network examples. While these networks were derived from social networks,
in many cases they are similar to wireless mesh networks. Our LBC results
also benefit from similar correlations and are thus nearly as accurate as BC
results, while being easier to compute with only local information. As you can
see in Sect. 7.2.5, LBC is able to identify key bridge nodes and articulation
points.
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Prior to us, Daly and Haahr applied egocentric betweenness centrality to
develop SimBet, a distributed routing protocol in a mobile delay-tolerant network
(DTN) [11]. Their approach too benefits from the strong correlation between
egocentric and sociocentric betweenness, but is designed for a DTN routing
protocol. Our work focuses on real-time network routing protocols like OLSR and
for distributed network management for a MANET.

The LBC metric can help the system administrator identify the bridging nodes in
the mesh network, as well as clusters and their boundaries, but its distributed nature
makes it suitable for use in routing protocol design as well. While individual nodes
can calculate their own LBC metric in a fully distributed manner, to determine the
global rank of each node, a central node must aggregate all LBC values or all nodes
must use a distributed consensus-based ranking algorithm.

7.2.7 Localized Load-Aware Bridging Centrality

Betweenness centrality implicitly assumes that all paths between all node-pairs
are equally utilized. Thus, both the BC and LBC metrics assume that a uniform
distribution of traffic flows will exist between all node-pairs in the network. In
a real mesh network used to provide last-mile Internet access, the distribution of
traffic flows will almost certainly be non-uniform and gateway nodes will experience
relatively higher traffic loads.

Taking the traffic load into consideration, we developed our new Localized
Load-aware Bridging Centrality (LLBC) metric designed for distributed analysis
of bridging nodes in wireless mesh networks [21]. We compute the traffic load
(measured in bytes) in each node locally as the sum of all bytes originating at the
node (Out), destined for the node (In), and twice the number of bytes forwarded
(Fwd) by that node. We count the forwarded bytes twice in the summation since
they are both received and sent by the node. In effect, this metric represents the load
on the node’s network interface.

Load(v) = In(v)+Out(v)+ 2×Fwd(v) (7.9)

We use the measured traffic load to calculate the Load Coefficient (βt) as the
ratio of the traffic load of a given node to the sum of the traffic loads of its one-hop
neighbors. As the load of a node increases (relative to that of its neighbors’ loads),
so do the chances of the node becoming a traffic bottleneck.

βt(v) =
Load(v)

∑i∈N(v) Load(i)
(7.10)

We define LLBC as the product of Ego-Betweenness and the Load Coefficient.

LLBC(v) =CEgo(v)×βt(v) (7.11)
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Fig. 7.3 A small synthetic
network example with its top
six high bridging score (via
LBC) nodes shaded (Adapted
from [15])
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Thus, the LLBC metric takes into account both the current traffic load and the
relative position of nodes, and (like the LBC metric) can be calculated in a fully
distributed manner. Over time, the measured traffic load at different nodes will
change and nodes that reboot will have their counters reset to zero. Thus, it makes
sense to periodically sample LLBC values and to consider the traffic load during the
sampling period instead of cumulative values.

It is important to remember that centrality measures can only provide relative
measures that can be used to compare nodes against each other at that instant of
time for that specific network topology. This ranking allows a system administrator
to prioritize management tasks on several nodes or to identify which nodes are
most likely to cause partitions through failure or mobility. Both of our metrics
(LBC and LLBC) are easier to compute than the BC metric. A similar load-based
bridging centrality can be applied to the study of road networks and airline paths.
For wireless networks with multiple interfaces the load should be weighted relative
to the available capacity of that link.

7.3 Evaluation

We now present our results from the application of the BC, LBC and LLBC metrics
on the topology of a wireless mesh network we deployed in our department. We
verified all calculations using UCINET, a popular SNA tool [5]. Two or more nodes
with the same centrality value were assigned the same rank.

7.3.1 Synthetic Network Example

We first tested our LBC metric using a synthetic network, presented in Fig. 7.3 (this
network was also used by Hwang et al. [15]). The rankings produced by Bridging
Centrality and Localized Bridging Centrality shown in Table 7.1 are nearly identical,
although we note that the BC and LBC values are clearly not identical, nor are
the betweenness measures used. Since both BC and LBC are used as a “relative”
measure of how nodes differ from each other, the induced ranking is more important
than the magnitude of the BC or LBC value and thus in this example our LBC metric
is exactly equivalent to the BC metric.
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Table 7.1 Top six centrality values for the network shown in Fig. 7.3, including sociocentric
betweenness (CSoc), egocentric betweenness (CEgo), bridging coefficient (β ), bridging centrality
(BC) and localized bridging centrality (LBC)

Node Degree CSoc CEgo β BC LBC Rank of BC Rank of LBC

E 2 0.533 1 0.857 0.457 0.857 1 1
B 2 0.155 1 0.857 0.133 0.857 2 1
D 2 0.155 1 0.857 0.133 0.857 2 1
F 3 0.477 3 0.222 0.106 0.666 4 4
A 4 0.655 6 0.100 0.065 0.600 5 5
J 3 0.211 3 0.166 0.035 0.499 6 6

Fig. 7.4 Bank wiring room games example (Adapted from [17])

7.3.2 Social Network Example: Bank Wiring Room

This example (presented in Fig. 7.4) represents game-playing relationships in a bank
wiring room and is popular in social-network studies. Marsden [17] presented this
example to show how sociocentric and egocentric betweenness measures correlate.
Again, the relative ranking of nodes calculated by BC and LBC as shown in
Table 7.2 are identical. Visible inspection of Fig. 7.4 shows that nodes W5 and
W7 are bridging nodes, and the tie between them is a bridge between two connected
components.

7.3.3 Wireless Mesh Network Examples

We present actual topologies from a mesh network test bed (called Dart-Mesh) that
we deployed on all three floors of our department building [20].The mesh nodes use
the Optimized Link State Routing (OLSR) [9] mesh routing protocol implemented
on Linux by Tønnesen [25]. In Fig. 7.5, the rectangles represent mesh nodes and
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Table 7.2 Centrality values for the network shown in Fig. 7.4 sorted by BC values

Node Degree CSoc CEgo β BC LBC Rank of BC Rank of LBC

W5 5 30.00 4.00 0.222 6.667 0.889 1 1
W7 5 28.33 4.33 0.179 5.074 0.775 2 2
W1 6 3.75 0.83 0.140 0.528 0.117 3 3
W3 6 3.75 0.83 0.140 0.528 0.117 3 3
W4 6 3.75 0.83 0.140 0.528 0.117 3 3
S1 5 1.50 0.25 0.222 0.333 0.055 6 6
W8 4 0.33 0.33 0.223 0.073 0.073 7 7
W9 4 0.33 0.33 0.223 0.073 0.073 7 7
W2 5 0.25 0.25 0.210 0.052 0.052 9 9
W6 3 0 0 0.476 0 0 10 10
S4 3 0 0 0.476 0 0 10 10
I1 4 0 0 0.357 0 0 10 10
I3 0 0 0 0 0 0 10 10
S2 0 0 0 0 0 0 10 10

Fig. 7.5 A small OLSR
mesh network that was
deployed at Dartmouth
College
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Table 7.3 Ranked centrality values for Fig. 7.5 sorted by BC values

Node Degree CSoc CEgo β BC LBC Rank of BC Rank of LBC

110 7 6.367 5.75 0.078 0.496 0.448 1 1
50 7 4.733 3.40 0.096 0.454 0.326 2 3
30 6 3.367 2.75 0.132 0.444 0.363 3 2
2 7 4.067 3.4 0 0.096 0.391 0.326 4 3
20 6 2.867 2.25 0.126 0.361 0.283 5 5
80 6 0.400 0.40 0.173 0.069 0.069 6 6
1 5 0.200 0.25 0.262 0.052 0.065 7 7
60 2 0 0 1.615 0 0 8 8
130 2 0 0 1.650 0 0 8 8
0 2 0 0 1.615 0 0 8 8

are identified by the last octet of their individual IP addresses. The diamond-shaped
box numbered zero is a virtual node representing the Internet. Nodes connected to
the Internet are the Internet Gateways.

In the example in Fig. 7.5, while the two rankings produced (shown in Table 7.3)
by the two metrics are not identical, they are quite similar. The top-five ranked nodes
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Fig. 7.6 A small real-world
mesh network with one
gateway at Node 50. Both
Node 30 and node 50 are
articulation points
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are common to both metrics. If we remove any of these bridging nodes, then at least
one of the other bridging nodes will become an articulation point. If that node is
now removed, the network will be partitioned. For example, if node 110 (the top-
ranked-node) fails, then both nodes 30 and 2 become articulation points. However,
if you examine the original network graph in Fig. 7.5, you will find that it is bi-
connected and has no articulation points. Thus, LBC can help detect nodes that
may not be articulation points, but with certain perturbations in the network are the
most likely candidates to become articulation points. Our LBC metric allows the
system administrator to gather this information in a distributed manner using fewer
computational resources than the BC metric.

7.3.4 LLBC vs. LBC vs. BC

7.3.4.1 Real-World Mesh Network with One Gateway

We now present examples where we considered how the volume and direction of
traffic flowing in the network affected our metrics. We applied our Localized Load-
aware Bridging Centrality (LLBC) metric on the network shown in Fig. 7.6. Node 50
was the sole Internet Gateway providing Internet connectivity to the whole mesh.
The topology of the network did not change during this experiment, which was
10 min long. The BC, LBC, and LLBC results are presented in Table 7.4 and the
nodes are sorted in decreasing order of LLBC values. The Load metric is given here
in bytes.

During this experiment, node 80 had a high traffic load since we connected one
of our mobile clients to that node, then proceeded to download large video files to
that client from the Internet using node 50 as our Internet gateway. According to the
LBC results, which only consider the topology of the network, node 30 was a more
important “bridging node” than node 50. Node 30 is an articulation point in this
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Table 7.4 Ranked centrality values for the network shown in Fig. 7.6, sorted by LLBC values

Node Degree Load CEgo β βt BC LBC LLBC

50 6 30871080 2 0.176 1.232 0.353 0.352 1.949
30 7 274027 10 0.0726 0.0043 0.8712 0.726 0.0438
80 5 30679118 0 0.219 0.962 0 0 0
1 5 262501 0 0.219 0.0042 0 0 0
2 5 238071 0 0.219 0.0038 0 0 0
20 5 218143 0 0.219 0.0035 0 0 0
160 2 94005 0 0.777 0.2571 0 0 0
90 2 91602 0 0.777 0.2488 0 0 0

Fig. 7.7 A small mesh
network with two gateways.
Node 50 and node 20 are the
two Internet gateways but
Node 30 is an articulation
point in the network
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example. However, our LLBC results accurately show that node 50 was the most
important bridging node by taking into consideration the traffic load on the network
during our experiment.

7.3.4.2 Real-World Mesh Network Example with Two Gateways

We next applied our LLBC metric on a similar network topology similar to the one
used in the last experiment by converting node 20 into an Internet gateway. The
topology of this network is shown in Fig. 7.7, and now nodes 50 and 20 are the two
Internet gateways. The BC, LBC and LLBC results are presented in Table 7.5 and
the results are sorted in decreasing order of LLBC values.

Since there were two Internet gateways, traffic flowing to and from the Internet
could go through either gateway, depending on the route selected by the routing
protocol. LBC picked node 30 as its top bridging node. While this node was
indeed a critical node, there was little traffic flowing through this node, so it
had little influence on the traffic flowing in the network or on the majority of
the nodes, most of which were forwarding Internet-bound traffic through the two
gateways.
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Table 7.5 Ranked centrality values for the network shown in Fig. 7.7, sorted by LLBC values

Node Degree Load CEgo β βt BC LBC LLBC

50 6 32989000 2 0.118 1.123 0.354 0.236 2.246
30 7 305327 10 0.0739 0.0049 0.8868 0.738 0.0489
20 6 1125000 2 0.118 0.0183 0.354 0.236 0.0367
80 5 16208854 0 0.219 0.3512 0 0 0
1 5 11011448 0 0.219 0.2144 0 0 0
2 5 722022 0 0.2282 0.01171 0 0 0
90 2 145226 0 0.7778 0.3358 0 0 0
160 2 127098 0 0.7778 0.2820 0 0 0

LLBC picked node 50, in fact the most-heavily-used gateway node, as the most
important bridging node and indicated that node 30 (a non-gateway node) was a
more important bridging node than the gateway node 20, even though node 30
had only one fourth the traffic load of node 20 in absolute terms. The importance
ranking generated by LLBC is insightful. In this scenario, if node 30 failed, then
nodes 90 and 160 would be partitioned from the rest of the network. Whereas,
if node 20 failed, there was still a potential backup path to the Internet through
50; the LBC rankings were unable to capture this subtle complexity present in this
network. The BC ranking was identical to the LBC ranking, and thus not as helpful
as the LLBC metric in this scenario. The distributed manner in which LLBC is
calculated also complements a distributed analysis engine, such as the one used in
Mesh-Mon.

7.4 SNA Plugin (SNAP) for OLSR

To study the practical utility of LBC, LLBC, and EVC in an OLSR MANET for
analysis and performance improvement, we developed a Social Network Analysis
Plugin (SNAP) as shown in Fig. 7.8 [21]. While we use OLSR for our example, the
same design can potentially benefit other MANET routing protocols.

OLSR is a unicast protocol but floods all multicast traffic via Multi-Point Relays
(MPRs) in the Basic Multicast Forwarding (BMF) plugin extension. We developed
a simple distributed algorithm that ranks 1-hop neighbors according to calculated
LBC or LLBC scores and then each node locally adjusts its own advertised MPR-
Willingess parameter slightly up or down as per its relative ranking.

The MPR-Willingness parameter is used by OLSR running on each node to
decide if it should become an MPR and can range from 0 (never become an MPR)
to 7 (always be an MPR). Having too many MPRs leads to excessive flooding and
waste of spatial resources while having too few will lead to insufficient coverage
and poor distribution of topological information in the network. We did not modify
any of OLSR’s internals. We only modify one parameter that can influence how
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Fig. 7.8 SNA Plugin (SNAP) architecture

OLSR chooses the MPRs that it prefers to use for routing, topology distribution and
multicast of packets.

Our SNA Plugin (SNAP) architecture uses a simple design and executes the
following series of five sequential operations in a continuous loop every 10 s:

1. Acquire local network topology state from OLSR Routing Protocol
2. Calculate LBC metric (within the SNAP Analysis Engine)
3. Distribute local LBC metric to all 1-hop neighbors (single broadcast)
4. Compare local LBC metric value with that of all received LBC values from ego

network
5. Adjust MPR Willingness locally based on relative differences in LBC scores in

the ego network

Our initial hypothesis was that strong bridging nodes would serve as good MPRs
for multicast communications. Our second hypothesis that we have not yet explored
in depth is that LLBC can be used to enable better selection of load balanced paths
in a mesh network (since LLBC can detect bottlenecks). Eigenvector Centrality
(EVC) is also computed and reported for use in offline analysis in our plugin,
but is not used to modify OLSR. Recently, Gao et al. [14] explored the use of
a new centrality measure for Delay Tolerant Networks (DTNs) based on Poisson
modelling of contacts using the egocentric network model to enhance multicast
communications. Both approaches use a similar idea of selecting better and fewer
relays to improve multicast delivery of data and the use of egocentric network
models.
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1 2 3 4 5 6

Fig. 7.9 Six node linear string topology. Any node can communicate only with its linked
neighbors, but not with other nodes

SNAP-LBC and SNAP-LLBC results below show how our metrics compare
against the default OLSR-BMF setup. SNAP-Degree results demonstrate the impact
of substituting LBC (or LLBC) metric in our original SNAP algorithm described
above with degree centrality. Degree centrality is a much simpler SNA metric
(conceptually and computationally) than LBC or LLBC, since it is just the number
of neighbors that a given node is connected to directly.

7.4.1 Initial SNAP Results

We tested our SNAP plugin on a few emulated 802.11b topologies while running a
video multicast traffic application generated by the open-source Multi-Generator
(MGEN) [22] software tool (developed by Naval Research Laboratory) and by
using the Basic Multicast Forwarding (BMF) plugin version 1.7 for OLSR version
0.6.1 (available for download at www.olsr.org). Our SNAP plugin recomputed LBC
and LLBC values and made changes to the local MPR Willingness parameter
every 10 seconds. Each source uses the MGEN tool to generate video traffic by
sending packets of 1,024 bytes at 24 packets/second. For all video traffic, we
added additional reliability using NACK-Oriented Reliable Multicast (NORM)
protocols with Forward Error Correction with 2x redundancy (block 4, parity 4
settings) [23].

We compared performance on the basis of a custom video utility metric that was
developed by an external third party. This metric takes into account a combination of
the latency of packets received and number of frames that have been dropped. The
maximum possible score is one indicating perfect video reception and minimum is
zero. The video metric captures the notion that a video receiver is satisfied with a
10 seconds chunk of transmitted video if it receives 90% of the packets in that chunk
within 4 seconds of end-to-end delay. The entire scenario is broken into 10 seconds
of time slices and a time slice video utility score is computed for each slice for all
intended destination receivers. All these time slice utilities are combined into an
average scenario score for the whole experiment.

7.4.1.1 Six Node Static Linear Topology

Our first test for SNAP-enhanced version of OLSR was with a six node linear string
topology with two sources for video traffic at opposite ends (node 1 and node 6
in Fig. 7.9) and with each source also acting as destination for the other source.
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Fig. 7.10 Snapshot from the 23 node mobile test with four multicast video sources and 19 video
destinations

In this example, we found no difference in performance between the default BMF
multicast and the LBC or LLBC influenced multicast. We repeated each experiment
three times and reported the average. The results match our expectations, since
every node in the string must forward all multicast traffic that it receives and
there is no alternate path for the multicast traffic and no room for optimization or
improvement.

7.4.1.2 Twenty Three Node Real World Topology

We then tested our plugin on emulated scenarios with upto 23 mobile nodes (See
Fig. 7.10) with upto four multicast video sources and upto 19 destinations for 300 s.
The scenarios use GPS logs and pathloss recordings from an outdoor experiment
with OLSR nodes and our emulation test range provides performance similar to that
recorded in those real experiments. Most of the nodes moved at a slow walking
speed and two nodes moved in two vehicles at 10 MPH (along the thicker curved
shaded paths in Fig. 7.10). Traffic was sent to local clusters as well as clusters of
nodes far away to ensure that we had multi-hop communications. We repeated each
experiment three times and reported the average.

The average performance of our LBC and LLBC enhanced multicast strategy
showed some significant improvements (See Table 7.6) over the default behavior of
BMF and in particular, the performance of SNAP-LLBC was the best overall. We
tested the performance of SNAP-LBC, SNAP-LLBC, and SNAP-degree at higher
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Table 7.6 Video metric utility scores for SNAP

OLSR-BMF SNAP-LBC SNAP-LLBC SNAP-Degree

6 node linear static (1x load) 0.91 0.91 0.91 0.91

23 node mobile test (0.1x load) 1.0 1.0 1.0 1.0
23 node mobile test (0.5x load) 1.0 1.0 1.0 1.0
23 node mobile test (0.75x load) 0.27 0.81 0.92 0.36
23 node mobile test (1x load) 0.21 0.23 0.28 0.22
23 node mobile test (1.2x load) 0 0 0 0

and lower traffic loads, and found that when the load (1x = 24 packets per second)
was reduced to 0.75x we found very large gains for SNAP-LBC and SNAP-LLBC,
while SNAP-Degree and the defaults did relatively worse. When we increased the
load to 1.2x, all protocols tested gave zero utility results.At the lowest loads, all
protocols did equally well.

Our analysis of the individual experiment logs indicated that SNAP and BMF
were initially selecting the same MPRs for forwarding multicast traffic. Upon
further analysis and at higher loads, we found SNAP-LBC and SNAP-LLBC did
better because they were more selective in their choice of MPRs and thus flooded
less traffic than the other strategies that used more MPRs and sent traffic more often.
In a busy saturated network, sending too much traffic leads to more collisions and
that is where SNAP showed the most gains. We are uncertain if the heuristic used
by SNAP-LBC or SNAP-LLBC was leading to an optimal MPR coverage (in our
tested scenarios) but the results do provide ample evidence for our first hypothesis
that bridging nodes have the right characteristics to be useful as MPRs for multicast
traffic.

These results collectively helps better understand the benefits of choosing LBC
and LLBC over other potential SNA centrality metrics for this application. We did
not do studies with eigenvector centrality or sociocentric betweenness centrality
measures because these two metrics can only be centrally calculated at a much
higher computational expense and require complete topology information, whereas
we require localized computations in a distributed environment for better efficiency.

We need to explore more topologies (real and simulated) and other alternative
MPR selection strategies, before we can conclude whether the use of LBC or LLBC
is always preferable to the default multicast strategy used by OLSR and to identify
any potential drawbacks, but our initial results with SNAP using the LBC and LLBC
metrics look very promising.

7.5 Conclusion

In this chapter, we demonstrated the use of novel social network metrics to solve
the problem of identifying important nodes in wireless mesh networks for system
administrators. The same tools can be used for other applications in any complex
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network represented as a graph. We introduced a new centrality metric called the
Localized Load-aware Bridging Centrality (LLBC). Our evaluation of the LLBC
and LBC metrics on a real mesh testbed running OLSR indicated their potential for
use in routing and network analysis tools.

We demonstrated the usefulness of LLBC in identifying critical bridging nodes in
a wireless mesh network from a network management perspective. Our initial results
from our OLSR plugin shows that our SNA-based approach to selecting MPRs for
multicast in OLSR when using the LLBC metric is beneficial in certain topologies
and levels of traffic load. We are in the process of testing the properties of our new
metrics on larger mesh data sets (both simulated and from real deployments) and
exploring its utility in other scenarios and application domains.

We acknowledge that further evaluations are needed to validate our results. We
are also exploring other variants of LLBC and LBC that take into account link-
quality measures, link capacities, and other real-world effects. While we focus on
the distributed analysis of a wireless mesh network topology in this chapter, our
LBC and LLBC metrics have potential applications in other disciplines as well,
such as for analysis of social networks, online collaboration tools, and identifying
clusters and key components in complex biological structures or bottlenecks in
transportation systems such as inter-state highways and flight plans.
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Chapter 8
On Throughput Maximization Problem
for UWB-Based Sensor Networks via
Reformulation–Linearization Technique

Yi Shi, Y. Thomas Hou, and Hanif D. Sherali

Abstract Nonlinear optimization problems (if not convex) are NP-hard in general.
One effective approach to develop efficient solutions for these problems is to apply
the branch-and-bound (BB) framework. A key step in BB is to obtain a tight linear
relaxation for each nonlinear term. In this chapter, we show how to apply a powerful
technique, called Reformulation–Linearization Technique (RLT), for this purpose.
We consider a throughput maximization problem for an ultra-wideband (UWB)-
based sensor network. Given a set of source sensor nodes in the network with
each node generating a certain data rate, we want to determine whether or not it
is possible to relay all these rates successfully to the base station. We formulate an
optimization problem, with joint consideration of physical layer power control, link
layer scheduling, and network layer routing. We show how to solve this nonlinear
optimization problem by applying RLT and BB. We also use numerical results to
demonstrate the efficacy of the proposed solution.

8.1 Introduction

In the first decade of the twenty-first century, there was a flourish of research and
development efforts on UWB [17] for military and commercial applications. These
applications include tactical handheld and network LPI/D radios, non-LOS LPI/D
groundwave communications, precision geolocation systems, high-speed wireless
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LANs, collision avoidance sensors, and intelligent tags, among others. There are
some significant benefits of UWB for wireless communications, such as extremely
simple design (and thus cost) of radio, large processing gain in the presence of
interference, extremely low power spectral density for covert operations, and fine
time resolution for accurate position sensing [14, 17].

In this chapter, we consider a UWB-based sensor network for surveillance and
monitoring applications. For these network applications, upon an event detection,
all sensing data must be relayed to a central data collection point, which we call
a base-station. The multi-hop nature of a sensor network introduces some unique
challenges. Specifically, due to interference from neighboring links, a change of
power level on one link will produce a change in achievable rate in all neighboring
links. As a result, the capacity-based routing problem at the network layer is deeply
coupled with link layer and physical layer problems such as scheduling and power
control. An optimal solution to a network level problem thus must be pursued via a
cross-layer approach for such networks.

In this chapter, we study the data collection problem associated with a UWB-
based sensor network. For such a network, although the bit rate for each UWB-based
sensor node could be high, the total rate that can be collected by the single base-
station is limited due to the network resource bottleneck near the base-station as well
as interference among the incoming data traffic. Therefore, a fundamental question
is the following: Given a set of source sensor nodes in the network with each node
generating a certain data rate, is it possible to relay all these rates successfully to
the base-station?

A naive approach to this problem is to calculate the maximum bit rate that the
base station can receive and then perform a simple comparison between this limit
with the sum of bit rates produced by the set of source sensor nodes. Indeed, if
this limit is exceeded, it is impossible to relay all these rates successfully to the
base station. But even if the sum of bit rates generated by source sensor nodes is
less than this limit, it may still be infeasible to relay all these rates successfully to
the base station. Due to interference and the fact that a node cannot transmit and
receive at the same time and in the same band, the actual sum of bit rates that can
be relayed to the base station can be substantially smaller than the raw bit rate limit
that a base station can receive. Further, such limit is highly dependent upon the
network topology, locations of source sensor nodes, bit rates produced by source
sensor nodes, and other network parameters. As a result, testing for this feasibility is
not trivial and it is important to devise a solution procedure to address this problem.

In this chapter, we study this feasibility problem through a cross-layer optimiza-
tion approach, with joint consideration of physical layer power control, link layer
scheduling, and network layer routing. The link layer scheduling problem deals with
how to allocate resources for access among the nodes. Motivated by the work in
[10], we consider how to allocate frequency sub-bands, although this approach can
also be applied to a time-slot based system. For a total available UWB spectrum of
W , we divide it into M sub-bands. For a given M, the scheduling problem considers
how to allocate bandwidth to each sub-band and in which sub-bands a node should
transmit or receive data. Note that a node cannot transmit and receive within the
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same sub-band. The physical layer power control problem considers how much
power a node should use to transmit data in a particular sub-band. Finally, the
routing problem at the network layer considers which set of paths a flow should
take from the source sensor node toward the base-station. For optimality, we allow
a flow from a source node to be split into sub-flows that take different paths to the
base-station.

We formulate this feasibility problem as an optimization problem, which turns
out to be a mixed-integer non-polynomial program. To reduce the problem complex-
ity, we modify the integrality and the non-polynomial components in the constraints
by exploiting a reformulation technique and the linear property between the rate
and SNR, which is unique to UWB. The resulting new optimization problem is
then cast into a form of a non-linear program (NLP). Since an NLP is NP-hard
in general, our specific NLP is likely to be NP-hard, although its formal proof is
not given in this chapter. The contribution of this chapter is the development of an
approximation solution procedure to this feasibility problem based on a branch-
and-bound framework and the powerful Reformulation–Linearization Technique
(RLT) [19].

The remainder of the chapter is organized as follows. In Sect. 8.2, we give
details of the network model for our problem and discuss its inherent cross-
layer nature. Section 8.3 presents a mathematical formulation of the cross-layer
optimization problem and a solution procedure based on the branch-and-bound
and RLT procedures. In Sect. 8.4, we present numerical results to demonstrate the
efficacy of our proposed solution procedure and give insights on the impact of the
different optimization components. Section 8.5 reviews related work and Sect. 8.6
concludes this chapter.

8.2 Network Model

We consider a UWB-based sensor network. Although the size of the network
(in terms of the number of sensor nodes N) is potentially large, we expect the
number of simultaneous source sensor nodes that produce sensing data to be limited.
That is, we assume the number of simultaneous events that need to be reported in
different part of the network is not large. Nevertheless, the number of nodes involved
in relaying (routing) may still be significant due to the limited transmission range of
a UWB-based sensor node and the coverage of the network.

Within such a sensor network, there is a base-station (or sink node) to which all
collected data from source sensor nodes must be sent. For simplicity, we denote the
base-station as node 0 in the network.

Under this network setting, we are interested in answering the following
questions:

• Suppose we have a small group of nodes S that have detected certain events and
each of these nodes is generating data. Can we determine if the bit rates from
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these source sensor nodes can be successfully sent to the base station (under the
capacity limit)?

• If the answer “yes,” how should we relay data from each source sensor node to
the base station?

Before we further explore this problem, we give the following definition for the
feasibility of a rate vector r, where each element, ri, of the vector corresponds to the
rate of a continuous data flow produced by node i ∈ S .

Definition 8.1. For a given rate vector r having ri > 0 for i ∈ S , we say that this
rate vector is feasible if and only if there exists a solution such that all ri, i ∈ S , can
be relayed to the base-station.

To determine whether or not a given rate vector r is feasible, there are several
issues at different layers that must be considered. At the network layer, we need to
find a multi-hop route (likely multi-paths) from a source node to the sink node. At
the link and physical layers, we need to find a scheduling policy and power control
for each node such that certain constraints are met satisfactorily. Clearly, this is a
cross-layer problem that couples routing, scheduling, and power control. In the rest
of this section, we will take a closer look at each problem. Table 8.1 lists notation
used in this chapter.

8.2.1 Scheduling

At the link layer, our scheduling problem deals with how to allocate link media
for access among the nodes. Motivated by Negi and Rajeswaran’s work in [10],
we consider how to allocate frequency sub-bands, although this approach can also
be applied to time-slot based systems. For the total available UWB spectrum of
W = 7.5 GHz (from 3.1 GHz to 10.6 GHz), we divide it into M sub-bands. Since
the minimum bandwidth of a UWB sub-band is 500 MHz, we have 1 ≤ M ≤ 15.
For a given number of total sub-bands M, the scheduling problem considers how to
allocate the total spectrum of W into M sub-bands and in which sub-bands a node
should transmit or receive data. More formally, for a sub-band m with normalized
bandwidth λ (m), we have

M

∑
m=1

λ (m) = 1

and

λmin ≤ λ (m) ≤ λmax for 1 ≤ m ≤ M,

where λmin = 1/15 and λmax = 1− (M− 1) ·λmin.
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Table 8.1 Notation

Symbol Definition

bm
ij Achievable rate from node i to node j in sub-band m under transmission power pm

ij

b The vector of bm
ij , 1 ≤ i ≤ N, j ∈ Ni,1 ≤ m ≤ M

bij Total achievable rate from node i to node j in all sub-bands
fij Flow rate from node i to node j
gij Propagation gain from node i to node j
gjj Self-interference parameter at node j
gnom Propagation gain at a nominal distance
Ii The set of nodes that can produce interference on node i
K The feasible scaling factor used in optimization problem formulation
L The problem list in the branch-and-bound procedure
LBz The lower bound of problem z in the branch-and-bound procedure
LB The global lower bound among all problems in the branch-and-bound procedure
M Total number of sub-bands for scheduling
N Total number of sensor nodes in the network
Ni The set of one-hop neighboring nodes of node i
pmax =Wπmax/gnom, the power limit
pm

ij Transmission power used by node i in sub-band m for transmitting data to node j
p The vector of pm

ij , 1 ≤ i ≤ N, j ∈ Ni,1 ≤ m ≤ M
qm

j Total power (signal and noise) received by node j in sub-band m

q The vector for qm
j , 1 ≤ j ≤ N, 1 ≤ m ≤ M

ri Bit rate generated at source sensor node i ∈ S

S The set of source sensor nodes in the network
UBz The upper bound of problem z in the branch-and-bound procedure
UB The global upper bound among all problems in the branch-and-bound procedure
W = 7.5 GHz, the entire spectrum for UWB networks
λ (m) Normalized length of sub-band m, ∑M

m=1λ (m) = 1.
Λ The vector of λ (m), 1 ≤ m ≤ M
λmin The minimum value of λ (m)

λmax The maximum value of λ (m)

η Power spectral density of ambient Gaussian noise
πmax Limit of power spectral density at a node

8.2.2 Power Control

The power control problem considers how much power a node should use in a
particular sub-band to transmit data. Denote pm

ij as the transmission power that node
i uses in sub-band m for transmitting data to node j. Since a node cannot transmit
and receive data within the same sub-band, we have the following constraint: if
pm

ik > 0 for any node k, then pm
ji must be 0 for each node j.

The power density limit for each node i must satisfy

gnom ·∑ j∈Ni
pm

ij

W ·λ (m)
≤ πmax,
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where πmax is the maximum allowed power spatial density, gnom is the gain at some
fixed nominal distance dnom ≥ 1, and Ni is the set of one-hop neighboring nodes
of node i (under the maximum allowed transmission power). A popular model for
gain is

gij = min{d−n
ij ,1}, (8.1)

where dij is the distance between nodes i and j and n is the path loss index. Note that
the nominal gain should also follow the same propagation gain model (8.1). Thus,
we have gij = ( dnom

dij
)ngnom, when dij ≥ 1. Denote

pmax =
W ·πmax

gnom
. (8.2)

Then the total power that a node i can use at sub-band m must satisfy the following
power limit,

∑
j∈Ni

pm
ij ≤ pmaxλ (m). (8.3)

Denote Ii as the set of nodes that can make interference at node i when they use the
maximum allowed transmission power. The achievable rate from node i to node j
within sub-band m is then

bm
ij =Wλ (m) · log2

⎛
⎝1+

gij · pm
ij

ηWλ (m) +∑(k,l) �=(i, j)
k∈I j ,l∈Nk

gkj pm
kl

⎞
⎠ , (8.4)

where η is the ambient Gaussian noise density. Denote bij as the total achievable
rate from node i to node j among all M sub-bands. We have

bij =
M

∑
m=1

bm
i j. (8.5)

8.2.3 Routing

The routing problem at the network layer considers the set of paths that a flow takes
from the source node toward the base station. For optimality, we allow a flow from
a source node to be split into sub-flows and take different paths to the base station.
Denote the flow rate from node i to node j as fij. We have

fij ≤ bij,

∑
j∈Ni

fij − ∑
j∈Ni

fji = ri.

The constraint fij ≤ bij says that a flow’s bit rate is upper bounded by the achievable
rate on this link and the second constraint is for flow balance at node i.
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8.3 Feasibility and Solution Procedure

We can develop an upper bound on the maximum rate (denoted as C0) that the
base-station can receive [21]. For a given source rate vector r, where ri > 0 denotes
that node i is a source sensor node that produces sensing data at rate ri, if ∑N

i=1 ri >
C0, then the rate vector must be infeasible. But ∑N

i=1 ri ≤ C0 does not guarantee the
feasibility of the rate vector r and further determination is needed. Moreover, if we
indeed find that a given rate vector r is feasible, we also would like to obtain a
complete solution that implements r over the network, i.e., a solution showing the
power control, scheduling, and routing for each node.

8.3.1 Rate Feasibility Problem Formulation

Our approach to this feasibility determination problem is to solve an optimization
(maximization) problem, which aims to find the optimal power control, scheduling,
and routing such that K, called feasible scaling factor, is maximized while K · r
is feasible. If the optimal solution yields K ≥ 1, then the rate vector r is feasible;
otherwise (i.e., K < 1), the rate vector r is infeasible.

Since a node is not allowed to transmit and receive within the same sub-band, we
have that if pm

jl > 0 for any l ∈N j then pm
ij should be 0 for all i∈N j. Mathematically,

this property can be formulated as follows. Denote xm
j (1 ≤ j ≤ N and 1 ≤ m ≤ M)

as a binary variable with the following definition: if sub-band m is used for receiving
data at node j then xm

j = 1; otherwise, xm
j = 0. Since ∑i∈N j

pm
ij ≤ |N j|pmaxλ (m) and

∑l∈N j
pm

jl ≤ pmaxλ (m), we have the following constraints, which capture both the
constraint that a node j cannot transmit and receive within the same sub-band m and
the constraint on the power level.

∑
i∈N j

pm
ij ≤ |N j| · pmax ·λ (m) · xm

j ,

∑
l∈N j

pm
jl ≤ pmax ·λ (m) · (1− xm

j ).

The rate feasibility problem (RFP) can now be formulated as follows:

8.3.1.1 Rate Feasibility Problem

Maximize K

subject to
M

∑
m=1

λ (m) = 1
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∑
j∈Ni

pm
ij − pmaxλ (m) ≤ 0 (1 ≤ i ≤ N,1 ≤ m ≤ M)

bm
ij =Wλ (m) log2

⎛
⎝1+

gijpm
ij

ηWλ (m) +∑(k,l) �=(i, j)
k∈I j ,l∈Nk

gkj pm
kl

⎞
⎠

(1 ≤ i ≤ N, j ∈ Ni,1 ≤ m ≤ M)

∑
i∈N j

pm
ij ≤ |N j|pmaxλ (m)xm

j (1 ≤ j ≤ N,1 ≤ m ≤ M) (8.6)

∑
l∈N j

pm
jl ≤ pmaxλ (m)(1− xm

j ) (1 ≤ j ≤ N,1 ≤ m ≤ M) (8.7)

M

∑
m=1

bm
ij − fij ≥ 0 (1 ≤ i ≤ N, j ∈ Ni)

∑
j∈Ni

fij − ∑
j∈Ni

fji − riK = 0 (1 ≤ i ≤ N)

λmin ≤ λ (m) ≤ λmax (1 ≤ m ≤ M)

xm
j = 0 or 1 (1 ≤ j ≤ N,1 ≤ m ≤ M)

K, pm
ij ,b

m
ij , fij ≥ 0 (1 ≤ i ≤ N, j ∈ Ni,1 ≤ m ≤ M).

The formulation for problem RFP is a mixed-integer non-polynomial program,
which is NP-hard in general [5]. We conjecture that the RFP problem is also NP-
hard, although its formal proof is not given in this chapter. Our approach to this
problem is as follows. As a first step, we show how to remove the integer (binary)
variables and the non-polynomial terms in the RFP problem formulation and
reformulate the RFP problem as a non-linear program (NLP). Since an NLP problem
remains NP-hard in general, in Sect. 8.3.3, we devise a solution by exploring
a branch-and-bound framework and the so-called Reformulation–Linearization
Technique (RLT) [19].

8.3.2 Reformulation of Integer and Non-Polynomial Constraints

The purpose of integer (binary) variables xm
j is to capture the fact that a node cannot

transmit and receive within the same sub-band, i.e., if a node j transmits data to any
node l in a sub-band m, then the data rate that can be received by node j within this
sub-band must be 0. Instead of using integer (binary) variables, we use the following
approach to achieve the same purpose. We introduce a notion called self-interference
parameter gjj, with the following property:

gjj · pm
jl 	 ηWλ (m).
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We incorporate this into the bit rate calculation in (8.4), i.e.,

bm
ij = Wλ (m) · log2

⎛
⎝1+

gij pm
ij

ηWλ (m) +∑(k,l) �=(i, j)
k∈I j ,l∈Nk

gkj pm
kl +∑l∈N j

gjj pm
jl

⎞
⎠ . (8.8)

Thus, when pm
jl > 0, i.e., node j is transmitting to some node l, then in (8.8), we have

bm
ij ≈ 0 even if pm

ij > 0. In other words, when node j is transmitting to any node l,
the achievable rate from node i to node j is effectively shut down to 0.

With this new notion of gjj, we can capture the same tramission/receiving
behavior of a node without the need of using integer (binary) variables xm

j as in
the RFP formulation. As a result, we can remove constraints (8.6) and (8.7).

To write (8.8) in a more compact form, we re-define I j to include node j as long
as j is not the base-station node (i.e., node 0). Thus, (8.8) is now in the same form
as (8.4). Denote

qm
j = ∑

k∈I j ,l∈Nk

gkj p
m
kl. (8.9)

Then we have

bm
ij = Wλ (m) log2

⎛
⎝1+

gij pm
ij

ηWλ (m) +∑(k,l) �=(i, j)
k∈I j ,l∈Nk

gkj pm
kl

⎞
⎠

= Wλ (m) log2

(
1+

gij pm
ij

ηWλ (m) + qm
j − gijpm

ij

)
.

To remove the non-polynomial terms, we apply the low SNR property that
is unique to UWB [16] and the linearity approximation of the log function, i.e.,
ln(1+x)≈ x for x > 0 and x 
 1. We have

bm
ij ≈ Wλ (m)

ln2
· gij pm

ij

ηWλ (m) + qm
j − gijpm

ij

,

which is equivalent to

ηWλ (m)bm
ij + qm

j bm
ij − gijp

m
ij bm

ij −
W
ln2

gijλ (m)pm
ij = 0.

Finally, without loss of generality, we let λ (m) conform the following property.

λ (1) ≤ λ (2) ≤ ·· · ≤ λ (M).

Although this additional constraint does not affect the optimal result, it will help
speed up the computational time in our algorithm.

With the above re-formulations, we can now re-write the RFP problem as follows:
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8.3.2.1 RFP-2

Maximize K

subject to
M

∑
m=1

λ (m) = 1

λ (m)−λ (m−1) ≥ 0 (2 ≤ m ≤ M)

∑
j∈Ni

pm
ij − pmaxλ (m) ≤ 0 (1 ≤ i ≤ N,1 ≤ m ≤ M)

∑
k∈I j ,l∈Nk

gkj p
m
kl − qm

j = 0 (0 ≤ j ≤ N,1 ≤ m ≤ M)

ηWλ (m)bm
ij + qm

j bm
ij − gijp

m
ij bm

ij −
W
ln2

gijλ (m)pm
ij = 0

(1 ≤ i ≤ N, j ∈ Ni,1 ≤ m ≤ M) (8.10)

M

∑
m=1

bm
ij − fij ≥ 0 (1 ≤ i ≤ N, j ∈ Ni)

∑
j∈Ni

fij − ∑
j∈Ni

fji − riK = 0 (1 ≤ i ≤ N)

K, pm
ij ,b

m
ij ,q

m
j , fij ≥ 0 (1 ≤ i ≤ N, j ∈ Ni,1 ≤ m ≤ M)

λ (1) ≥ λmin, λ (M) ≤ λmax.

Although problem RFP-2 is simpler than the original RFP problem, it is still
a non-linear program (NLP), which remains NP-hard in general [5]. For certain
NLP problems, it is possible to find a solution via its Lagrange dual problem.
Specifically, if the objective function and constraint functions in the primal problem
satisfy suitable convexity requirements, then the primal and dual problem have the
same optimal objective value [2]. Unfortunately, such a duality-based approach,
although attractive, is not applicable to our problem. This is because RFP-2 is a non-
convex optimization problem (see (8.10)). There is likely a duality gap between the
objective values of the optimal primal and dual solutions. As a result, a solution
approach for the Lagrange dual problem cannot be used to solve our problem.
Although there are efforts on solving non-convex optimization problem via a duality
(see, e.g., [18] by Rubinov and Yang, where Lagrange-type dual problems are
formulated with zero duality gap), we find that the complexity of such an approach
is prohibitively high (much higher than the branch-and-bound solution approach
proposed in this chapter).

In the next section, we develop a solution procedure based on the branch-and-
bound framework [11] and the so-called Reformulation–Linearization Technique
(RLT) [19, 20] to solve this NLP optimization problem.
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8.3.3 A Solution Procedure

8.3.3.1 Branch-and-Bound

Using the branch-and-bound framework, we aim to provide a (1 − ε)-optimal
solution, where ε is a small pre-defined constant reflecting our tolerance for
approximation in the final solution. Initially, we determine suitable intervals for each
variable that appears in nonlinear terms. By using a relaxation technique, we then
obtain an upper bound UB on the objective function value. Although the solution
to such a relaxation usually yields infeasibility to the original NLP, we can apply a
local search algorithm starting from this solution to find a feasible solution to the
original NLP. This feasible solution now provides a lower bound LB on the objective
function value.

If the distance between the above two bounds is small enough, i.e., LB ≥
(1 − ε)UB, then we are done with the (1 − ε)-optimal solution obtained by the
local search. Otherwise, we will use the branch-and-bound framework to find a
(1− ε)-optimal solution. The branch-and-bound framework is based on the divide-
and-conquer idea. That is, although the original problem is hard to solve, it may be
easier to solve a problem with a smaller solution search space, e.g., if we can further
limit λ (1) ≤ 0.1. So, we divide the original problem into sub-problems, each with
a smaller solution search space. We solve the original problem by solving all these
sub-problems. The branch-and-bound framework can remove certain sub-problems
before solving them entirely and thus, can provide a solution much faster than a
general divide-and-conquer approach.

During the branch-and-bound framework, we put all these sub-problems into
a problem list L . Initially, there is only Problem 1 in L , which is the original
problem. For each problem in the list, we can obtain an upper bound and a lower
bound with a feasible solution, just as we did initially. Then, the global upper bound
for all the problems in the list is UB=maxz∈L {UBz} and the global lower bound for
all the problems in the list is LB = maxz∈L {LBz}. We choose Problem z having the
current worst (maximum) upper bound UBz = UB and then partition this problem
into two new Problems z1 and z2 that replace Problem z. This partitioning is done
by choosing a variable and partitioning the interval of this variable into two new
intervals, e.g., 0 ≤ λ (1) ≤ 0.2 to 0 ≤ λ (1) ≤ 0.1 and 0.1 ≤ λ (1) ≤ 0.2. For each
new problem created, we obtain an upper bound and a lower bound with a feasible
solution. Then we can update both UB and LB.

Once LB ≥ (1 − ε)UB, the current feasible solution is (1 − ε)-optimal and we
are done. This is the termination criterion. Otherwise, for any Problem z′, if we
have (1−ε)UBz′ < LB, where UB′

z is the upper bound obtained for Problem z′, then
we can remove Problem z′ from the problem list L for future consideration. The
method then proceeds to the next iteration.

Note that since we are interested in determining whether or not K is greater
than or equal to 1 (to check feasibility), we can terminate the branch-and-bound
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framework if any of the following two cases holds: (1) if the upper bound of K is
smaller than 1, then RFP-2 is infeasible or (2) if we find any feasible solution with
K ≥ 1, then RFP-2 is feasible.

8.3.3.2 Relaxation with RLT Technique

Throughout the branch-and-bound framework (both initially and during each
iteration), we need a relaxation technique to obtain an upper bound of the ob-
jective function. For this purpose, we apply a method based on Reformulation–
Linearization Technique (RLT) [19, 20], which can provide a linear relaxation for
a polynomial NLP problem. Specifically, in (8.10), RLT introduces new variables
to replace the inherent polynomial terms and adds linear constraints for these new
variables. These new RLT constraints are derived from the intervals of the original
variables.

In particular, for nonlinear term λ (m)bm
ij in (8.10), we introduce a new variable

ym
ij to replace λ (m)bm

ij . Since λ (m) and bm
ij are each bounded by (λ (m))L ≤ λ (m) ≤

(λ (m))U and (bm
ij )L ≤ bm

ij ≤ (bm
ij )U , respectively, we have [λ (m) − (λ (m))L] · [bm

ij −
(bm

ij )L]≥ 0, [λ (m)− (λ (m))L] · [(bm
ij )U − bm

ij ]≥ 0, [(λ (m))U −λ (m)] · [bm
ij − (bm

ij )L]≥0,

and [(λ (m))U −λ (m)] · [(bm
ij )U −bm

ij ]≥ 0. From the above relationships and substitut-

ing ym
ij = λ (m)bm

ij , we have the following RLT constraints for ym
ij .

(λ (m))L ·bm
ij +(bm

ij )L ·λ (m)− ym
ij ≤ (λ (m))L · (bm

ij )L

(λ (m))U ·bm
ij +(bm

ij )L ·λ (m)− ym
ij ≥ (λ (m))U · (bm

ij )L

(λ (m))L ·bm
ij +(bm

ij )U ·λ (m)− ym
ij ≥ (λ (m))L · (bm

ij )U

(λ (m))U ·bm
ij +(bm

ij )U ·λ (m)− ym
ij ≤ (λ (m))U · (bm

ij )U .

We, therefore, replace λ (m)bm
ij with ym

ij in (8.10) and add the above RLT constraints
for ym

ij into the RFP-2 problem formulation. Similarly, we let um
ij = qm

j bm
ij , vm

ij =

pm
ij bm

ij , and wm
ij = λ (m)pm

ij . From (pm
ij )L ≤ pm

ij ≤ (pm
ij )U and (qm

j )L ≤ qm
j ≤ (qm

j )U , we
can obtain the RLT constraints for um

ij , vm
ij , and wm

ij as well.

Denote Λ , p, b, and q as vectors for λ (m), pm
ij , bm

ij , and qm
j , respectively. After

we replace all non-linear terms as above and add the corresponding RLT constraints
into the RFP-2 problem formulation, we obtain the following LP.

Maximize K

subject to ∑M
m=1λ (m) = 1

λ (m)−λ (m−1) ≥ 0 (2 ≤ m ≤ M)

∑ j∈Ni
pm

ij − pmaxλ (m) ≤ 0 (1 ≤ i ≤ N,1 ≤ m ≤ M)
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∑k∈I j ,l∈Nk
gkj pm

kl − qm
j = 0 (0 ≤ j ≤ N,1 ≤ m ≤ M)

ηWym
ij + um

ij − gijvm
ij − W

ln2 gijwm
ij = 0 (1 ≤ i ≤ N, j ∈ Ni,1 ≤ m ≤ M)

RLT constraints for ym
ij ,u

m
ij ,v

m
ij , and wm

ij (1 ≤ i ≤ N, j ∈ Ni,1 ≤ m ≤ M)

∑M
m=1 bm

ij − fij ≥ 0 (1 ≤ i ≤ N, j ∈ Ni)

∑ j∈Ni
fij −∑ j∈Ni

fji − riK = 0 (1 ≤ i ≤ N)

K, fij,ym
ij ,u

m
ij ,v

m
ij ,w

m
ij ≥ 0 (1 ≤ i ≤ N, j ∈ Ni,1 ≤ m ≤ M)

(Λ ,p,b,q) ∈Ω ,

whereΩ = {(Λ ,p,b,q) : (λ (m))L ≤ λ (m) ≤ (λ (m))U , (pm
ij )L ≤ pm

ij ≤ (pm
ij )U ,(b

m
ij )L ≤

bm
ij ≤ (bm

ij )U ,(q
m
j )L ≤ qm

j ≤ (qm
j )U}.

The details of the proposed branch-and-bound solution procedure with RLT are
given in Fig. 8.1. Note that in Step 14 of the Feasibility Check Algorithm, the
method chooses a partitioning variable based on the maximum relaxation error.
Clearly, λ (m) is a key variable in the problem formulation. As a result, the algorithm
will run much more efficiently if we give the highest priority to λ (m) when it comes
to choosing a partitioning variable.1

8.3.3.3 Local Search Algorithm

In the branch-and-bound framework, we need to find a solution to the original
problem from the solution to the relaxation problem (see Step 9 in Fig. 8.1). In
particular, we need to obtain a feasible solution from Λ̂ and p̂. We now show how
to obtain such a feasible solution.

We can let Λ = Λ̂ . Note that in RFP-2, we introduced the notion of a self-
interference parameter to remove the binary variables in RFP. Then in p̂, it is
possible that pm

il > 0 and pm
ji > 0 for a certain node i within some sub-band m.

Therefore, it is necessary to find a new p from p̂ such that no node is allowed
to transmit and receive within the same sub-band. An algorithm that achieves this
purpose is shown in Fig. 8.2. The basic idea is to split the total bandwidth used at
node i into two groups of equal bandwidth: one group for transmission and the other
group for receiving.

After we obtain Λ and p by the algorithm in Fig. 8.2, constraints on sub-band
division, scheduling, and power control are all satisfied. Now we can compute bij

from (8.4) and (8.5). Then, we solve the following simple LP for K.

1In our implementation of the algorithm, we give the highest priority to λ (m), the second highest
priority to pm

ij , and consider qm
j last when we choose a partitioning variable. This does not hamper

the convergence property of the algorithm [19].
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Fig. 8.1 A solution procedure to the RFP-2 problem based on branch-and-bound and RLT

Maximize K

subject to fij ≤ bij (1 ≤ i ≤ N, j ∈ Ni)

∑ j∈Ni
fij −∑ j∈Ni

fji − riK = 0 (1 ≤ i ≤ N)

K, fij ≥ 0 (1 ≤ i ≤ N, j ∈ Ni).

If an LP solution provides a K ≥ 1, then this rate vector r is feasible.
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Fig. 8.2 An algorithm to obtain p from p̂

8.4 Numerical Results

8.4.1 Simulation Setting

In this section, we present numerical results for our solution procedure and compare
it to other possible approaches. Given that the total UWB spectrum is W = 7.5 GHz
and that each sub-band is at least 500 MHz, we have that the maximum number of
sub-bands is M = 15. The gain model for a link (i, j) is gij = min(d−2

ij ,1) and the
nominal gain is chosen as gnom = 0.02. The power density limit πmax is assumed to
be 1% of the white noise η [16].

We consider a randomly generated network of 100 nodes (see Fig. 8.3) over a
50× 50 area, where the distance is based on normalized length in (8.1). The base-
station is located at the origin. The details for this network will be elaborated shortly
when we present the results.

We investigate the impact of scheduling and routing. We are interested in
comparing a cross-layer approach to a decoupled approach to our problem.

8.4.2 Impact of Scheduling

For the 100-node network shown in Fig. 8.3, there are eight source sensor nodes
(marked as stars) in the network. The randomly generated data rate are r1 = 5,
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Fig. 8.4 The maximum achievable K as a function of M for the 100-node network

r2 = 2, r3 = 2, r4 = 4, r5 = 5, r6 = 3, r7 = 3, and r8 = 1, with units defined
in an appropriate manner. To show performance limits, we consider whether the
network can transmit K · ri from source sensor node i to the base station and
investigate the maximum K (feasible scaling factor) under different approaches.
Figure 8.4 (upper curve) shows the maximum achievable K for different M under
our solution procedure. Clearly, K is a non-decreasing function of M, which states
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Table 8.2 Performance of feasible scaling factor K under different
spectrum allocations with M = 5 for the 100-node network

Spectrum allocation K Rate

Optimal: (0.4256, 0.2339, 0.1660 0.1066 0.0679) 8.0 200
Equal: (0.20, 0.20, 0.20, 0.20, 0.20) 4.2 105
Random 1: (0.36, 0.23, 0.20, 0.11, 0.10) 2.8 70
Random 2: (0.27, 0.24, 0.21, 0.17, 0.11) 4.2 105

that the more sub-bands available, the larger traffic volume that the network can
support. The physical explanation for this is that the more sub-bands available, the
more opportunity for each node to avoid interference from other nodes within the
same sub-band, and thus more throughput in the network. Also, note that there is
a noticeable increase in K when M is small. But when M ≥ 4, the increase in K is
no longer significant. This suggests that for simplicity, we could just choose a small
value (e.g., M = 5) for the number of sub-bands instead of the maximum M = 15.

To show the importance of joint optimization of physical layer power control,
link layer scheduling, and network layer routing, in Fig. 8.4, we also plot K as
a function of M for a pre-defined routing strategy, namely, the minimum-energy
routing with equal sub-band scheduling. Here, the energy cost is defined as g−1

ij for
link (i, j). Under this approach, we find a minimum-energy path for each source
sensor node and determine which sub-band to use for each link and with how much
power. When a node cannot find a feasible solution to transmit data to the next
hop, it declares that the given rate vector is infeasible. In Fig. 8.4, we find that the
minimum-energy routing with equal sub-band scheduling approach is significantly
inferior than the proposed cross-layer optimization approach.

Table 8.2 shows the results for K under different spectrum allocations for
M = 5. The routes are the same as those obtained under optimal routing from our
cross-layer optimal solution (see Fig. 8.5 (a)) and are fixed in this study. The first
optimal spectrum allocation is obtained from the cross-layer optimal solution. The
second is an equal spectrum allocation and the following two are random spectrum
allocations. Clearly, the cross-layer optimal spectrum allocation provides the best
performance among all these spectrum allocations. It is important to realize that in
addition to the number of sub-bands M, the way how the spectrum is allocated for a
given M also has a profound impact on the performance. In Table 8.3, we perform
the same study for M = 10 and obtain the same conclusion.

8.4.3 Impact of Routing

We study the impact of routing on our cross-layer optimization problem under a
given optimal schedule (obtained through our solution procedure). Table 8.4 shows
the results in this study. In addition to our cross-layer optimal routing, we also
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Fig. 8.5 Optimal routing for the 100-node network. (a) M = 5, (b) M = 10

consider the following two routing approaches, namely, minimum-energy routing
and minimum-hop routing. The minimum-hop routing is similar to the minimum-
energy routing, except the cost here is measured in the number of hops.

In Table 8.4, the spectrum allocation is chosen as the optimal spectrum allocation
from our cross-layer optimal solution (see Tables 8.2 and 8.3) and is fixed. Clearly,
the cross-layer optimal routing outperforms both minimum-energy and minimum-
hop routing approaches. Both minimum-energy routing and minimum-hop routing
are minimum-cost routing (with different link cost). Minimum-cost routing only
uses a single-path, i.e., multi-path routing is not allowed, which is not likely to
provide an optimal solution. Moreover, it is very likely that multiple source sensors
share a “good” path. Thus, the rates for these sensors are bounded by the achievable
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Table 8.3 Performance of feasible scaling factor K under different
spectrum allocations with M = 10 for the 100-node network

Spectrum allocation K Rate

Optimal: (0.1551, 0.1365, 0.1283, 0.0962, 0.0952, 8.8 220
0.0916, 0.0901, 0.0702, 0.0689, 0.0679)

Equal: (0.10, 0.10, 0.10, 0.10, 0.10, 0.10, 0.10, 3.6 90
0.10, 0.10, 0.10)

Random 1: (0.14, 0.13, 0.12, 0.11, 0.09, 0.09, 0.09, 4.0 100
0.08, 0.08, 0.07)

Random 2: (0.17, 0.13, 0.11, 0.10, 0.10, 0.09, 0.08, 3.8 95
0.08, 0.07, 0.07)

Table 8.4 Performance of feasible scaling factor K under
different routing strategies for the 100-node network

M = 5 M = 10
Routing Strategy K Rate K Rate

Optimal Routing 8.0 200 8.8 220
Minimum-Energy Routing 2.2 55 2.4 60
Minimum-Hop Routing 1.4 35 2.0 50

rate of this path. Further, minimum-hop routing has its own problem. Minimum-hop
routing prefers small number of hops (with a long distance on each hop) toward the
destination node. Clearly, a long-distance hop will reduce its corresponding link’s
achievable rate, due to the distance gain factor.

8.5 Related Work

A good overview paper on UWB is given in [14]. Physical layer issues associated
with UWB-based multiple access communications can be found in [3, 7, 8, 12, 22]
and references therein. In this section, we focus on related work addressing
networking problems with UWB.

In [9], Negi and Rajeswaran first showed that, in contrast to previously published
results, the throughput for UWB-based ad hoc networks increases with node density.
This important result is mainly due to the large bandwidth and the ability of
power and rate adaptation of UWB-based nodes, which alleviate interference. More
importantly, this result demonstrates the significance of physical layer properties
on network layer metrics such as network capacity. In [1], Baldi et al. considered
the admission control problem based on a flexible cost function in UWB-based
networks. Under their approach, a communication cost is attached to each path
and the cost of a path is the sum of costs associated with the links it comprises.
An admissibility test is then made based on the cost of a path. However, there is no
explicit consideration of joint cross-layer optimization of power control, scheduling,
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and routing in this admissibility test. In [4], Cuomo et al. studied a multiple access
scheme for UWB. Power control and rate allocation problems were formulated for
both elastic bandwidth data traffic and guaranteed-service traffic. The impact of
routing, however, was not addressed.

The most closely related research to our work are [10] and [15]. In [10], Negi
and Rajeswaran studied how to maximize proportional rate allocation in a single-
hop UWB network (each node can communicate to any other node in a single hop).
The problem was formulated as a cross-layer optimization problem with similar
scheduling and power control constraints as in this chapter. In contrast, our focus
in this chapter is on a feasibility test for a rate vector in a sensor network and we
consider a multi-hop network environment where routing is also part of the cross-
layer optimization problem. As a result, the problem in this chapter is more difficult.
In [15], Radunovic and Le Boudec studied how to maximize the total log-utility of
flow rates in multi-hop ad hoc networks. The cross-layer optimization space consists
of scheduling, power control, and routing. As the optimization problem is NP-hard,
the authors then studied a simple ring network as well as a small-sized network with
pre-defined scheduling and routing policies. On the other hand, in this chapter, we
have developed a novel solution procedure to our cross-layer optimization problem.

8.6 Conclusion

In this chapter, we studied the important problem of routing data traffic in a UWB-
based sensor network. We followed a cross-layer optimization approach with joint
consideration of physical layer power control, link layer scheduling, and network
layer routing. We developed a solution procedure based on the branch-and-bound
framework and the RLT technique. Our numerical results demonstrated the efficacy
of our proposed solution procedure and substantiated the importance of cross-layer
optimization for UWB-based sensor networks.
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Chapter 9
A Parallel Routing Algorithm for Traffic
Optimization

M.L. Wang, K.H. Yeung, and F. Yan

Abstract This chapter applies the general complex network theory to study
a parallel routing algorithm called Classified Traffic Routing (CTR) for traffic
optimization. The parallel routing algorithm involves two routing tables when
forwarding packets. For CTR, performance analysis is performed which focuses on
loss, delay, and energy in a scale-free network. Its performance is also compared
to those of single routing algorithms. For existing two main kinds of single routing
algorithms - shortest path first and congestion avoidance first algorithms, we select
one representative algorithm from each kind for comparison. The result shows
that good loss or delay performance (but not both) can be obtained for each
representative routing algorithm, namely Shortest Path First (SPF) algorithm and
Optimal Routing (OR) algorithm. The chapter then discusses a study on energy
performance of these two algorithms. The results show that the two algorithms have
very different performance on average energy consumption and on distribution of
energy consumption among all nodes. This chapter then argues that single routing
algorithm could not meet the requirements of different types of traffic while could
not balance the energy consumption. In order to provide good loss performance
for loss-sensitive traffic and good delay performance for delay-sensitive traffic,
and in consideration of energy consumption, forwarding packets with CTR is a
good choice. Simulation results show that CTR can give a much more balanced
performance on loss, delay, and energy than those of SPF and OR.

9.1 Introduction

Many researchers have focused on exploring how the structure features play a role in
the dynamic behaviors of networks [1]. These theoretical modeling of networks has
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been applied to various fields, such as the social groups [2], the Internet [3–5] and
the world wide web [6], metabolism [7, 8], and ecosystems [9, 10]. In all of these
models, how a network handles and delivers information is one of the important
issues to study. As all the mentioned networks are complex networks with scale-
free property, the scale-free network model is usually used for studies.

In the studies of transport optimization, two main different kinds of approaches
have been considered. One of them takes the shortest paths [11, 12], and for the
other one, researchers consider the congestion problem on nodes (or links) and try
to avoid congestion by not using the shortest paths. In the shortest path approach,
the length of a path is the total weights of the links in the path [11–14]. This kind
of approaches has the minimum packet delay but they cause many of the shortest
paths going through a set of nodes, which lead to node congestion. Especially in a
network with high traffic density, congestion on these nodes is easily found. The
design is therefore not suitable for traffic which requires high throughput, such
as TCP. In the second kind of approaches, the algorithms work on avoiding or
weakening the congestion in the network, so the transportation capacity of the
network will be improved [15–17]. When forwarding packets, paths with idle or
not busy nodes are preferred rather than shortest paths with serious congestion. In
these algorithms, queuing time will be saved and meanwhile, the number of packets
dropped due to limited buffer sizes (of nodes) is decreased. However, this kind of
algorithms has the disadvantage that too many routing paths are not the shortest
paths and so, the average packet delay is longer. For traffic in which delay is a
major concern of communication quality, this approach cannot give satisfactory
performance. Therefore, routing algorithms discussed above will not give good
performance when coexistence of VoIP and TCP is found [18].

Besides delay and loss performance, there is another important (but less studied)
performance: the energy performance in transport optimization. The total number
of Internet users now is beyond 2.09 billions [19] and keeps increasing in a rapid
speed. Nowadays, the electricity usage for Internet is 0.5%–1% of the total world
electricity usage [20,21]. And if there are 2 billion people having broadband access
with 1 Mb/s, then this percentage will increase to 5%. Even worse, if there are 20
billion people having broadband access with 1 Mb/s, the percentage becomes 50%.
Some researchers concluded that the constraint on Internet growth will be energy
consumption in the future [22]. For a long-term thinking, we must consider energy
consumption when developing good routing algorithms.

In this chapter, traffic optimization based on traffic types on a scale-free
network is studied. We first discuss the loss, delay and energy performance of two
representative routing algorithms, namely Shortest Path First (SPF) and Optimized
Routing (OR). Each of them belongs to either routing approach as mentioned above.
We then argue that they cannot meet the requirements on the performance of loss,
delay or energy at the same time. Compared to single routing algorithm, parallel
routing algorithms therefore have their own advantages. A parallel routing algorithm
called Classified Traffic routing (CTR) is therefore proposed. Simulation results
show that CTR can give a more optimized performance on loss, delay and energy
when compared with those of SPF and OR.
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9.2 Shortest Path First and Optimized Routing

SPF can be implemented in two ways: either finding the shortest path dynamically or
following a fixed routing table. In the first case, when a new packet is generated, the
router searches for a shortest path among all shortest paths between its source and
destination [23]; in the second one, for any pair of nodes, the shortest paths are saved
in a fixed routing table [24]. When the delivering capability for each node, denoted
as Ci, is the same for all i, the packet generated rate in the whole network cannot go
beyond a critical point Rc. Below this critical value, the generated packets can be
processed properly and the packets queueing in buffers would not be accumulated
with time. However, when the network generates too many packets per time slot
(beyond Rc), packets queuing in buffers will be accumulated from time to time,
which means the network is overloading. This value for a heterogeneous network is
much smaller than that of a homogeneous network (using SPF and under the same
condition). The throughput of a regular network is also much larger than that of a
scale-free network [25, 26]. The explanation is as follow: all packets are routed just
with the shortest paths, so packets are more easily to be forwarded passing some
“hubs” than other nodes, and congestion occurs in these “hubs”. The congestion
will immediately spread over the whole network.

OR [16] tries to distribute traffic to every node as uniformly as possible by
uniforming the betweenness [18] of all nodes. For a given routing table, the
betweenness for a specified node i is defined as: the sum of all fractional paths
that pass through that node i, and Bmax specifies the largest betweenness for any
node in the network [27]. To distribute traffic uniformly to the whole network, the
betweenness of all nodes would be uniformed. In order to achieve it, minimizing
Bmax is necessary so that no nodes will be too popular, and it has been shown that
significant improvement in the transport capacity of a network can be achieved by
minimizing the maximum betweenness of the network [16]. For a network with
N nodes, on average, each time step the number of packets forwarded to node i
is RBi

N(N−1) where R is the average packet generated rate by one node. It identifies
that by reducing the maximum betweenness in the network, the throughput will
be improved. In OR algorithm, the maximum betweenness is reduced. In each
time step, the node with largest betweenness in the network is found, and then the
lengths of all the links connected to it are increased. After that, just recalculate the
betweennesses for all nodes and repeat the same steps for several times. Finally, we
can obtain a routing table whose maximum betweenness for the whole network is
very close to the average betweenness. The maximum betweenness is usually quite
low in this case. It means that the traffic is distributed more uniformly (compared
with SPF) to the whole network instead of a few “hubs”. To make this argument
more convincing, in Fig. 9.1, we show the utilization of nodes for a network with 400
nodes using SPF or OR. As observed, utilization of a few hub nodes are extremely
busy for SPF, while majority of nodes are having low utilization (<0.2). For OR
case, however, utilization of nodes are not so extreme as this case of SPF, meaning
that OR successfully spread the traffic around.
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Fig. 9.1 Utilization of nodes
(with index number 1–400)
for a network using SPF (red
crosses) or OR (black dots)
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9.3 Loss, Delay, and Energy Performance of Shortest Path
First and Optimized Routing

The results presented above and in the following are for an undirected scale-free
network with the exponent of power-law degree distribution γ = 3. The network size
is unchanged and the total number of nodes N = 400. The whole simulation period
is divided into time slots such that in one time slot, for any individual node, at most
one packet can be generated with a probability r varying between 0.05 and 0.95.
The destinations for any packets are chosen randomly among the other N −1 nodes.
We assume all nodes having the same processing capacity and the same size of
buffer (for storing waiting packets), which are 1 packet per time slot and 10 packets
buffer size respectively. For all nodes, any packet received when buffer is full will
be dropped. That means that the packet will be lost. When evaluating the energy
performance, we consider two situations. In the first situation, energy supplied to
each node is infinite, and each time when a packet is generated or forwarded by a
node, the energy consumption of this node will be increased by 1 unit. If a packet is
dropped, the energy consumed by it will still be counted. And then we calculate the
average energy consumption to forward one packet arriving its destination. In the
second situation, energy supplied to each node is finite. When any node runs out of
energy, the simulation ends. This time we focus on the remaining energy of nodes
when the simulation ends.

In the following, we first show how the use of routing algorithms affects the loss
performance. The routing algorithms under study are SPF and OR. SPF is the basic
algorithm that all packets will be routed with shortest paths, ignoring the congestion
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Fig. 9.2 The average
utilization of nodes vs. r
when OR is used
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of the links and nodes. Naturally, a few nodes will be passed through by a lot of
shortest paths. These nodes are called hubs. Hubs easily suffer from heavy traffic
and congestion. Another algorithm, OR, is proposed to avoid node congestion [21].
With OR, the distribution of betweennesses for nodes is much more concentrated.
Most of them are distributed within a narrow band, but there is a very sharp peak
at the upper edge (see [21]). Although OR successfully spreads the traffic around,
its loss performance has not been studied. In the following, simulation results on
OR and SPF will be reported. When doing the comparison, we focus on the range
with r < 0.3. It is because when r = 0.3, it is already an extremely heavy loading
condition. This can be seen from the simulation results of OR on utilization of nodes
in Fig. 9.2. From the figure, we observe that the network utilization increases rapidly
in the range r < 0.1. It then tends to saturate for r > 0.2. At r = 0.3, the average
utilization is really very high (> 0.8), which means the network is extremely busy
at this point.

Figure 9.3 shows the average number of lost packets and the average number of
nodes in dropping packets for SPF and OR with different values of r. With r < 0.3,
we observe in Fig. 9.3 that OR performs much better than SPF in packet loss. We
also observe that more nodes are involved in packet dropping. For example, when
r = 0.2, with SPF, 56 packets will be dropped by only 14 nodes. But when OR is
used, the number of dropped packets is reduced to 42, and they are dropped by 30
nodes. The results have shown that OR successfully spread the traffic to more nodes.
Therefore, better throughput performance is obtained.

However, distributing traffic to more nodes means giving up the use of shortest
paths. Packet delay will be increased. This is observed in Fig. 9.4. According
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Fig. 9.3 Number of lost
packets and nodes that drop
packets as a function of r
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Fig. 9.4 Comparison of
results for the average packet
delay of two algorithms as a
function of r
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to Fig. 9.4, we can find that average packet delay of OR is much longer than that
of SPF. In r < 0.3, the delay of OR is between 4.3 and 4.6. But for SPF, the delay
varies between 2.85 and 3 in the same range of r. In other words, the average delay
is increased to more than 1.5 times when using OR. When r becomes larger than 0.3,
the overall average delays for both algorithms are decreased with the increase of r.
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To find out the reason, another simulation is run to show the percentage drop of
packets against the number of hops in a path. The results are shown in Fig. 9.5a,b.

Figure 9.5a,b show that no matter SPF or OR is used, packets having routing
paths of more hops are dropped at higher percentages than packets that only pass
through fewer hops. In other words, packets that can arrive to their destinations (not
being dropped) are more probably to be those following paths with fewer hops. So
the overall average delay for both algorithms is decreased with the increase of r.
Moreover, when r is large, routing with pure OR has a higher probability in packets
drops. The reason is that in OR, the routing paths are longer than those of SPF. We
can find it from the distribution of the number of passing-by hops from Fig. 9.6.
With the increasing of r, the percentage drops of packets passing-by hops increases
rapidly for OR. The growth rate of loss percentage for OR is, therefore, much higher
than that of SPF.

The above results show that the delay performance of OR is not so good. If we use
OR to route all packets including those carrying delay sensitive data (such as VoIP),
poor quality of service can be anticipated. In comparison, SPF is the better algorithm
for routing time sensitive data. But for data which is not delay sensitive (e.g. TCP
data), delay performance of the network is not so important when compared to the
loss performance. This is because for this type of data, packet loss usually triggers
retransmissions that significantly affect the overall throughput. On the other hand,
this type of data can usually tolerate longer packet delay. This is due to the fact that
an end-to-end estimation on the round trip time between both end nodes is made
periodically.

As for the energy consumption of this two algorithms, two simulations have
been run. For the first simulation on energy performance, we assume the energy
supplied to each node is infinite, and each time a packet is generated or forwarded
by a node, the energy consumption of this node will be increased by 1 unit. If a
packet is dropped, the energy it consumed will also be accumulated to the total
energy consumption. When the simulation ends, we calculate the average energy
consumption for forwarding a packet to its destination successfully.

Figure 9.7 shows the average energy consumption for each forwarded packet of
these two algorithms. When r < 0.3, OR gives a better performance than SPF. With
the increase of r, the energy performance of OR gets worse rapidly. This is just the
other side of the same observation as discussed a bit earlier: OR drops more packets
than SPF when r is large. More packet drops also mean more energy being wasted.
So when the traffic is heavy (r > 0.3), the performance of OR is not as good as that
of SPF.

In the second simulation on energy, we assume that the energy supplied to each
node is 10,000 units. Each time a packet is generated or forwarded by a node, the
remaining energy of this node will be decreased by 1. When there is any node
that runs out of energy, the simulation ends and we then find the remaining energy
distribution of all nodes.

Although the average energy consumption of packets in OR is not as good as
SPF, the energy consumption for different nodes seems to be well-distributed when
simulation ends. Figure 9.8a shows the remaining energy of the nodes at different
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Fig. 9.5 The percentage drops of packets for SPF and OR



9 A Parallel Routing Algorithm for Traffic Optimization 249

Fig. 9.6 The distribution of
the number of passing-by
hops in routing paths

1 2 3 4 5 6 7 8 9 10 11 12 13 14
0%

10%

20%

30%

40%

50%

60%

70%

Number of Hops

P
er

ce
nt

ag
e 

of
 R

ou
tin

g 
P

at
hs

SPF

SPF

1 2 3 4 5 6 7 8 9 10 11 12 13 14
0%

5%

10%

15%

20%

25%

Number of Hops

P
er

ce
nt

ag
e 

of
 R

ou
tin

g 
P

at
hs

OR

OR

time for SPF. For example, at time t = 6,000, there are 123 nodes having remaining
energy of about 9,100. From the figure, we can find that for SPF, a few nodes run
out of their energy very soon while most of the nodes have a lot of energy unused.
But from Fig. 9.8b, the situation of OR seems to be much better.
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Fig. 9.7 Comparison of
results for the average energy
consumption for packets of
two algorithms as a
function of r
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The results on energy performance shows that for SPF algorithm, it has better
performance on the average energy consumption for packets. But as few nodes will
run out of its energy rapidly, the network will stop working while most other nodes
still have a lot of unused energy. As for OR, although the energy consumption speed
of different nodes is quite uniform, the average energy consumption for packets is
not so satisfying.

In conclusion, both SPF and OR cannot give satisfied performances on packet
delay, packet loss and energy consumption at the same time.

9.4 Parallel Routing Algorithms

Traditionally, all routing algorithms are single routing ones. For a single routing
algorithm, there is only one routing table in each router. That means for a specific
router, it treats all packets equally and ignores their types or potential requirements.
The situation is quite different in parallel routing. In parallel routing, each router
has more than one choice on “next-hop” of the routing path. Distinguish different
packet types and apply “differentiated treatment” to them is the core idea of parallel
routing. The concept of parallel routing algorithm is there for many years. In
computer networks, there are separate routing tables for unicast and multicast traffic.
However, this chapter introduces a new concept on using two routing tables to route
different types of unicast traffic. As can be seen below, parallel routing will give
much more balanced performance.
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9.5 Optimization Based on Traffic Types: Classified
Traffic Routing

To balance loss, delay and energy performance for different types of traffic, we
propose an algorithm which keeps both SPF and OR routing tables. Based on the
type of a packet, one of the routing tables will be used to route that packet. In
the packet header of IP packets, there is a special field called Type of Service. By
reading this field a node can know whether delay sensitive data is carried in this
packet or not. Then the node can select the proper routing table to route this packet.

The proposed algorithm CTR is described below:

1. Packets are classified into two different types. Packets classified as type 1 are
delay sensitive packets, and all other packets are classified as type 2.

2. In each node, two routing tables are kept– routing table 1, which is obtained by
SPF and the other one, routing table 2, which is obtained by OR.

3. When routing a packet, a node will first determine the type of packet. If it is
a type 1 packet, the node will forward the packet according to routing table 1.
Otherwise, routing table 2 will be used to forward the packet.

To compare the performance of CTR to SPF and OR, simulation on the same
network as described above was run. Different percentage mixes of type 1 and
type 2 traffic were studied in our simulation. Since similar results were obtained
for different percentage mixed, in the following we only present the results for a
mix of 50% type 1 and 50% type 2 traffic.

Figure 9.9 shows the loss performance of CTR when compared with SPF, and
OR. We can find that when r < 0.3, packet loss percentages for both type 1 and
type 2 are less than that of SPF. It is interesting to find that the loss for type 2
traffic is even less than OR when r goes larger. To explain this, we first show the
distributions of loss in the whole network for SPF, OR and CTR in Figs. 9.10, 9.11
and 9.12, respectively.

Figure 9.11 shows a uniform “busy state” in the whole network when OR is used.
It is quite different from the case that when SPF is used (see Fig. 9.10). When SPF
is used, there are a few “hubs”, which means that too many shortest paths pass by
these nodes. These “hubs” are too busy all the time and keep on dropping packets.
Meanwhile, most of the other nodes are idle. For the case of CTR, as CTR type
1 packets are routed under SPF, there are also some “hubs”. These “hubs” mainly
drop type 1 packets (see Fig. 9.12) and a few type 2 packets which are occasionally
routed to them. At the same time, CTR type 2 packets are routed under OR, which
leads to “busy state” occurring on more nodes on the network.

Now we look back at Fig. 9.9 and explain why the loss for type 2 traffic is larger
than that of OR when r is small (i.e. <0.14). When r is very small, using OR will
lead to very few packets dropped in the whole network. However, if using CTR,
although r is small, “hubs” still exist. All the packets passing though “hubs” may be
dropped, including a lot of CTR type 1 and a few CTR type 2 packets. So, overall,
when r is small, CTR type 2 packets are more easily dropped when compared to the
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Fig. 9.10 Nodes states of the
whole network when using
SPF
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Fig. 9.11 Nodes states of the
whole network when using
OR

OR case. Additional simulation results in Fig. 9.13 verify what we have stated. In
the figure, the influence of CTR type 1 traffic on CTR type 2 traffic is shown. When
there is no type 1 traffic (red line), there is nearly no loss in type 2 traffic for all hop
lengths. However, when type 1 traffic exists (black line), many type 2 packets are
dropped by the busy nodes (or, type 2 traffic going through shorter paths).

When traffic in the network increased (i.e. r increased), the possibility for a node
to be overloaded is increased. When using OR, as the mean length of routing paths
is increased, a packet has to pass through more nodes to reach its destination. If
anyone among these nodes is overloaded, this packet will be dropped. So, heavier
traffic means higher possibility that an arbitrary node is overloaded and higher risk
for an arbitrary packet to be dropped. However, for CTR, some packets are routed
under SPF. These packets are more likely to be routed to a small set of nodes centre
on “hubs” than to be uniformly routed to the whole network. It leads to much less
traffic in the other nodes. Although little more CTR type 2 packets will be dropped
in the “hubs”, in the remaining part of the network, much less packets need to be
routed. As a result, less CTR type 2 packets will be dropped. This tells why the loss
for type 2 traffic is even less than OR when r goes larger. Additional simulation
results in Fig. 9.14 verify what we have stated. From the figure, it can be found that
when packets need to pass by more than 3 hops, routing with OR will lead to higher
risk of being dropped compared to using CTR (type 2).
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Fig. 9.12 Nodes states of the
whole network when using
CTR

The above results show that for CTR type 1 packets, the loss performance is
slightly better than SPF for r < 0.3 while that of CTR type 2 packets is worse than
OR for small r. But when r is large (not beyond 0.3), the loss performance for CTR
type 2 packets is better than that of OR.

Next, we present the delay performance. Figure 9.15 shows the delay perfor-
mance of CTR when compared with SPF and OR. We observe that the delay for
type 1 packets is just as small as that of SPF. For CTR type 2 packets, their average
delay is longer than that of OR.

To see why the average delay for CTR type 2 packets is longer than that of OR,
refer to Fig. 9.15. From the figure we can find that when r is small enough so that
no dropped packets occur, the average delay for CTR type 2 packets is very close
to that of OR. When r goes larger, packets dropping occurs. As discussed before,
when r is large, routing with pure OR has a higher probability in packet drops.
Furthermore, most of the dropped packets are those having the longer routing path.
That means, with OR, when r goes larger, packets with longer delay are dropped
with a higher probability compared to other packets. So the delay performance (as
reflected only by those packets that can reach their destinations) is better. On the
contrary, in CTR, type 1 packets are routed with SPF. These type 1 packets indirectly
affect the performance of type 2 packets, as they make the nodes in the hub set busy
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Fig. 9.13 The percentage
drops for CTR type 2 packets
without or with the influence
of CTR type 1 packets when
r = 0.1
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Fig. 9.14 The percentage
drops of packets for CTR
type 2 and OR when r = 0.5
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all the time. CTR 2 packets will be dropped easily when passing through these nodes
(i.e. nodes made busy mainly by type 1 packets). In other words, some type 2 packets
with shorter delay are easier to be dropped. Since packets with longer delay will be
more probable to be dropped in OR (therefore giving a “better” delay performance)
while the opposite is found for CTR type 2 packets, the average delay for CTR type
2 packets is longer than the average delay of OR.
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Fig. 9.15 Delay performance of CTR, SPF, and OR

According to the above results we can conclude that the delay performance for
CTR type 1 packets is just as good as that of SPF, while the delay performance for
CTR type 2 is slightly worse than OR.

Now we will discuss on the energy performance of CTR. Figure 9.16 shows the
average energy consumption for packets of CTR with comparisons to SPF and OR.
We can find that when r is small (e.g. r < 0.3), the average energy consumption for
CTR is less than both SPF and OR. With the increasing of r, the curve for CTR is
still lower than that of OR.

The average energy consumption has a strong relation with the loss performance.
Generally, more loss means more waste, larger average energy consumption for a
successful packet. When r is small, the overall loss performance for CTR is quite
good, so the average energy consumption for packets is low. But as r increase,
almost all packets will eventually be dropped, the situation of CTR becomes similar
to that of OR which has been mentioned before: both CTR and OR try to forward
packets by avoiding congestion and those packets may be dropped after it passing
through a few hops. The energy is therefore wasted.

As for the remaining energy distribution, from Fig. 9.17 (please refer to Fig. 9.8
for comparisons), we find that when there is a node running out of its energy, the
remaining energy of other nodes is much less than that of SPF, although it is more
than that of OR.

This result can be easily understood that some packets are forwarded under SPF,
while others are forwarded under OR. Nodes which are nearly always idle under
pure SPF may be sometimes busy with the introduction of OR, so they also consume
energy. The remaining energy of nodes is generally not as high as those of SPF.
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Fig. 9.16 Comparison of results for the average energy consumption for packets of three
algorithms as a function of r
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Fig. 9.18 Remaining energy distribution of SPF, OR, and CTR

Figure 9.18 shows the remaining energy distribution of SPF, OR, and CTR
against the nodes’ index (when there is a node running out of its energy). It can
be seen that the remaining energy of nodes for CTR (the blue stars) are distributed,
generally, lower than the that of SPF (the red crosses) while higher than that of OR
(the black dots). We obtain the same result as mentioned before from another view
– the remaining energy of other nodes is much less than that of SPF, although it is
more than that of OR.

According to the above results, we can conclude that the average energy
consumption of CTR is less than that of OR, and when the network is not so
congested, it is even less than that of SPF. As for the remaining energy distribution,
CTR’s is much better than that of SPF although not so good as that of OR.

9.6 Conclusion

All the above results show that when using CTR, packets which are delay sen-
sitive can reach their destinations as quickly as SPF. At the same time, the loss
performance of CTR is better than SPF. The loss for packets which are not delay
sensitive is even less than OR. CTR therefore can give a balance performance in
delay and loss. As for the energy performance, when using CTR, the overall average
energy consumption for each packet is quite good compared to OR, while the energy
invested to nodes is well-distributed.
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In conclusion, parallel routing (i.e. hold two routing tables) has its own
advantages. Though the proposed CTR may not be the best parallel routing
algorithm, we do hope to call for further research on parallel or even multiple
routing.
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Chapter 10
Internet Based Service Networks

LiYing Cui, Soundar Kumara, and Réka Albert

Abstract This chapter focuses on services networks. We review the important
aspects of services (flow patterns, semantic issues, Quality of Service (QoS) and
user preferences), as well as service composition techniques, network metrics and
models. The Concept-Service (CS) network matrix is introduced. The CS network
dynamics and optimization based service composition are the original contributions
of this chapter based on our years of research on this topic.

10.1 Introduction

Information Technology provides rich connectivity which is an opportunity and a
challenge as this interconnectedness leads to networks of millions of nodes (e.g.
YouTube/Facebook users, mobile phone owners, and Internet service providers) and
of considerable heterogeneity (the nodes include software, devices, and people and
broadly Internet of things). Information sharing and retrieval in internet networks
drives the day-to-day business across the world. In general, the map of the Internet
is considered at two different scales. At the level of Autonomous Systems (ASs),
an AS is an organizational unit of a particular domain or service provider, and
the edges represent physical communications that connect sub-networks or devices
across these ASs. The exchange of information between devices or sub-networks is
done using routers. The map of the Internet at this scale consists of nodes as routers
and their communications within and across ASs as edges.

The proliferation of e-commerce and the fast paced development of information
technology have fueled the use of distributed Cyber business processes. Service
composition enforces the usage of automatic Internet services (also called web
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services) to build different kinds of service complexes, which can meet a variety of
business applications. Web services and the parameters/concepts involved in them
can form a network if we take services and parameters (concepts) as nodes, and treat
the information flow among concepts and services as arcs.

The prospect of web service boom has inspired a number of large Information
Technology companies to work on service computing. Microsoft is developing its
next generation operating system that embeds a service publisher. IBM, HP, Sun and
others have been cooperating on a Universal Description, Discovery and Integration
(UDDI) Center. Google has set up its own registry center for web services. It must
be noted that service engineering focuses on the traditional hard services carried out
by physical entities, but ignores the soft services carried out automatically via Cyber
space.

In this chapter, we focus on the background of using optimization and semantics
in service networks. We provide preliminary analysis on how to use complex
networks in service composition.

10.2 Problem Definition

We have stated in the previous section that Information Technology provides rich
connectivity among millions of nodes and thus leads to the evolution of complex
networks. The links of these networks are the information flow shared among the
nodes. One can make the following definitions:

Definition 10.1. Service provider: Any software, machine, people, product, etc.,
that can provide useful function to others.

Definition 10.2. Customer: The party which needs a service from a service provider.

Definition 10.3. Service: A function that a service provider offers to a customer

Definition 10.4. Web service (Internet based service): A service provided via
WWW or Internet.

Definition 10.5. Concept: A concept is a cognitive unit of meaning which is used
to describe services.

Definition 10.6. Service network: A network formed where the nodes are services
and concepts and the links among nodes are the information flows among the nodes.

Definition 10.7. Service composition: Service composition is a process to select a
set of services and their flow sequence to perform a task which cannot be finished
by any individual service.

Definition 10.8. Input: A pre-condition of a service is defined as an input to the
service.

Definition 10.9. Output: A post-condition or result of a service is defined as an
output of the service.
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A service is a set of related activities that produce value to the customers by
fulfilling a one or several function(s). Web services belong to services. However,
only those services using data flow as inputs and outputs can be developed as Web
Services. If we only study the business processes composed by Web Services, we
call it a web service composition problem (WSC); otherwise, we call it a general
service com-position problem. A web service is described by pre-conditions (inputs)
and post-conditions (outputs).

The relationship among web service composition, broad service composition is
the following:

Web Service Composition ⊆ General Service Composition (10.1)

We will use the terms service planning and service composition interchangeably.
We illustrate service planning through the following scenario: Olivia, a consultant,
wants to travel from State College to Washington D.C. Saturday or Sunday of this
week. She would like to return from DC next Friday. She has meetings on Monday
and Tuesday. On Wednesday, she needs to present a paper at a local university. On
Thursday, if weather permits, she would like to watch a baseball game. Otherwise,
she would go to the Space Museum. After the museum or baseball game, she wants
to have dinner at a Mexican restaurant.

She may need to accomplish the following tasks in order to implement her
plan:

1. Book an airline ticket from State College to Washington D.C.
2. Book a hotel in Washington D.C.
3. Rent a car in Washington D.C.
4. Check the weather for Thursday.
5. If the weather forecast is good for Thursday, buy a ticket for the baseball game.
6. If the weather forecast is bad, check the schedule of the Space Museum.
7. Reserve a seat in a Mexican restaurant for dinner.

The task order (with antecedent and consequent states) results in a plan. The
generation of this trip planning is a web service composition problem. Figure 10.1
shows the service composition process.

10.3 Components of Service Composition

10.3.1 Flow Pattern

In service composition problems, there are four types of service flow patterns,
namely Sequential, Switch, Parallel, and Iterative. In Fig. 10.2a, Service 1 is the
predecessor of Service 2, so these two services are sequential. In Fig. 10.2b,
either Service 1 or Service 2 is adequate for the whole compound service, so the
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Fig. 10.1 An example of a web service composition

relationship between Service 1 and Service 2 is a switch (we call it “Or” Parallel
in this context), with a probability for using Service 1, and probability for using
Service 2. In Fig. 10.2c, both Service 1 and Service 2 are needed to provide input
information for the successors, so the two services are parallel (we call it “And”
Parallel in this context). In Fig. 10.2d, Services 1, 2, and 3 are in a loop, so we call
this iterative flow pattern. In the example shown in Sect. 10.1, the task of booking
an air ticket and the task of booking a hotel in Washington D.C. are sequential,
since the number of nights needed in a hotel depends on the departure date from
State College. The tasks of booking a hotel and renting a car can be executed in
parallel. Buying a ticket for a baseball game and checking the schedule of the Space
Museum are conditional tasks, and the flow pattern is a switch. There is no iterative
flow pattern in this plan.

The data structure of web services is shown in Fig. 10.3. Web services are stored
in a hierarchical form and are classified into different port types; one service may
have multiple operations. Each web service operation includes a set of inputs and
a set of outputs. Two web service operations can communicate with each other if



10 Internet Based Service Networks 267

Fig. 10.2 Four basic service flow patterns

Fig. 10.3 Data structure of web service database
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Fig. 10.4 The inner structure of web services (In this chart, parameter is concept)

one’s output(s) matches the others’ input(s). In order to accomplish the service
composition, each web service must specify the properties of the service, such as
where it is located (URL), how it is invoked (inputs), and what it does (outputs).
To guarantee the successful information exchange among web services, the service
providers must describe and publish the web services in a specified standard(s), such
as WSDL [1], BPEL4WS [2], WS-Choreography [3], OWL-S(DAML-S) [2].

The communication between two web services is via sharing inputs or outputs
between them; e.g., an output of one service can be used as an input of another.
Figures 10.2, 10.3 and 10.4 show the sharing scheme.

10.3.2 Semantic Aspects

It is expected that all the input and output attributes of web services are described
using standard semantic concepts. So, the web services are semantically interpreted
in an ontology [36] and registered in service registries such as, for instance, UDDI
[3]. A Semantic Service Matching Algorithm is used to compare the concepts
derived from processing the ontology and the requirements from the users with the
concepts presented in the format of published services. Next, we describe the most
popular semantic matching algorithm in service composition.

Each concept has its sub-classes and super-classes. The service matching
algorithm searches the Web Service Description file and the ontology file to check
the semantic relationship between every pair of concepts. The algorithm derives
the explicit and implicit relations between concepts are derived through reasoning.
Table 10.1 illustrates four basic types of relationships between two concepts: (a)
Concept 1 is the same as Concept 2; (b) Concept 1 is an ancestor of Concept 2; (c)
Concept 1 is an offspring (subclass) of Concept 2; (d) Concept 1 has no relationship
with Concept 2.
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Table 10.1 Types of
similarity match between
two concepts (C1 ,C2)

Description in words Semantic description

C1 exactly matches C2 C1 =C2

C1 partially matches C2 C1 ⊂C2

C1 over matches C2 C1 ⊃C2

C1 fails to match C2 No relation

A score based on the match is assigned based on these relations:

match(C1,C2) =

⎧⎪⎪⎨
⎪⎪⎩

Score1 if C1 =C2

Score2 if C1 ⊂ C2

Score3 if C1 ⊃ C2

0 otherwise

Here Score1 > Score2 > Score3 (10.2)

Definition 10.10. Concept domination: Concept C1 dominates concept C2 if con-
cept C1 has more information than concept C2 does.

As we know, if concept C1 is a subclass of concept C2, concept C1 has more
information than concept C2 does.

Lemma 10.1. If concept C1 is a subclass of concept C2, e.g. C1 ⊂ C2, then C1

dominates C2.

When we need to check whether a service S1 can be used instead of another
service S2, we need to compare the input and output concepts. It is preferred that
service S1 needs no more input information than service S2 does, and generates no
less output information than service S2 does.

Definition 10.11. Service domination: Service S1 dominates service S2, if service
S1 needs no more input information than service S2 does, and generates no less
output information than service S2 does.

Let the symbol input represent the total input concept set of service S1 and service
S2, and the symbol output represent the total output concept set of service S1 and
service S2. The following lemma holds.

Lemma 10.2. Service S1 dominates service S2, if CS1
i ⊇ CS2

i , i ∈ input, and CS1
i ⊆

CS2
i , i ∈ output.

When a query R is posed, service S can be used as a candidate to fit the request R
if service S dominates the request R. The usability score of an existing web service
S to query R can be defined as:

Definition 10.12. Usability score:

Usability score(R,S) = ∑
i∈input

match(CR
i ,C

S
i )+ ∑

i∈out put
match(CS

i ,C
R
i ) (10.3)
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The above formula shows us how to calculate the usability score of a service
for a query. The usability score of a service for a request consists of the match
scores of all the input concepts and output concepts of the request. All the input
and output matching scores between the request and the service are summed up into
the usability score of a service to the requested service. All candidate services can
be sorted according to their usability scores. The service with the highest usability
score wins. The candidate services can also be further evaluated according to the
Quality of Service (QoS). The disadvantage of the Semantic Matching Algorithm is
that it is only used to match a query with existing services, instead of doing service
composition. However, we can use semantic matching to identify the topologically
significant concepts.

10.3.3 Quality of Services

Recently, user preferences have drawn more attention in the service oriented
research field [4]. However, some traditional automated service composition ap-
proaches cannot meet the personalized user requirements due to the following
reasons:

1. Common knowledge cannot characterize personalized requirements. For exam-
ple, if the user wants to go to Washington D.C. from State College, taking a
flight minimizes time but driving is also a viable option. In case the user is afraid
of flying, or annoyed with the frequent delays airlines have or finds the cost of
flying too high, flying is not the best option. In fact, the users’ requirements are
variable and unpredictable in different environments. Therefore, it is impossible
to forecast all personalized requirements in advance.

2. Users’ requirements include both hard and soft constraints. In the traditional
approaches, only a user’s initial state is considered as a constraint to implement
planning, e.g., the user may have 5,000 dollars budgeted for the trip. In addition,
if the user wants to travel in a modality that both minimizes travel time and offers
the least cost, there may be no way to satisfy both of her preferences at the same
time. Thus, she has to make a compromise to select a feasible conveyance. This
kind of soft-constraint is usually fuzzy and negotiable. It is important to realize
that the user-centered service composition should pay much more attentions
to flexible user preferences for improving users’ satisfaction. In addition, the
soft-constraints will also improve the success rate of service composition if a
compromise feature is considered.

We consider five general QoS criteria in service selection: (1) execution price, (2)
execution duration, (3) reputation, (4) reliability, and (5) availability.

A web service can contain more than one operation. The operations can be
different in terms of functionality and QoS. As the service selection technique can
also be applied in operation selection, we can treat each operation as an individual
service. Based on Zeng et al. [6], we define the components of the QoS of services.
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Table 10.2 Computing the
QoS of a compound service
s(s1, s2, ..., sn) (derived
from [6])

Criteria Equation

Price C(s) = ∑n
i=1C(si)

Duration D(s) =Cmax(s)
Reliability Q(s) =∏n

i=1 eR(si)

Availability A(s) =∏n
i=1 eA(si)

Reputation R(s) = ∑n
i=1

1
n R(si)

Definition 10.13. Price: Given a service s, the price C(s) is the fee that a service
requester has to pay for invoking service s.

Definition 10.14. Execution duration: Given a service s, the execution duration
D(s) measures the expected delay between the moment when a request is sent and
the moment when the results are delivered. The execution duration is computed
using the expression D(s) = Tprocess(s) + Ttrans(s), is the sum of the processing
time and the transmission time. The transmission time is estimated based on past

executions of the service, i.e., Ttrans(s) =
∑n

i=1 Ti(s)
n , where Ti(s) is one of the past

transmission times, and n is the number of executions of this service observed in the
past.

Definition 10.15. Reliability: The reliability Q(s) of a service s is the probability
that a request is successfully executed within the maximum expected time indicated
in the web service description. Reliability is computed from the data of the past
invocations using the expression Q(s) = Nsuccessful(s)

N(s) , where Nsuccessful(s) is the
number of times that the service s has been successfully delivered within the
maximum expected time frame, and N(s) is the total number of invocations of the
service.

Definition 10.16. Availability: The availability A(s) of a service is the probability

that the service is accessible which is computed as: A(s) = Ta(s)
T (s) , where Ta(s) is the

total amount of time when service S is available during the total T (s) amount of
operation period.

Definition 10.17. Reputation: The reputation R(s) of a service s is a measure of
its trustworthiness. It mainly depends on the comments from users’ experiences of
using this service. Different users may have different opinions on the same service.
The value of the reputation is defined as the average rank given to the service by

n users: ∑n
i=1 Ri

n , where Ri is the users’ ranking on a service’s reputation, n is the
number of times the service has been graded (derived from [6]).

Definition 10.18. Quality of a service: The quality a service s is defined by the
following expression: q(s) = (C(s),D(s),Q(s),A(s),R(s))

Methods to compute the QoS criteria vary depending upon the application and
we show our schema in Table 10.2.
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In Table 10.2, C(si) is the price of service si, i = 1,2, ...,n. Cmax(s) is the makes
pan of the service complex. Q(si) is the reliability of service si, i = 1,2, ...,n. A(si)
is the availability of service si, i = 1,2, ...,n. R(si) is the reputation of service si,
i = 1,2, ...,n.

We assume that preferences upon a parameter form a totally ordered set in the
domain of the parameter. In most of the cases, it is difficult to find a plan which
can satisfy all the requirements. In [5], a global utility function is either implicitly
or explicitly assumed to implement the trade-off between different preferences.
The utility-based approaches may not be convenient for users. For example, it
can be difficult for a user to weights to cost and performance. The theory of
Pareto dominance can be used to select relatively better plans from feasible plans.
Interested readers are referred to [7] for details.

Definition 10.19. Pareto dominance: Let A and B be the two candidate plans for
a planning problem, and (p1, p2, ..., pn) consists of a set of preference criteria. Let
pi(A) and pi(B) be the preference value of plan A and plan B for the preference
criterion pi. If pi(A)≥ pi(B) for any i, we call plan A Pareto-dominates plan B.

10.3.4 User Preferences and Performance Metrics

User preferences play an important role in business activities, and are gaining
attention in the web service research field, especially in personalized e-services.
Given the explosion of web services several plans can be generated with differences
in functionality, culture, QoS, and data:

1. Functional differences: Similar services may differ in the detail of their functions.
For example, two travel services – book an air ticket, reserve a hotel room, rent
a car – and – book an air ticket, reserve a hotel room – both provide the function
of trip planning; however, the first service has one more sub-functionality (rent a
car) compared to the second one.

2. Cultural differences: Similar services may refer to different cultural actions. For
example, one service requires users to pay before delivery while another service
charges after delivery. These two services need different preconditions, thus they
should be applied to different users.

3. QoS differences: Similar services may deliver different QoS features. For exam-
ple, a service using one algorithm may be more efficient than a service using
another algorithm; however, the former may have less privacy than the latter.

4. Data differences: Similar services’ preconditions may be different in terms of
some data constraints. For example, a specific travel service can only serve those
users with certain destinations and transportation options.

Definition 10.20. Satisfaction Density: DP = Nv
Nt

, where Nv represents the total
number of user preference vectors that are satisfied, and Nt represents the total
number of preference vectors.
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Definition 10.21. Satisfaction degree:

SD = 1− ∑n
i=1 rd(vAi)−∑n

i=1 rdmin(vAi)

∑n
i=1 rdmax(vAi)

(10.4)

where∑n
i=1 rdmax(vAi) and∑n

i=1 rdmin(vAi), respectively, represent the maximum and
minimum of relaxation degree of the candidate plans, and ∑n

i=1 rd(vAi) represents
the relaxation degree of the selected plan.

10.4 Overview of Service Composition Techniques

The two main categories of service composition methods are (1) heuristic methods
and (2) mathematical programming methods. Chan et al. [7] discussed AI planning
methods under classical planning, neoclassical planning, heuristic control, and
AI planning under uncertainty categories. Among the mathematical programming
methods, integer programming and dynamic programming are the most popular.
Within each sub-category of these composition methods, there are smaller classes
of methods for service composition planning (see Table 10.3).

As for mathematical programming approaches, in 1999, Vossen et al. [8, 9]
and Kautz [10] initiated the ILP (Integer Linear Programming)-based approach to
AI (Artificial Intelligence)-planning problems. Zeng et al. [6] reported a multiple
criteria ILP model that can be used for a general case of web service composition.
Gao et al. [11] model service composition by using integer programming. In 2008,
Rao et al. [12] applied linear logic theorem proving to the web service composition
problem. This approach considered not only functional attributes but also non-
functional ones in composing web services, which is the same objective as our
integer linear programming based methodology. This approach assumes that core
services are already selected by the user; however, their functionality does not
completely match the user’s requirement. Therefore, the approach allows partial
involvement of the decision maker in the solution generation procedure.

Heuristic methods are popular in the current planners, as they can find an
acceptable solution in a large decision domain in a timely manner. In this chapter,
the semantic matching algorithm and semantic casual link matrices will be described
in detail since they consider the semantic issue in planning, which is important in
web service composition. The mathematical programming methods find the optimal
plans for customers’ queries. Some of the mathematical programming methods
only consider the QoS issue in the domain consisting of the services with the
same functions; others consider both functional and QoS issues for heterogeneous
services.

In addition, miscellaneous service planning works were reported in the past
decade. In 2003, Sirin et al. [13] proposed a prototype version of a semi-automatic
method for web service composition. Their method provides possible web services
to users at each step of the composition through matching web services based on
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Table 10.3 The classification of web service composition techniques

Class Sub-class Detailed sub-class

Heuristic
methods

Deterministic
planning
methods

1. State-space based planning [10, 24]
2. Plan-space based planning [17, 18]
3. Graph based planning [17]
4. Propositional satisfiability planning [7]
5. Constraint satisfaction planning [7]
6. Domain-independent heuristic control

planning [7]
7. Rule based control planning [7]
8. Hierarchical task network planning [7]
9. Situation/event calculus planning [7]

10. Logic based planning [12]
11. Temporal planning [7]
12. Planning with resources [7]
13. Model checking based planning [7]
14. Case-based planning [7]
15. Agent-based planning [7]
16. Plan merging and rewriting [7]
17. Abstraction hierarchies [7]
18. Semantic matching algorithm [29]
19. Semantic casual link matrices [13]

Planning under
uncertainty

1. Case-based planning with uncertainty [16]
2. Domain analysis in time [20]
3. Planning based on Markov decision processes

(Also see dynamic mathematical
programming) [42]

4. Multi-agent based planning [15]

Mathematical
programming

Integer
programming

1. Single objective [8–11]
2. Multi objective programming [6]
3. Multi objective goal programming [28, 33]

Markov Dynamic
programming

1. Classical dynamic programming [42]
2. Nested dynamic programming [41]
3. Discounted dynamic programming [41]

functional properties as well as filtering out based on non-functional attributes. In
this method, users are involved in the composition process. In 2004, Xiao et al.
[14] proposed an automatic mapping framework based on XML document type
definition structure. In 2005, Huang et al. [15] proposed a progressive auction
based market mechanism for resource allocation that allows users to differentiate
service value and ensure resource acquisition latency. Allocation rule, pricing rule,
bidding strategy, etc. were explored in this work. Hwang et al. [16] proposed a
dynamic web service selection model to determine a subset of web services to
be invoked at runtime so as to successfully compose the required web service.
Pacific et al. [17] presented an architecture and prototype implementation of
performance management of cluster-based web services which can allocate server
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resources dynamically. Oh et al. [18, 19] present AI planning-based framework
which enables automatic composition of web services, and developed a novel web
service benchmarking tool. In 2007, Zhang et al. [20] proposed an architectural
framework which enables technology for business service analyzers to compose and
adapt heterogeneous services by pattern identification. Oh et al. [21] applied large-
scale network techniques in web service analysis. Montagut et al. [22] addressed the
security features on executing distributed web services. Lufei et al. [23] proposed
an adaptive secure access mechanism as well as an adaptive function invocation
module in mobile environments. Phan et al. [24] discussed a similarity-based SOAP
multicast protocol to reduce bandwidth and latency in web services with high-
volume transactions. The secure information handling in web service platform was
studied by Wei et al. [25].

QoS filtering algorithm is to filter the services using the QoS criteria mentioned
in Sect. 10.3. Service composition merely QoS filtering has high computational
complexity when there are a large number of feasible plans, since it needs an
exhaustive search before drawing a conclusion. Moreover, when there is more than
one QoS criterion in the planning problem and there is no feasible plan dominating
all the other plans, it is difficult to determine which plan is the best for the user. In
order to alleviate this problem we develop a network mining based approach, which
is described in the next section.

Graph based methods, though used for service composition, do not link the
semantic aspects of concepts and services. This linkage, we believe is critical in
reducing the computational complexity. This in mind, we develop network based
techniques which exploit the relationship between concepts and services.

10.5 Concept-Service Network

Both services and concepts can be nodes, and the input and output information
flow between services and concepts can be edges in this network. We can thus
construct service networks. Albert et al. showed that the World Wide Web is a small
word network (i.e., its average path length depends logarithmically on its size) [26].
Engelen showed that web service network is scale free based on the online service
data he collected [27]. The motivation of the analysis in this section is to build the
network of services, and use computational tools from network science to help solve
the web service composition problem.

The characteristics of the web service network include:

1. The graph is dynamic: Sometimes a sub set of web services may be off line, and
new web services may emerge. In addition, some web services may change their
functions over time.

2. The maximum distance between two nodes may be infinity, which means that the
two nodes have no relationship with each other.

3. The minimum degree (i.e. number of edges) of a service is 2; the minimum
degree of a concept is 1.
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4. There could be some cycles.
5. There may be some completely connected sub-graphs in the network.
6. The network is directed and asymmetric.
7. The connectivity of the graph is the most informative measure in the web service

network, since it is the basis to compose individual web services into compound
services.

10.5.1 Constructing the Concept-Service Network

The service network patterns are related with service flow patterns. Similar to the
concept of motifs in System Biology, there are four motifs of Service flow patterns.
Using the well-accepted terminologies in the web service field. We call them:
Sequential (Chain), Switch, Parallel (Feed-forward loop) and Iterative (Feed-back
loop) as described in Fig. 10.2.

The four flow patterns are formed depending on how web services share para-
meters among them. A web service has parameter definition of input flows and
output flows (see Fig. 10.4). Based on the semantic information among concepts,
the input output relation between a concept and a service, and the information flow
among services, we can build a Concept-Service (CS) network.

The steps for building the network include: (1) indexing the services and
concepts; (2) generating the relationship among concepts and services in a matrix.
We use M to denote the CS network matrix, and the following steps are how to
construct the matrix, M.

In matrix M, (a) if a concept is one of the inputs that a service needs, the
corresponding element in M, is 1; (b) if a concept is one of the output concepts
of a service, the corresponding element in M is 1.We illustrate this procedure in our
preliminary work [28].

In Algorithm 1, W is the WSDL file, and G is the OWL file. (W,G) includes
the total information of the WSDL file and OWL ontology. A is a container.
ElementScore is a temporary variable representing the utility of the relation. C is
any concept in G. ElementCtoS() is a sub-function to compute the utility score of
the link from a concept to a service. ElementStoC() is a sub-function to compute the
utility score of the link from a service to a concept. ElementCtoC() is a sub-function
to compute the utility score of the link from a concept to a concept. Score(C1,C2)
is the semantic score of the link C1 to C2.

In this work, the semantic match scores among concepts are derived based on the
work of Li and Horrocks [29]. The following definition is used to calculate the score
in ElementCtoC().

Score(C1,C2) =

⎧⎪⎪⎨
⎪⎪⎩

1 if C1 =C2
1 if C1 ⊂ C2
0 if C1 ⊃ C2
0 Otherwise

(10.5)
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Algorithm 1 Network generation
Main function MatrixGen(W,G)

for any service in W do
Index it in A

end for
for any concept in G do

Index it in A
end for
Initialize ElementScore = 0
for any concept C in G and any service S in W do

ElementScore = ElementCtoS(C,S)
end for
for any service S in W and any concept C in G do

ElementScore = ElementStoC(S,C)
end for
for any two concepts C1 and C2 in G do

ElementScore = ElementCtoC(C1,C2)
end for
for any two services S1 and S2 in W do

ElementScore = 0
end for

End

Function ElementCtoS(C, S)
Parse W
if I is the input set of S and C ∈ I then

Score = 1
end if

End

Function ElementStoC(S, C)
Parse W
if O is the output set of S and C ∈ O then

Score = 1
end if

End

Function ElementCtoC(C1, C2)
Score = Score(C1,C2)

End

10.5.2 Service Composition Framework in the Concept-Service
Network

The CS network we build in the previous section will play an important role in
service network mining and service composition.

As shown in Fig. 10.5 (see our work in [28]), we build the network based on
the WSDL and OWL ontology files. We analyze the topology of the network.
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Fig. 10.5 The composition
process [28]

The feasible searching region will be selected when a request arrives. Finally, one
of the solvers described below can be selected according to the average degree
of the feasible sub-networks. When the average degree of a component in the
network is large, exhaustive search is time-consuming, so we utilize mathematical
programming to find the optimal compound service; otherwise, regression search is
a good technique to obtain the optimal solution quickly. It is possible that the domain
searched is only one of the connected components in the large-scale network. Next,
the strategy of searching for optimal solution differs based on the connectedness of
the component. This helps to determine which searching strategy, regression search
or mathematical programming is good for the network. The average degree of a
component is: d = 1

n ∑
n
i=1 di, where n is the total number of nodes in a component

and di is the total degree of node i. (1) If the average degree d of the connected
component is small d < d0, where d0 is a threshold to be determined, we use
regression search. (2) If the average degree of the connected component is large
d > d0, the multi-criteria mathematical integer programming in service composition
is adopted. In addition, if the size of the searching sub-network is large, some
heuristic method can be further adopted.
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10.5.3 Concept-Service Network Analysis

Once we represent the CS network using CS network matrix M, the network analysis
may include:

1. Finding the components and bridges between each pair of components in the
network. This can help the system to judge the effects of network node and link
failures for some queries.

2. Calculate the centrality of services and concepts. This can help the system to
identify the important services and popular concepts.

3. Analyze the distance between services. We can use the information for service
composition. When the distance of two services is infinity, these two services
cannot be composed together.

4. Represent the network’s dynamics and analyze the characteristics mentioned
above. This can help find the hidden information in the network. The dynamics
can include edge growth, node growth, or both. In web service composition, the
edge growth dynamics is most informative, which is our focus in the next section.

5. In Fig. 10.6 [28], nodes 7, 12, 8, and 3 belong to component 1 (marked in purple);
nodes 1, 2, 4, 5, 6, and 11 are in component 2 (marked in blue); and nodes 9, 10,
and 13 together form component 3 (marked in yellow). In this figure, arc (4, 3)
is the bridge from the component 2 to component 1. So, arc (4, 3) is important, if
we need to integrate component 1 and component 2 in order to form compound
services that satisfy some customers’ requests.

As the specific concepts and techniques used in network analysis may not be
familiar to all the readers, we review them next.

10.5.3.1 Review of Network Science

This section is organized as follows: First, we briefly review network metrics,
network models and network clustering. We then introduce the service network
mining techniques that we developed.

Characterization of networks

The structure of networks conveys rich information useful for inference. The last
decade has seen a proliferation of topological metrics. We review some of the
important ones here. The order of a network is the total number of nodes (also
called vertices), and its size is the total number of links (also called edges) in a
network. The degree of a node is the number of links connecting the node to its
neighbors. The incoming (in) degree and outgoing (out) degree sum up to the degree
of a node. The degree distribution is a 2-dimensional graph showing the frequency
of nodes with different degrees in the network. The network density is the ratio
between network size and the maximum possible number of links. One of the most
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Fig. 10.6 A small network of web services [28]

important measures is the distance. The distance between two nodes is the length
of the shortest path between them, i.e. the minimum number of links that one needs
to follow when going from one node to the other. The shortest path can be found
through Dijkstra’s algorithm. The average path length of a network is the average
value of distance between any pair of nodes in the network.

The diameter of the network is the longest distance between any pair of nodes in
a network. The clustering coefficient of a node is the number of triangles centered
at the node divided by the number of triples centered at the node. The clustering
coefficient of a network is the arithmetic mean of the clustering coefficients of all
the nodes. The betweenness centrality quantifies how much a node is between other
pairs of nodes. Let us define the ratio between the clustering coefficient and the
average path length as the CP ratio. The proximity ratio of a network is the CP
ratio between this network and a random network. This property captures the extent
of a network’s small-worldness. The efficiency of a network is the communication
effectiveness of a networked system (global) or of a single node (local). The mixing
coefficient is the Pearson correlation between the degrees of neighboring nodes.
The modularity index measures the topological similarity in the local patterns of
linking. Table 10.4 summarizes the most commonly used metrics and their equations
[30, 31].
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Table 10.4 Metrics for networks [33]

Metric Math equation (in undirected graph)

Order The number of nodes n

Size m = ∑i∑ j ai j , where ai j =

{
1 node i and j are linked
0 otherwise

Node degree d = ∑i ai j , where ai j =

{
1 node i and j are linked
0 otherwise

Density δ = 2m
n(n−1) , where m is the number of arcs in the network and n

is the number of nodes in the network
Average path length l = 1

n(n−1) ∑i �= j di j , where di j is the distance between node i and
node j, and n is the number of nodes in the network

Diameter D = max{di j}, where di j is the distance between node i and
node j, and n is the number of nodes in the network

Clustering coefficient of
a node

Ci =
2ti

ki(ki−1) , where ti is the number of triangles centered at
node i, and ki is the degree of node i

Clustering coefficient of
a network

C = 1
n ∑i Ci, where Ci is the clustering coefficient of node i

Betweeness centrality Bk = ∑k∈p(i, j)
1

ni j
, where ni j is the number of path from node i

to node j

Proximity ratio μ =
C
l

Crand
lrand

, where C is the clustering coefficient of the network,

and l is the average path length of the network; Crand is the
clustering coefficient of a random network and lrand is the
average path length of a random graph

Efficiency Eglobal =
1

n(n−1)∑i �= j
1

di j

, where di j is the distance between node i

and node j

Mixing coefficient r = ∑i(dgi−d̄g)(dni−d̄n)√
∑i(dgi−d̄g)2(dni−d̄n)2

, where dgi is the degree of node i,

and dni is the first order mean degree of the neighbors of
node i. The mixing coefficient is the standard devotion

Modularity index Q = ∑i(eii −ai)
2, where eii is the fraction of edges in subgraph

i; ai is the fraction of edges between this subgroup and all
other subgraph

Network models

There are three popular network models: (1) random networks, (2) small world
networks, and (3) scale free networks. The mathematicians Erdös and Rényi
analyzed Random networks based on a set of nodes (ER model [38]). In this
network, the links are added into a network consisting of n nodes and with no links
among them. The link between any pair of nodes is placed with a probability of p.
The degree distribution of the network follows Poisson distribution with the average
node degree of < k >= np. Regular networks include rings, lattices, trees, stars, and
complete graphs. A ring is a connected graph in which a node is linked exactly with
two other nodes. A lattice is a graph in which the nodes are placed on a grid and
the neighbors are connected by an edge. A tree is a connected graph containing
no cycle. A star graph is a tree in which every node is connected to the root.
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Fig. 10.7 Comparison of random network, small-world, and scale-free networks [32]

In a full (complete) graph, there is an edge between all pairs of nodes. One of the
most important network models is the small-world network. The small-world [39]
concept describes the fact in a network that regardless of size there is a relatively
short path between any two nodes. The small world networks are the networks with
low average shortest path length and a high clustering coefficient, which therefore
are in a sense situated between regular and random networks. The average path
length of this network scales in log<k> n. Here, < k > is the average out-degree and
n is the number of nodes. When pairs are selected uniformly at random, they are
connected by a short path with high probability. Many real world networks exhibit
this property. Random networks also have small average distances, however they
are not clustered. Small-world networks usually appear in social sciences. Many
systems in real world are dynamic and the order of the networks (number of nodes)
grows over time. The concept of a scale-free network was introduced by Barabási
and Albert (BA model [37]) in 1999. In a scale-free network, the number of nodes
n is expected to change over time. In BA model, the network dynamics is described
by introducing new nodes into an existing network. When a vertex is linked in, it
tends to link with higher probability to a vertex that already has a large number
of edges, which is the so called preferential attachment. A comparison of random,
small-world and scale free networks is shown in Fig. 10.7. For detailed comparison
of the three types of networks, please refer to [32].
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Clustering

Clustering [40] is the process of organizing objects into groups whose members are
similar within a group and dissimilar to the objects in other groups based on some
metric. There are four categories of clustering techniques: (1) Exclusive Clustering.
(2) Overlapping Clustering. (3) Hierarchical Clustering. (4) Probabilistic Clustering.
In an exclusive clustering process, a datum belongs to a definite cluster and could
not be included in any other cluster. In an overlapping clustering process, a datum
may belong to two or more clusters with different degrees of membership. In a
hierarchical clustering process, we begin with the condition that every datum is a
cluster, and keep merging the two nearest clusters at a time, until we reach the final
number of clusters needed. In a probabilistic clustering process, we cluster data
based on a mixture of probability distributions.

We give a typical clustering method as an example in each category: K-means
(Exclusive), Fuzzy C-means (Overlapping), Hierarchical clustering (Hierarchical),
and Mixture of Gaussian (Probabilistic).

1. K-means method
The steps of K-means clustering are: (1) Place K points into the space represented
by the objects that are being clustered. These points represent initial group
centroids. (2) Assign each object to the group that has the closest centroid. (3)
When all objects have been assigned, recalculate the positions of the K centroids.
(4) Repeat Steps (2) and (3) until the centroids no longer move. This produces a
separation of the objects into groups from which the metric to be minimized can
be calculated.

2. Fuzzy C-means method
Fuzzy C-means method is derived from K-means algorithm by allowing a datum
to belong to multiple clusters with a membership degree.

3. Hierarchical clustering method
The steps of hierarchical clustering are: (1) Begin with the disjoint clustering
having level L(0) = 0 and sequence number m = 0. (2) Find the least dissim-
ilar pair of clusters in the current clustering, say pair (r), (s), according to
d[(r),(s)] = mind[(i),( j)], where the minimum is over all pairs of clusters in
the current clustering. (3) Increment the sequence number: m = m+ 1. Merge
clusters (r) and (s) into a single cluster to form the next clustering m. Set the level
of this clustering to L(m) = d[(r),(s)]. (4) Update the proximity matrix, D, by
deleting the rows and columns corresponding to clusters (r) and (s) and adding
a row and column corresponding to the newly formed cluster. The proximity
between the new cluster, denoted (r,s) and old cluster (k) is defined in this way:
d[(k),(r,s)] = mind[(k),(r)],d[(k),(s)]. (5) If all objects are in one cluster, stop.
Else, go to step (2).

4. Mixture of Gaussian method
Mixture of Gaussian method chooses the component at random with proba-
bility P(ωi). It samples a point N(μi,δ 2I). Suppose we have x1, ...,xN and
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Table 10.5 Comparison among the typical methods

Algorithm Pros. Cons.

K-means
• Simple unsupervised learning

process
• The results produced depend on

the initial values for the
means, and it frequently
happens that suboptimal
partitions are found

• The results depend on the metric
used to measure distance

• The results depend on the value
of k

Fuzzy C-means
• Allows data to belong to more

than one clusters
• Needs to decide number of

clusters

Hierarchical
• Does not need to decide the

number of clusters at the
beginning

• Does not scale well: time
complexity of at least O(n2),
where n is the number of total
objects

• Not easy to undo the clusters in
previous steps

Gaussian
• Well-studied statistical inference

techniques
• Flexibility in choosing the

component distribution
• Obtains a density estimation for

each cluster
• Fuzzy classification is available

• Needs to decide the number of
clusters and component
distribution

P(ω1), ...,P(ωK), we can obtain the likelihood of the sample P(x|ωi,μ1, ...,μK).
Therefore, we minimize

P(X |μ1, ...,μK) =
N

∏
j=1

N

∑
i=1

P(ωi)P(x j|ωi,μ1, ...,μK) (10.6)

We summarize the properties of the four typical clustering methods in Table 10.5.

10.5.3.2 Concept-Service Network Mining

CS network representation

First, let us review the procedure of constructing CS network we described in
Sect. 10.5.1. The steps in building the CS network include: (1) Index the services
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and concepts. (2) Generate the relationship among concepts and services in a matrix.
Let this matrix be M. We can generate the elements in matrix using the following
criteria: (a) If a concept is one of the input concepts that a service needs, use value
1 as the corresponding element in. (b) If a concept is one of the output concepts of
a service, use value 1 as the corresponding element in. (c) All other elements are
Zero. Cui et al. describe the computer program to generate CS network matrix [28].

M(n+m)×(n+m) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

M11 . . . M1n M1(n+1) . . . M1(n+m)
...

. . .
...

...
. . .

...
Mn1 . . . Mnn Mn(n+1) . . . Mn(n+m)

M(n+1)1 . . . M(n+1)n M(n+1)(n+1) . . . M(n+1)(n+m)
...

. . .
...

...
. . .

...
M(n+m)1 . . . M(n+m)n M(n+m)(n+1) . . . M(n+m)(n+m)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(10.7)

In M, Mii = 1, i = 1, ...,n+m which means any service or concept can reach
themselves; Mi j = 0, i = n+ 1, ...,n+m, j = n+ 1, ...,n+m which means there is
no direct relation between service and concept in the initial matrix.

Let Cn×n be the incidence matrix of concepts derived from semantics; let In×m be
the incidence matrix of concepts to services by Web Service Description Language
(WSDL); let Om×n be the incidence matrix of services to concepts from WSDL; and
let Sm×m be the incidence matrix of services. We initialize Mi j = 0, i=m+1, ...,m+
n, j = m+ 1, ...,m+ n, that is Sn×n = (0)n×n in M initially. Thus,

M(n+m)×(n+m) =

[
Cn×n In×m

Om×n Sm×m

]
(10.8)

The CS matrix can be normalized column-wise. M = [ M1
M11

, ..., Mn+m
M(n+m)1

], where

M1, ...,Mn+m are the column vectors in M. After normalizing the columns, the rows
can also be normalized selectively: If the L1 norm of any row vector in M is greater
than 1, we divide each element of the row by the L1 norm of that row; otherwise,
the row is kept the same as before. Let us still denote this normalized CS matrix M.
Thus, M has the following property:

Theorem 10.3. Properties of M: (1) ∑m+n
i=1 Mi j ≤ 1, j = 1,2, ...,m+ n; (2) ∑m+n

j=1
Mi j ≤ 1, i = 1,2, ...,m+ n.

Theorem 10.4. If CS matrix M has properties (1) and (2), the matrices Mi, i =
1,2, ... also have properties (1) and (2).

Definition 10.22. The potential of a Concept-Service network M is defined by

G∗
(m+n)×(m+n) =

[
C∗

m×m I∗m×n

O∗
n×m S∗

n×n

]
, where G∗ = limt→∞∑i=1 Mi = (I −M)−1 − I.
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Theorem 10.5. Convergence of CS matrix potential: If M satisfies properties (1)
and (2), Mi, i = 1,2, ... converges to zero, e.g., limi→∞Mi = 0.

CS network dynamics

In this section, a study of a Boolean dynamic network is undertaken. A Boolean
dynamic network is a network with the status of its nodes and edges changes in
time, and both nodes and edges in it can only have two states: on and off (or 1 and
0). In the CS network, the procedure of calculating the CS matrix potential is the
same as growing the edges via the following dynamics:

ei j(t) =

{
1 if li j ≤ t
0 otherwise

(10.9)

where ei j(t) is the edge from node i to node j at step t, and li j is the shortest path
length from node i to node j. This dynamics shows that whether an edge ei j(t) exists
or not depends on whether the shortest path length from node i to node j is equal to
or less than t or not. The above edge growth dynamics can be further studied by the
following boolean dynamics:

Nj(t + 1) =

{
Ni(t) if ei j(t) = 1
Nj(t) if ei j(t) = 0

(10.10)

ek j(t + 1) =

{
1 if Nj(t + 1) = 1
0 if Nj(t + 1) = 0

(10.11)

Equation (10.10) shows how to update the node status in a network. Nj(t) is the
status of node j at time t. Nj(t) = 1 means the node j is on, and Nj(t) = 0 means the
node j is off. Equation (10.11) shows how to update the edge status in a network.
ei j(t) is the status of the edge between node i and node j. ei j = 0 means the edge
between node i and node j does not exist at time t; ei j = 1 means the edge between
node i and node j is on at time t. Algorithm (2) shows how to calculate the potential
of CS network via boolean dynamic network.

The node status in (10.10) is an intermediate step for updating edge status
in (10.11). We are only interested in edge growth in CS network. An example
service network with 45 concept nodes and 35 service nodes is constructed. To
generate the initial network, we assume that the connectivity probability among
nodes is p = 0.01; the connectivity probability between concepts and web services
is p = 0.04. And there is no arc among web services. No self-loop is allowed in the
network. However, there are only a few links among concept nodes in this network
(see Fig. 10.8). In this network, there are some isolated concept nodes not used by
any service, which means that they are not important for the network in reality.

Many network metrics can be used in analyzing network properties [30]. By
applying centrality analysis we can see that node 44 is the most frequently used
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Algorithm 2 Calculate CS network potential by Boolean networks
Main function CS-Boolean(E,V)

for any node k, k = 1,2, ...,m+n do
Nk(1) = 1, Nj(1) = 0, j �= k, j = 1,2, ...,m+n
t=1
repeat

upgrade node status using Equation (10.10)
upgrade edge status using Equation (10.11)
t ← t +1

until any node Nj(t +1) = Nj(t), j = 1,2, ...,m+n; j �= k
end for

End

Fig. 10.8 Initial service network generation

input concept in the network and nodes 43 and 45 are the most often used output
concepts in the network (Fig. 10.9).

In Fig. 10.10, the edge growth at each step of t = 1, 2, 3, 4, 5, 6, 7 is shown. The
picture only shows the new edges added in at the current step. We notice that self-
loops occur at step t = 2. This means that there are cycles of length 2 in the initial
network. The network will not reach a steady state within a finite number of steps.
However, if there are no cycles in the original network, the web service network
will converge with finite rounds of propagations. For example, the experiment on
the network in Fig. 10.10 it converges at step t = 5.

With respect to the original network in Fig. 10.11a and its degree centrality in
Fig. 10.11b, we can see that the web services start to have links among them at
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Fig. 10.9 Centrality analysis of the network

t = 2. We observe that more semantic links are built among the concepts after a
few steps.

At step t = 7 as shown in Fig. 10.12, more web services get connected, and the
se-mantic network is well developed. The number of edges increased from 104 to
260. The connection probability among concepts is between 0.06 and 0.23, and
the connection probability among services is between 0.03 and 0.14. The overall
connection probability of nodes is between 0.02 and 0.99. There are a few very
popular concepts and services in the network. The number of self loops is 6. The
number of components does not decrease in this case.

As we can see from Fig. 10.12, popular web services and concepts are: node
77, node 43, node 44, node 45, node 69, node 7, etc., which cannot be seen in the
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Fig. 10.10 Edge growth in the network within 7 steps

Fig. 10.11 A sample graph reaching steady state with 5 propagations

original network, although, nodes 43, 44, and 45 are already shown to be popular.
So, the network analysis can lead to unearthing such hidden information. This is
useful in service computing, robustness analysis and in rescuing the query from
catastrophic failures.

As we can see in Fig. 10.13 the number of nodes remains the same; however,
the network is still growing in the number of edges. The sub-graph of services is
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Fig. 10.12 Network at step t = 7

Fig. 10.13 Centrality analysis of the entire network at step t = 7
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Fig. 10.14 Comparison of sub-network among services and the sub network of concepts

originally disjointed and after a few steps, the relationship is built among them. The
semantic connection among concepts is sparse in the initial network, and is well
developed in the network at step t = 7. In the meantime, new popular services and
concepts are added. These predecessors of the nodes with a high out-degree have
the potential to be popular when the network evolves. The potential of a node to be
popular can be approximately estimated by the following equation

potential of node= ∑
connected to the node

xi ·( ∑
connected to node i

x j ·( ∑
connected to node j

(xk · . . .)))
(10.12)

So, analyzing network evolution can help us to predict the long-run network
structure conveniently. The separate service sub-graph and concept sub-graph at
step 7 and step 1 are shown in Fig. 10.14. The accuracy of prediction depends on
the accuracy of the Boolean rules used to describe the real network.

10.5.4 Optimization in the Concept-Service Network

We need further formulate the service composition problem as mathematical
program in order to find a set of services and the relation among them, denoted
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as H(F), so that the cost of the solution can be minimized, the reliability of the
solution can be maximized, and the delivery time of the solution can be minimized:

minP(H(F)(X0))

maxR(H(F)(X0))

minT (H(F)(X0))

s.t. H(F)(X0)≥ X1

(10.13)

where q(X0,X1) is a given query, P(H(F)(X0)) is the cost of the service composi-
tion; R(H(F)(X0)) is the reliability of the service composition; T (H(F)(X0)) is the
delivery time of the service composition. It will be preferred if other QoS attributes
can also be optimal in the solution. This mathematical optimization problem will be
discussed in this section.

10.5.4.1 Multi-Criteria Programming with Pure Real Constraints

We define the entire list of variables and parameters in this section. The Quality of
Services (QoS) metric is used to evaluate services. In this context, cost, execution
time and reliability are used to demonstrate the model. Hence, the QoS vector for
a service can be expressed as: “quality of service(s) = f(cost(s), service execution
time(s), reliability(s)).” Cost is the expense for purchasing a service or services;
service execution time is the process time of a service or services; reliability is a
measure of successfully running a service or a set of services. The entire list of
variables used is shown in Table 10.6.

In general, the number of attributes in the input set I and the number of attributes
in the output set O are different. However, it is reasonable to let n = max{h,k} be
the total number of attributes since most of the attributes are the inputs of some
services and the outputs of other services at the same time. Generally speaking, all
the attributes can be inputs in some services and outputs in other services. Thus, it
can be proved that I = O approximately, in large scale service networks. In order to
define the reliability score for web services, we give the following definition. The
reliability of a service is a function of failure rate of the service.

If the failure rate of service Z is f , the reliability score of the service is defined
as: q( f ) =− log( f ), where 0 < f ≤ 1 and 0 ≤ q( f )<+∞.

Here, we introduce reliability measure q( f ) in terms of the failure rate f . This
technique is useful to convert the nonlinear objective function into linear objective
function, which simplifies the problem. LP(linear programming) solvers can be used
to solve the model. Next, we need to specify a depth level of composition before
using this mathematical programming model. The decision about L, the depth level,
is important as larger or smaller L influences the computational time and whether
the optimal solution can be obtained or not.
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Table 10.6 Definition of variables and parameters [33]

Variable Definition

Z A set of web services
I A set of input attributes of the web services
O A set of output attributes of the web services
m The number of services in Z
n The number of attributes for the services in set Z
L The maximal number of composition levels
Zl j Web service that is currently available in the database, Zl j ∈ Z;

j = 1, ...,m, l = 1, ...,L
Ii j The ith input attribute of service Z j; i = 1, ...,n, j = 1, ...,m
Oi j The ith output attribute of service Z j; i = 1, ...,n, j = 1, ...,m
p j The fixed price for acquiring the service from Z j; j = 1, ...,m
t j The execution time of service Z j; j = 1, ...,m
f j The failure rate of service Z j; j = 1, ...,m
q j The reliability of service Z j; j = 1, ...,m
C0 The maximum total cost that the customer is willing to pay for

the services
T0 The maximal total execution time that the customer allows to

accomplish the entire process of services
Q0 The minimal reliability that the customer allows for a service in

the composition
Q1 The minimal overall reliability that the customer allows for the

entire service complex, where Q1 > Q0

Among all the variables we defined, the decision variables are Zi j , the status of
the jth web service in the lth level of composition, j = 1, ...,m, l = 1, ...,L.

Zi j =

{
1 web service Zj is selected in the lth level
0 otherwise

where j = 1,2, ...,m; l = 1,2, ...,L.
(10.14)

The objective function is defined as follows: Cost (criterion No. 1): The cost
of the service composition equals to the sum of the prices of the services in the
composition.

min
L

∑
l=1

m

∑
j=1

Zi j · p j (10.15)

Service execution time (criterion No. 2): The execution time is the total process-
ing time for executing the entire series of services. We assume that the services at
one level are executed in parallel:

The maximum execution time of the services in the 1st level is max j{t j ·Z1 j}.
The maximum execution time of the services in the 2nd level is max j{t j ·Z2 j}.
The maximum execution time of the services in the lth level is max j{t j ·Zl j}.
So, the total service execution time of this composition is: ∑L

l=1 max j{t j ·Zl j}.
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Let ηl be the maximum service execution time of the lth level. The above total
service execution time expression can be reformulated in terms of the following
linear program:

min∑L
l=1ηl

subject to
ηl − t j ·Zl j ≥ 0

where j = 1,2, ...,m; l = 1,2, ...,L

(10.16)

Reliability (criterion No.3): The reliability of the service composition is de-
scribed by the summation of the reliability scores of all the services included in
the composition.

max
L

∑
l=1

m

∑
j=1

Zi j ·q j (10.17)

The validity of the first and the second criteria are obvious as we stated above.
However, we need to validate the third criterion according to Definition 1. It can be
proven that criterion No.3 is valid.

Let S be the set of services appearing in a composition, S ⊆ Z. Then, expression
(4) equals to

max ∑
Zj∈S

q j (10.18)

where ∑Zj∈S q j =−∑Zj∈S(log f j) =− log(∏Zj∈S f j).
Since function y =− log(x) monotonically decreases in x when x ∈ (0,+∞).
Now we have max∑Zj∈S q j equals to

min ∏
Zj∈S

f j (10.19)

where∏Zj∈S f j is the overall failure rate of the composition.
Thus, max∑Zj∈S q j equals to min∏Zj∈S f j .
So, maximizing the summation of the reliability scores of the services in the

composition equals to minimizing the product of the failure rates of the services in
the composition. Here is how the constraints are constructed:

1. Input constraints: An input attribute of the query service should be included in
the input attributes of the selected services in the composition. Thus,

L

∑
l=1

m

∑
j=1

Ii j ·Zl j ≥ Ii0 i = 1,2, ...,n (10.20)

This constraint can be neglected, if we allow some redundancy in the inputs
provided by customers.

2. Output constraints: An output attribute of the query should be included in the
output attributes of the selected services in the composition. Hence,
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L

∑
l=1

m

∑
j=1

Oi j ·Zl j ≥ Oi0 − Ii0 i = 1,2, ...,n. (10.21)

3. The relationship of the outputs and inputs between the levels has to satisfy the
following requirements.

All the inputs of the selected services in the first level must be a subset of the
initial input set given in the query.

m

∑
j=1

Ii j ·Z1 j ≤ Ii0 i = 1,2, ...,n. (10.22)

Also, all the input sets of selected services at the kth level must be a subset of
the union of the initial input set given in the query and the output sets of services
in previous levels. The formulation is

m

∑
j=1

Ii j ·Zk+1, j −
k

∑
l=1

m

∑
j=1

Oi j ·Zl j ≤ Ii0 k = 1,2, ...,L−1; i= 1,2, ...,n. (10.23)

The relation among the inputs of services in kth level and the outputs from the
previous levels and the attributes given in the query needs to satisfy equations
(10.4)–(10.11).

4. Goal constraint on the total cost: The customer hopes that the total cost should
not exceed C0.

L

∑
l=1

m

∑
j=1

Zl j · p j ≤ C0 (10.24)

5. Constraint on the service execution time: The customer hopes that the total
service execution time should not exceed T0. Since some services can be executed
in parallel, we take the longest execution time as the execution time of the set of
services executed in parallel. The execution time of the composition, e.g. total
service execution time is the sum of the service execution times of L levels. Thus,

ηl ≥ Zl jt j j = 1,2, ...,m; l = 1,2, ...,L. (10.25)

L

∑
l=1

ηl ≤ T0 (10.26)

6. Constraint on reliability: The reliability of each service has to be equal to or
better than a certain specified level, i.e.,

Zl j · (q j −Q0)≥ 0 j = 1,2, ...,m; l = 1,2, ...,L. (10.27)
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7. Constraint on total reliability of service composition: The total reliability of the
service composition should be equal to or greater than a certain level Q1.

L

∑
l=1

Zl j ·q j ≥ Q1 j = 1,2, ...,m. (10.28)

8. Non negative and binary constraints:

Zl j ≥ 0 (10.29)

Zl j ∈ {0,1} where j = 1,2, ...,m; l = 1,2, ...,L. (10.30)

ηl ≥ 0 (10.31)

The input–output constraints can handle both sequential and parallel flow
patterns in service network.

We formulate three multi-criteria scenarios, wherein the customers require: (1)
Optimal solution, (2) Optimal solution under a possible compromise of the QoS,
and (3) An acceptable solution with both functional and nonfunctional attributes
considered. Based on the formulations in previous sections, the following Multi-
Criteria Programming (MCP) model with pure real constraints can be defined:

minZ1 =
L

∑
l=1

m

∑
j=1

Zl j · p j (10.32)

minZ2 =
L

∑
l=1

ηl (10.33)

minZ3 =
L

∑
l=1

m

∑
j=1

Zl j ·q j (10.34)

subject to the constraints (10.5)–(10.15), e.g. subject to

L

∑
l=1

m

∑
j=1

Zl j · p j ≤ C0 (10.35)

L

∑
l=1

ηl ≤ T0 (10.36)

L

∑
l=1

m

∑
j=1

Zl j ·q j ≥ Q1 (10.37)

L

∑
l=1

m

∑
j=1

Ii j ·Zl j ≥ Ii0 i = 1, ...,n (10.38)
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L

∑
l=1

m

∑
j=1

Oi j ·Zl j ≥ Oi0 − Ii0 i = 1, ...,n (10.39)

m

∑
j=1

Ii j ·Z1 j ≤ Ii0 i = 1, ...,n (10.40)

m

∑
j=1

Ii j ·Zk+1, j −
k

∑
l=1

m

∑
j=1

Oi j ·Zl j ≤ Ii0 i = 1, ...,n;k = 1, ...,L− 1 (10.41)

Zl j · (q j −Q0)≥ 0 j = 1, ...,m; l = 1, ...,L (10.42)

η j − t j ·Zl j ≥ 0 j = 1, ...,m; l = 1, ...,L (10.43)

Zl j ≥ 0 j = 1, ...,m; l = 1, ...,L (10.44)

Zl j ∈ {0,1} j = 1, ...,m; l = 1, ...,L (10.45)

ηl ≥ 0 l = 1, ...,L (10.46)

This MCP model can be solved either by the preemptive method or by the
non-preemptive method (weighted average method). If the customer of the query
gives the priority of the objectives in order. For instance, if minZ1 has the highest
priority (denote it P1), minZ2 has the second highest priority (denote it P2), and
minZ3 has the least priority (denote it P3), the model can be solved by solving three
mathematical programming model sequentially (see [34]). This is called preemptive
method. We call the preemptive model with pure real constraints as Model 1.

If the customer of the query gives the weights to the objectives. For instance, if
the weights of Z1, Z2 and Z3 are W1, W2 and W3, respectively, the above model can
be solved by solving the mathematical programming model with objective

minW1 ·Z1 +W2 ·Z2 −W3 ·Z3. (10.47)

We call the non-preemptive model with pure real constraints as Model 2.
The advantage of MCP models (Model 1 and Model 2) is that they find the

service composition of the query which satisfies both the functional requirements
(starting from the inputs given in the query, it finds the composition to give
the outputs requested in the query), and the nonfunctional requirements (also
called QoS requirements: for example cost, reliability and execution time). The
disadvantage of this model is that it won’t give a compromise solution if there is
not a composition satisfying both functional and nonfunctional requirements. In
general, the compromise solution is informative and useful to the customer, so we
revise some of the constraints into goal constraints in [33]. This distinguishes our
work from the existing literature. Interested readers are referred to [33] for other
optimization models in CS networks.
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10.5.4.2 An Application in Manufacturing Process Integration

The standardization of XML (Extensible Markup Language), SOAP (Simple Object
Access Protocol) and UDDI (Universal Description, Discovery, and Integration)
enables information exchange across platforms in varieties of areas. Web service
integration engine provides the manufacturing industry the ability to horizontally
and vertically integrate data across a wide range-machines plants, vendors, and
enterprise domains. Manufacturing Execution System (MES) and Enterprize Re-
source Planning (ERP) are able to exchange data of distributed processes through
the Internet. This whole system comprises of a wide-area distributed systems which
are typically connected to the Internet or the Intranet.

In the case study, we considered the manufacturer user has an information
system, which has a client machine for a business domain. There are separate service
providers to collect and manipulate information via the Internet. An application
from the business domain is sent to a service broker, which is running on the
Internet, and reads list of service providers from the service registry center.
According to the information the manufacturer knows, and needs, a proper service
can be found, if it exists. Thus, the manufacturer and the service provider can
exchange data between them using SOAP communication protocol. If no single
service can meet the manufacturer’s needs alone, a series of web services need to be
composed through a service composition algorithm.

Scenario: In the near future we can envision that the online services are all
standard modules in WSDL (Web Services Description Language), and they can
communicate with each other via SOAP (Service Oriented Architecture Protocol).
In this scenario, an automobile manufacturer is designing a new car for the future
and decides to use online web services as one of the options.

We illustrate our approach through a simple example with a service set of 5
services:

Z, the set of web services, including 5 online web services, i.e., m = 5.

Service1 : “sketch designing”{
inputs : style, functions, price
out puts : 2D model, tolerance, material info

Service2 : “three dimension modeling”{
inputs : 2D model, tolerance, material info
out puts : shapes, vertices, structure

Service3 : “surface and volume meshing”{
inputs : shapes, vertices, structure
out puts : nodes, elements, assigned material

Service4 : “simulation and analysis”{
inputs : nodes, elements, assigned material
out puts : safety, mileage, speed

Service5 : “simulation and analysis”{
inputs : safety, mileage, speed
out puts : price, structure, speed

(10.48)
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The total set of the attributes are: [style, functions, price, 2D model, tolerance,
material info, shapes, structure, vertex, nodes, elements, assigned material, safety,
mileage, speed].

Using the MCP model discussed, we can build an optimization model. Given
that the maximum depth of the levels is 5, the preemptive goal programming model
finds a solution that carries out service composition in 4 levels, and the solution is
Z11 = Z22 = Z33 = Z44 = 1 , and the others are zero.

At the first level, service Z1 is selected to execute using the input of initial request
I0; at the second level, service Z2 is selected execute using the output from Z1; at
the third level, service Z3 is selected to execute using the output from Z1, Z2; at the
fourth level, service Z4 is selected to execute using the outputs from Z1, Z2, Z3.

10.6 Applications of Service Composition

The services currently available online are all standard modules in WSDL (Web
Services Description Language), and they can exchange information interactively
via SOAP (Service Oriented Architecture Protocol). Utilizing the online services
is usually cheaper than hiring a number of physical consultants. Web Service
Composition, among other domains, can be applied to (1) health care, (2) production
design, and (3) enterprise application integration, etc. Figure 10.15 shows the
infrastructure of the service network including users, registry, service providers and
service brokers.

Fig. 10.15 The topology of users, service providers, service brokers, and service registry center
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10.6.1 Resource Allocation in Health Care

In recent times, we have been experiencing extreme deficiencies of medical
resources, such as medical personnel, medical devices, blood or organ donors for
organ transplantation. Such a deficiency can be reduced by collaboration among
medical institutions and national health organizations, which might be involved
in the issues related to home land security, disaster recovery, and emergency
management and thus, the efficiency is important. Efficient collaborations in
such a geographically distributed environment need a support from Information
Technology (IT) through the Internet. Web services can provide such collaborations
for health care services.

10.6.2 Product Design in Manufacturing

One of the recent trends in product design is modularization of parts. Modularization
also contributes to defining parts in a standardized, machine-readable way. Espe-
cially, modularization enables us to define the features of each part as input, output,
function and geometric information. Defining a set of inputs, outputs, and other
features makes it possible for a manufacturing company to identify the required
parts. In order to automate such production design processes, manufacturers can
utilize the Web Service Composition algorithms to match the parts from suppliers.
Moon et al. used a service based platform to facilitate global product design [35].

10.6.3 Business Integration

Globalization is a significant feature in the manufacturing industry. Services are
offered by a variety of companies depending on their expertise, such as production
design companies, manufacturing companies, marketing companies, etc. These
enterprises can collaborate with each other through web services integration and
automation. These online business processes can be executed automatically in
a scheduled order. One service could use another’s output as an input, and all
of these services can work together and compose the production solutions for a
business. For instance, automobile manufacturers are able to utilize online services
to help designing their new car models for the coming years (see Sect. 10.5.4.2
for a brief discussion). As the number of Web Services increases and varieties of
emerging service requests appear in current, competitive, and complex business
environments, automatic web service composition algorithms become an essential
feature of commercial web services.

In general web services as we have described can be modeled as networks
(CS). From the networks view it is possible that the functionalities of the nodes
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Table 10.7 Applications of networks

Engineered system Scale Network model

Supply chain Large, often global Not known
Service Large, often global Scale free
Mobile Large, global Not known
Crowd sourcing Large, global Not known
Internet Large scale, global Scale free

in a network can be modeled as services and service composition algorithms can
be used on them. Man-made networks are the consequences of proliferation of
information technology and globalization. Due to IT connectivity and reach, the
world is becoming a networked one. How can we use the knowledge that is gained
so far in network science in these new application areas of engineered systems? The
last decade has seen many firsts in these areas with respect to applying network
science principles. In reality, there are many man-made or engineered networks
which are worth of the readers’ interest in pursuing these lines of research. Several
man-made networks are shown in Table 10.7.

10.7 Conclusions and Future Work

In this chapter, Internet service networks and a set of current planning techniques
of Internet services are discussed. A novel service network mining technique is
explored in Sect. 10.5. This technique can be used to find clusters in service
networks and identify popular and critical services and hot concepts online. Network
mining can be used to discover hidden information before service composition
to reduce the overall composition. The real-time re-planning in relation to faulty
behaviors of web service composition needs to be fully studied in future work.
A suitable control and recovery mechanism should be included in any service
composition engine. Techniques to avoid information congestion and to guarantee
the security of service delivery will also be in high demand in the future.
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Chapter 11
On Detection of Community Structure
in Dynamic Social Networks

Nam P. Nguyen, Ying Xuan, and My T. Thai

Abstract Community structure is a very special and interesting property of social
networks. Knowledge of network community structure not only provides us key
insights into developing more social-aware strategies for social network problems,
but also promises a wide range of applications enabled by mobile networking, such
as routings in Mobile Ad Hoc Networks (MANETs) and worm containments in
cellular networks. Unfortunately, understanding this structure is very challenging,
especially in dynamic social networks where social activities and interactions tend
to come and go rapidly. Can we quickly and efficiently identify the network
community structure? Can we adaptively update this structure based on its history
instead of recomputing from scratch?

In this chapter, we present two methods for detecting community structures on
social networks. First, we introduce Quick Community Adaptation (QCA), an adap-
tive modularity-based method for identifying and tracing the discrete community
structure of dynamic social networks. This approach has not only the power of
quickly and efficiently updating the network structure by only using the identified
structures, but also the ability of tracing the evolution of its communities over time.
Next, we present DOCA, an quick method for revealing the overlapping network
communities that can be implemented in a decentralized manner. To illustrate the
effectiveness of our methods, we extensively test QCA and DOCA on not only
synthesized but also on real-world dynamic social networks including ENRON
email network, arXiv e-print citation network and Facebook network. Finally, we
demonstrate the bright applicability of our methods via two realistic applications on
routing strategies in MANETs and worm containment on online social networks.
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11.1 Introduction

Many social networks exhibit the property of containing community structure [1,2],
i.e. they naturally divide into groups of vertices with denser connections inside
each group and fewer connections crossing groups, where vertices and connections
represent network users and their social interactions, respectively. Members in
each community of a social network usually share common interests such as
photography, movies, music or discussion topics and thus, they tend to interact
more frequently with each other than with members outside of their community.
Community detection in a network is the gathering of network vertices into groups
in such a way that nodes in each group are densely connected inside and sparser
outside.

It is noteworthy to differentiate between community detection and graph cluster-
ing. These two problems share the same objective of partitioning network nodes
into groups; however, the number of clusters is predefined or given as part of
the input in graph clustering whereas the number of communities is typically
unknown in community detection. Detecting communities in a network provides
us meaningful insights its internal structure as well as its organization principles.
Furthermore, knowing the structure of network communities could also provide us
more helpful points of view to some uncovered parts of the network, thus helps in
preventing potential networking diseases such as virus or worm propagation. Studies
on community detection on static networks can be found in an excellent survey [3]
as well as in the work of [4–7] and references therein.

Real-world social networks, however, are not always static. In fact, most of
social networks in reality (such as Facebook, Bebo, and Twitter) evolve and witness
an expand in size and space as their users increase, thus lend themselves to the
field of dynamic networks. A dynamic network is a special type of evolving
complex networks in which changes are frequently introduced over time. In the
sense of an online social network, such as Facebook, Twitter, or Flickr, changes are
usually introduced by users joining in or withdrawing from one or more groups or
communities, by friends and friends connecting together, or by new people making
friend with each other. Any of these events seems to have a little effect to a local
structure of the network on one hand; the dynamics of the network over a long period
of time, on the other hand, may lead to a significant transformation of the network
community structure, thus drives a natural need of reidentification. However, the
rapidly and unpredictably changing topology of a dynamic social network makes it
an extremely complicated yet challenging problem.

Although one can possibly run any of the static community detection methods,
which are widely available [4–6, 8], to find the new community structure whenever
the network is updated, he may encounter some disadvantages that cannot be
neglected (1) the long running time of a specific static method on large networks (2)
the trap of local optima and (3) the almost same reaction to a small change to some
local part of the network. A better, much efficient, and less time consuming way
to accomplish this expensive task is to adaptively update the network communities
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Fig. 11.1 The network evolves from time t to t +1 under the change ΔGt . The adaptive algorithm
A quickly finds the updated structure C (Gt+1) based on the previous structure C (Gt) together
with the changes ΔGt

from the previous known structures, which helps to avoid the hassle of recomputing
from scratch. This adaptive approach is the main focus of our study in this chapter.
In Fig. 11.1, we briefly generalize the idea of dynamic network community structure
adaptation.

Detecting community structure in a dynamic social network is of considerable
usages. To give a sense of its effects, consider the routing problem in communi-
cation network where nodes and links present people and mobile communications,
respectively. Due to nodes mobility and unstable links properties of the network,
designing an efficient routing scheme is extremely challenging. However, since
people have a natural tendency to form groups of communication, there exist
groups of nodes which are densely connected inside than outside in the underlying
MANET as a reflection, and therefore, forms community structure in that MANET.
An effective routing algorithm, as soon as it discovers the network community
structure, can directly route or forward messages to nodes in the same (or to the
related) community as the destination. By doing this way, we can avoid unnecessary
messages forwarding through nodes in different communities, thus can lower the
number of duplicate messages as well as reduce the overhead information, which
are essential in MANETs.

In this context, we study the dynamics of communities in social network and
prove theoretical results regarding its various behaviors over time. We then propose
QCA, a fast and adaptive algorithm for efficiently identifying the community
structure of a dynamic social network. Our approach takes into account the
previously discovered network structure and processes on network changes only,
thus significantly reduces computational cost and processing time. In addition,
we present DOCA, a quick detection method that can nicely identify overlapping
network communities with high quality. We extensively evaluate our algorithms
on various real world dynamic social networks including Enron email network,
ArXiv citation network, and Facebook network. Experimental results show that our
method not only achieves competitive modularities but also high quality community
structures in a timely manner. As applications, we employ QCA as a community
identification core in routing strategies in MANETs and worm containment methods
in online social networks. Simulation results show that QCA outperforms the current
available methods and confirm the bright applicability of our proposed method in
not only in social networks but also in mobile computing.
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The rest of this chapter is organized as follow: Sect. 11.2 presents the prelim-
inaries and problem definition. Section 11.3 gives a complete description of our
algorithms and their theoretical analysis. Section 11.4 shows experimental results
of our approach on various real world datasets. In Sects. 11.5 and 11.6, we present
two practical application of our approaches in MANETs and on OSNs, respectively.
In Sect. 11.7, we present DOCA, our method for identifying overlapping network
communities. In Sect. 11.8, we discuss about the related work and finally conclude
our work in Sect. 11.9.

11.2 Problem Formulation

In this section, we present the notations, objective function as well as the dynamic
graph model representing a social network that we will use throughout the paper.

(Notation) Let G = (V,E) be an undirected unweighted graph with N nodes and
M links representing a social network. Let C = {C1,C2, ..,Ck} denote a collection of
disjoint communities, where Ci ∈ C is a community of G. For each vertex u, denote
by du, C(u) and NC(u) its degree, the community containing u and the set of its
adjacent communities. Furthermore, for any S ⊆ V , let mS, dS and eu

S be the number
of links inside S, the total degree of vertices in S and the number of connections from
u to S, respectively. The pairs of terms community and module; node and vertex as
well as edge and link and are used interchangeably.

(Dynamic social network) Let Gs = (V s,Es) be a time dependent network
snapshot recorded at time s. Denote by ΔV s and ΔEs the sets of vertices and links to
be introduced (or removed) at time s and let ΔGs = (ΔV s,ΔEs) denote the change
in term of the whole network. The next network snapshot Gs+1 is the current one
together with changes, i.e. Gs+1 = Gs ∪ΔGs. A dynamic network G is a sequence
of network snapshots evolving over time: G = (G0,G1, ..,Gs, ..).

(Objective function) In order to quantify the goodness of a network community
structure, we take into account the most widely accepted measure called modularity
Q, which is defined in [6] as

Q = ∑
C∈C

mC

M
− d2

C

4M2 .

Basically, Q is the fraction of all links within communities subtracts the expected
value of the same quantity in a graph whose nodes have the same degrees but
links are distributed randomly, and the higher modularity Q, the better network
community structure. Therefore, our objective is to find a community assignment
for each vertex in the network such that Q is maximized. Modularity, just
like other quality measurements for community identifications, has some certain
disadvantages such as its non-locality and scaling behavior [7] or resolution limit
[9]. However, it is still very well considered due to its robustness and usefulness
that closely agree with intuition on a wide range of real world networks.
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Problem Definition: Given a dynamic social network G = (G0,G1, ..,Gs, ..)
where G0 is the original network and G1, G2,.., Gs,.. are the network snapshots
obtained through ΔG1, ΔG2,.., ΔGs,.. we need to devise an adaptive algorithm to
efficiently detect and identify the network community structure at any time point
utilizing the information from the previous snapshots as well as tracing the evolution
of the network community structure.

11.3 Method Description

Let us first discuss about how changes to the evolving network topology affect
the structure of its communities. Assume that G = (V,E) is the current network
and C = {C1,C2, ..,Ck} is its corresponding community structure. We use the term
intra-community links to denote edges whose two endpoints belong to the same
community and the term inter-community links to denote those with endpoints
connecting different communities. For each community C of G, the number of
connections linking C with other communities are much fewer than the number
of connections within C itself, i.e. nodes in C are densely connected inside
than outside. Intuitively, adding intra-community links inside or removing inter-
community links between communities of G will strengthen those communities and
make the structure of G more clear. Vice versa, removing intra-community links
and inserting inter-community links will loosen the structure of G. However, when
two communities have less distraction caused by each other, adding or removing
links makes them more attractive to each other and thus, leaves a possibility that
they will be combined to form a new community. The community updating process,
as a result, is extremely challenging since any insignificant change in the network
topology can possibly lead to an unexpected transformation of its community
structure. We will discuss in detail various possible behaviors of a dynamic network
community structure in Sect. 11.3.1.

In order to reflect changes introduced to a social network, its underlying graph
is constantly updated by either inserting or removing a node or a set of nodes, or
by either introducing or deleting an edge or a set of edges. In fact, the introduction
or removal a set of nodes (or edges) can be decomposed as a sequence of node
(or edge) insertions (or removals), in which a single node (or a single edge) is
introduced (or removed) at a time. This observation helps us to treat network
changes as a collection of simple events where a simple event can be one of
newNode, removeNode, newEdge, removeEdge whose details are as follow:

• NewNode (V +u): A new node u with its associated edges are introduced. u could
come with no or more than one new edge(s).

• RemoveNode (V − u): A node u and its adjacent edges are removed from the
network.

• NewEdge (E + e): A new edge e connecting two existing nodes is introduced.
• RemoveEdge (E − e): An existing edge e in the network is removed.
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11.3.1 Algorithms

Our approach first requires an initial community structure C0, which we refer to as
a basic structure, in order to process further. Since the input model is restricted as
an undirected unweighted network, this initial community structure can be obtained
by performing any of the available static community detection methods [4, 5, 8]. To
obtain a good basic structure, we choose the method proposed by Blondel et al in [5]
which produces a network community structure of high modularity in a reasonable
amount of time [3].

11.3.1.1 New Node

Let us consider the first case when a new node u and its associated connections are
introduced. Note that u may come with no adjacent edges or with many of them
connecting one or more communities. If u has no adjacent edges, we create a new
community containing only u and leave the other communities as well as the overall
modularity Q intact. The interesting case happens, as it always does, when u comes
with edges connecting one ore more existing communities. In this latter situation,
we need to determine which community u should join in in order to maximize the
gained modularity. There are several local methods introduced for this task, for
instance the algorithms of [4, 8]. Our method is inspired by a physical approach
proposed in [10], in which each node is influenced by two forces: FC

in (to keep u
stays inside community C) and FC

out (the force a community C makes in order to
bring u to C) defined as follow:

FC
in (u) = eu

C − du(dC − du)

2M
,

FS
out(u) = max

S∈NC(u)

{
eu

S −
dudoutS

2M

}
,

where doutS is of opposite meaning of dS. Taking into account the above two forces,
a node u can actively determines its best community membership by computing
those forces and either lets itself join in the community having the highest

Fout(u) (if Fout(u) > FC(u)
in (u)) or stays put in the current community otherwise.

By Theorem 11.1, we bridge the connection between those forces and the objective
function, i.e. joining the new node in the community with the highest outer force
will maximize the local gained modularity. This is the central idea for handling the
first case and the algorithm is presented in Algorithm 1.

Theorem 11.1. Suppose C is the community that gives maximum FC
out(u) when a

new node u with degree p is introduced to G, then joining u in C gives the maximal
modularity contribution.
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Algorithm 1 New Node
Input: New node u with associated links; Current structure Ct .
Output: An updated structure Ct+1

1: Create a new community of only u;
2: for v ∈ N(u) do
3: Let v determine its best community;
4: end for
5: for C ∈ NC(u) do
6: Find FC

out(u);
7: end for
8: Let Cu ← argmaxC {FC

out(u)};
9: Update Ct+1 : Ct+1 ← (Ct\Cu

)∪ (Cu ∪u
)
;

Proof. Let D be a community of G and D �= C, we show that joining u in D
contributes less modularity than joining u in C. The overall modularity Q when
u joins in C is

Q =
mC + eu

C

M+ p
− (dC + eu

C + p)2

4(M+ p)2 +
mD

M+ p
− (dD + eu

D)
2

4(M+ p)2 ,+A

where A is the summation of other modularity contributions. Similarly, joining u to
D gives

Q′ =
mC

M+ p
− (dC + eu

C)
2

4(M+ p)2 +
mD + eu

D

M+ p
− (dD + eu

D + p)2

4(M+ p)2 +A

and

Q−Q′ =
1

M+ p

(
eu

C − eu
D +

p(dD − dC + eu
D − eu

C)

2(M+ p)

)
.

Now, since C is the community that gives the maximum FC
out(u), we obtain

eu
C − p(dC + eu

C)

2(M+ p)
> eu

D − p(dD + eu
D)

2(M+ p)
,

which implies

eu
C − eu

D +
p(dD − dC + eu

D − eu
C)

2(M+ p)
> 0.

Hence, Q−Q′ > 0 and thus the conclusion follows.

11.3.1.2 New Edge

In case that a new edge e = (u,v) connecting two existing vertices u,v is introduced,
we divide it further into two smaller cases: e is an intra-community link (totally
inside a community C) or an inter-community link (connects two communities



314 N.P. Nguyen et al.

Algorithm 2 New Edge
Input: Edge {u,v} to be added; Current structure Ct .
Output: An updated structure Ct+1.
1: if (u and v are new vertices) then
2: Ct+1 ← Ct ∪{u,v};
3: else if C(u) �=C(v) then
4: if Δqu,C(u),C(v) < 0 and Δqv,C(u),C(v) < 0 then
5: return Ct+1 ≡ Ct ;
6: else
7: w = argmax{Δqu,C(u),C(v),Δqv,C(u),C(v)};
8: Move w to the new community;
9: for t ∈ N(w) do

10: Let t determine its best community;
11: end for
12: Update Ct+1;
13: end if
14: end if

C(u) and C(v)). If e is inside a community C, its presence will strengthen the
inner structure of C according to Lemma 11.1. Furthermore, by Theorem 11.2, we
know that adding e should not split the current community C into smaller modules.
Therefore, we leave the current network structure intact in this case.

The interesting situation happens when e is a link connecting communities
C(u) and C(v) since the presence of e could possibly make u (or v) leave its
current modules and join in the new community. Additionally, if u (or v) decides
to change its membership status, it can eventually advertise its new community
to all its neighbors and some of them might want to change their memberships
as a consequence. By Lemma 11.2, we show that if u (or v) should ever change
its cluster assignment then C(v) (or C(u)) is the best new community for it. But
how can we efficiently and quickly decide whether u (or v) should change its
membership or not in order to form a better community structure when e is added?
To this end, we provide a criterion to test for membership changing of u and v in
Theorem 11.3. Here, if both Δqu,C,D and Δqv,C,D fail to satisfy the criteria, we can
safely preserve the current network community structure and keep going (Corollary
11.1). Otherwise, we move u (or v) to its new community and consequently let its
neighbors determine their best modules to join in, using local search and swapping
to maximize gained modularity. Figure 11.2a describes the procedure for this latter
case. The algorithm is described in Algorithm 2.

Lemma 11.1. For any community C ∈C , if dC ≤ M−1 then adding an edge within
C will increase its modularity contribution.

Proof. The portion QC that community C contributes to the overall modularity Q

is: QC = mC
M − d2

C
4M2 . When a new edge coming in, the new modularity Q′

C is Q′
C =

mC+1
M+1 − (dC+2)2

4(M+1)2 . Now, taking the difference between the two expressions Q′
C and

QC gives
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Fig. 11.2 (a): When an edge (u,v) joining C(u) and C(v) is introduced. Tests on membership
are performed on sets X and Y . (b): (Left) The original community (Right) After an edge (in
dotted line) is removed, the community is broken into two smaller communities. (c): (Left) The
original network with four communities (Right) After the highest degree node is removed, the
leftover nodes join in different modules, forming a new network with three communities. (d): (Left)
The original community (Right) When the central node g is removed, a 3-clique is placed at a to
discover b,c,d and e. f assigned singleton afterwards

ΔQC = Q′
C −QC

=
4M3 − 4mCM2 − 4dCM2 − 4mCM+ 2d2

CM+ d2
C

4(M+ 1)2M2

≥ 4M3 − 6dCM2 − 2dCM+ 2d2
CM+ d2

C

4(M+ 1)2M2 (since mC ≤ dC
2 )

≥ (2M2 − 2dCM − dC)(2M − dC)

4(M+ 1)2M2 ≥ 0.

The last inequality holds since dC ≤ M − 1 implies 2M2 − 2dCM − dC ≥ 0.
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Theorem 11.2. If C is a community in the current snapshot of G, then adding any
intra-community link to C will not split it into smaller modules.

Proof. Assume the contradiction, i.e, C should be divided into smaller modules
when an edge is added into it. Let X1,X2, ..,Xk be disjoint subsets of C representing
these modules. Denoted by di and ei j the total degree of vertices inside Xi and the
number of links going from Xi to Xj, respectedly. Assume that, W.L.O.G, when an
edge is added inside C, it is added to X1. We will show that

⌈
∑i�= j did j

2M

⌉
<∑

i�= j

ei j <

⌈
∑i�= j did j

2M

⌉
+ 1,

which can not happen since ∑i�= j ei j is an integer.

Recall that QC = mC
M − d2

C
4M2 and QXi =

mi
M − d2

i
4M2 . Prior to adding an edge to C,

we have QC > ∑k
i=1 QXi , or equivalently,

mC

M
− d2

C

4M2 >
k

∑
i=1

(
mi

M
− d2

i

4M2

)
.

Since X1,X2, ..,Xk are disjoint subsets of C, it follows that dC = ∑k
i=1 di and mC =

∑k
i=1 mi +∑i�= j ei j (where mi is the number of links inside Xi). Thus, the above

inequality equals to
mC

M
−

k

∑
i=1

mi

M
>

d2
C

4M2 −
k

∑
i=1

d2
i

4M2

or

∑
i< j

ei j >

⌈
∑i�= j did j

2M

⌉
.

Now, assume that the new edge is added to X1 and C is split into X1,X2, ..,Xk

which implies that dividing C into k smaller communities will increase the overall
modularity, i.e, Q′

C < ∑k
i=1 Q′

Xi

⇔ ∑k
i=1 mi +∑i< j ei j + 1

M+ 1
−
(
∑k

i=1 di + 2
)2

4(M+ 12)

<
m1 + 1
M+ 1

− (d1 + 2)2

4(M+ 1)2 +
k

∑
i=2

(
mi

M+ 1
− d2

i

4(M+ 1)2

)

⇔ ∑k
i=1 mi +∑i< j ei j + 1

M+ 1
−
(
∑k

i=1 di + 2
)2

4(M+ 12)

<
∑k

i=1 mi + 1
M+ 1

− (d1 + 2)2

4(M+ 1)2 −
k

∑
i=2

d2
i

4(M+ 1)2

⇔ ∑
i< j

ei j <
∑k

i=1 di − 2d1+∑i< j did j

2(M+ 1)
.
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Moreover, since it is obvious that ∑k
i=1 di − 2d1 < 2M, we have

∑k
i=1 di − 2d1 +∑i< j did j

2(M+ 1)
<

⌈
∑i< j did j

2M

⌉
+ 1

and thus the conclusion follows.

Lemma 11.2. When a new edge (u,v) connecting communities C(u) and C(v) is
introduced, C(v) (or C(u)) is the best candidate for u (or v) if it should ever change
its membership.

Proof. Let C ≡ C(u) and D ≡ C(v). Recall the outer force that a community S
applies to vertex u is FS

out(u) = eS
u − dudoutS

2M . We will show that the presence of edge
(u,v) will strengthen FD

out(u) while weaken the other outer forces FS
out(u), i.e, we

show that FD
out(u) increases while FS

out(u) decreases for all S /∈ {C,D}.

FD
out(u)new −FD

out(u)old

=

(
eD

u + 1− (du + 1)(doutD+ 1)
2(M+ 1)

)
−
(

eD
u − dudoutD

2M

)

=
2M+ dudoutD

2M
− dudoutD + doutD + du + 1

2(M+ 1)

≥ 2M+ dudoutD

2(M+ 1)
− dudoutD + doutD + du + 1

2(M+ 1)
> 0

and thus FD
out(u) is strengthen when (u,v) is introduced. Furthermore, for any

community S ∈ C and S /∈ {C,D},

FS
out(u)new −FS

out(u)old =

(
eS

u −
(du + 1)doutS

2(M+ 1)

)
−
(

eS
u −

dudoutS

2M

)

= doutS

(
du

2M
− du + 1

2(M+ 1)

)
< 0,

which implies FS
out(u) is weaken when (u,v) is connected. Hence, the conclusion

follows.

Theorem 11.3. Assume that a new edge (u,v) is added to the network. Let C ≡C(u)
and D ≡C(v). If Δqu,C,D ≡ 4(M+1)(eu

D+1−eu
C)+eu

C(2dD−2du−eu
C)−2(du+1)

(du + 1+ dD− dC)> 0 then joining u to D will increase the overall modularity.

Proof. Node u should leave its current community C and join in D if QD+u +
QC−u > QC +QD, or equivalently,
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Algorithm 3 Node Removal
Input: Node u ∈C to be removed; Current structure Ct .
Output: An updated structure Ct+1.
1: i ← 1;
2: while N(u) �= /0 do
3: Si = {Nodes found by a 3-clique percolation on v ∈ N(u)};
4: if Si == /0 then
5: Si ← {v};
6: end if
7: N(u)← N(u)\Si ;
8: i ← i+1;
9: end while

10: Let each Si and singleton in N(u) consider its best communities;
11: Update Ct ;

mD + eD + 1
M+ 1

− (dD + du + 2)2

4(M+ 1)2 +
mC − eC

M+ 1
− (dC − du − eC)

2

4(M+ 1)2 >
mD

M+ 1

− (dD + 1)2

4(M+ 1)2 +
mC

M+ 1
− (dC + 1)2

4(M+ 1)2 ⇔ 4(M+ 1)(eD + 1− eC)

+ eC(2dD − 2du − eC)− 2(du+ 1)(du + 1+ dD− dC)> 0.

Corollary 11.1. If the condition in Theorem 11.3 is not satisfied, then neither u nor
its neighbors should be moved to D.

Proof. The proof follows from Theorem 11.3.

11.3.1.3 Node Removal

When an existing node u of a community C is removed at time t, all of its adjacent
edges are removed as a result. This case is challenging in the sense that the resulting
community is very complicated: it can be either unchanged or broken into smaller
pieces and could probably be merged with other communities. To give a sense of it,
let’s consider two extreme cases when a single degree node and a node with highest
degree in a community is removed. If a single degree node is removed, it leaves
the resulted community unchanged (Lemma 11.4). However, when a highest degree
vertex is removed, the current community might be disconnected and broken in to
smaller pieces which then are merged to other communities as depicted in Fig. 11.2c.
Therefore, identifying the leftover structure of C is a crucial part once a vertex in C
is removed.

To quickly and efficiently handle this task, we utilize the clique percolation
method presented in [2]. In particular, when a vertex u is removed from C, we place
a 3-clique at one of its neighbor and let the clique percolates until no vertices in
C are discovered (Fig. 11.2d). We then let the remaining communities of C choose
their best communities. The algorithm is presented in Algorithm 3.
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Algorithm 4 Edge Removal
Input: Edge (u,v) to be removed; Current structure Ct .
Output: An updated clustering Ct+1.
1: if (u,v) is a single edge then
2: Ct+1 = (Ct\{u,v})∪{u}∪{v};
3: else if Either u (or v) is of degree one then
4: Ct+1 = (Ct\C(u))∪{u}∪{C(u)\u};
5: else if C(u) �=C(v) then
6: Ct+1 = Ct ;
7: else
8: % Now (u,v) is inside a community C %
9: L = {Maximal “quasi-cliques” in C};

10: Let the singletons in C\L consider their best communities;
11: end if
12: Update Ct+1;

11.3.1.4 Edge Removal

In the last case when an edge e = (u,v) is about to be removed, we divide further
into four subcases: (1) e is a single edge connecting only u and v where u and v
are of single degree, (2) either u or v has degree one, (3) e is an inter-community
link connecting C(u) and C(v), and (4) e is an inter-community link. If e is an single
edge, it is clear that removing e will result in the same community structure plus two
singletons of u and v themselves. The same reaction applies to the second subcase
when either u or v has single degree due to Lemma 11.4, thus results in the prior
network structure plus u (or v). When e is an inter-community link, the removal of e
will strengthen the current network communities (Lemma 11.3) and hence, we just
make no change to the community structure.

The last but most complicated case happens when an intra-community link is
deleted. As depicted in Fig. 11.2b, removing this kind of edge often leaves the
community unchanged if the community itself is densely connected; however, the
target module will be divided if it contains substructures which are less attractive or
loosely connected to each other. Therefore, the problem of identifying the structure
of the remaining modules becomes very complicated. Theorem 11.4 provides us
a convenient tool to test for community bi-division when an intra-community link
is removed from the host community C. However, it requires an intensive look for
all subsets of C, which may be time consuming. Note that prior to the removal
of (u,v), the community C hosting this link should contain dense connections
within itself and thus, the removal of (u,v) should leave some sort of “quasi-clique”
structure inside C. Therefore, we find all maximal “quasi-cliques” within the current
community and have them (as well as leftover singletons) determine their best
communities to join in. The detailed procedure is described in Algorithm 4.

Lemma 11.3. If C1 and C2 are two communities of G, then the removal of an inter-
community link connecting them will strengthen modularity contributions of both C1

and C2.
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Proof. Let Q1 and Q′
1 be the modularities of C1 before and after the removal of

that link. We show that Q′
1 > Q1 (and similarly, Q′

2 > Q2) and thus, C1 and C2

contribute higher modularities to the network. Now,

Q′
1 −Q1 =

(
m1

M − 1
− (d1 − 1)2

4(M− 1)2

)
−
(

m1

M
− d2

1

4M2

)

= m1

(
1

M − 1
− 1

M

)
+

1
4

(
d1

M
− d1 − 1

M − 1

)(
d1

M
+

d1 − 1
M − 1

)
.

Since all terms are all positive, Q′
1 −Q1 > 0. The same technique applies to show

that Q′
2 > Q2.

Lemma 11.4. The removal of (u,v) inside a community C where only u or v is of
degree one will not separate C.

Proof. Assume the contradiction, i.e. after the removal of (u,v) where du = 1, C is
broken into smaller communities X1, X2,..., Xk which contribute higher modularity:
QX1 + ...+QXk > QC. W.L.O.G, suppose u connected to X1 prior to its removal.
It follows that QX1+u > QX1 and thus QX1+u + ...+QXk > QC, which raises a
contradiction since C is originally a community.

Lemma 11.5. (Separation of a community) Let C1 ⊆ C and C2 = C\C1 be two
disjoint subsets of C. (C \C) ∪ {C1,C2} is a community structure with higher
modularity when an edge crossing C1 and C2 is removed, i.e, C should be separated
into C1 and C2, if and only if e12 <

d1d2−dC+1
2(M−1) + 1.

Proof. Let Q′
1, Q′

2 and Q′
C denote the modularity contribution of C1, C2, and C

after an edge crossing (X1,X2) has been removed. Now,

e12 <
d1d2 − dC + 1

2(M − 1)
+ 1 ⇔ 2d1d2 − 2dC + 2

4(M− 1)2 >
e12 − 1
M − 1

⇔ (d1 + d2 − 2)2

4(M − 1)2 − (d1 − 1)2

4(M − 1)2 − (d2 − 1)2

4(M − 1)2

>
m1 +m2 + e12 − 1

M − 1
− m1 − 1

M − 1
− m2 − 1

M − 1

⇔ m1 − 1
M − 1

− (d1 − 1)2

4(M − 1)2 +
m2 − 1

M
− (d2 − 1)2

4(M− 1)2

>
m1 +m2 + e12 − 1

M − 1
− (d1 + d2 − 2)2

4(M − 1)2

⇔ Q′
1 +Q′

2 > Q′
C.

Thus, the conclusion follows.
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Theorem 11.4. (Testing of module separation) For any community C, let α and β
be the lowest and the second highest degree of vertices in C, respectively. Assume
that an edge e is removed from C. If there do not exist subsets C1 ⊆C and C2 ≡C\C1

such that

1. e is crossing C1 and C2

2.
min{α(dC −α),β (dC −β )}

2M
< e12 <

(dC − 2)2

8(M − 1)
+ 1,

then any bi-division of C will not benefit the overall Q.

Proof. From Lemma 11.5, it follows that in order to really benefit the overall
modularity we must have

d1d2

2M
< e12 <

d1d2 + 1
2(M − 1)

+ 1.

Since d1 + d2 = dC, it follows that

e12 <
d1d2 − d+ 1

2(M − 1)
+1 ≤

(d1+d2)
2

4 − d+ 1

2(M − 1)
+1 ≤

d2
C
4 − dC + 1

2(M− 1)
+1=

(dC − 2)2

8(M − 1)
+ 1.

For a lower bound of the LHS inequality, we rewrite d1d2 as d1d2 = d1(d − d1) =
d1d − d2

1 and find the non-zero minimum value on the range d1 ∈ [α,β ]. By taking
the derivative and solving for critical point, d1d − d2

1 is minimized either at d1 = α
or d1 = β . Therefore,

min{α(d −α),β (d −β )}
2M

≤ d1d2

2M
< e12 ≤ (dC − 2)2

8(M − 1)
+ 1.

Finally, our main algorithm QCA for quickly updating community structures of
dynamic social networks is presented in Algorithm 5.

11.4 Experimental Results

In this section, we present the experimental results of our QCA algorithm on
identifying and updating the network community structures of dynamic social
networks. To illustrate the strength and effectiveness of our approach, we choose
three popular real-world social networks including ENRON email network [11],
arXiv e-print citation network (provided by the KDD cup 2003 [12]), and Facebook
online social network [13]. The static method we are comparing to is the one
proposed by Blondel et al [5], which we refer to as Blondel method or static method.
In addition to the static method, we further compare QCA to a recent dynamic
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Algorithm 5 Quick Community Adaptation (QCA)
Input: G ≡ G0 = (V0 ,E0), E = {E1,E2, ..,Es} a collection of simple events
Output: Community structure Ct of Gt at time t .
1: Use [5] to find an initial community clustering C0 of G0;
2: for (t ← 1 to s) do
3: Ct ← Ct−1;
4: if Et = newNode(u) then
5: New Node(Ct ,u);
6: else if Et = newEdge((u,v)) then
7: New Edge(Ct , (u,v));
8: else if Et = removeNode(u) then
9: Remove Node(Ct ,u);

10: else
11: Remove Edge(Ct , (u,v));
12: end if
13: end for

adaptive method called MIEN proposed in [14]. Basically, MIEN tries to compress
and decompress network modules into nodes in order to adapt with the changes and
uses fast modularity method [4] to keep the network structure updated. In particular,
we will show in the experiments the following quantities (1) modularity values (2)
the quality of the identified network communities through NMI scores and (3) the
processing time of our QCA in comparison with other methods. The above networks
expose to contain clear community structure due to their high modularities, which
is the main reason for them to be chosen.

In order to quantify the quality of the identified community structure, i.e. the
similarity between the identified communities and the ground truth, we adopt a
well known measure in Information Theory called Normalized Mutual Information
(NMI). NMI has been proven to be reliable and is currently used in testing
community detection algorithms [3]. Basically, NMI(U,V ) equals 1 if structures
U and V are identical and equals 0 if they are totally separated. Due to space limit,
the readers are encouraged to read [3] for NMI formulas.

For each network, time information is extracted in different ways and a portion
of the network data (usually the first network snapshot) is collected to form the
basic network community structure. Our QCA algorithm takes into account that
basic community structure and runs only on the network changes whereas the static
method has to be performed on the whole network snapshot up to each time point.

11.4.1 ENRON Email Network

The Enron email network contains email messages data from about 150 users,
mostly senior management of Enron Inc., from January 1999 to July 2002 [11].
Each email address is represented by an unique identification number in the dataset
and each link corresponds to a message sent between the sender and the receiver.
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Fig. 11.3 Simulation results on Enron Email Network dataset. (a) Modularity (b) Number of
Communities (c) Running Time(s) (d) NMI

After a data refinement process, we choose 50% of total links to form a basic
community structure of the network with 7 major communities, and simulate the
network evolution via a series of 21 growing snapshots in which roughly 103 links
are added at a time.

We first evaluate the modularity values computed by QCA, MIEN, and Blondel
method. As shown in Fig. 11.3a, our QCA algorithm archives competitively higher
modularities than the static method but a little bit less than MIEN method while
maintaining the nearly same number of communities of the other two (Fig. 11.3b).
In particular, the modularity values produced by QCA very well approximate those
found by static method with lesser variation. There are reasons for that. Recall that
our QCA algorithm takes into account the basic community structures detected by
the static method (at the first snapshot) and processes on network changes only.
Knowing the basic network community structure is a great advantage of our QCA
algorithm: it can avoid the hassle of searching and computing from scratch to update
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the network with changes. In fact, QCA uses the basic structure for finding and
quickly updating the local optimal communities to adapt with changes introduced
during the network evolution.

The running time of QCA and the static method in this small network are
relatively close: the static method requires 1 s to complete each of its tasks while
our QCA does not even ask for one (Fig. 11.3c). In this dataset, MIEN requires a
little more time (1.5 s in average) to complete the task. Time and computational cost
are significantly reduced in QCA since our algorithms only take into account the net-
work changes while the static method has to work on the whole network every time.

Due to the lack of the proper information about real communities in Enron Inc.
(and in other datasets), we use community structure identified by the static method
as a reference to the ground truth. The quantity NMI(QCA,Blondel) (or NMI(QCA)
in short) indicates how community labels assigned by QCA similar to those of the
ground truth computed at every timepoint. A NMI value of 1 means two assignments
are identical and 0 implies the opposite. As one can see in Fig. 11.3d, both the NMI
scores of MIEN method and ours are very high and relatively close to 1, indicating
that in this Enron email network, both our QCA and MIEN algorithm are able to
identify high quality community structure with high modularity; however, only our
method significantly reduces the processing time and computational requirement.

11.4.2 arXiv E-Print Citation Network

The arXiv e-print citation network [12], which was initialized in 1991, has
become an essential mean of assessing research results in various areas including
physics and computer sciences. At the time the dataset was collected, the network
already contained more than 225 K fulltext articles and was growing of over 40 K
submissions each year, ranging from January 1996 to May 2003.

In our experiments, citation links of the first two years 1996 and 1997 were taken
into account to form the basic community structure of our QCA method. In order to
simulate the network evolution, a total of 30 time dependent snapshots of the arXiv
citation network are created on a two-month regular basis in the duration between
January 1998 and January 2003.

We compare modularity results obtained by QCA algorithm at each network
snapshot to Blondel method as well as to MIEN method. It reveals from Fig. 11.4a
that the modularities returned by QCA are very close to those obtained by the
static method with much more stabler and are far higher than those of MIEN.
In particular, the modularity values produced by QCA algorithm cover from 94%
up to 100% that of Blondel method and from 6% to 10% higher than MIEN.
Moreover, our method reveals a much better network community structure since
it discovers many more communities than both the static method and MIEN as the
network evolves (Fig. 11.4b). This can be explained based on the resolution limit of
modularity [9]: the static method might disregard some small communities and tend
to combines them in order to maximize the overall network modularity.
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Fig. 11.4 Simulation results on ArXiv e-Print citation network. (a) Modularity (b) Number of
Communities (c) Running Time(s) (d) NMI

Second observation on running time shows that QCA outperforms the static
method as well as its competitor MIEN: QCA takes at most 2 s to complete updating
the network structure while Blondel method requires more than triple that amount
of time (Fig. 11.4d) and MIEN asks for more than 5x time. In addition, higher
NMI scores of QCA than MIEN methods (Fig. 11.4) implies network communities
identified by our approach are not only of high similarity to the ground truth but
also more precise than that detected by MIEN, meanwhile the computational cost
and the running time are significantly reduced.

11.4.3 Facebook Social Network

This data set contains friendship information (i.e. who is friend with whom and wall
posts) among New Orleans regional network on Facebook, spanning from Sep 2006
to Jan 2009 [13]. To collect the information, the authors created several Facebook
accounts, joined each to the regional network, started crawling from a single user
and visited all friends in a breath-first-search fashion. The data set contains more
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Fig. 11.5 Simulation results on facebook social network. (a) Modularity (b) Number of Commu-
nities (c) Running Time(s) (d) NMI

than 60 K nodes (users) connected by more than 1.5 million friendship links with
an average node degree of 23.5. In our experiments, the nodes and links from Sep
2006 to Dec 2006 are used to form the basic community structure of the network
and each network snapshot is recored after every month during Jan 2007 to Jan 2009
for a total of 25 network snapshots.

Evaluation depicted in Fig. 11.5a reveals that QCA algorithm achieves compet-
itive modularities in comparison with the static method, and again far better than
those obtained by MIEN. In the general trend, the line representing QCA results
closely approximates that of the static method with much more stable. Moreover,
the two final modularity values at the end of the experiment are relatively the
same, which means that our adaptive method performs competitively with the static
method running on the whole network.

Figure 11.11.5c describes the running time of the three methods on the Facebook
data set. As one can see from this figure, QCA takes at least 3 s and at the most
4.5 s to successfully compute and update every network snapshot whereas the static
method, again, requires more than triple processing time. MIEN method really
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suffers on this large scale network when requiring more than 10x amount of QCA
running time. This result confirms the effectiveness of our adaptive method when
applied to real-world social networks where a centralized algorithm may not be able
to detect a good network community structure in a timely manner.

However, there is a limitation of QCA algorithm we observe on this large network
and want to point out here: As the the duration of network evolution lasts longer over
time (i.e. the number of network snapshots increases), our method tends to divide the
network into smaller communities to maximize the local modularity, thus results in
an increasing number of communities and a decreasing of NMI scores. Figure 11.5b
and 11.5d describes this observation. For instance, at snapshot #12 (a year after Dec
2006), the NMI score is approximately 1/2 and gets decaying after this timepoint.
It implies a refreshment of network community structure is required at this time,
after a long enough duration. This is reasonable since activities on an online social
network, especially on Facebook social network, tend to come and go rapidly and
local adaptive procedures are not enough to reflect the whole network topology over
a long period of time.

11.5 Application: Social-Aware Routing in MANETs

In this section, we present an application where the detection of network community
structures plays an important role in routing strategies in MANETs. A MANET
is a dynamic wireless network with or without the underlying infrastructure, in
which each node can move freely in any direction and organize itself in an arbitrary
manner. Due to nodes mobility and unstable links nature of a MANET, designing
an efficient routing scheme has become one of the most important and challenging
problems on MANETs.

Recent researches have shown that MANETs exhibit the properties of social
networks [15–17] and social-aware algorithms for network routing are of great
potential. This is due to the fact that people have a natural tendency to form groups or
communities in communication networks, where individuals inside each community
communicate with each other more frequent than with people outside. This social
property is nicely reflected to the underlying MANETs by the existence of groups
of nodes where each group is densely connected inside than outside. This resembles
the idea of community structure in MANETs.

Multiple routing strategies [16]–[18] based on the discovery of network com-
munity structures have provided significant enhancement over traditional methods.
However, the community detection methods utilized in those strategies are not
applicable for dynamic MANETs since they have to recompute the network
structure whenever changes to the network topology are introduced, which results
in significant computational costs and processing time. Therefore, employing an
adaptive community structure detection algorithm as a core will provide speedup as
well as robustness to routing strategies in MANETs.
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We evaluate the following five routing strategies (1) WAIT: the source node waits
and keeps sending or forwarding the messages until it meets the destination node
(2) MCP: A node keeps forwarding the messages until they reach the maximum
number of hops, (3) LABEL: A node forwards or sends the messages to all members
in the destination community [15], (4) QCA: A Label version utilizing QCA as the
dynamic community detection method, and lastly (5) MIEN A social-aware routing
strategy on MANETs [14].

Even thought the WAIT and MCP algorithms are very simple and straightforward
to understand, they provide us helpful information about the lower and upper
bounds for message delivery ratio, time redundancy as well as message redundancy.
LABEL forwarding strategy works as follow: it first finds the community structure
of the underlying MANET, assigns each community with the same label and then
exclusively forwards messages to destinations, or to next-hop nodes having the same
labels as the destinations. MIEN forwarding method utilizes MIEN algorithm as
a subroutine. QCA routing strategy, instead of using a static community detection
method, utilizes QCA algorithm for adaptively updating the network community
structure and then uses the newly updated structure to inform the routing strategy
for forwarding messages.

We choose Reality Mining data set [19] provided by the MIT Media Lab to
test our proposed algorithm. The Reality Mining data set contains communication,
proximity, location, and activity information from 100 students at MIT over the
course of the 2004–2005 academic year. In particular, the data set includes call logs,
Bluetooth devices in proximity, cell tower IDs, application usage, and phone status
(such as charging and idle) of the participated students of over 350,000 hours. In
this chapter, we take into account the Bluetooth information to form the underlying
MANET and evaluate the performance of the above five routing strategies.

For each routing method, we evaluate the followings (1) Delivery ratio: The
portion of successfully delivered over the total number of messages (2) Average
delivery time: Average time for a message to be delivered. (3) Average number of
duplicated messages for each sent message. In particular, a total of 1,000 messages
are created and uniformly distributed during the experiment duration and each
message can not exist longer than a threshold time-to-live. The experimental results
are shown in Figs. 11.6a, 11.6b, and 11.6c.

Figure 11.6a describes the delivery ratio as a function of time-to-live. As revealed
by this figure, QCA achieves much better delivery ratio than MIEN as well as LABEL
and far better than WAIT. This means that QCA routing strategy successfully delivers
many more messages from the source nodes to the destinations than the others.
Moreover, as time-to-live increases, the delivery ratio of QCA tends to approximate
the ratio of MCP, the strategy with highest delivery ratio.

Comparison on delivery time shows that QCA requires less time and gets
messages delivered successfully faster than LABEL, as depicted in Fig. 11.6c. It
even requires less delivery time in comparison with the social-aware method MIEN.
This can be explained as the static community structures in LABEL can possibly
get message forwarded to a wrong community when the destinations eventually
change their communities during the experiment. Both QCA and MIEN, on the
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other hand, captures and updates the community structures on-the-fly as changes
occur, thus achieves better results. Since MIEN needs to compress and decompress
the network communities whenever network evolves, it may disregard the existence
of newly formed communities and thus, may requires extra time to forward the
messages.

The numbers of duplicate messages presented in Fig. 11.6b indicate that both
QCA and MIEN achieves the best results. The numbers of duplicated messages of
MCP method are weight higher than those of the others and are not plotted. In fact,
the results of QCA and MIEN are relatively close and tend to approximate each other
as time-to-live increases.

In conclusion, QCA is the best social-aware routing algorithm among five routing
strategies since its delivery ratio, delivery time and redundancy outperform those of
the other methods and are only below MCP while the number of duplicate messages
are much lower. QCA also shows a significant improvement over the naive LABEL
method which uses a static community detection method and thus, confirms the
applicability of our adaptive algorithm to routing strategies in MANETs.
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11.6 Application: Worm Containment on Social Networks

In this section, we brighten the applicability of QCA method via another practical
application in Worm containment on online social networks. Since their introduc-
tion, popular social network sites such as Facebook, Twitter, Bebo, and MySpace
have attracted millions of users worldwide, many of whom have integrated those
sites into their everyday lives. On the bright side, online social networks are
ideal places for people to keep in touch with friends and colleagues, to share
their common interests, to hold discussions in forums or just simply to socialize
online. However, on the other side, social networks are also fertile grounds for
the rapid propagation of malicious softwares (such as viruses or worms) and false
information.

Facebook, one of the most famous online social networks, experienced a wide
propagation of a trojan worm named “Koobface” in late 2008. Koobface made its
way not only through Facebook but also Bebo, MySpace, and Friendster social
networks [20, 21]. Once a user is infected, this worm scans through the current
user’s profile and sends out fake messages or wall posts to everyone in the user’s
friend list with titles or comments appeal to people’s curiosity. If one of the user’s
friends, attracted by the comments without a shadow of doubt, clicks on the link and
installs the fake “flash player”, he will be infected. Koobface’s life will then cycle on
this newly infected machine. Since people are able to access social network sites via
cell phones nowadays, worm’s targets are now not only computers but also mobile
devices.

The problem of worm containment becomes more and more complicated on a
dynamic social network as this kind of network evolves and changes rapidly over
time. The dynamics of social networks thus gives worms more chances to spread
out faster and wider as they could flexibly switch between new and existing users
in order to propagate. Therefore, the problem of containing worm propagation on
social networks is extremely challenging in the sense that a good solution at the
previous time step might not be sufficient or effective at the next time step. Although
one can recompute a new solution at each time the network changes, doing so would
result in heavy computational costs and time consuming as well as worms spreading
out wider during the recomputing process. A better solution should quickly and
adaptively update the current worm containing strategy based on changes in network
topology, thus could avoid the hassle of recomputing from scratch whenever the
network evolves.

There are many proposed methods dealing with worm containment on computer
networks by either using a multi-resolution approach to enhance the power of
threshold-based detection [22], or using a simplification of the Threshold Random
Walk scan detector [23], or by measuring the velocity of the number of new
connections and infected hosts [24], or using fast and efficient worm signature
generation [25, 26]. There are also several method proposed for cellular and mobile
networks [27–29]. However, all of these above approaches fail to take into account
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the community structure as well as the dynamics of social networks, thus might
not be appropriate for our problem. A recent work [30] proposed a social-based
patching scheme for worm containment on cellular networks. However, this method
encounters the following limitations on a real social networks (1) its clustered
partitioning does not necessarily reflect the natural network community structure,
(2) it requires the number of clusters k (which is generally unknown for social
networks) must be specified beforehand, and (3) it exposes weaknesses when
dealing with dynamics of the network.

To overcome these limitations, our approach first utilizes QCA to identify the
network community structure and then adaptively keeps this structure fresh and
updated as the network evolves. Once the network communities are detected, our
patch distribution procedure will select the most influential users from different
communities in order to sending patches. These users, as soon as they receive
patches, will apply them to first disinfect the worm and then redistribute them to
all friends in their communities. These actions will contain worm propagation to
only some communities of the social network and prevent it from spreading out to a
larger population. To this end, a quick and precise community detection method will
definitely help the network administrator to select a more sufficient set of critical
users to send patches, thus lowers down the number of sent patches as well as
overhead information over the social network.

We next describe our patch distribution procedure. This procedure takes into
account the community structure identified from the previous step and selects a
set of influential users from each community of the network in order to distribute
patches. Influential users of a community are ones having the most relationships or
connections to other communities. In the point of an attacker view, these influential
users are potentially vulnerable since they not only interact actively within their
communities but also with people outside, thus, they can easily fool (or be fooled
by) people both inside and outside of their communities. On the other point of
view, these users are the best candidates for the network defender to distribute
patches since they can easily announce and forward patches to other members and
non-members.

We present here a quick greedy algorithm for selecting the set of most in-
fluential users in each community. In particular, for each community of G, the
algorithm starts with picking the user whose number of social connections to
outside communities is the highest and temporarily remove this user from the
considering community. This process repeats until there is no connection crossing
among communities of G. This set of influential users is the candidate for the
network defender for distributing patches. The distribution procedure is presented in
Algorithm 6. Note that we can directly apply the algorithm for Vertex Cover problem
to the patch distribution to get a 2-approximation algorithm; however, doing so
would result in heavy computation and much time consuming, especially on very
large social networks.
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Algorithm 6 Patch Distribution Procedure
Input: A community structure S = {S1,S2, ..,Sp}
Output: Set of influential users.
1: IS = /0;
2: for Si ∈ S do
3: while maxv∈Si{dSi

out(v)} > 0 do
4: Let a ← argmaxv∈Si{dSi

out(v)};
5: IS = IS∪a;
6: Temporary remove a from Si;
7: end while
8: end for
9: Send patches to users in IS;

Results

We present the experimental results of our method on the Facebook network dataset
[13] and compare the results with the social based method (Zhu’s method [30])
via a weighted version of our community update algorithms. One notable feature
of this dataset is time information (stamped at every moment the information was
recorded) represents the dynamics of the network, which nicely suits to our adaptive
method.

The worm propagation model in our experiments mimics the behavior of the
famous “Koobface” worm which once spread out widely on Facebook. In our
model, worms are able to explore their victim’s friend list and then send out fake
messages containing malicious links for propagating. The probability of a victim’s
friend activating the worm is proportional to communication frequency between the
victim and his friends. The time taken for worms to spread out from one user to
another is inversely proportional to the communication frequency between this user
and his particular friend. Finally, when a worm has successfully infected a user’s
computer, it will start propagating as soon as this computer connects to a specific
social network (Facebook in this case).

When the fraction of infected users (the number of infected users over the number
of all users) reaches a threshold α , the detection system raises an alarm and patches
will automatically be sent to most influential users selected by Algorithm 6. Once an
influential user receives a patch, he will first apply the patch to disinfect the worm
and then will have an option to forward this patch to all friends in his community.

Each experiment on this dataset is seeded with 0.02% of users to be infected by
worms and worm propagation is simulated through the duration of 2 days. In each
experiment, we compare infection rates of the social-based method of Zhu’s and
ours. The infection rate is computed as a fraction of the remaining infected users
over the overal infected ones. The number of clusters k in Zhu’s method is set to be
150 (in a static network), 200, and 250 (in dynamic networks), respectively. For each
value of k, the alarmming threshold α is set to be 2%, 10%, and 20%, respectively.
Each experiment is repeated 1,000 times for consistency.
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Fig. 11.7 Infection rates on static network with k = 150 clusters. (a) α = 2% (b) α = 10%
(c) α = 20%

Figures 11.7, 11.8 and 11.9 show the results of our experiments for three different
values of k and α . We first observe that the longer we wait (the higher the alarm
threshold is), the higher number of users we need to send patches to in order to
achieve the expected infection rate. For example, with k = 150 clusters and an
expected infection rate of 0.3, we need to send patches to less than 10% number
of users when α = 2%, to more than 15% number of users when α = 10% and to
nearly 90% of total influential users when α = 20%.

Second observation reveals that our approach achieves better infection rates than
the social-based method of Zhu in a static version of the social network as depicted
in Fig. 11.7. In particular, the infection rates obtained in our method are from 5%
to 10% better than those of Zhu’s. When the network evolves as new users join
in and new social relationships are introduced, we resize the number of cluster
k and recompute the infection rates of the social based method with the number
of cluster k = 200 and k = 250, and the alarm threshold α = 2%,10% and 20%,
respectively. As depicted in Figs. 11.8 and 11.9, our method, with the power of
quickly and adaptively update the network community structure, achieves better
infection rates than Zhu’s method meanwhile the computational costs and running
time is significantly reduced. As discussed, detecting and updating the network
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Fig. 11.8 Infection rates on dynamic network with k = 200 clusters. (a) α = 2% (b) α = 10%

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 10  20  30  40  50  60  70  80  90  100

In
fe

ct
io

n 
ra

te

Percentage of patched nodes

Zhu’s
Ours

α = 2%

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 10  20  30  40  50  60  70  80  90  100

In
fe

ct
io

n 
ra

te

Percentage of patched nodes

Zhu’s
Ours

α = 10%

a b

Fig. 11.9 Infection rates on dynamic network with k = 250 clusters. (a) α = 2% (b) α = 10%

community is the crucial part of a social based patching scheme: a good and up-
to-date network community structure will provide the network defender a tighter
set of vulnerable users and thus, will help to achieve lower infection rates. Our
adaptive algorithm, instead of recomputing the network structure every time changes
are introduced, quickly and adaptively updates the network communities on-the-
fly. Thanks to this frequently updated community structure, our patch distribution
procedure is able to select a better set of influential users, and thus helps in reducing
the number of infected users once patches are sent.

We further look more into the behavior of Zhu’s method when the number
of clusters k varies. We compute and compare the infection rates on Facebook
dataset for various k ranging from 1 K to 2.5 K with our approach. We first hope
that the more predefined clusters, the better infection rates clustered partitioning
method will achieve. However, the experimental results depicted in Fig. 11.10 reveal
the opposite. In particular, with a fixed alarming threshold α = 10% and 60%
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Fig. 11.10 Infection rates at α = 10% using 60% of the patches nodes

patched nodes, the infection rates achived by Zhu’s method do not decrease but
ranging near 28% while ours are far better (20%) with much less computational
time.

Finally, a comparison on running time on the two approaches shows that time
taken for Clustered Partitioning procedure is much more than our community
updating procedure and thus, may prevents this method to complete in a timely
manner. In particular, our approach takes only 3 s for obtaining the basic community
structure and at most 30 s to complete all the tasks whereas [30] requires more
than 5 minutes performing Clustered Partitioning to divide the communication
network into modules and selecting the vertex separators. In that delay, the worm
propagation may spread out to a larger population and thus, the solution may not be
effective. These above experimental results confirm the robustness and efficiency of
our approach on social networks.

11.7 Detection of Overlapping Communities

In this section, we describe DOCA, a connection-based algorithm to quickly and
efficiently discover the overlapping network community structure. In a big picture,
DOCA works toward the classification of network nodes into different groups by first
detecting all possible densely connected parts of the network, and then combining
those who share a significant substructure, i.e. those who highly overlap with each
other, hence revealing the overlapped network community structure.

There are two important points we want to stress here. Firstly, DOCA requires β ,
the overlapping threshold on how much substructure two communities can share, as
an input parameter and that is all it needs. Secondly, DOCA fundamentally differs
from the one recently suggested in [31] in the way it allows |Ci ∩Cj| ≥ 2 for any
subset Ci,Cj of V , and consequently allows network communities to overlap not
only at a single vertex but also as a substructure of the whole community.
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11.7.1 Density Function

In order to quantify the goodness of an identified community, we use the popular

density functionΨ defined as follow:Ψ(C) = |Cin|
(|C|

2 )
[32] where C is a subset of V .

The more C approaches a clique of its size, the higher its density value Ψ (C). In
order to set up a threshold on the number of connections that suffices for a set of
nodes C to be a community, we propose a function τ(C) defined as follows:

τ(C) =
σ(C)(|C|

2

) where σ(C) =
(|C|

2

)1− 1
|C|
.

A subgraph induced by C is a local community iffΨ(C) ≥ τ(C) or equivalently,
|Cin| ≥ σ(C). Several functions with the same purpose have been introduced in
the literature, for instance, in the work of [33, 34] and it is worth noting down
the main differences between these functions and ours. First and foremost, our
function processes on the candidate group only and does not require any user-
input parameter or predefined threshold. Secondly, by Proposition 11.1, σ(C) is
an increasing function and closely approaches C’s full connections, i.e. the number
of edges in a clique of size |C|. That makes σ(C) and τ(C) relaxation versions
of the traditional density function, yet powerful ones as we shall show in the
experiments.

Proposition 11.1. f (n) = n1− 1
n is strictly increasing for n ≥ 3 and limn→∞

f (n) = n.

11.7.2 Objective Function

Our objective is to find a community assignment for the set of nodes V which
maximizes the overall internal density functionΨ (C ) since the higher the internal
density of a community is, the clearer its structure would be. Unlike the case
of disjoint community structure, in which the number of connections crossing
communities should be less than those inside them, our objective does not take
into account the number of out-going links from each community. To understand
the reason, let’s consider a simple example pictured in Fig. 11.11, in which the
concept of a community is violated in both weak and strong senses. In the
overlapping community structure point of view, it is clear that every clique in this
figure should form a community of its own, and each community overlaps the
central clique at exactly one node. However, in the disjoint community structure
point of view, any vertex at the central clique has n internal and 2n external
connections, which violates the concept of a community in the strong sense.
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Fig. 11.11 Overlapped vs. non-overlapped community structure. The central clique violates the
general concept of community in both strong and weak senses

Furthermore, the internal connectivity of the central clique is also dominated by
its external density, which implies the concept of a community in weak sense is also
violated.

11.7.3 Locating Local Communities

Local communities are connected parts of the network whose internal densities are
greater than a certain level. In our DOCA algorithm, this level is automatically
determined based on the the size of each corresponding part and the function τ(·).
In particular, a local community is defined based on a connection (u,v) when the
number of internal connections within the subgraph induced by C ≡ N(u)∩N(v) is
greater than σ(C), or in other words, when C’s internal density is greater than τ(C)
(Fig. 11.12a). However, one problem may eventually arise during the detection of
these local communities: the containment of sub-communities in an actual bigger
one. Intuitively, one would like to detect a bigger community unified by smaller ones
if the bigger community is itself densely connected. In order to filter this unfortunate
situation, we therefore impose

Ψ

(
s⋃

i=1

Ci

)
< τ

(
s⋃

i=1

Ci

)
∀s ∈ [1, |C |].

In addition, we allow this locating procedure to skip over tiny communities of size
less than four. This condition is carried out from the Proposition 11.1. It makes sense
in terms of mobile or social networks where a group of mobile devices or a social
community usually has size larger than three, and intuitively agrees with the finding
of [35, 36]. Those tiny communities will then be identified later in DOCA.
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u v

a b

Fig. 11.12 (a) A local community C defined by a link {u,v}. Here,Ψ(C) = 0.9 > τ(C) = 0.725
(b) Combining two local communities sharing a significant substructure. Here, β = 0.8 and OS
score is 3/5+3/7 = 1.027

Algorithm 7 Locating local communities
Input: G = (V,E)
Output: A collection of raw communities Cr .
1: for (u,v) ∈ E do
2: if Com(u)∩Com(v) = /0 then
3: Let C = N(u)∩N(v);
4: if |Cin| ≥ σ (C) and |C| ≥ 4 then
5: Define C a local community;
6: Cr = Cr ∪{C};
7: end if
8: end if
9: end for

Lemma 11.6. The time complexity of Algorithm 7 is O(M).

Proof. Each time an edge (u,v) is examined, we have to find the intersection of N(u)
and N(v), which result in time complexity of |N(u)|+ |N(v)| = du + dv. Moreover,
when u and v are in the same community, {u,v} will not be taken in consideration.
Therefore, the total time complexity is ∑u∈V du = 2M.

Lemma 11.7. Algorithm 7 detects all raw communities C’s of size |C| ≥ 4 and
Ψ(C)≥ τ(4) ≈ 0.83.

Proof. By its greedy nature, Algorithm 7 will examine every edge (u,v)∈ E (except
for those who already found to be in the same community) and will detect any local
community C having |C| ≥ 4 andΨ(C) ≥ τ(C) ≥ τ(4) ≈ 0.83. Since each edge is
visited at least once, Algorithm 7 will make sure each local community is visited at
least once, and thus, the conclusion follows.

Theorem 11.5. The local community structure Cr detected by Algorithm 7 satisfies
Ψ(Cr) ≥ 0.83 ×Ψ(OPT ) where OPT is the optimal community assignment that
maximizes the overall internal density function.

Proof. This Theorem follows from Lemma 11.7 and the condition that no real local
community is a substructure of another local community. This also implies that
Algorithm 7 is an 0.83-approximation algorithm for finding local densely connected
communities.
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Algorithm 8 Combining local communities
Input: Raw community structure Cr

Output: A refined community structure C f .
1: C f ← Cr;
2: for Ci and Cj in Cr and !Done do
3: if OS(Ci,Cj)> β then
4: C ← Combine Ci and Cj;
5: /*Update the current structure*/
6: C f = (C f \Ci\Cj)∪C;
7: Done ← False;
8: end if
9: end for

11.7.4 Combining Overlapping Communities

As soon as Algorithm 7 finishes, the raw network community structure is now
pictured as a collection of (possibly overlapped) dense parts of the network together
with outliers. As some of those dense parts can possibly share significant common
substructures, we need to combine them if they are really highly overlapped. In
order to do so, we introduce the overlapping score of two communities defined as
follows:

OS(Ci,Cj) =
|Ii j|

min{|Ci|, |Cj |} +
|Iin

i j |
min{|Cin

i |, |Cin
j |}

.

where Ii j = Ci ∩Cj . Basically, OS(Ci,Cj) values the importance of the common
nodes and connections shared between Ci and Cj to the smaller community. In
comparison with the duplicate distance metric suggested in [37], our overlapping
function not only takes into account the fraction of common nodes but also values
the fraction of common connections, which is crucial in order to combine network
communities. Furthermore, OS(·, ·) is symmetric, so it scales well with the size of
any community, and the higher the overlapping score is, the more those communities
in consideration should be merged. In this paper, we combine communitiesCi and Cj

if OS(Ci,Cj) ≥ β (Fig. 11.12b). We, again, emphasize that β is the only parameter
required for DOCA.

The time complexity of Algorithm 8 is O(N2
0 ) where N0 is the number of

local communities detected in Algorithm 7. Clearly, N0 ≤ M and thus, it can be
O(M2). However, when the intersection of two communities is upper bounded,
by Lemma 11.8, we know that the number of local communities is also upper
bounded by O(N), and thus, the time complexity of Algorithm 8 is O(N2). In
our experiments, we observe that the running time of this procedure is indeed
O(N2).

Lemma 11.8. The number of raw communities detected in Algorithm 7 is O(N)
when the number of nodes in the intersection of any two communities is upper
bounded by a constant α .
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Proof. For each Ci ∈ C , decompose it into overlapped and non-overlapped parts,
denoted by Cov

i and Cnov
i . We have Ci = Cov

i ∪Cnov
i and Cov

i ∩Cnov
i = /0. Therefore,

|Ci|= |Cov
i |+ |Cnov

i |.
Now,

∑
Ci∈C

|Ci|= ∑
Ci∈C

(|Cov
i |+ |Cnov

i |)≤ N +∑
i< j

|Cov
i ∩Cnov

j |,

where N = ∑Ci∈C |Cnov
i |+ ∣∣⋃Ci∈C |Cov

i |∣∣. For an upper bound of the second term,
rewrite

∑
i< j

|Cov
i ∩Cnov

j | ≤ N + ∑
|Ci∩Cj |≥2

|Ci ∩Cj| ≤ N(1+α),

where α = max{|Ci ∩Cj| : |Ci ∩Cj| ≥ 2}
Hence, ∑Ci∈C |Ci| ≤ N(2 +α). Let N0 be the number of raw communities, it

follows that N0 min{|Ci|} ≤ ∑Ci∈C |Ci| ≤ (2+α)N. Since min{|Ci|} ≥ 4, we have

N0 ≤ (2+α)
4 N = O(N).

11.7.5 Simulation Results

We compare the performance of DOCA against the most popular method CFinder
[38] and the most effective method COPRA [39].
Data Sets: The best approach to evaluate the performance of our proposed method
is to validate it on real-world traces with known overlapping community structures.
Unfortunately, we often do not know that structures beforehand or such structures
cannot be mined from the network topologies. Even though synthesis networks
might not reflect all the statistical properties of real networks, they can provide us
known ground truth via planted community structure and the ability to vary network
parameters such as sizes, densities, community overlapping levels and so on. We
use networks generated by the well-known LFR overlapping benchmark [3], the de
facto standard for testing overlapping community detection algorithms. Generated
networks follow power-law degree distribution and contain embedded overlapping
communities of varying sizes that capture the internal characteristics of real-world
networks.
Metrics. To measure the similarity between detected communities and the embed-
ded ground truth, we evaluate following metrics.

• The most important metric is a generalization of NMI [33] special-built for
overlapping communities. Basically, NMI(U,V ) is 1 if structures U and V are
identical and 0 if they are totally separated. The metric resembles closely the
standard NMI in case the communities are disjoint.

• The number of communities, ignoring singleton communities and unassigned
nodes. A good community detection method should produce roughly the same
number of communities with the known ground truth.

• The overlapping ratio, i.e. the average number of communities to which a node
belongs to.
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Set up. The parameters for LFR benchmark are: the number of nodes N, the
mixing parameter μ that decides the overall sharpness of the community structure
(each node shares a fraction μ of its edges with vertices in other communities),
the minimum community size cmin, the maximum community size cmax, om the
maximum number of communities to which a vertex belongs, and the overlapping
fraction γ measuring the fraction of nodes with memberships in two communities
or more.

To fairly compare with COPRA and to avoid being bias, we keep the parameters
close to the setting in [39]: the minimum community size is cmin = 10, the maximum
community size is cmax = 50, each vertex belongs to at most two communities,
om = 2. The number of vertices are N = 1,000 or N = 5,000 and the mixing rate is
selected between μ = 0.1 and μ = 0.3.

We fix the overlapping threshold in DOCA to be 60% (the most desirable results
are obtained when this threshold is between 60% and 70%). Since the output of
COPRA is undeterministic, we run COPRA ten times on each instance and select
the best result. In addition, we put no time constraint on the CFinder. All methods
are executed on an Intel(R) Xeon(R) W3540 CPU at 2.93 Ghz.

11.7.6 Overlapping Communities Quality

We show our results in groups of four. For each case we vary the overlapping
fraction γ from 0 to 0.5 and analyze the results found by DOCA, CFinder
and COPRA. We only present results when corresponding parameters give top
performance for CFinder and COPRA.
Number of communities: First we show in Fig. 11.13a the number of communities
found by DOCA, COPRA, and CFinder and compare them with the ground truth.
The more we allow communities to overlap in the network, the larger the number of
communities. It reveals from this figure that the number of communities found by
DOCA, marked with squares, is the closest and almost identical to the ground truth
in a long run when the overlapping fraction gets higher. There is an exception when
N = 1,000,μ = 0.3 that we will discuss later.
Normalized Multual Information: NMI is a more accurate metrics to assess the
similarity between communities found and the ground truth. We can infer from
Fig. 11.13b that DOCA achieves the highest performance among all methods with
much more stable. A common trend in this test is the performances of all methods
degrade (1) when the mixing rate μ increases, i.e. the community structure becomes
more ambiguous or (2) when the network’s size decreases, keeping the same mixing
rate μ . While DOCA is not very competitive only when both negative factors
happen in the bottom-right char, N = 1,000,μ = 0.3, it is the best performer in
general.
Overlapping Ratio: Since om = 2 every vertex in the overlapped regions will belong
to exactly two communities. As a consequence, the average number of communities
for a vertex is γ+ 1 that explains why the ground truth are associated with straight
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Fig. 11.13 (a): Number of communities found by DOCA, COPRA and CFinder. Top: N = 5,000,
Bottom: N = 1,000, Left: μ = 0.1, Right: μ = 0.3. The closer to the ground truth, the better. (b):
NMI of DOCA, COPRA, CFinder. Top: N = 5,000, Bottom: N = 1,000, Left: μ = 0.1, Right:
μ = 0.3. The higher NMI, the better
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Fig. 11.14 Overlapping fraction, the average number of communities a node belongs to. Top:
N = 1,000, Bottom: N = 5,000, Left: μ = 0.1, Right: μ = 0.3. The closer to the ground truth, the
better

line in Fig. 11.14. When N = 5,000, DOCA shares the overlapping rate with the
ground truth, but for N = 1,000, COPRA v = 6 is much closer to the intended
overlapping rates.

The significant gap is observed when the mixing rate gets higher (μ = 0.3)
and the network size gets smaller (N = 1,000). DOCA provides less number of
communities than the ground truth’s but with much higher overlapping rate. The
reason is that with a larger mixing rate μ a node will have more edges connecting
to vertices in other communities, thus will increase the chance that DOCA merges
highly overlapped communities. Hence, DOCA creates less but with larger size
communities. We note that this “weakness” of DOCA is controversial as when
the mixing rate increases, the ground truth does not necessarily coincide with the
structure implied by the network’s topology.

Extensive experiments show DOCA to give high quality overlapping commu-
nities. Moreover, we found DOCA run substantially faster than the others when
the network contains thousands of nodes due to its small constant factor with
average running time less than 10 ms for 5,000 nodes networks while its competitors
take seconds. Thus, the method can be implemented effectively applications on
complex networks, especially on social networks. In the next section, we illustrate
the efficiency of utilizing overlapping communities concept in problem of worm
containment on Online Social Networks.
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11.8 Related Work

Community detection on static networks has attracted a lot of attentions and many
efficient methods have been proposed for this type of networks. The readers are
strongly encouraged to read the excellent survey [32] for an overview. Detecting
community structure on dynamic networks, however, has so far been an untrodden
area. In [40], the authors defined time graphs that captured the link creation as a
point phenomena in time of a directed evolving graph. Based on that, the authors
studied the evolution of the blogosphere in terms of changes such as in-degree,
out-degree, etc. Another work [41] studied the growth of the a wide range of real-
world evolving graphs and provided a new kind of graph generator that, based on a
forest fire spreading process, produced networks with the discovered patterns. In
another work [42], the authors suggested a method for observing the evolution
of web communities by first revealing network communities at each specific
time point and then, quantifying changes that occurred to network communities
based on different types of community changes such as emerging, growing and
shrinking.

One of the most seminal work [2] proposed an innovative method for detecting
communities on dynamic networks the based on k-clique percolation technique.
With the proposed method, they analyzed a co-authorship network and a mobile
phone network and revealed some interesting characteristics on the number of com-
munities, community sizes, ages, and their correlation as well as autocorrelation.
This approach can detect overlapping nodes in different network communities;
however, its internal k-clique percolation technique may require high computing
resources and thus, may be time consuming especially on large scale social
networks.

A work in [11] presented GraphScope, a parameter-free methodology for
detecting clusters on time-evolving graphs based on mutual information and entropy
functions of Information Theory. This method is notable due to its parameter-
free property, however, it requires a recomputation of the number of sources and
destinations each time the graph segments change (i.e. when users joining in or
withdrawing from the network, or when new social connections are introduced or
removed) without utilizing its previously computed information. Thus, it might not
lend itself effectively to the field of adaptive algorithms. [43] proposed a distributed
method for community detection in which modularity was used as a measure instead
of objective function. A part from that, [44] attempted to track the evolving of
communities over time, using a few static network snapshots.

A recent work of [45] proposed a detection method based on contradicting the
network topology and the topology-based propinquity, where propinquity is the
probability of a pair of nodes involved in a community. Another recent attempt
to analyze communities and their evolutions in dynamic social networks, which is
closely related to our work, includes [46] in which the authors proposed FacetNet,
a framework to track community evolutions in a unified process. In this framework,
the community structure at a given timestep is determined both by the observed
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the network data and the prior distribution given by historic community structures.
A possible limit of this framework is that at each timestep, the underlying algorithm
should be executed for multiple values of m-the number of communities, which
might prevent this framework from being effective when applied to real-world social
network traces.

In [47], the authors present a framework for identifying dynamic communities
with a constant factor approximation. This is a very nice property, however, this
method also requires some predefined costs to penalize people moving in or out
of a community, which might be generally unknown in dynamic social networks.
A recent work [14] proposes a social-aware routing strategy in MANETs which
also makes uses of a modularity-based procedure name MIEN for quickly updating
the network structure. In particular, MIEN tries to compose and decompose network
modules in order to keep up with the changes and uses fast modularity algorithm [4]
to update the network modules. However, this method might be time consuming due
to the high complexity of [4].

Palla et al proposed CFinder [38], a popular seminal method based on clique-
percolation technique which iteratively searches for communities composed of
connected k-cliques, starting from an initial clique of size k. However, due to the
sparseness of real networks the communities discovered by CFinder are usually
of low quality, as we shall see in the experiments. Gregory recently proposed
COPRA [39], a label propagation method with an extended feature to allow multiple
community memberships. Recent benchmarks on community detection methods
[3][48] reveal that with appropriate parameters set up, COPRA is the best method
for detecting overlapping network communities. Other detection trends includes
methods based on nodes splitting [49] , modularity [50][51] and link-based methods
[31][52].

11.9 Conclusion

In this chapter, we presented QCA, an adaptive algorithm for detecting and tracing
community structures in dynamic social networks where changes are introduced
frequently. We also present DOCA, a quick and efficient method for detecting
overlapping communities in a complex network. We show that our adaptive
algorithms are not only effective in updating and identifying high quality network
community structure but also has the great advantage of fast running time, which
is suitable for large and rapidly changing online social networks. In addition, we
prove some theoretical results, which are the basic observations of our approach.
Finally, via two practical applications in MANETs routing strategies and worm
containment on social networks, we show that our QCA algorithm promises
enormous realistic applications not only on mobile computing but also on online
social networks as it can be combined or integrated into many community detection
modules.
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Chapter 12
Path Formation in Human Contact Networks

Nishanth Sastry and Pan Hui

Abstract The Pocket Switched Network (PSN) is a radical proposal to take
advantage of short-range connectivity afforded by human face-to-face contacts,
and create longer paths by having intermediate nodes ferry data on behalf of
the sender. The Pocket Switched Network creates paths over time using transient
social contacts. This chapter explores the achievable connectivity properties of this
dynamically changing mileu, and gives a community-based heuristic to find efficient
routes.

We first employ empirical traces to examine the effect of the human contact
process on data delivery. Contacts between a few node pairs are found to occur
too frequently, leading to inadequate mixing of data, while the majority of contacts
occur rarely, but are essential for global connectivity. We then examine all successful
paths found by flooding and show that though delivery times vary widely, randomly
sampling a small number of paths between each source and destination is sufficient
to yield a delivery time distribution close to that of flooding over all paths. Thus,
despite the apparent fragility implied by the reliance on rare edges, the rate at which
the network can deliver data is remarkably robust to path failures.

We then give a natural heuristic that finds routes by exploiting the latent social
structure. Previous methods relied on building and updating routing tables to cope
with dynamic network conditions. This has been shown to be cost ineffective due
to the partial capture of transient network behavior. A more promising approach
would be to capture the intrinsic characteristics of such networks and utilize them for

N. Sastry
Kings College London, Strand, London, WC2R 2LS
e-mail: firstname.lastname@kcl.ac.uk

P. Hui (�)
Deutsche Telekom Laboratories, Ernst-Reuter-Platz 7, 10587 Berlin, Germany
e-mail: pan.hui@telekom.de

M.T. Thai and P.M. Pardalos (eds.), Handbook of Optimization in Complex Networks:
Communication and Social Networks, Springer Optimization and Its Applications 58,
DOI 10.1007/978-1-4614-0857-4 12, © Springer Science+Business Media, LLC 2012

349

firstname.lastname@kcl.ac.uk
pan.hui@telekom.de


350 N. Sastry and P. Hui

routing decsions. We design and evaluate BUBBLE, a novel social-based forwarding
algorithm, that utilizes the centrality and community metrics to enhance delivery
performance. We empirically show that BUBBLE can efficiently identify good paths
using several real mobility datasets.

12.1 Introduction

Consider a scenario in which Alice wants to convey some information to Carol.
If Bob happens to meet Alice first and then Carol, he could potentially serve as a
messenger for Alice’s message. Essentially, this method of communication exploits
human contacts to create a path over time between a source and destination. Of
necessity, the data paths are constructed in a store-carry-forward fashion: Various
intermediate nodes store the data on behalf of the sender and carry it to another
contact opportunity where they forward the data to the destination or another node
that can take the data closer to the destination.

As normally practised, transferring information over social contacts requires
manual intervention (e.g. Alice requesting Bob, “When you see Carol, please tell
her that. . . ”) as well as a knowledge of future contacts (The human actors need
to know that Bob will be meeting Carol in the future). Manual intervention can
easily be avoided by automatically exchanging data between mobile devices carried
by the human actors. Widely supported short-range data-transfer protocols such as
bluetooth or Wi-Fi can be used for this purpose. If we do not have knowledge of
future contacts, data can still be forwarded opportunistically from node to node, but
without a guarantee that it will reach the intended destination.

This idea, of leveraging human social contacts, and using ubiquitious mobile
devices in people’s pockets to opportunistically connect a source and destination
over time, has been termed as a Pocket Switched Network (PSN) [16]. As a store-
carry-forward network, the PSN can incur long and highly variable delays. On the
other hand, it has the advantage of not requiring infrastructure setup or maintenance.
It is therefore useful when infrastructure is damaged (e.g. after disasters), or does
not exist (e.g. in remote areas). Also, mobility increases network capacity at the
expense of delays, providing multi-user diversity gains [15]. Thus, this method can
be effective as a multi-hop “sneakernet” for high-bandwidth applications that can
tolerate delays.

The question remains as to how “well” the transient, local contacts can support
a wider connectivity across the network, if we do not have knowledge of future
contacts. The first part of the chapter explores this issue by studying two traces that
recorded human contacts over extended time periods. We measure the achievable
performance of the contact network over a given time window in terms of the
fraction of data delivered (delivery ratio), as well as the time to delivery. The
delivery ratio at the end of a time window is indicative of the fraction of node
pairs connected during the window and is therefore a measure of the connectivity
achieved by the network. The empirically observed cumulative distribution of
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delivery times can also be interpreted as the evolution in time of delivery ratio,
normalised by the ratio eventually achieved at the end of the time window,1 and
thus represents the rate at which connectivity is achieved.

We find that rare contacts are crucial for connectivity: when contacts between
node-pairs which meet infrequently are removed, the network breaks apart into
smaller, unconnected components. Note that in order for any path to succeed, all
the contacts in the path need to occur successfully, and in the right temporal order.
Thus, if one of the rare contacts involved in a path does not happen or succeed in
transferring data, the path will fail. Thus, this result seems to imply a fragility in the
network of social contacts.

Note that failures of individual paths does not automatically imply failure to
achieve connectivity. There can be several paths between a source and destination,
and if at least one path succeeds, connectivity is achieved. However, it might take
longer to reach the destination if some of the quicker paths fail. We study the
degradation of delivery times by examining the impact of random path failures
among paths found by flooding data. Specifically, we look at two modes of path
failures. The first, proportional flooding, assumes that a fixed fraction μ < 1 of
the paths between every source–destination pair succeeds. The second, k-copy
forwarding, allows at most k paths to succeed between each sender and destination.
In both cases, we find that the time to achieve connectivity is remarkably resilient in
that the distribution of delivery times with a large number of path failures remains
close to the delivery times achieved when there are no path failures.

In the second part of the chapter, we address the question of how to route data
from a given sender to a destination and give a social-based heuristic for finding
“good” routes. Many MANET and some DTN routing algorithms [1, 23] provide
forwarding by building and updating routing tables whenever mobility occurs. This
approach is not appropriate for a PSN, since mobility is often unpredictable, and
topology structure is highly dynamic. We need an algorithm which can cope with
dynamic, repeated disconnection and re-wiring. Rather than exchange much control
traffic to create unreliable routing structures, which may only capture the “noise” of
the network, we prefer to search for some characteristics of the network which are
less volatile than mobility. A PSN is formed by people. Hence, social metrics are
intrinsic properties to guide data forwarding in such kinds of human networks.

In this context, we introduce an social-based forwarding algorithm, BUBBLE,
which focuses on two key social metrics: community and centrality. Co-operation
binds, but also divides human society into communities. For an ecological commu-
nity, the idea of correlated interaction means that an organism of a given type is
more likely to interact with another organism of the same type than with a randomly
chosen member of the population [34]. This correlated interaction concept also
applies to humans, so we can exploit this kind of community information to select
forwarding paths. Within a community, some people are more popular, and interact

1If the empirical probability that the delivery time is less than t is r, then a fraction r of the data
that eventually get delivered have been delivered by time t .
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with more people than others (i.e., have high centrality); we call them hubs. In this
chapter, we will show how community and centrality help us to efficiently identify
the “good” forwarding paths.

The rest of this chapter will be presented in two parts: In Part 12.2, we will
study the feasibility of path formation in human contact networks. In Part 12.3, we
will discuss a community-based routing strategy called BUBBLE, and evaluate its
performance. Section 17.2 discusses related work and Sect. 12.5 concludes.

12.2 Feasibility of Path Formation

Our first goal is to study the extent to which the temporally changing network of
human face-to-face contacts can support N × N connectivity. Since our goal is to
explore feasibility in a future PSN, we employ traces drawn from “naturalistic”
settings, lasting at least a month long. The contacts in these traces are highly
heterogeneous, with some nodes meeting each other hundreds of times and others
meeting fewer than ten times.

Our main results are as follows: Nodes which meet each other frequently turn
out to be inefficient for data transfer. Intuitively, nodes which meet each other
too often do not have new data to exchange during their second and subsequent
contacts. In contrast, the rarely occurring contacts are more effective at “mixing”
data and are crucial for reachability. Since the rare contacts do not, by definition,
recur often, paths which rely on them are sensitive to chance events which either
prevent the contact from occurring or prevents the data from being transferred
during the contact. However, we show that connectivity of the network as a whole is
not greatly affected by individual path failures. Specifically, we study two different
modes of path failures and show that the distribution of delivery times remains close
to optimal despite a large number of paths failing.

12.2.1 Setup and Methodology

This section motivates the choice of the traces used in the first part of the chapter,
the simulation setup and the performance measures used to study feasibility of path
formation.

12.2.1.1 Traces

We imagine the participants of a PSN would be a finite group of people who are
at least loosely bound together by some context – for instance, first responders
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at a disaster situation, who need to send data to each other. Multiple PSNs could
co-exist for different contexts, and a single individual could conceivably participate
in several different PSNs.2

Our model that PSN participants form a cohesive group places the requirement
that an ideal PSN should be able to create paths between arbitrary source-destination
pairs. This is reflected in our simulation setup, where the destinations for each
source node are chosen randomly. Also, our traces are picked to be close to the limits
of Dunbar’s number (=147.8, 95% confidence limits: 100.2–231.1), the average
size for cohesive groups of humans [7].

The first trace comes from a four week subset of the UCSD Wireless Topology
Discovery [42] project which recorded Wi-Fi Access Points seen by subjects’ PDAs.
We treat PDAs simultaneously in range of the same Wi-Fi access point as a contact
opportunity. This dataset traces contacts between N = 202 subjects. The second
trace consists of bluetooth contacts recorded from 1 Nov. 2004 to 1 Jan. 2005
between participants of the MIT Reality Mining project [9]. We conservatively
set five minutes as the minimum allowed data transfer opportunity and discarded
contacts of durations smaller than this cutoff. This trace has contacts between
N = 91 subjects.

The subjects in the MIT trace consist of a mixture of students and faculty at the
MIT Media Lab, and incoming freshmen at the MIT Sloan Business School. The
UCSD trace is comprised of a select group of freshmen, all from UCSD’s Sixth
College. As such, we can expect subjects in both traces to have reasons for some
amount of interaction, leading to a loosely cohesive group structure. Prior work on
community mining using the same traces supports this expectation [44].

It is important to emphasize that our focus is solely on the capability and
efficiency of the human contact process in forming end-to-end paths. The precise
choice of the minimum data transfer opportunity is less important – it is entirely
possible that a new technology would allow for faster node-node transfers. Indeed,
our results are qualitatively similar for other cutoff values tested. Similarly, a
different technology for local node-node transfers could have different “reach,”
allowing more nodes to be in contact with each other simultaneously. Nevertheless,
the substantial similarities (see rest of this section) between results based on two
different technologies and traces – the Wi-Fi based UCSD trace and the bluetooth
based MIT trace – gives us some confidence that the results below may be applicable
beyond the traces and technologies we have considered.

Both our traces were chosen to be at least one month long, in order to obtain
multiple disjoint time windows over which to test the relevance of our results.

2Note that this is in contrast to a single unboundedly large network of socially unrelated individuals
as in the famous “small-world” experiment [41] that examined a network essentially comprising
all Americans and discovered an average 5.2 (≈ 6) degrees of separation.
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12.2.1.2 Simulation Setup and Measurement

Setup: At the beginning of simulation, data is created, marked for a randomly
chosen destination, and associated with the source node. An oracle with complete
knowledge of the future can choose to transfer data at appropriate contact oppor-
tunities and thereby form the quickest path to the destination. To simulate this, we
enumerate all possible paths found by flooding data at each contact opportunity, and
choose the quickest.

Performance measure: Consider the time-ordered sequence (with ties broken
arbitrarily) of contacts that occur globally in the network. Since there are N(N − 1)
quickest paths between different source–destination pairs, a maximum3 of N(N−1)
contacts in the the global sequence of contacts act as path completion points.
Of these, Nd become “interesting” when there are d destinations per sender.
Since the destinations are chosen randomly, we might expect that on average, if
k path completion points have occured, the fraction of these that are interesting
is independent of d: When d is greater, more data gets delivered after k path
completion points, but there is also more data to deliver.

The above discussion motivates our method of measuring the efficiency of the
PSN: At any point in the simulation, the delivery ratio, measured as the fraction
of data that has been delivered, or equivalently, the number of “interesting” path
completion points we have seen, is taken as a figure of merit. The more efficient the
PSN is, the faster the delivery ratio evolves to 1, as the number of contacts and time
increase.

Unless otherwise specified, our experiments examine delivery ratio evolution
statistically averaged over 10 independent runs, with each run starting at a random
point in the trace, and lasting for 6,000 contacts. We confirm our intuition in
Fig. 12.1, which shows that the delivery ratio evolves similarly, whether d is 1 or
a maximum of N −1 destinations per sender. We note that the graph also represents
the fastest possible evolution of the delivery ratio under the given set of contacts,
due to the use of flooding.

12.2.2 Order and Distribution of Contacts

A PSN contact trace is determined by the distribution of contact occurrences and
the time order in which these contacts occur. In this section, we examine how these
properties affect delivery ratio evolution.

Given two traces, the more efficient one will manage to achieve a given delivery
ratio with fewer number of contacts. Our approach is to create a synthetic trace from

3The actual number could be lesser because a contact with a rarely active node could complete
multiple paths that end in that node.
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Fig. 12.1 Fraction of data delivered as a function of the number of contacts, for the MIT and
UCSD traces (number of destinations per sender shown in brackets). The curves for each network
are clustered together, showing that the delivery ratio evolves independently of the load

the original trace by disrupting the property we wish to study. Comparing delivery
ratio evolution in the original and synthetic traces informs us about the effects of the
property.

Our main findings are that in both the traces we examine, time correlations
between contacts that occur too frequently leads to non-effective contacts in which
no new data can be exchanged, and that the progress of the delivery ratio as well as
the connectivity of the PSN itself are precariously dependent on rare contacts.

12.2.2.1 Frequent Contacts are Often Non-effective

To investigate the effect of the time order in which contacts occur, we replay the
trace, randomly shuffling the time order in which links occur. Observe in Fig. 12.2
that the curve marked “shuffled” evolves faster than “trace” implying that the
delivery ratio increases faster after random shuffling. The random shuffle has the
effect of removing any time correlations of contacts in the original trace. Thus,
the improved delivery ratio evolution implies that time correlations of the contacts
in the original data slowed down the exchange of data among the nodes, causing
them to be delivered later.

Manual examination reveals several time correlated contacts where two nodes
see each other multiple times without seeing other nodes. At their first contact,
one or both nodes could have data that the other does not, which is then shared by
flooding. After this initial flooding, both nodes contain the same data – subsequent
contacts are “non-effective,” and only increase the number of contacts happening in
the network without increasing the delivery ratio.
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MIT UCSD

a b

Fig. 12.2 Delivery ratio evolution for synthetically derived variants of MIT and UCSD traces.
“Trace” is the original. “Shuffled,” the same trace with time order of contacts randomly shuffled.
“Effective” replays “trace,” counting only contacts where data was exchanged. “Link distr” is an
artificial trace with the same size and contact occurrence distribution as the original

To quantify the impact, in the curve marked “effective” on Fig. 12.2, we plot
delivery ratio evolution in the original trace, counting only the contacts in which data
could be exchanged. This coincides well with the time-shuffled trace, showing that
non-effective contacts are largely responsible for the slower delivery ratio evolution
in the original trace.

Next, we construct a synthetic trace that has the same number of nodes as the
original trace, as well as the same contact occurrence distribution. By this, we mean
that the probability of contact between any pair of nodes is the same as in the original
trace. The delivery ratio evolution of this trace, depicted as “link distr” in Fig. 12.2,
is seen to evolve in a similar fashion as the time-shuffled trace. This indicates that
once time correlations are removed, the delivery properties are determined mainly
by the contact occurrence distribution.

12.2.2.2 Connectivity Depends on Rare Contacts

The fact that three different traces (shuffled, effective, and link distr), which are
based on the same contact occurrence distribution, essentially evolve in the same
manner leads us to examine this distribution further.

Figure 12.3 shows that the contact occurrence distribution has both highly rare
contacts (involving node pairs that meet fewer than ten times in the trace) as well
as frequent contacts (nodes which meet hundreds of times). A randomly chosen
contact from the trace is much more likely to be a rare contact than a frequent one.

Figure 12.4 shows that the rare contacts are extremely important for the nodes to
stay connected. When contacts that occur fewer than a minimum cutoff number of
times are removed, the number of nodes remaining in the trace falls sharply. This
implies that there are a number of nodes which are connected to the rest of the nodes
by only a few rare contacts.
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Fig. 12.3 Contact occurrence distributions (log–log): A random edge appears n times with
probability p(n). To the left of the dashed line at n = 45, the distributions for both traces
coincidentally happen to be similar. The inset shows the difference when normalised by the number
of contacts in the trace. In the inset, a random edge constitutes a fraction f of the trace with
probability p( f )

Fig. 12.4 Robustness to cutoff: MIT (below), UCSD (above). Max cutoff specifies a maximum
cutoff for the frequency of contacts, thus removing the most frequently occurring ones. Min cutoff
specifies a minimum frequency of contacts – removing the rarest contacts causes the number of
nodes that are connected to drop precipitously

On the other hand, removing the frequent contacts (by removing contacts occur-
ring more than a maximum cutoff number of times) does not affect connectivity
greatly. For instance, the MIT trace remains connected even when the maximum
cutoff is as low as 10 (i.e., contacts occurring more than ten times are removed). This
suggests that nodes which contact each other very frequently are also connected by
other paths, comprising only rare edges.
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12.2.3 Resilience to Path Failures

In order for a path to succeed in a temporally changing network like the PSN,
all edges have to occur in the right order. Therefore, the reliance on rare edges,
as shown in the previous section, could lead to a large number of path failures.
Note that this does not automatically imply bad connectivity. Since only one path
between every source–destination pair needs to succeed for data delivery, individual
path failures do not greatly impact the delivery ratio achieved at the end of a time
window (unless all paths between a source–destination pair fail, disconnecting the
network).

However, path failures can affect the rate at which the delivery ratio evolves:
Suppose the quickest path between a pair of nodes would have arrived at t1, but
cannot be used because of a failure. If the first usable path connects the nodes at
time t2 > t1, then between t2 and t1 the fraction of data delivered is decreased on
account of the path failure. In other words, there is a delay in data delivery, which
temporarily shifts the cumulative distribution of delivery times to the right.

This section looks at the effects of path failures by studying the effects of failures
on paths found by flooding. Given a sequence of contacts, flooding achieves the best
possible delivery times by exploring every contact opportunity and thereby finding
the path with the minimum path delay.

We look at instances of the PSN over fixed time-windows and wish to study
the degradation in the delivery time distribution when not all of the paths found
by flooding can be explored. Specifically, we study two failure modes. The first,
proportional flooding, explores a fixed fraction μ of the paths found by flooding
between each source and destination. We show that a constant increase in the
fraction of paths explored brings the delivery time distribution of proportional
flooding exponentially closer to that of flooding over all paths. The second failure
mode, k-copy flooding, explores no more than a fixed number k > 1 of the paths
found by flooding between each source and destination. Again, a constant increase
in k brings the delivery time distribution exponentially close to the optimal delivery
time distribution of flooding all paths. Empirically, even small values of k (e.g. k = 2
or k = 5) closely approximate delivery times found by flooding.

The results of this section imply that the human contact network is remarkably
resilient to path failures and the delivery ratio evolves at a close-to-optimal rate
even when the majority of paths fail and only a small fraction or a small, bounded
number of paths can transport data to the destination. Note that we only admit paths
from the original flood-tree, and do not include new paths that repair failures by
joining the affected nodes to the flood tree at later contacts. Thus, our results in fact
underestimate the resilience of the network.

The success of k-copy flooding can provide a loose motivation for routing
algorithms that use multiple paths between each sender and destination pair since
this could obtain a close-to-optimal delivery time distribution. However, heuristics-
based routing algorithms may not find the same paths as found by flooding. Thus,
the correspondence is not exact.
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Table 12.1 Summary of notation used to characterise components of path delay and
delivery times

H Hop delay, or time to next hop. Time until a path expands by one more node.
N Number of edges per path. N ∼ Poisson(mean = λ )
L Number of paths between a random src-dest pair.

D Path delay for a random path
D∗ Delivery time (minimum path delay across all paths between a random

source–destination pair)

GX (s) Probability-generating function of X
MX (s) Moment-generating function of X . MX (s) = GX (eX )

12.2.3.1 Path Delay Distribution D

[14, 39, 45] model the performance of epidemic routing and its variants and derive
a closed form for delivery time distribution, showing it to be accurate for certain
common mobility models. However, several simplifying assumptions are made,
including an exponential inter-contact time between node pairs. Unforunately,
human contact networks are known to have power law inter-contact times with
exponential tails [4, 24]. Furthermore, [14, 39, 45] use a constant (averaged) contact
rate, whereas the contact rates in our empirical traces are highly heterogeneous (see
Sect. 12.2.2). Plugging in the mean contact rate from our empirical traces into their
expressions yields bad fits.

Thus, in order to obtain a handle on delays incurred on paths, we take a very
coarse grained and simplified approach. In particular, we only assume that path
delays (D) can be treated as being independent of each other, that the distribution
of time to next hop (H) can be described by a moment-generating function
MH(s), and that the number of hops (N) on the paths found by flooding follows
a Poisson distribution with mean λ . See Table 12.1 for a full summary of our
notation.

Our most specialized assumption is that the number of hops on a path formed
by flooding during a fixed time-window follows the Poisson distribution. This is
justified by a surprisingly good fit in our empirical traces (Fig. 12.5). We conjecture
that this is a result of several factors which work together to limit the number of
hops in a successful path. First, we only consider paths that form during a fixed time
window. Second, the small-world nature of the human contact graph makes for short
paths to a destination; and paths are frozen at the destination because the destination
does not forward data further. Third, each node can join the flood-tree at most once.
As the tree grows, the number of nodes available to grow the tree and extend a path
decreases. Thus, extremely long paths are rare.

Using the above assumptions, the path delay D can be written as

MD(s) = GN(MH(s)). (12.1)
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MIT, one week window UCSD, 6 hour window

a b

Fig. 12.5 Number of hops follows the Poisson Distribution. Each Q-Q plot shows fit through
correspondence between sample deviates generated according to the theoretical distribution
(predicted) and empirical (actual) values. Closeness to predicted = actual diagonal indicates better
fit. Different combinations of trace and time window sizes are used to show generality of fit

We can apply a Chernoff-type bound and write

P [D ≥ t]≤ min
s>0

e−stMD(s) = min
s>0

eλ (MH(S))−st = exp(FH(t)), (12.2)

where FH(t) = λMH(smin(t))− smin(t)t −λ and smin(t) minimises s in the Chernoff
bound.

12.2.3.2 Proportional Flooding

Consider an arbitrary source–destination pair. As described previously, we will
model the path delays between them as being chosen independently and identically
from the distribution in (12.1). Suppose copies of the data are sent along l randomly
chosen paths between them. The obtained delivery time D∗

l is the minimum of the
path delays across all l paths. Using (12.2) we can write

P [D∗
l ≤ t] = 1−

l

∏
i=1

P [D ≥ t]≥ 1− e−lFH(t). (12.3)

Note that the above assumes that the l path delays are independent. In reality,
paths found by flooding all fan out from a single source node, and the first few hops,
close to the source, are typically shared with other paths, violating the independence
assumption. Therefore, the model in this section is to be considered only as a
simple formulation designed to gain insight into proportional flooding. It is worth
mentioning however that in the empirical data sets, we frequently find that the
major component of path delay is contributed by the part of the paths closest to
the destination, which are not shared with other paths. Also, in the case when only a
few paths on the flood-tree are being randomly sampled, the number of hops shared
is limited.
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Fig. 12.6 K-S statistic (D) measuring the difference between the delivery time distributions of full
flooding and proportional flooding for different μ . X-axis is linear, Y-axis is log-scale.

Consider source–destination pairs with L = m paths connecting them. Full
flooding finds the quickest of all m paths and obtains a delivery time distribution
P [D∗

L ≤ t|L = m]. Proportional flooding chooses a fraction μ of them. From (12.3),
the difference Δ(t;μ) in the delivery time distributions between full and propor-
tional flooding, is upper bounded by

Δ(t;μ)≤ P [D∗
L ≤ t|L = m]− 1+ e−μmFH(t), (12.4)

Remark 1. A constant increase in μ has an exponential effect on Δ : For any t, if μ is
increased by some constant, the fraction of data delivered by proportional flooding
during [0, t] becomes exponentially closer to that delivered by full flooding. Thus,
proportional flooding quickly becomes very effective as μ is increased.

The exponential decrease in Δ with a constant increase in μ is obtained as long
as FH(t) < 0. In other words, our results hold when there are a Poisson number of
hops in paths formed over fixed time windows, for any hop delay distribution H that
has a moment generating function and satisfies FH(t)< 0.

Also, since
∂Δ
∂μ

= mFH(t)e
μmFH(t) < 0,

Δ decreases when μ is increased. Furthermore, the rate of decrease is higher for
smaller μ – increasing μ from μ = 0.1 to μ = 0.2 results in a greater decrease than
an increase from μ = 0.6 to μ = 0.7.

Fig. 12.6 empirically shows the difference between D∗(t), the delivery time
distribution obtained by flooding over all paths, and D∗

μ(t), the delivery time
distribution for proportional flooding using a randomly selected fraction μ of
paths between every source and destination. The difference is measured using the
Kolmogorov–Smirnov statistic given by D = maxt (D∗(t)−D∗

μ(t)). Note that the
Y-axis is log scale; a constant increase in μ shows an exponential decrease in D.
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Fig. 12.7 k-copy flooding: Nodes are connected by multiple paths with different delays (CDFs
of the quickest and slowest are shown). Yet, randomly choosing at most k of the paths to
each destination closely approximates the quickest, even for small k. (MIT trace, one week
window)

12.2.3.3 From Proportional to Bounded Number of Paths

Proportional flooding offers a mechanism to gracefully degrade from full flooding
by exploring a fraction of the paths. However, in the worst case, there can be up
to N − 1 paths to a destination in a N node PSN, and proportional flooding can
be costly. This leads us to define a bounded cost strategy that explores at most
a small, fixed number, k of the paths to a destination, and still achieves delivery
times similar to that of proportional flooding. Unlike proportional flooding, k-copy
flooding explicitly limits the number of paths explored, and therefore can tolerate a
larger number of path failures in the worst case, when there are a large number of
paths between a node-pair.

Fig. 12.7 shows empirically that in our data sets, even for small k (= 2,5),
the delivery time distribution of k-copy flooding starts to closely approximate
full flooding. To see why, consider the equivalent fraction μk of paths in pro-
protional flooding that gives the same expected number of paths as k-copy
forwarding:

k

∑
l=0

lP [L = l]+ kP [L > k] = μkE [L] . (12.5)

Suppose k is increased by a constant h, resulting in a new equivalent fraction
μk+h . (12.5) becomes

k

∑
l=0

lP [L = l]+
h

∑
j=1

(k+ j)P [L = k+ j]+ (k+ h)P [L > k+ h] = μk+hE [L] .
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Regrouping, we get

k

∑
l=0

lP [L = l]+ k

(
h

∑
j=1

P [L = k+ j]+P [L > k+ h]

)

+
h

∑
j=1

jP [L = k+ j]+ hP [L > k+ h] = μk+hE [L] .

Comparing with (12.5), we can write

μkE [L]+
h

∑
j=1

jP [L = k+ j]+ hP [L > k+ h] = μk+hE [L] .

Thus, the increase in the equivalent fraction of paths is

μk+h − μk ≥
h

E [L]

(
h

∑
j=1

P [L = k+ j]+P [L > k+ h]

)

= h(P [L > k]/E [L]) . (12.6)

Remark 2. A constant increase in k is equivalent to at least a (scaled) constant
increase in the fraction of paths explored by proportional flooding. Thus, as a simple
consequence of Remark 1, a constant increase in the number of paths explored in
k-copy forwarding moves its delivery time distribution exponentially closer to that
of full flooding.

This explains why exploring at most a small number k of paths has a delivery
time distribution approaching that of flooding over all paths. Fig. 12.8 empirically
shows the equivalent fractions μk for the k = 2 and k = 5 cases discussed previously.

12.3 BUBBLE: A Community Based Routing Algorithm

After establishing the feasibility of N × N connectivity, in this second part of the
chapter, we present a concrete mechanism to route data over human contacts. The
key insight is to exploit the structure inherent in human social contacts. Bubble
leverages the heterogeneity in popularity – certain individuals, such as a postman,
are likely to have contacts with many different persons and are therefore useful
in bridging disjoint nodes. In BUBBLE , messages “bubble” up and down the
social hierarchy in order to reach the destination. Messages traverse the hierarchy,
using the highly central nodes to bridge data between disjoint communities where
necessary, until they reach the destination.
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Fig. 12.8 Proportional flooding with μ2 = 0.15 of paths has similar delivery times as k = 2-copy
routing. Similarly, k = 5 corresponds to μ5 = 0.5. (MIT, one week window)

12.3.1 Traces

For evaluating BUBBLE, we use four experimental datasets gathered by the Haggle
Project4 over two years, referred to as Infocom05, HongKong, Cambridge, Info-
com06 and one dataset from the MIT Reality Mining Project [8], referred to as
Reality. Previously, the characteristics of these datasets such as inter-contact and
contact distribution have been explored in several studies [3, 25, 28], to which we
refer the reader for further background information.

• In Infocom05, the devices were distributed to approximately fifty students
attending the Infocom student workshop. Participants belong to different social
communities (depending on their country of origin, research topic, etc.).

• In Hong-Kong, the people carrying the wireless devices were chosen indepen-
dently in a Hong-Kong bar, to avoid any particular social relationship between
them. These people have been invited to come back to the same bar after a week.
They are unlikely to see each other during the experiment.

• In Cambridge, the iMotes were distributed mainly to two groups of students from
University of Cambridge Computer Laboratory, specifically undergraduate year1
and year2 students, and also some PhD and Masters students. This dataset covers
11 days.

• In Infocom06, the scenario was very similar to Infocom05 except that the scale is
larger, with 80 participants. Participants were selected so that 34 out of 80 form
4 subgroups by academic affiliations.

4http://www.haggleproject.org

http://www.haggleproject.org


12 Path Formation in Human Contact Networks 365

Table 12.2 Characteristics of the five experimental data sets

Experimental data set Infocom05 Hong-Kong Cambridge Infocom06 Reality

Device iMote iMote iMote iMote Phone
Network type Bluetooth Bluetooth Bluetooth Bluetooth Bluetooth
Duration (days) 3 5 11 3 246
Granularity (seconds) 120 120 600 120 300
Number of experimental devices 41 37 54 98 97
Number of internal contacts 22,459 560 10,873 191,336 54,667
Average # Contacts/pair/day 4.6 0.084 0.345 6.7 0.024

Number of external devices 264 868 11,357 14,036 NA
Number of external contacts 1,173 2,507 30,714 63,244 NA

• In Reality, 100 smart phones were deployed to students and staff at MIT over
a period of 9 months. These phones were running software that logged contacts
with other Bluetooth enabled devices by doing Bluetooth device discovery every
five minutes.

The five experiments are summarised in Table 12.2. A remark about the datasets
is that the experiments do not have the same granularity and the finest granularity
is limited to 120 s. This is because of the trade-off between the duration of the
experiments and the accuracy of the samplings.

The four Haggle datasets were chosen to allow us greater insight into the
actual (ground truth) community structure, whereas the Reality dataset is used to
demonstrate that BUBBLE is robust to inferred community structure as well.

12.3.2 Inferring Human Communities

In a PSN, the social network could map to the computer network since people
carry the computing devices. In this section, we introduce and evaluate two
centralised community detection algorithms: K-CLIQUE by Palla et al. [35] and
weighted network analysis (WNA) by Newman [31]. We use these two centralised
algorithms to uncover the community structures in the mobile traces. We believe
our evaluation of these algorithms can be useful for future traces gathered by the
research community.

Many centralised community detection methods have been proposed and ex-
amined in the literature (see the review papers by Newman [32] and Danon
et al. [6]). The criteria we use to select a centralised detection method are the
ability to uncover overlapping communities, and a high degree of automation
(low manual involvement). In real human societies, one person may belong to
multiple communities and hence it is important to be able to detect this feature. The
K-CLIQUE method satisfies this requirement, but was designed for binary graphs,
thus we must threshold the edges of the contact graphs in our mobility traces to
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use this method, and it is difficult to choose an optimum threshold manually [35].
On the other hand, (WNA) can work on weighted graphs directly, and does not need
thresholding, but it cannot detect overlapping communities [31]. Thus we chose to
use both K-CLIQUE and WNA; they each have useful features that complement one
another.

12.3.2.1 Contact Graphs

In order to help us to present the mobility traces and make it easier for further
processing, we introduce the notion of a contact graph. The way we convert human
mobility traces into weighted contact graphs is based on the number of contacts
and the contact duration, although we could use other metrics. The nodes of the
graphs are the physical nodes from the traces, the edges are the contacts, and the
weights of the edges are the values based on the metrics specified such as the number
of contacts during the experiment. We can measure the relationship between two
people by how many times they meet each other and how long they stay with each
other. We naturally think that if two people spend more time together or see each
other more often, they are in a closer relationship.

First, we find the distribution of contact durations and number of contacts for
the two conference scenarios are quite similar. To prevent redundancy, in the later
sections we only selectively show one example, in most cases Infocom06, since it
contains more participants.

Figure 12.9 and Figure 12.10 show the contact duration and number of contacts
distribution for each pair in four experiments. For the HongKong experiment we
include the external device because of the network sparseness, but for the other
three experiments we use only the internal devices. These contact graphs created
are used for the community detection in the following subsections.

12.3.2.2 K-CLIQUE Community Detection

Palla et al. [35] define a k-clique community as a union of all k-cliques (complete
subgraphs of size k) that can be reached from each other through a series of adjacent
k-cliques, where two k-cliques are said to be adjacent if they share k− 1 nodes. As
k is increased, the k-clique communities shrink, but on the other hand become more
cohesive since their member nodes have to be part of at least one k-clique. We have
applied this on all the datasets above. Figure 12.11 shows the 3-clique communities
in the Infocom06 dataset. More detailed descriptions about the k-clique communities
on these datasets can be found in our previous work [18, 19].
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Fig. 12.9 The distribution of pair-wise contact durations

12.3.2.3 Weighted Network Analysis

In this section, we implement and apply Newman’s WNA for our data analysis [31].
This is an extension of the unweighted modularity method proposed in [33] to a
weighted version. We use this as a measurement of the fitness of the communities it
detects.

For each community partitioning of a network, one can compute the correspond-
ing modularity value using the following definition of modularity (Q):

Q =∑
vw

[
Avw

2m
− kvkw

(2m)2

]
δ (cv,cw), (12.7)

where Avw is the value of the weight of the edge between vertices v and w, if such
an edge exists, and 0 otherwise; the δ -function δ (i, j) is 1 if i = j and 0 otherwise;
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Fig. 12.10 The distribution of pair-wise number of contacts

Fig. 12.11 3-clique communities based on contact durations with weight threshold that equals
20,000 s (Infocom06; circles, Barcelona group; squares, Paris group A; triangles, Paris group B;
diamonds, Lausanne group)
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Table 12.3 Communities
detected from the four
datasets

Dataset Info06 Camb Reality HK

Qmax 0.2280 0.4227 0.5682 0.6439
Max. community size 13 18 23 139
No. communities 4 2 8 19
Avg. community size 8.000 16.500 9.875 45.684
No. community nodes 32 33 73 868
Total no. of nodes 78 36 97 868

m = 1
2 ∑vw Avw; kv is the degree of vertex v defined as ∑w Avw; and ci denotes the

community vertex i belongs to. Modularity is defined as the difference between
this fraction and, the fraction of the edges that would be expected to fall within
the communities if the edges were assigned randomly, but we keep the degrees of
the vertices unchanged. The algorithm is essentially a genetic algorithm, using the
modularity as the measurement of fitness. Rather than selecting and mutating current
best solutions, we enumerate all possible merges of any two communities in the
current solution, and evaluate the relative fitness of the resulting merges, and choose
the best solution as the seed for the next iteration.

Table 12.3 summarises the communities detected by applying WNA on the four
datasets. According to Newman [31], non-zero Q values indicate deviations from
randomness; values around 0.3 or more usually indicate good divisions. For the
Infocom06 case, the Qmax value is low; this indicates that the community partition
is not very good in this case. This also agrees with the fact that in a conference the
community boundary becomes blurred. For the Reality case, the Q value is high;
this reflects the more diverse campus environment. For the Cambridge data, the two
groups spawned by WNA exactly match the two groups (1st year and 2nd year) of
students selected for the experiment.

These centralised community detection algorithms give us rich information about
the human social clustering and are useful for offline data analysis on mobility traces
collected. We can use them to explore structures in the data and hence design useful
forwarding strategies, security measures, and killer applications.

12.3.3 Heterogeneity in Centrality

In human society, people have different levels of popularity: salesmen and politi-
cians meet customers frequently, whereas computer scientists may only meet a few
of their colleagues once a year [18]. Here, we want to employ heterogeneity in
popularity to help design more efficient forwarding strategies: we prefer to choose
popular hubs as relays rather than unpopular ones.

A temporal network or time-evolving network is a kind of weighted network.
The centrality measure in traditional weighted networks may not work here since
the edges are not necessarily concurrent (i.e., the network is dynamic and edges are
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time-dependent). Hence, we need a different way to calculate the centrality of each
node in the system. Our approach is as follows:

1. Carry out a large number of emulations of unlimited flooding with different
uniformly distributed traffic patterns created.

2. Count the number of times a node acts as a relay for other nodes on all the
shortest delay deliveries. Here, the shortest delay delivery refers to the case when
the same message is delivered to the destination through different paths, where
we only count the delivery with the shortest delay.

We call the number calculated above the betweenness centrality of this node in
this temporal graph. Of course, it can be normalised to the highest value found.
Here we use unlimited flooding since it can explore the largest range of delivery
alternatives with the shortest delay. This definition captures the spirit of Freeman
centrality [13].

For the emulation, we developed an emulator called HaggleSim [17], which can
replay the collected mobility traces and emulate different forwarding strategies on
every contact event. This emulator is driven by contact events. The original trace
files are divided into discrete sequential contact events, and fed into the emulator
as inputs. In all the simulations for the BUBBLE algorithm (including the evaltuions
in Sect. 12.3.4), we divided the traces into discrete contact events with granularity
of 100 s Our emulator reads the file line by line, treating each line as a discrete
encounter event, and makes a forwarding decision on this encounter based on the
forwarding algorithm under study.

Figure 12.12 shows the number of times a node falls on the shortest paths
between all other node pairs. We can treat this simply as the centrality of a node
in the system. We observe very wide heterogeneity in each experiment. This clearly
shows that there is a small number of nodes which have extremely high relaying
ability, and a large number of nodes that have moderate or low centrality values,
across all experiments. One interesting point from the HK data is that the node
showing highest delivery power in the figure is actually an external node. This node
could be some popular hub for the whole city, i.e., a postman or a newspaper man
in a popular underground station, who relayed a certain amount of cross city traffic.
The 30th, 70th percentiles, and the means of normalised individual node centrality
are shown in Table 12.4. These numbers summarise the statistical property of the
centrality values for each system shown in Fig. 12.12.

12.3.4 Social-Based Routing

The contribution of this section is to combine the knowledge of both centralities of
nodes and community structure, to achieve further performance improvements in
forwarding. We show that this avoids the occurrence of the dead-ends encountered
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Fig. 12.12 Number of times a node as relays for others on four datasets

Table 12.4 Statistics about normalised node centrality in 4 experiments

Experimental dataset 30th percentile Mean 70th percentile

Cambridge 0.052 0.220 0.194
Reality 0.005 0.070 0.050
Infocom06 0.121 0.188 0.221
Hong Kong 0.000 0.017 0.000

with pure global ranking schemes. We call the protocols here BUBBLE, to capture
our intuition about the social structure. Messages bubble up and down the social
hierarchy, based on the observed community structure and node centrality, together
with explicit label data. Bubbles represent a hybrid of social and physically
observable heterogeneity of mobility over time and over community.
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12.3.4.1 Overview of Forwarding Algorithms

In order to compare and evaluate the efficiency of the forwarding algorithms in
finding the good paths for the destination. Forwarding algorithms can be divided
into two broad categories: those that are aware of the social structure, and those
oblivious to social structure. BUBBLE exploits the latent social structure. We evaluate
its performance in relation to the following naı̈ve strategies which attempt to forward
data without using any social structure:

• WAIT: Hold onto a message until the sender encounters the recipient directly,
which represents the lower bound for delivery cost. WAIT is the only single-copy
algorithm in this chapter.

• FLOOD: Messages are flooded throughout the entire system, which represents the
upper bound for delivery and cost.

• Multiple-Copy-multiple-hoP (MCP): Multiple copies are sent subject to a time-
to-live hop count limit on the propagation of messages. By exhaustive emula-
tions, the 4-copy-4-hop MCP scheme was found to be the most cost-effective
scheme in terms of delivery ratio and cost for all naive schemes among most of
the datasets.

In contrast to the above, we explore four different algorithms which leverage
various different aspects of social structure:

• LABEL: Explicit labels are used to identify forwarding nodes that belong to
the same organisation. Optimisations are examined by comparing label of the
potential relay nodes and the label of the destination node.This is in the human
dimension, although an analogous version can be done by labelling a k-clique
community in the physical domain.

• RANK: The forwarding metric used in this algorithm is the node centrality.
A message is forwarded to nodes with higher centrality values than the current
node. It is based on observations in the network plane, although it also reflects
the hub popularity in the human dimension.

• DEGREE: The forwarding metric used in this algorithm is the node degree, more
specifically the observed average of the degree of a node over a certain time
interval. Either the last interval window (S-Window), or a long-term cumulative
estimate, (C-Window) is used to provide a fully decentralised approximation for
each node’s centrality, and then that is used to select forwarding nodes.

• BUBBLE: The BUBBLE family of protocols combines the observed hierarchy of
centrality of nodes and observed community structure with explicit labels, to
decide on the best forwarding nodes. BUBBLE is an example algorithm which
uses information from both human aspects and also the physically observable
aspects of mobility.

BUBBLE is a combination of LABEL and RANK. It uses RANK to spread out the
messages and uses LABEL to identify the destination community. For this algorithm,
we make two assumptions:
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Fig. 12.13 Design space for
forwarding algorithms
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• Each node belongs to at least one community. Here, we allow single node
communities to exist.

• Each node has a global ranking (i.e., global centrality) in the whole system and
also a local ranking within its community. It may belong to multiple communities
and hence may have multiple local rankings.

Figure 12.13 shows the design space for the social-based forwarding algorithms.
The vertical axis represents the explicit social structure. This is the social or human
dimension. The two horizontal axes represent the network structural plane, which
can be inferred purely from observed contact patterns. The Structure-in-Cohesive
Group axis indicates the use of localised cohesive structure, and the Structure-in-
Degree axis indicates the use of node ranking and degree. These are observable
physical characteristics. In our design framework, it is not necessary that physical
dimensions are orthogonal to the social dimension, but since they represent two
different design parameters, we would like to separate them. The design philosophy
here is to consider both the social and physical aspects of mobility.

12.3.4.2 Two-Community Case

In order to make the study more systematic, we start with the two-community
case. We use the Cambridge dataset for this study. By experimental design, and
as confirmed using our community detection algorithm, we can clearly divide the
Cambridge data into two communities: the undergraduate year-one and year-two
group. In order to make the experiment more fair, we limit ourselves to just the two
10-clique groups found with a number-of-contact threshold of 9; that is where each
node at least meet another 9 nodes frequently. Some students may skip lectures
and cause variations in the results, so this limitation makes our analysis yet more
plausible.
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Fig. 12.14 Node centrality in 2 groups in Cambridge data, see Sect. 12.3.3 for the method of
calculating the centrality values. (a) Group A (b) Group B

First we look at the simplest case, for the centrality of nodes within each group.
In this case, the traffic is created only for members within the same community and
only members in the same community are chosen as relays for messages. We can
clearly see from Fig. 12.14a and 12.14b that inside a community, the centrality of
each node is different. In Group B, there are two nodes which are very popular,
and have relayed most of the traffic. All the other nodes have low centrality value.
Forwarding messages to the popular nodes would make delivery more cost effective
for messages within the same community.

Then we consider traffic which is created within each group and only destined
for members in another group. To eliminate other outside factors, we use only
members from these two groups as relays. Figure 12.15 shows the individual node
centrality when traffic is created from one group to another and the correlation of
node centrality within an individual group and inter-group (for data deliveries only
to other groups but not to its only group) centrality. We can see that points lie
more or less around the diagonal line. This means that the inter- and intra- group
centralities are quite well correlated. Active nodes in a group are also active nodes
for inter-group communication. There are some points on the left hand side of the
graph which have low intra-group centrality but moderate inter-group centrality.
These are nodes which move across groups. They are not important for intra-group
communication but will be useful when we need to move traffic from one group to
another.

Figure 12.16 shows the correlation of the local centrality of Group A and the
global centrality of the whole population. We can see that quite a number of nodes
from Group A lie along the diagonal line. In this case, the global ranking can help
to push the traffic toward Group A. However, the problem is that some nodes which
have very high global rankings are actually not members of Group A, e.g. node D.
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Just as in real society, a politician could be very popular in the city of Cambridge,
but not a member of the Computer Laboratory, so may not be a very good relay
to deliver message to the member in the Computer Laboratory. Now we assume
there is a message at node A to deliver to another member of Group A. According
to global ranking, we would tend to push the traffic toward B, C, D, and E in the
graph. If we pushed the traffic to node C, it would be fine, and to node B it would be
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Fig. 12.17 Illustration of the BUBBLE forwarding algorithm

perfect. But if it pushed the traffic to node D and E, the traffic could get stuck there
and not be routed back to Group A. If it reaches node B, that is the best relay for
traffic within the group, but node D has a higher global ranking than B, and would
tend to forward the traffic to node D, where it would probably get stuck again. Here,
we propose the BUBBLE algorithm to avoid these dead-ends.

Forwarding is carried out as follows. If a node has a message destined for
another node, this node would first bubble this message up the hierarchical ranking
tree using the global ranking until it reaches a node which has the same label
(community) as the destination of this message. Then the local ranking system
will be used instead of the global ranking and continue to bubble up the message
through the local ranking tree until the destination is reached or the message expired.
This method does not require every node to know the ranking of all other nodes
in the system, but just to be able to compare ranking with the node encountered,
and to push the message using a greedy approach. We call this algorithm BUBBLE,
since each world/community is like a bubble. Figure 12.17 illustrates the BUBBLE

algorithm and the pseudo code can be found in our previous work [19].
This fits our intuition in terms of real life. First, you try to forward the data

via people around you and are more popular than you, and then bubble it up to
well-known popular people in the society, such as a postman. When the postman
meets a member of the destination community, the message will be passed to that
community. This community member will try to identify the more popular members
within the community and bubble the message up again within the local hierarchy
until the message reaching a very popular member, or the destination itself, or the
message expires.
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Fig. 12.18 Comparisons of several algorithms on Cambridge dataset

A modified version of this strategy is that whenever a message is delivered to the
community, the original carrier can delete this message from its buffer to prevent
it from further dissemination. This assumes that the community member would be
able to deliver this message. We call this protocol with deletion, strategy BUBBLE-B,
and the original algorithm introduced above BUBBLE-A.

We can see from Fig. 12.18 that both BUBBLE-A and BUBBLE-B achieve almost
the same delivery success rate as the 4-copy-4-hop MCP. Although BUBBLE-B
has the message deletion mechanism, it achieves exactly the same delivery as
BUBBLE-A. BUBBLE-A only has 60% the cost of MCP and BUBBLE-B is even
better, with only 45% the cost of MCP. Both have almost the same delivery success
as MCP.

12.3.4.3 Multiple-Community Cases

To study the multiple-community cases, we use the Reality dataset. To evaluate the
forwarding algorithm, we extract a 3-week session during term time from the whole
9-month dataset. Emulations are run over this dataset with uniformly generated
traffic.

There is a total of 8 groups within the whole dataset. Figure 12.19 shows the
node centrality in 4 groups, from small-size to medium-size and large-size groups.
We can see that within each group, almost every node has different centrality.

In order to make our study easier, we first isolate the largest group in Fig. 12.19,
consisting of 16 nodes. In this case, all the nodes in the system create traffic for
members of this group. We can see from Fig. 12.20 that BUBBLE-A and BUBBLE-B
perform very similarly to MCP most of the time in the single group case, and even
outperform MCP when the time TTL is set to be larger than 1 week. BUBBLE-A only



378 N. Sastry and P. Hui

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4

C
en

tr
al

ity

Node

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8

C
en

tr
al

ity
Node

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

C
en

tr
al

ity

Node

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7

C
en

tr
al

ity

Node

Fig. 12.19 Node centrality in several individual groups (Reality)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

3 weeks1 w4 d2 d1 day6 h3 h1 hour10 min2 min

D
el

iv
er

y 
su

cc
es

s 
ra

tio

Time TTL

MCP
BUBBLE-A
BUBBLE-B

RANK
LABEL

0

2

4

6

8

10

12

14

3 weeks1 w4 d2 d1 day6 h3 h1 hour10 min2 min

T
ot

al
 C

os
t

Time TTL

MCP
BUBBLE-A
BUBBLE-B

RANK
LABEL

Fig. 12.20 Comparisons of several algorithms on Reality dataset, single group
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Fig. 12.21 Comparisons of several algorithms on Reality dataset, all groups

has 70% and BUBBLE-B only 55% of the cost of MCP. We can say that the BUBBLE

algorithms are much more cost effective than MCP, with high delivery ratio and low
delivery cost.

After the single group case, we start looking at the case of every group creating
traffic for other groups, but not for its own members. We want to find the upper
cost bound for the BUBBLE algorithm, so we do not consider local ranking (i.e.,
only global ranking); messages can now be sent to all members in the group.
This is exactly a combination of direct LABEL and greedy RANK, using greedy
RANK to move the messages away from the source group. We do not implement
the mechanism to remove the original message after it has been delivered to the
group member, so the cost here will represent an upper bound for the BUBBLE

algorithms.
From Fig. 12.21, we can see that of course flooding achieves the best perfor-

mance for delivery ratio, but the cost is 2.5 times that of MCP, and 5 times that
of BUBBLE. BUBBLE is very close in performance to MCP in multiple groups case
as well, and even outperforms it when the time TTL of the messages is allowed to
be larger than 2 weeks.5 However, the cost is only 50% that of MCP. Figure 12.22
shows the same performance evaluations with the Infocom06 dataset. In this case,
the delivery ratio of RANK is approaching that of MCP but with less than half of
the cost. The performance of BUBBLE over RANK is not as significant as in the
Reality case because in a conference scenario the people are very mixing and hence
the community factors are less dominating. We can also see that even in this case,

5 Two weeks seems to be very long, but as we have mentioned before, the Reality network is
very sparse. We choose it mainly because it has long experimental period and hence more reliable
community structures can be inferred. The evaluations here can serve as a proof of concept of the
BUBBLE algorithm, although the delays are large in this dataset.
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Fig. 12.22 Comparisons of several algorithms on Infocom06 dataset, all groups

the delivery cost for BUBBLE only increases slightly, which indicates that even in a
mixing environment, BUBBLE is still very robust towards the possible misleading of
the community factors.

In BUBBLE and RANK algorithm, nodes with high centrality are more likely to
act as relay nodes than the others. Excessive traffic through a node might cause
the node to run out of battery or possibly lead to package losses. An easy fix is
to impose admission control at each node. Each node maintains a limited buffer
for storing data for other nodes and if the buffer has reached its limit, it will not
admit incoming data. This may lower the delivery efficiency but can get rid of the
excessive traffic problem. We will further study the trade-off and optimal buffer size
in future work.

12.4 Related Work

Conceptually, PSNs are Delay-Tolerant Networks [12], and generic results from that
framework apply. For instance, a forwarding algorithm that has more knowledge
about contacts is likely to be more successful [22], and the best performance is
achieved by an oracle with knowledge of future contacts.

Nevertheless, the fact that our underlying network is made up of human contacts
and is less predictable has a large impact: for instance, reasonably predictable traffic
patterns of buses allow a distributed computation of route metrics for packets in
vehicular DTNs [2,22]. Similarly, fixed bus routes allow the use of throwboxes [47]
to reliably transfer data between nodes that visit the same location, but at different
times.

The variability of PSNs has naturally led to a statistical approach: The
inter-contact time distribution of human social contacts has been used to model
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transmission delay between a randomly chosen source–destination pair [4, 24].
In this work, we take a more macroscopic view and look at the ability of the
PSN to simultaneously deliver data between multiple source–destination pairs. This
leads us to look at the distribution of the number of contacts between randomly
chosen source–destination pairs, and find that this distribution is not only crucial
for global data delivery performance, but also for the connectivity of the PSN
itself.

[14, 39, 45] model the performance of epidemic routing and its variants. In
particular, they derive a closed form for delivery time distribution, and show it
to be accurate for certain common mobility models. However, several simplifying
assumptions are made, including an exponential inter-contact time between node
pairs. Unforunately, human contact networks are known to have power law inter-
contact times with exponential tails [4, 24]. Furthermore, [14, 39, 45] use a constant
contact rate, whereas our studies show that human contacts are highly heteroge-
neous. [29] considers heterogeneous contact rates between mobile devices but only
in the context of establishing an epidemic threshold for virus spread.

The number of paths found by flooding is crucial to the success of proportional
and k-copy flooding. Counting differently, [10] reports a phenomenon of “path
explosion” wherein thousands of paths reach a destination shortly after the first,
many of which are duplicates, shifted in time. In contrast, duplicate paths are
prevented in our method of counting, by having nodes remember if they have already
received some data, resulting in a maximum of N − 2 paths between a source and
destination.

The power of using multiple paths has been recognised. Binary Spraying, which
forms the basis for two schemes (spray and wait, spray and focus) has been shown to
be optimal in the simple case when node movement is independent and identically
distributed [40]. [11] noted that among routing schemes evaluated, those using more
than one copy performed better. Furthermore, all algorithms employing multiple
paths showed similar average delivery times. The success of k-copy flooding
suggests a possible explanation for this result. Similarly, [21] finds that the delivery
ratio achieved by a given time is largely independent of the propensity of nodes
to carry other people’s data. They suggest the existence of multiple paths as an
explanation. At an abstract level, the refusal of a node to carry another node’s data
can be treated as a path failure. Thus, Sect. 12.2.3 corroborates [21] and provides a
direct explanation.

For distributed search for nodes and content in power-law networks, Sarshar
et al. [37] proposed using a probabilistic broadcast approach: sending out a query
message to an edge with probability just above the bond6 percolation threshold of
the network. They show that if each node caches its directory via a short random
walk, then the total number of accessible contents exhibits a first-order phase
transition, ensuring very high hit rates just above the percolation threshold.

6A percolation which considers the lattice edges as the relevant entities.
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For routing and forwarding in DTNs and mobile ad hoc networks, there is much
existing literature. Vahdat et al. proposed epidemic routing, which is similar to the
“oblivious” flooding scheme we evaluated in this chapter [43]. Spray and Wait is
another “oblivious” flooding scheme but with a self-limited number of copies [40].
Grossglauser et al. proposed the two-hop relay schemes to improve the capacity of
dense ad hoc networks [15]. Many approaches calculate the probability of delivery
to the destination node, where the metrics are derived from the history of node
contacts, spatial information and so forth. The pattern-based Mobyspace Routing
by Leguay et al. [27], location-based routing by Lebrun et al. [26], context-based
forwarding by Musolesi et al. [30] and PROPHET Routing [1] fall into this category.
PROPHET uses past encounters to predict the probability of future encounters.
The transitive nature of encounters is exploited, where indirectly encountering the
destination node is evaluated. Message Ferry by Zhao et al. [46] takes a different
approach by controlling the movement of each node.

Recent attempts to uncover a hidden stable network structure in DTNs such as
social networks have been emerged. For example, SimBet Routing [5] uses ego-
centric centrality and its social similarity. Messages are forwarded towards the node
with higher centrality to increase the possibility of finding the potential carrier to
the final destination. LABEL forwarding [17] uses affiliation information to help
forwarding in PSNs based on the simple intuition that people belonging to the
same community are likely to meet frequently, and thus act as suitable forwarders
for messages destined for members of the same community. We have compared
BUBBLE with LABEL and demostrate that by the exploitation of both community
and centrality information, BUBBLE provide further improvement in forwarding
efficiency. The mobility-assisted Island Hopping forwarding [36] uses network
partitions that arise due to the distribution of nodes in space. Their clustering
approach is based on the significant locations for the nodes and not for clustering
nodes themselves. Clustering nodes is a complex task to understand the network
structure for aid of forwarding.

Interested readers can obtain further details about the research presented in this
chapter from [20] and [38].

12.5 Conclusion

This chapter discussed the idea of PSNs, which proposes to use human contacts
to opportunistically transfer data over time from sender to destination. We first
examined the feasibility of using local contacts for achieving global N ×N connec-
tivity in the temporal network formed by human contacts and showed that although
the frequently occurring edges are not very effective for data transfer, the network
exhibits a remarkable resilience in the face of path failures. We also showed that
it is possible to uncover important characteristic properties of social network from
a diverse set of real world human contact traces and demonstrated that community
and centrality social metrics can be effectively used in forwarding decisions. Our



12 Path Formation in Human Contact Networks 383

BUBBLE algorithm is designed for a delay tolerant network environment, built out
of human-carried devices, and we have shown that it has similar delivery ratio
to, but much lower resource utilisation than flooding and control flooding. We
believe that this approach represents an early step in combining rich multi-level
information of social structures and interactions to drive novel and effective means
for disseminating data. A great deal of future research can follow.
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Chapter 13
Social Forwarding in Mobile Opportunistic
Networks: A Case of PeopleRank

Abderrahmen Mtibaa, Martin May, and Mostafa Ammar

Abstract The proliferation of powerful portable devices has created a new
environment for networking. In such environment, devices are able to communicate
between “challenged” networks such as sensor networks, mobile ad-hoc networks,
or opportunistic ad-hoc networks using a set of protocols designed to accommodate
disconnection. In particular, forwarding in mobile opportunistic networks needs to
deal with such disconnections, and limited resources. As opposed to conventional
communication that relies on infrastructure, these devices can use hop-by-hop
opportunistic data forwarding between each other. In this environment, a device
should decide whether or not to transfer a message at the time it meets another
one. How to optimally select the next hop towards the destination in a way to
minimize delay and maximize success rate is so far unknown. In opportunistic
networks, a device has to decide whether or not to forward data to an intermediate
node that it encounters. In this chapter, we describe PeopleRank as systematic
approach to the use of social interaction as a means to guide forwarding decisions
in an opportunistic network. PeopleRank ranks nodes using a tunable weighted
combination of social and contact information. It gives higher weight to the social
information in cases where there is correlation between that information and
the contact trace information. More specifically, PeopleRank is an opportunistic
forwarding algorithm that ranks the “importance” of a node using a combination
of social and contact-graph information.
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13.1 Introduction

In the ancient times, social interaction primarily took place through physical
meeting. The telegraph and telephone networks made a first step toward remote
social interaction. More recently, the Internet added multiple social interaction
techniques not based on physical meeting: email, chat, and Online Social Network
services (OSN) such as Facebook, Orkut, MySpace, or LinkedIn, etc. These
applications create a virtual space where users can build the social network of their
acquaintances independently of where they are located, and allow these social net-
works (or communities) to interact freely using a large set of Internet applications.
However, when people, with similar interests or common acquaintances, get close
to each others in streets or conferences, they have no automated way to identify
this potential “relationship.” With geolocation applications, it is now highly likely
that OSNs will include in a near future some representation of user location, and
offer services to “link” mobile users. However, the relation between virtual social
interactions and physical meeting remains largely unexplored.

In this chapter, we present a systematic approach to the use of social interaction
as a means to guide forwarding decisions in an opportunistic ad-hoc network.
Generally, social interaction information alone is not sufficient and needs to be
augmented in some way with information about contact statistics. The approach
described in this chapter combines these two pieces of information.

This approach relies on the modeling of social relations using a social graph
and modeling contact information as a time-varying graph. Such a social graph
can be extracted from Online Social Networks or alternatively from shared interest
information obtained through surveys or other means. The main challenge in
combining social and contact information to guide forwarding decisions stems from
the significant structural differences between these two sources of information. To
approach this problem PeopleRank was designed to rank nodes using a tunable
weighted combination of social and contact information. Such technique gives
higher weight to the social information in cases where there is correlation between
that information and the contact trace information.

More specifically, we introduce in this chapter an opportunistic forwarding
algorithm that uses PeopleRank which ranks the “importance” of a node using a
combination of social and contact-graph information. PeopleRank is inspired by
the PageRank algorithm [2] used in Google’s search engine to measure the relative
importance of a Web page within a set of pages.

13.2 Web Ranking

Web ranking techniques are challenging because of the size of the Web: it is
impossible for users to browse through millions of web search results to identify
the most relevant ones. Thus, ranking techniques try to identify the most relevant
(interested) results in a small top pages list.
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13.2.1 Effective Web Ranking Algorithms

In most previous work, three “famous” algorithms tried to rank the web pages:

• The InDegree Algorithm [12] is considered to be the first study to rank the pages
according to their popularity. Page popularity is defined as a number of pages
that link to this page. This simple heuristic was applied by several search engines
in the early days of Web search.

• The PageRank Algorithm [2] improves the InDegree Algorithm by adding
weights to pages according to their qualities (the quality of a page measures
the “importance” of the pages’ content). Links from pages of high quality should
result in a higher weight. It is not only important to know how many pages point
to a page, but also whether the relevance of these pages is high or low.

The PageRank algorithm performs a random walk on the World Wide Web
graph, where the nodes are pages, and the edges are links among the pages.
It gives the probability distribution used to represent the likelihood that a person
randomly clicking on links will arrive at any particular page. The PageRank is
given by the following equation:

PR(pi) =
1− d

n
+ d ∑

p j∈M(i)

PR(p j)

L( j)
, (13.1)

where p1, p2, ..., pn are the pages, M(i) is the set of pages that link to pi,
L( j) is the number of outbound links on page p j, and d is a damping factor
which is defined as the probability, at any step, that the person will continue
clicking on links. Various studies have tested different damping factors, but it is
generally assumed that the damping factor should be set to around 0.85 for best
performance.

• The Hits Algorithm [11] proposed by Kleinberg is based on the observation that
not only “important” pages link to “important” pages, and special nodes could act
as hubs containing a list of links to “important” pages. He defined two weights,
authorities a and hub h to compute the importance of Web pages, and they are
given by:

ai = ∑
j∈M(i)

h j and h j = ∑
i∈L( j)

ai. (13.2)

Where ai and hi are, respectively, the authority and the hub weights of the web
page pi.

The three previous algorithms were followed by a huge number of extensions and
improvements. However, most of these contributions are limited to the case of Web
search. Only few researchers tried to exploit these link analysis concepts in other
domains. e.g., J. Morrison et al. [13] proposed a method based on the PageRank
algorithm to generate prioritized gene lists using biological information.



390 A. Mtibaa et al.

13.2.2 PageRank Description

The PageRank algorithm performs a random walk on the World Wide Web graph,
where the nodes are pages, and the edges are links between pages. It gives the
probability distribution used to represent the likelihood that a person randomly
clicking on links will arrive at any particular page. PageRank values are given
by (13.1).

Google describe the idea behind PageRank as if we consider a random web surfer
that starts from a random page, spend some time t, and chooses the next page by
clicking on one of the links in the current page. If we assume that the rank of the
page is proportional to the fraction of time that the surfer spent on that page, pages
that are linked by many other pages (or by important ones) will be visited more
often, which justifies the definition. Equation 13.1 allows the surfer to restart with
probability 1− d from another page chosen randomly, instead of following a link.

Google also describes the PageRank as a vote from page A to page B if page A
links to B. Moreover, the importance of the page is proportional to the volume of
votes this page could give. We apply the same idea in our algorithm to tag people as
“important” if they are linked (in a social sense) to many other “important” people.
We assume that only friends could vote for each others because they are more likely
to recommend each other.

In the same way, web pages are hyperlinked, one could establish a social graph
between persons linked through social relationships such as friendship, or common
interests. We denote such a social graph G = (V,E) as a finite undirected graph with
a vertex set V and an edge set E . An edge (u,v) ∈ E if, and only if, there is a social
interaction between nodes u and v (i.e., u and v are friends or they are sharing k
common interests).

13.3 Network Models

We are interested in delivering data among a set of N mobile wireless nodes.
Communication between two nodes is established when they are within radio range
of each other. Data is forwarded from source to destination over these contacts.
We model the evolution of contacts in the network by a time varying graph G(t) =
(V,E(t)) with N = |V |. We assume that the network starts at time t0 and ends at time
T (T can be infinite). We call this temporal network the contact graph. Each G(t)
describes the contacts between nodes existing at time t. Such a time-varying graph
model can be obtained from a mobility/contact trace1 or from a mobility model
along with knowledge of radio properties (e.g., radio range).

1http://www.crawdad.org, http://www.haggleproject.org

http://www.crawdad.org
http://www.haggleproject.org
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Because such networks exhibit intermittent connectivity, data is typically stored
in intermediate nodes awaiting appropriate contact formation. Paths are constructed
as a concatenation of contacts that are followed as they appear in the time varying
graph. Among these paths, a path from s ∈ V to d ∈ V starting at time tk is
delay-optimal if it reaches the destination d in the earliest possible time. Delay-
optimal paths for any starting time and any source–destination pair can be computed
efficiently via dynamic programming. We assume next that nodes have infinite
buffer size, and data could be exchanged through any contact between nodes.

Traditional work on routing in intermittently-connected networks uses available
knowledge about the properties of the time-dependent contact graph to inform for-
warding decisions. In this chapter, we are interested in augmenting this knowledge
with information about social relationships among nodes. We model such social
relationships using a (non-time varying) graph representing the social relationship
between the mobile nodes, which we denote as Gs = (Vs,Es). In general, we
assume that Vs ⊇ V , that is some nodes in the social graph will not be part of our
mobile network set. Social graphs reflect the interaction or interrelation between
persons. Such information is available either in online social applications or could
be extracted from the phone history or other sources. A link in the social graph
between two nodes implies that these nodes are socially “connected” (e.g., friends
in facebook or sharing a common interest).

Our main premise in this work is that one can, in many instances, expect that
G(t) and Gs to show some correlation as shown in [14]. Such correlation is exhibited
in many ways: for example, two nodes that are socially connected may experience
more direct contacts than nodes that are not, or a node that is well-connected socially
with a large number of neighbors in the social graph may also experience a large
number of contacts with a variety of nodes in the contact graph. However, there is
no reason to believe that these two graphs are perfectly correlated.

13.3.1 Experimental Data Sets

Our analysis relies on five data sets collected in conference environments and the
virtual world of SecondLife. In addition to the contact information, we established
the social relationships between the experimentalists. Next, we describe in detail
each data set; a summary of the corresponding parameters is given in Table 13.1.

MobiClique07 was described in details in Sect. 14. MobiClique07 is the most
complete data set for an evaluation of opportunistic social forwarding, i.e., it
contains mobility information and information about the social relation between
the participants. Visitors of the CoNEXT 2007 conference were asked to carry a
Smartphone device during three consecutive days with the MobiClique application
installed. Prior to the experiment start, each participant was asked to indicate the
participants of all CoNEXT participants he knew or had a connection to. During the
experiment, the social networking application indicated when a contact, or a contact
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Table 13.1 Data sets properties

Infocom Infocom Infocom
MobiClique07 MobiClique08 SecondLife (Int.) (FB) (Profile) Hope

Duration 3.5 3.5 10 3 3 3 3
(days)

Social Explicit Explicit Implicit Implicit Explicit Explicit Implicit

patterns
# Connected 27 22 150 65 47 62 414

nodes
# Edges 115 102 2,452 835 219 423 6,541
Average 9.5 9.2 32.7 25.7 9.3 13.6 31.6

degree
Diameter 4 4 5 3 4 4 6

Median 10 mn 10 mn 25 mn 15 mn 15 mn 15 mn 30 mn
inter-contact

Median 240 180 180 150 150 150 90
contact time(s)

of a contact, was in Bluetooth range/neighborhood. This connection neighborhood
was then displayed on the user’s device which in turn could add new connections
or delete existing connections based on the physical interaction consequent to the
application notification.

MobiClique08 [15] experiment was performed at CoNEXT 2008 conference
using smartphones with the MobiClique application installed. The main difference
with MobiClique07 experiment is in the parameterization: we had 22 participants
and the neighborhood discovery was randomized to be executed at intervals of 120
+/− 45 s. In addition, the social profile of MobiClique was initialized based on the
user’s Facebook profile. Prior to the experiment, each participant was asked to join
a Facebook group of the experiment. During the initialization, participants could
choose the people they considered as friends from the list of members in that group
(instead of using the list of friends in Facebook). The initial list of interests contained
user-selected Facebook groups and networks from his profile. As in MobiClique07
experiment, the social network evolved throughout the experiment as users could
make new friends and discover (and create) new groups (i.e., interest topics) and
leave others. For the analysis we consider the collected contact trace and the final
social graph of 22 devices (the rest of devices were not collecting data on each day
of the experiment).

SecondLife dataset [17] is of different nature and illustrates virtual mobility
combined with real social relations. The dataset is a collection of avatar movements
in a popular region in SecondLife.2 The trace was collected during 10 consecutive
days. It includes the avatar positions every 30 s within this region, and their group

2http://secondlife.com

http://secondlife.com
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of interests (such as sport, music, jazz, etc.). We assume that contact opportunities
are available when the geo-distance between two avatars is less than or equal to ten
meters (usually the Bluetooth range used in simulations).

The social graph between avatars is constructed based on common interest
groups between two avatars; two avatars that are members of the same group are
linked in the social graph. Avatars are only tracked inside a crawled region, they may
meet outside this region, however their contact parameters (i.e., contact duration,
inter-contact time, etc.) are not logged in our trace. The crawling process used to
collect this dataset provides view of a specific region in a virtual world. We consider
only the avatars that were visiting the region at least three times during the 10 days
of the experiment. The reason for this restriction are both technical and practical.
Technical since the huge amount of data is difficult to process. But also practical;
avatars seen once can not receive messages after they left the region. That means,
the delay needed to reach these nodes is in f (we set this time to 10 days, the duration
of the measurements). The delay distribution is therefore dominated by these
values.

Infocom06 dataset also contains real user mobility as described in [3], however,
since individual social relations were unknown, we had to use information on users’
interests to determine the social network between the participants. The trace was
collected with 78 participants during the IEEE Infocom 2006 conference. People
were asked to carry an experimental device (i.e., an iMote) with them at all time.
These devices were logging all contacts between participating devices (i.e., called
here internal contacts) using a periodic scanning every 2 s. In addition, they logged
connections established with other external Bluetooth-enabled devices (e.g., cell
phones, PDAs). For this study, we are using results for internal contacts only.
Questionnaires were given to participants to fill theirs nationalities, languages,
countries, cities, academic affiliations and topic of interests. Based on theses
information, we consider three different social graphs for this experiment; based
on (1) their common topics of interest when two users are sharing k common
interest, (2) their Facebook connectivity (obtained offline), and (3) their social
profile (union of nationality, language, affiliation, and city). These three social
graphs are presented respectively in Table 13.1 by Infocom(Int), Infocom(FB), and
Infocom(Profile).

Hope dataset3 was collected during the 17th HOPE conference. This experiment
had a huge number of participants (around 770) to collect and exchange contact
information (after an explicit connection setup using send/receive pings). The
dataset contains the location of participants (30 s granularity) as well as their topics
of interest in the conference. The dataset is publicly available in the CRAWDAD4

database. The contact graph is computed based on geo-distance between two nodes

3http://www.thelasthope.org/
4http://www.crawdad.org/hope/amd

http://www.thelasthope.org/
http://www.crawdad.org/hope/amd
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(similar to the method used for the SecondLife trace) and the social graph was
build using common interests between two users. Note that there are only 414 nodes
connected in the social graph.

13.3.2 Methodology: Paths in Temporal Networks

Each data set may be seen as a temporal network. More precisely, we represent it as
a graph where edges are all labeled with a time interval, and there may be multiple
edges between two nodes. A vertex represents a device. An edge from device u to
device v, with label [tbeg;tend], represents a contact, where u sees v during this time
interval. The set of edges of this graph therefore includes all the contacts recorded
by each device.

13.3.2.1 Paths Associated with a Sequence of Contacts

We intend to characterize and compute in an efficient way all the sequences of
contacts that are available to transport a message in the network. Note that such
paths might be using a direct connectivity (a contact period between the source and
the destination) or may be made of several hops where intermediate contacts are
used.

A sequence (ei = (vi−1,vi, [t
beg
i ;tendi ]))i=1,...,n of contacts is valid if it can be

associated with a time respecting path from v0 to vn. In other words, it is valid if there
exists a non-decreasing sequence of times t1 ≤ t2 ≤ . . .≤ tn such that tbegi ≤ ti ≤ tendi
for all i. An equivalent condition is given by:

∀i = 1, . . . ,n, tendi ≥ max
j<i

{
tbegj

}
. (13.3)

The time-respecting path associated with a sequence of contacts (e1, . . . ,en) is not
unique, but we can characterize all of them as follows. Let us formally define the
last departure of this sequence as LD(e) = mini

{
tendi

}
; and the earliest arrival

as EA(e) = maxi

{
tbegi

}
.

From the definition of a time respecting path, we have:

(1) All paths associated with this sequence of contacts verify t1 ≤ LD and tn ≥ EA.

This property shows that the last departure is in fact the maximum possible
starting time of a path using this sequence of contacts. Similarly the earliest arrival
denotes the minimum possible ending time for a path using this sequence. These
two optimums are attained, as one can immediately check the following.

(2) If LD≤ EA, there is a path with t1 = LD, tn = EA.
(3) If EA≤ LD, there is a path with t1 = t2 = . . .= tn = t for all t ∈ [EA;LD].
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Fig. 13.1 Two examples of concatenation

13.3.2.2 Concatenation

Note that concatenating two sequences of contacts that both verify (13.3) does
not necessarily create a compound sequence that verifies (13.3). However, we can
characterize exactly when this concatenation is possible:

(4) Two sequences (e),(e′) of contacts such that vn = v′0 and that both verify (13.3)
can be concatenated into a sequence of contactse′ ◦e satisfying (13.3) if and only
if EA(e)≤ LD(e′).

When the condition above is verified, we can deduce the values LD,EA associated
with the concatenated sequence as follows: EA(e′ ◦e) = max(EA(e),EA(e′)), and
LD(e′ ◦ e) = min(LD(e),LD(e′)) (see examples in Fig. 13.1). Note that EA =
tbeg ≤ tend = LD for a sequence made with a single contact, but sequences with
multiple contacts, like Fig. 13.1 (a), might not verify EA≤ LD.

13.3.2.3 Delay-Optimal Paths

So far we have been describing a method to characterize when a sequence of
contacts supports a time-respecting path, and when we can concatenate them.
However, computing all of them in general is very costly. We show later how we can
neglect many of the sequence of contacts to compute only those that are associated
by a delay-optimal path.

13.3.2.4 Delivery Function

As a consequence of (2) and (3), for a message created at v0 at time t, if t ≤ LD then
there exists a path associated with the sequence of contacts e, that transports this
message and delivers it to vn at time max(t,EA). Otherwise, when t > LD, no path
based on these contacts exists to transport the message. The optimal delivery time
of a message created at time t, on a path using this sequence of contacts, is given by

del(t) =

{
max(t,EA) if t ≤ LD ,
∞ else.
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Similarly, the optimal delivery time for any paths that use one of the sequences of
contacts e1, . . . ,en is given by the minimum

del(t) = min{max(t,EAk),1 ≤ k ≤ n s.t. t ≤ LDk}, (13.4)

where, following a usual convention, the minimum of an empty set is taken
equal to ∞.

13.3.2.5 Optimal Paths

We say that a time respecting path, leaving device v0 at time tdep, arriving in device
vn at time tarr, is strictly dominated in case there exists another path from v0 to vn

with starting and ending times t ′dep, t ′arr such that (t ′dep ≥ tdep and t ′arr ≤ tarr) ,
and if at least one of these inequalities is strict. A path is said optimal if no other
path strictly dominates it. In other words, any other path from v0 to vn, departing at
t ′dep and arriving at t ′arr verifies:

(t ′dep < tdep) or (t ′arr > tarr) .

According to (2) and (3) above, among the paths associated with a sequence of
contacts with values (LD,EA) the optimal ones are the following: if LD≤ EA, this is
the path starting at time LD and arriving at time EA. Otherwise, when LD> EA, all
paths that start and arrive at the message generation time t ∈ [EA;LD] are optimal.

An example of delivery function is shown in Fig. 13.2. Note that the value of
the delivery function (y-axis) may be infinite. Pairs (LD1,EA1) to (LD3,EA3) satisfy
EA ≤ LD, they may correspond to direct source–destination contacts, or sequence
of contacts that all intersect at some time; the fourth pair verifies LD4 < EA4, hence
it does not correspond to a contemporaneous connectivity. The message needs to
leave the source before LD4, and remains for sometime in an intermediate device
before being delivered later at time EA4.

13.3.2.6 Efficient Computation of Optimal Paths

We construct the set of optimal paths, and delivery function for all source–
destination pairs, as an induction on the set of contacts in the traces. We represent
the delivery function for a given source–destination pair by a list of pairs of value
(LD,EA). The key element in the computation is that only a subset of these pairs is
needed to characterize the function del. This subset corresponds to the number of
discontinuities of the delivery function, and the number of optimal paths that can be
constructed with different contact sequences.

We use the following observation: We assume that the values (LDk,EAk)k=1,...,n,
used to compute the delivery function as in (13.4), are increasing in their first
coordinate. Then, as k = n,n − 1, . . . , we note that the kth pair can always be
removed, leaving the function del unchanged, unless this pair verifies:
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Fig. 13.2 Example of a delivery function, and the corresponding pairs of values (LDi,EAi)i=1,2,3,4

EAk = min{EAl | l ≥ k} . (13.5)

In other words, a list such that all pairs verify this condition describes all optimal
paths, and the function del, using a minimum amount of information.

As a new contact is added to the graph, new sequences of contacts can be
constructed thanks to the concatenation rule (fact (4) shown above). This creates a
new set of values (LD,EA) to include in the list of different source–destination pairs.
This inclusion can be done so that only the values corresponding to an optimal path
are kept, following condition (13.5).

We show that our method can also be used to identify all paths that are optimal
inside certain classes, for instance the class of paths with at most k hops. This can
be done by computing all the optimal paths associated with sequences of at most
k contacts, starting with k = 1, and using concatenation with edges on the right to
deduce the next step.

Compared with previous generalized Dijkstra’s algorithm [10], this algorithm
computes directly representation of paths for all starting times. That is essen-
tial to have an exhaustive search for paths at any time-scale. We have intro-
duced here an original specification through a concise representation of optimal
paths which makes it feasible to analyze long traces with hundred thousands of
contacts.

Recently, we have found that another algorithm has been developed indepen-
dently to study minimum delay in DTN [18]. It works as follows: a packet is created
for any beginning and end of contacts; a discrete event simulator is used to simulate
flooding; the results are then merged using linear extrapolation.
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13.3.3 Social Forwarding Algorithms

Let us consider a source node s which generated, at time t0, a message m for a
destination node d. We assume that each node u ∈ G(t ≥ t0) can be a forwarder of
this message m according to the store-carry-forward scheme.

We define a social forwarding algorithm as a store-carry-forward algorithm
which uses a social utility function f (Gs) in order to identify the most likely nodes to
relay m (i.e., whether send m to the encountered node or not). Such social forwarding
algorithms spread the message m among nodes (called also relays) who have specific
social properties relying on f (Gs).

All social forwarding algorithms we consider in this chapter, fit in the following
general model: depending on the source s and the destination d, a path construction
rule defines a subset of directed pairs of nodes (u → v) such that only the contacts
occurring for pairs in the subset are allowed in forwarding path. We consider the
following construction rules.

neighbor(k): (u → v) is allowed if and only if u and v are within distance k in the
social graph.

destination-neighbor(k): (u → v) is allowed if and only if v is within distance
k of d.

non-decreasing-centrality: (u → v) is allowed if and only if C(u)≤ C(v).
non-increasing-distance: (u → v) is allowed if and only if the social distance from

v to d is no more than the one from u to d.
target(k): (u → v) is allowed if and only if v and d are within distance k in the

social graph.

In addition, we assume in addition that pairs (u → d) are allowed for all u, as any
opportunity to complete the path with a single hop should not be missed. Each rule
above defines a heuristic method to select among all the opportunistic contacts the
ones that are crucial in order to connect source and destination quickly over time.
Our objective is to design a rule that reduces as much as possible the contacts used,
while allowing quasi-optimal delays.

In our evaluation, we deduce from the sequence of delay-optimal paths the delay
obtained by the optimal path at all time. We combine all the observations of a
mobility trace uniformly among all sources, destinations, and for every starting time
(in seconds).

13.4 The PeopleRank Algorithm

In general, global knowledge of network topology can make for very efficient
routing and forwarding decisions. Collecting and exchanging topology information
in opportunistic networks is cumbersome because of their intermittent connectivity
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Table 13.2 Our proposed
PeopleRank algorithms

Centralized Distributed

Social input PeopleRank D-PeopleRank
Social+Contact input CA-PeopleRank DCA-PeopleRank

and unpredictable mobility. Routing schemes for such networks typically rely on
partial knowledge and on prediction of future contacts which results in degraded
routing performance.

With the emergence of Online Social Network platforms and applications such
as Facebook, Orkut, or MySpace, information about the social interaction of users
has became readily available. Moreover, while opportunistic contact information is
changing constantly, the links and nodes in a social network remain rather stable.

The idea, is to use this more stable social information to augment available
partial contact information in order to provide efficient data routing in opportunistic
networks. The intuition behind this idea is that socially well connected nodes are
better suited to forward messages towards any given destination. More specifically,
we present a ranking algorithm that is inspired by more famous web page ranking.
Thus, apply it to rank nodes based on their position in a social graph. This ranking is
used then as a guide for forwarding decisions. More specifically, a node u forwards
data to a node v that it meets if the rank of v is higher than the rank of u.

13.4.1 The Idea

We consider several approaches for computing a node’s rank. As mentioned before,
we are inspired by the PageRank algorithm used to rank web pages. By crawling
the entire web, this algorithm measures the relative importance of a page within a
graph (web). PeopleRank uses similar technique to rank the nodes in a social graph.
We note that as opposed to PageRank algorithm, PeopleRank uses opportunistic
contacts (physical proximity between two devices/users) to trigger the updates.

We consider two versions of PeopleRank : (1) a “pure” version in which only
social graph information is used to compute the ranking and (2) a contact-aware
version that augments the social ranking with some information about contact
statistics between two social neighbors. Nodes with a higher PeopleRank value will
generally be more “central” to either some combination of the social and the contact
graphs.

As illustrated in Table 13.2, we consider four opportunistic forwarding algorithms
based on assumptions using additional information (social and contact information)
available during transfer opportunities. We, first, present two centralized algorithms;
PeopleRank and Contact Aware-PeopleRank (CA-PeopleRank) using respectively
either only social relationships between two nodes or social relationships augmented
with contact frequency between these two nodes. Then, we consider two distributed
implementations: Distributed-PeopleRank (D-PeopleRank) and Distributed Contact
Aware-PeopleRank (DCA-PeopleRank).
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13.4.2 Centralized PeopleRank

PeopleRank tags people as “important” when they are socially linked to many other
“important” people. We assume that only neighbors in the social graph have an
impact of the popularity (i.e., the ranking). In other words, we assume that friends
are more likely to recommend theirs friends.

In the same way that web pages are hyperlinked, we establish a social graph
between persons when they are socially related to each other. We denote such a
social graph Gs = (Vs,Es) as a finite undirected graph with a vertex set V and an
edge set Es. In the following, we define a social relationship between two nodes
u and v either (1) if they are declared friends or (2) if they are sharing k common
interests.

Consequently, the PeopleRank value is given by the following equation:

PeR(Ni) = (1− d)+ d ∑
Nj∈F(Ni)

PeR(Nj)

|F(Nj)| , (13.6)

where N1,N2, ...,Nn are the nodes, F(Ni) is the set of neighbors that links to Ni,
and d is the damping factor which is defined as the probability, at any encounter,
that the social relation between the nodes helps to improve the rank of these nodes.
This means that, the higher the value of d, the more the algorithm accounts for the
social relation between the nodes. As a result, the damping factor is a very useful in
controlling the weight given to the social relations for the forwarding decision. Such
a mechanisms is very important since social graphs are built on different types of
information. One could expect that a “friendship” between two individuals defines
a stronger social relation than one defined by one or multiple common interests.
When using PeopleRank for message forwarding, the damping factor should then
be set to a value close to one for strong social relations and smaller for more loosely
defined social graphs. In the next section, we address this issue in more detail and
examine the impact of the damping factor on the PeopleRank performance.

The “pure” PeopleRank algorithm described above favors socially connected
nodes. However, such social information defined by online social network appli-
cations does not always lead to a very accurate prediction of physical contact
opportunities. In fact, people interact with each other in different ways; some have
regular physically meetings, some are connected only in an online environment,
and some are connected without ever communicating with each other. Since we are
investigating how PeopleRank can be used for message forwarding, we augment
its pure form to use statistical contact information in addition to social networking
information.

To motivate the enhanced approach, we consider the contact and social graphs
shown by Fig. 13.3. In addition to the social graph connecting the N = 8 nodes
(Fig. 13.3(b)), we define the contact graph (Fig. 13.3(a)) where links are represented
on: (1) solid lines, if nodes meet once every time unit, (2) dashed line (link 1–2)
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Fig. 13.3 Example of (a) contact graph, and (b) the associated social graph connecting 8 nodes

if nodes meet once every ten time units, and (3) dotted lines, if nodes meet once
every 20 time units. We consider the case where node 1 want to send a message
to node 6.

In this example, suppose node 1 has data to send to node 6, (13.6) yields that
PeR(3)< PeR(1)< PeR(2). As a result, node 1 will wait to meet node 2 to forward
the message (because node 2 is better ranked than node 1). However, node 1 meets
node 3 nine times more than it meets node 2 and the message may reach the
destination faster if it is forwarded to node 3. Consequently, we propose to use the
contact frequency between nodes as a weight of their social relationship5.

With the above motivation in mind, We propose a Contact Aware-PeopleRank
(CA- PeopleRank) which is an enhancement of the previous (“pure”) version of
PeopleRank . CA-PeopleRank uses the contact frequency between two social neigh-
bors as a weight for the social link between these two nodes. The CA-PeopleRank
value is given by:

CA−PeR(Ni) = (1− d)+ d ∑
Nj∈F(Ni)

wi, j ×CA−PeR(Nj)

|F(Nj)| , (13.7)

wi, j =
π(i, j)

∑ j∈F(i)π(i, j)
, (13.8)

where π(i, j) denotes the number of times node i and node j are in contact with each
other.

Revisiting our example in Fig. 13.3, using 13.7 yields that CA − PeR(1) <
CA−PeR(2)< CA−PeR(3), and therefore node 1 forwards the message to either
node 3 and node 2. This is the more desireable behavior since it will reduce message
delay.

5Note that this method is not an aggregation of the contact graph into a social graph as proposed
in [7, 8]) In our work, we augment social relationships with additional contact properties.
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Algorithm 1 D-PeopleRank (i)
Require: |F(i)| ≥ 0

PeR(i)← 0
while 1 do

while i is in contact with j do
if j ∈ F(i) then

update(π(i, j))
send(PeR(i), |F(i)|)
receive(PeR( j), |F( j)|)
update(PeR(i)) (13.6 or 13.7)

end if
while ∃ m ∈ bu f f er(i) do

if PeR( j)≥ PeR(i) OR j = destination(m) then
Forward(m, j)

end if
end while

end while
end while

The techniques we described so far are suitable for centralized implementations
where the social graph and the contact statistics are known a-priori. Clearly, this may
not be feasible in the mobile wireless environment we are considering. We describe
distributed versions of our algorithms in the next section.

Centralized architectures in general are of limited scalability since all data/
information has to the transported and processed in a centralized entity which cause
additional delays and increased transmission overhead. For web page indexing, cen-
tralized solutions are well suited, in a mobile ad hoc setting however, decentralized
solutions are mandatory for efficient forwarding solutions (due to restrictions in
energy, memory, bandwidth). Therefore, instead of centrally determine the rank of
all nodes, we present in following a fully decentralized solution for calculating the
PeopleRank value of each node.

13.4.3 Distributed PeopleRank

Centralized PeopleRank is computed centrally on a static graph by running the
PeopleRank algorithm on the entire social graph (global knowledge of the social
graph). The distributed version of PeopleRank is shown in Algorithm 1.

In this version, whenever two neighbor nodes in the social graph meet, they
run separately a PeopleRank update process. They first update their contact
counters (π(i, j)). Then, they exchange two pieces of information: (1) their current
PeopleRank values and (2) the number of social graph neighbors they have. Next,
the two neighbors update their PeopleRank values using either the formula given
in (13.6) – for the D-PeopleRank – or using the one given in (13.7) – for the
DCA-PeopleRank version. Finally, they (neighbor or not) run the message exchange
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process following a non-decreasing PeopleRank rule; e.g., assuming that node A has
a message to send to a destination node D and meets another node B, A forward the
message to B in two cases: (1) B is a destination D (B = D) or (2) PeopleRank(A)≤
PeopleRank(B).

Note that, while centralized version of PeopleRank computes the ranking
uniformly among all the friends, in the distributed algorithm frequently seen nodes
update their PeopleRank values more often. Implicitly, this distributed version of
the algorithm exploits the mobility and contact behavior of the nodes since the
PeopleRank value is updated every time the nodes meet. In fact, the more often
two nodes meet, the faster their rank increases. This will tend to “inflate” the
social ranking (PeopleRank) for frequently seen nodes. However, this inflation is
diminished after a certain time as PeopleRank values will converge to the centralized
PeopleRank values.

Next, we describe in more detail the damping factor. Such factor is very important
since social graphs are built on different types of information. We study the impact
of the damping factor and the social patterns on the PeopleRank performance.

13.5 The Damping Factor

“Pure” social forwarding schemes are effective only for very accurate social
information. If the social interaction is not very well captured in the social graph, it is
more convinient to use smaller values of d to compensate for the mismatch between
the social graph and the contact graph. And consequently, the more accurate the
social information is, the more we can rely on the social graph for forwarding and
hence, the closer to 1 we will chose the damping factor.

13.5.1 Optimal Damping Factor

We illustrate the dependency of the damping factor and the underlying social graph
in Fig. 13.4 and Fig. 13.5.

We plot the CDF of the delay among all sources, destinations, and for every
starting time using the MobiClique07 data set in Fig. 13.4(a), and the SecondLife
data set in Fig. 13.4(b). We notice that the “optimal” d value may be different
from one social trace to another (d around 0.9 in the MobiClique trace, and 0.8
in SecondLife). Note that, for a damping factor equal to 0.9 in the MobiClique07
data set, PeopleRank gives near to optimal success rates; the difference between the
two algorithms is less than 2% within a 10 min timescale.

Figure 13.5 plots a normalized success rate of PeopleRank for a TTL of 10 min
with different damping factors (i.e., we measure the success rate of PeopleRank
normalized by the success rate of flooding within a delay of 10 min). It can be
seen from this plot that optimal damping factor values change with the different
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traces (and the underlying social information). In fact, three traces (MobiClique07,
Infocom(FB), and Infocom(Profile)) show the best performance with an optimal
damping factor around 0.87 while the others traces (Hope, SecondLife, and
Infocom(interest)) perform best for d ≈ 0.8. The first three traces are based on
explicitly defined connections, the three latter traces are built on implicit social
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connections. We conjecture that the reason for this difference lies in the way the
social interactions are defined in each dataset. Implicit connections are defined as
contacts between persons that share some common interests; we define a connection
as explicit only when the two nodes declared a direct connection (e.g. links in
applications like Facebook). Obviously, in traces with an explicit social pattern,
the social graph information is more likely to be suitable for forwarding, and hence,
damping factors of close to 1 perform best.

Figure 13.5 also shows that the curves decrease for a damping factor close
to 1. This effect can be explained by the fact that a damping factor d equal to 1
considers exclusively socially connected nodes. Since also socially disconnected
nodes are potentially able to deliver messages, the performance decreases when
those nodes are not considered in the forwarding path. That means that even in
networks with a high correlation between the social and contact graphs, some
randomized forwarding is beneficial.

13.5.2 Determining Damping Factor

As mentioned earlier, the higher the value of d, the more differentiation there is
among the nodes’ PeopleRank values based on their position in the social graph. As
a result we would like d to be high if there is high correlation between the contact
and social graphs and low otherwise. To achieve this we define div(Gs,G(t)) as a
metric that measures the divergence between the social and contact graphs. we then
set d = 1− div(Gs,G(t))

Defining the difference between the social and contact graphs is challenging
because the contact graph is dynamic. In the following, we propose two heuristic
measures.

13.5.2.1 Edge-by-Edge Divergence

The Edge-by-Edge divergence compares the edges of both social and contact graphs.
It measure the structural difference between the two graphs. We denote it div1 and
it is defined as:

div1(Gs,G(t)) =∑
t

|E(t)\Es|
T ×|E(t)| , (13.9)

where E(t) is the edge set of the contact graph at time t, Es is the edge set of
the social graph and T denotes the network lifetime. The summation above can
be replaced by an integration if one were to consider continuous time in the edge set
variation of the contact graph.

Because div1 is comparing graphs on an edge-by-edge basis, the above metric is
most meaningful if the vertex sets of the social and contact graphs are similar. Since
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Table 13.3 Heuristics to
determine damping factors

Edge-by-Edge
divergence
(13.9)

Distance-based
divergence
(13.10)

Optimal
damping factor
(Fig. 13.4)

MobiClique 0.86 0.91 0.87
SecondLife 0.57 0.77 0.8
Infocom(FB) 0.78 0.89 0.88

this may not be the case, we propose another divergence metric which measures the
correlation between the frequency of contacts between two nodes and their distance
in the social graph.

13.5.2.2 Distance-Based Divergence

The second considered heuristic is the distance-based divergence which compares
the contact rate between nodes and their social distance in the social graph. We
denote this heuristic by div2:

div2(Gs,G(t)) =
|{d(u,w)≤ d(v,w) and π(u,w)< π(v,w)}|

|Vs|(|Vs|− 1)
, (13.10)

where d(u,w) denotes the distance in the social graph (i.e., considering a friendship
graph, friends have distance 1, friends of friends have distance 2, etc.) between
nodes u and w (u �= v ∈ Vs,w ∈ Vs), and π(u,v) denotes the number of times node u
and node v are in contact with each other.

Table 13.3 presents a comparison of our two heuristics and the optimal damping
factor given by the three datasets MobiClique, SecondLife, and Infocom. The
heuristic based on (13.10) leads to a better approximation of the damping factor ex-
cept for the MobiClique data set. However, as can be seen in Fig. 13.4, PeopleRank
performs equally well for all damping factors between 0.91 and 0.97 (difference
less than 2% of success rate). We conclude that the heuristic based on (13.10) is
well suited to estimate an optimal value for d and consequently, use it in the rest of
our analysis.

13.6 PeopleRank Performances

The performance of a forwarding algorithm like PeopleRank is determined by two
conflicting factors: (1) the average message delivery delay and (2) the overhead
(or cost) induced by the forwarding mechanism, i.e., the number of message replicas
in the system. In the following, we assess the PeopleRank performance with regard
to these two performance indicators.
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We evaluate the forwarding algorithm using analysis on real traces. Specifically,
we used the following experimental datasets: MobiClique, SecondLife, Infocom06,
and Hope. Each data set includes both, a mobility or contact trace and a social
interaction graph as described in Table 13.1.

13.6.1 Comparison to Social Algorithms

We compare the PeopleRank performance to the two previously described algo-
rithms: degree-based and centrality-based forwarding algorithms. As a reminder,
theses two algorithms are based on:

• Centrality-based forwarding: u forwards a message to v if, and only if, C(u) ≤
C(v). Where C(u) denotes the betweenness centrality of node u measured as
the occurrence of this node in all shortest paths connecting all other pairs of
nodes.

• Degree-based forwarding: u forwards a message to v if, and only if, d(u)≤ d(v).
d(u) denotes the degree of node u in the social graph (in a friendship graph, the
degree is the number of friends of node u).

In the following, we plot the success rate of PeopleRank normalized by the
success rate of flooding as a function of the message delivery delay for five different
data sets. In addition, we indicate the cost of each algorithm in brackets as the
fraction of contacts used by each forwarding algorithm normalized by the the
fraction of contacts used by flooding.

Figure 13.6 plots the PeopleRank performance in the MobiClique07 dataset.
Clearly, the PeopleRank algorithms outperform all other forwarding schemes in
this dataset. D-PeopleRank and the centrality-based algorithm perform at around
90% of the optimal success rate (with a 10 min timescale) with a heavily reduced
overhead; it uses only 50% of contacts compared to those used by flooding (see
brackets in Fig. 13.6). Note that in MobiClique07, the explicit social information
(friendship) is a rather good indicator helping to identify nodes that are likely to
meet the destination. The CA-PeopleRank outperforms all the other algorithms used
in the evaluation, it achieves roughly 96% of the success rate obtained with the
Epidemic algorithm while using only 51% of the contacts.

Moreover, the distributed algorithms (D-PeopleRank and DCA-PeopleRank)
perform with a similar good performance compared to the centralized algorithm
(CA-PeopleRank). This is a surprising and unexpected to discover that the dis-
tributed version outperforms even the centralized version of PeopleRank ; indeed, in
the centralized version, we assume that nodes have a global knowledge of all social
interaction in the networks, however in the distributed version, nodes have only a
local view of social interaction. Such surprising performances could be explained by
the fact that, the distributed implementation and thanks to its opportunistic update
process, favors frequently seen friends than others. Therefor, frequently seen friends
are more involved to participate in the PeopleRank update process. However, in the
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centralized version, all friends are involved with the same probability in the update
process (i.e., even those who never meet physically in real life. Those nodes are
unlikely to forward messages in opportunistic networks).

In the SecondLife data set (see Fig. 13.7), we observe also that PeopleRank
algorithms outperform the centrality-based and the degree-based algorithms.
D-PeopleRank achieves 8% and 14% higher success rate than the centrality and
degree-based algorithms (for 10 min message delay). Moreover, adding contact
information further improves performance of the algorithms; DCA-PeopleRank
increases the success rate by 4% compared to D-PeopleRank . We observe,
specifically in the SecondLife data set, that the degree-based forwarding algorithm
outperforms the centrality-based algorithm for longer timescales (more than six
hours). In other words, in the SecondLife data set, messages spending already a long
time in the network without reaching destinations, are more likely to be forwarded
to nodes with a high degree than others who are central in the social graph.

We get a good explanation in [17]. Indeed, Varvello et al. [17] show that nodes
with a high degree of social connections tend to stay longer connected in SecondLife
and hence, are more suitable to store and forward messages to other neighbors. They
observed that roughly 30% of regions in SecondLife do not attract any visitors,
and in few popular regions some avatars spend more than 12 h connected to a
region. These avatars join many groups of interest and meet other avatars to interact
with them. As result, these avatars become more and more connected in the social
graph (large degree) and are likely to meet additional people and discuss with them.
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However, central nodes are not necessary always connected to the region. They join
and leave the region, and socialize for a short time with others compared to well
connected nodes (i.e., avatars with higher degree).

In Fig. 13.8, we plot the performance of the PeopleRank algorithms using the
same contact trace of the Infocom participants but we establish two different social
graphs for them; one (in Fig. 13.8(a)) uses the connections published by their
Facebook profiles, the other graph (in Fig. 13.8(b)) is build based on common
interests.

Comparing the two figures, Fig. 13.8(a) and (b), illustrates the difference in
performance obtained with the two different social graphs. It emphasizes the impact
of the relevance of social inputs on forwarding performances. PeopleRank uses (1)
in Fig. 13.8(a), shared interests as an implicit social input, and (2) in Fig. 13.8(b),
the friendship graph extracted from Facebook as an explicit social input in order to
make forwarding decisions which reduce the number of message retransmissions
and achieve good success rate . One can notice that PeopleRank algorithms achieve
better performances relying on explicit social input (roughly 95% of success rate for
CA-PeopleRank compared to the success rate of flooding within 10 min timescale).

In Fig. 13.8(b), the PeopleRank algorithms perform with a success rate roughly
95% normalized by the optimal flooding delay. They improve the performance
by 45% compared to a random distribution while keeping the number of re-
transmissions small. However, for a social graph built on common interests, the
D-PeopleRank performs only with a success rate of 82%. The combined social and
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Infocom06 data set– success rate (main frame) and cost (in brackets)

contact based DCA-PeopleRank algorithm however further improves the success
rate. However, in Fig. 13.8(a), historical contacts are needed to improve the quality
of the social input (implicit definition) and help PeopleRank algorithms to perform
with roughly 90% of normalized success rate within the same timescale.

A similar observation can be made in Fig. 13.9: the D-PeopleRank algorithm
performs with a 83% success rate while the DCA-PeopleRank achieves more than
89% at 10 min timescale. It appears that solely relying on social information for
forwarding is not sufficient if the social graph is build on implicit social information.
In situations where the social graph is not well captured, additional information
about the node contacts are very helpful. The superior performance of DCA-
PeopleRank indicates that adding historical contacts to shared interest information
improves the estimation of the social network and improves the performance of the
forwarding.

13.6.2 Comparison to Contact-Based Algorithms

In order to compare the performance of PeopleRank algorithm to non-social
information based algorithms, we implemented additional contact-based forwarding
algorithms. Those algorithms represent the most well-known algorithms in the
literature, and as the name indicates, they use locally available contact information
to decide whether to forward a message when two nodes meet:

• Last Contact [4]: Node i forwards messages to node j if j has contacted any other
node more recently than node i.
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• Destination Last Contact [4]: Node i forwards messages to node j if j has
contacted the message’s destination more recently than has node i.

• Frequency [5]: Node i forwards the message to node j if j has more total contacts
than node i.

• Spray&Wait [16]: the source node creates R (we use R = 8) replicas of the
message. If node i has k > 1 replicas of the message and j has no replicas,
i forwards k/2 replicas to j. Otherwise (k = 1) i wait the destination.

• Wait Destination: the message is forwarded only if the source node meets its
destination. Obviously, this algorithm results in minimum cost , however causes
higher delay and lower success rate.

Figure 13.10 plots, for the MobiClique07 data set, the shortest-delay distribution
and cost of D-PeopleRank , and the four selected forwarding schemes. Note that,
instead of normalizing the success rate of all algorithms, we show in this figure, the
original shortest-delay distribution given by these algorithms.

D-PeopleRank outperforms the Frequency, Last Contact, and Destination Last
Contact algorithms. In fact, D-PeopleRank uses almost the same number of message
transmission (roughly 50% of the contacts used by flooding to forward data) but is
more efficient (10–15% better success delivery within a 1-hour timescale) than the
others four algorithms considered in this study. The Spray&Wait algorithm leads to a
smaller number of retransmissions, however at a price of a poor success rate. Indeed,
Spray&Wait controls the number of messages (a fixed number) in the networks.
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However, it does not use any utility function to select the next forwarding node, it
just sends the message to the first encounters. Spray&Wait success delivery is only
2% above the lower bound (obtained with the Wait Destination technique).

Note that also other versions of PeopleRank algorithms outperform the contact-
based forwarding schemes; for better readability we did not plot them in this figure.
Indeed, we have shown in Fig. 13.6, that CA-PeopleRank , and DCA-PeopleRank
outperforms the D-PeopleRank success rate which outperforms the contact-based
algorithms’ performances. We conclude that the PeopleRank algorithm efficiently
reduces the number of message retransmission while keeping the success rate close
to the optimal value. Key advantage of PeopleRank is that it avoids to retransmit
messages to people that are unlikely to meet the destination.

13.6.3 Comparison to Ranking-Based Forwarding Algorithms

To evaluate the PeopleRank algorithms with regard to ranking-based forwarding
algorithms, we next determine the results obtained with an “optimal” ranking
forwarding algorithm. Following the methodology described above, we compute
offline the sequence of optimal paths found between any source and destination
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in the network. We analyze the sequence of intermediate nodes used in delay-
optimal paths, and we compute the “best” ranking vector. The optimal ranking
algorithm then uses the “best” ranking vector and forces the forwarding to go
through the maximum identified sequence of intermediate nodes used in delay-
optimal paths. We implement this algorithm in order to compare its performance
to those given by PeopleRank algorithms. Note that, this optimal ranking algorithm
differs from the flooding algorithm since it uses a subset of nodes to transmit
data instead of using all node (flooding). However, this algorithm gives optimal
performance in its category (i.e., ranking forwarding algorithms).

Next, we compare the normalized success rate and cost of D-PeopleRank , DCA-
PeopleRank , and the optimal ranking algorithm for three data sets; MobiClique07,
SecondLife, and Hope. In Fig. 13.11, DCA-PeopleRank and D-PeopleRank lead
to very similar performance compared to the optimal ranking scheme in the
MobiClique07 data set (less than 0.5% difference between success rates). Indeed,
thanks to the explicit social input used in MobiClique07, PeopleRank algorithms
succeeded to make near to optimal forwarding decisions. However, for data sets
where the social graph is defined by implicit social relations (Hope (Fig. 13.13)
and SecondLife (Fig. 13.12)), D-PeopleRank falls of the performance obtained with
the optimal ranking schemes. But again, the additional use of contact information
improves significantly the success rate and the DCA-PeopleRank performance is
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close to the optimal ranking algorithm (success rate of DCA-PeopleRank is only
3% less than the optimal ranking for SecondLife (Fig. 13.12) and 5% for Hope
(Fig. 13.13)).

13.6.4 Cost Reduction

The cost of a forwarding algorithm, defined as the fraction of contacts involved
in the forwarding process, is very important in opportunistic networks. We have
shown that PeopleRank algorithm reduces the number of message transmission
(cost ) by a factor of 2 compared to flooding. In this section, we study more options
in order to reduce the cost of PeopleRank algorithms by a factor greater than 2.
To reduce the cost of the D-PeopleRank algorithm, we combine the algorithm
with other existing methods such as Spray&wait, TimeToLive (TTL: defined as
the maximum number of hops allowed to reach the destination), or delegation
forwarding [6]. The main idea of delegation forwarding is to associate, in addition
to the node’s rank, a threshold value to the message (initially equal to rank of the
node). With such threshold, low ranked nodes are unlikely to receive messages since
the threshold is continuously increasing.
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Fig. 13.13 Comparison of ranking forwarding algorithms in the Hope data set– success rate (main
frame) and cost (in brackets)

Figure 13.14 plots the shortest-delay distribution and the cost of D-PeopleRank
algorithm combined with a delegation forwarding, TTL = 2, and TTL = 4. When
reducing the number of replicated messages with the D-PeopleRank algorithm,
we also reduce the number of opportunities to meet the destination. However,
D-PeopleRank combined with a TTL = 4 gives near optimal performance (i.e.,
performance without any mechanism to reduce the cost). This phenomena has
already been shown in [3]; opportunistic mobile networks are characterized by a
small diameter, a destination device is reachable using only a small number of
relays under tight delay constraint. Delegation forwarding could also be effective
to reduce the number of message replicas in the network. It achieves one of the best
cost /success rate trade-offs. It reduces the number of replicas by more than 10%
(compared to D-PeopleRank) but loses only 2% of the forwarding opportunities
within 10 min timescale.

13.6.5 Fair Load Distribution

Memory and energy consumption are important for small mobile devices. To avoid
the abuse of some few nodes for message forwarding, we assume that fair share of
ressources is an important issue. PeopleRank is designed to efficiently use socially
well connected node. Theses nodes could suffer under higher message forwarding
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requests than others (less ranked). Few nodes could be very solicited which may
causes unfair capacity and ressource allocations. To emphasize this problem we
measure the fairness metric to determine the impact of damping factors on ressource
sharing in the network. We use the Jain’s fairness metric [9], denoted by F , measure
the fairness of ressource allocation in the network:

F =

( n

∑
1

xi

)2

(
n ·

n

∑
1

x2
i

) , (13.11)

where xi is the number of messages in the node i’s buffer (1 ≤ i ≤ N). The best
case is reached when F is close to 1 (fair allocation), and the worst case is given
by 1/N.

Figure 13.15 plots Jain’s fairness values F in four data sets (MobiClique07,
SecondLife, Infocom(FB), and Infocom(Int)). As noticed before, with a smaller
damping factors, PeopleRank algorithm selects nodes uniformally to forward
packets (F values are close to 1). The fairness index decreases by roughly 20% for all
the dataset studied when the damping factor d increases. Since we are not interested
in damping factors closer to zero (it gives more randomness to PeopleRank), only
5–10% of additional nodes become unfair from d equal to 0.4 to d equal to 1, and it
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is still closer to the best case (F = 1) than the worst case (given by F = 1
N = 0.03 for

MobiClique07). Similar observations are shown in the other data sets considered in
Fig. 13.15 (SecondLife, Infocom(FB), and Infocom(Int) data sets).

In reality, fairness does not necessary mean equal distribution of message replicas
among nodes in the network. In some cases, it is justifiable to use more ressources of
some nodes. However, this “unfairness” should not affect a few set of nodes. It was
shown (in using conferences data sets) that PeopleRank did not select THE best
ranked node ever to reach the destination, it just selects a “relatively” well ranked
node to reduce “efficiently” (i.e., keeping near optimal end-to-end delay and the
success ratio) the number of message replicas.

13.6.6 Summary and Limitations

The results highlight more generally the superior performance of PeopleRank
algorithm; it achieves an end-to-end delay and a success rate close to those obtained
by flooding while reducing the number of retransmission to less than 50% of the
ones induced by flooding.

These results, which are derived from three real human mobility traces and one
virtual human mobility (SecondLife) trace, are restricted to small communities
such as conferences and regions in SecondLife. However in large networks, the
transmission of messages through the most socially important people will ultimately
consume most of theirs resources.
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Fig. 13.16 Scalability issues of social-based algorithm in the Dartmouth data set

Moreover, it is hard to defend the assumption that a subset of socially well ranked
nodes will physically meet all other nodes in a large network. Such assumption was
verified in the previous sections of this chapter on small data sets regarding single
social communities. Next, we verify this assumption in a large network regarding a
multi-communities social graph.

We used the WiFi access network of Dartmouth campus [1] to consider a larger
experimental data set. This data set is especially useful for user mobility research
since it spans 200 acres (roughly 1300×1300 square meters) and over 160 buildings,
and about 550 802.11 b connectivity throughout. The data set contains logs of
client MAC addresses, and names of access points (as well as their positions). We
assume that two nodes are able to communicate if they are attached at the same
time to the same access point. Dartmouth college covers student residences, sport
infrastructures, administrative buildings, and academic buildings.

Since we are measuring, here, the scalability of PeopleRank as well as other
social forwarding algorithms (Degree-Based and Centrality-Based forwarding), we
considered an optimal scenario where the social interaction between nodes are well
correlated to their contact patterns (given by the Dartmouth campus data set). We
artificially created a social graph regarding the contact rates between nodes. We
have seen in previous observations that such accurate social inputs deal with a
“satisfactory” forwarding performances in single community data sets.

Figure 13.16 plots the normalized success rate of three social forwarding
algorithms (D-PeopleRank , Degree-Based, and Centrality-Based forwarding) with
respect to the Dartmouth data set described previously in this section. One could
notice that despite the fact that social inputs match with the contact properties of
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nodes, there are 25–55% of losses compared to Epidemic forwarding, within these
10 min timescales. In fact, in large scale networks social forwarding algorithms
loose many opportunities to reach destinations in optimal delays.

Therefore, social forwarding suffers in large scale networks networks, where
people are divided into communities. Within a community, people are more likely
to meet and interact with each others. They may be socially linked to other nodes
from other communities, however, they are unlikely to meet each other in real life.
In the next section, we present an extention of PeopleRank to deal with this issue.
Such extention is a general framework that could be integrated to most of social
forwarding algorithms in order to operate in large scale networks.

13.7 Multi-Communities Social Forwarding

Forwarding in mobile ad hoc networks faces extreme challenges from potentially
very large number of mobile nodes, very large areas, and limited communication
resources such as bandwidth and energy. Such conditions make forwarding more
challenging in large-scale networks. In the previous section, and particularly in
Fig. 13.16, we have noticed that using social inputs in large-scale areas may present
weaknesses. Our main guess is that in large-scale networks when multi-communities
may exist, social prediction has its limitations and two people socially connected
may not meet frequently because they could be long away from each others.
Let us assume that communities represents cities in real world, people could be
good friends (e.g., in Facebook); however, distances prevent these friends to meet
physically.

13.7.1 Performances Per Community

A common property of social networks are cliques, circles of friends or acquain-
tances in which every member knows every other member. First of all, we verify
the performance of PeopleRank in a single clique which we call community. In
large-scale networks, people are by default regrouped in communities. For example,
considering the Dartmouth data set (described in detail in the previous section),
users are regrouped according to this two community classifications:

• Geographic Classification: Since the dartmouth campus area is roughly 1300×
1300 square meters, people attending the campus every day are mostly visiting
the same places. Usually, these places are selected in the way that minimizes
the walking distance. To capture this classification, we looked at splitting the
Dartmouth campus area into regions (Northwest NW, Northeast NE, Southwest
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Fig. 13.17 Normalized success rate distribution PeopleRank relying on Activity-Based
Classification

SW, and Southeast SE).6 A node i belongs to a region R if it has been connected
to more access points belonging to the corresponding region compared to the
other regions.

• Activity-Based Classification: The Dartmouth College campus has over 160
buildings. Usually people visiting the campus are interested in few buildings.
People could be classified relying on their activity interests. For example, the
campus contains more than a dozen athletic facilities and fields. Most of them are
located in the southeast corner of campus. Athletic people are more likely to meet
each others and be classified in an athletic community. We consider people more
connected to athletic building’s access points as part of the athletic community.
Similarly we define academic and residential communities.

Next, we plot the normalized success rate of PeopleRank according to the two
community classifications described above: (1) Activity-Based Classification (in
Fig. 13.17), and (2) Geographic Classification (in Fig. 13.18).

Obviously, the geographic classification leads to better PeopleRank perfor-
mances. Indeed, PeopleRank achieves 92–97% of normalized success rate within
10 min timescales according to the geographic classification (in Fig. 13.18), and
90–94% within the same timescale according to the activity based classification
in Fig. 13.17. That confirms that short distances (e.g., people leaving in the same
neighborhood or region) leads to strong social ties, and relevant social classification.

6http://www.dartmouth.edu/∼maps/campus/close-ups/index.html

http://www.dartmouth.edu/~maps/campus/close-ups/index.html
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Moreover, one could notice that, in Fig. 13.17, PeopleRank achieves better
success rate performances among athletic users than others according to the activity
based classification. Relying on the athletic community, PeopleRank outperforms its
own success rate performances by roughly 3% and 5% within 10 min timescale com-
pared to respectively the academic and the residential communities. Indeed, as de-
scribed above, most of athletic buildings are located in the southeast corner of cam-
pus which leads to a combination of geographic and activity based classification.

To summarize, the previous results confirmed that PeopleRank achieved satis-
factory performances within a single community. However, it was shown, in the
previous section, that it suffers in very large communities. Next, we propose a
framework extension which helps PeopleRank to deal with this issue.

13.7.2 The Framework Extension

We were motivated by satisfactory performances of social forwarding within single
community, to propose a two step framework which could be easily integrated to
most social forwarding algorithms in order to deal with large communities issues
described above. This framework extension consists of:

• Step1: Social forwarding algorithms operate normally within the same commu-
nity. Indeed, messages will be forwarded socially toward nodes which belong to
the same community.
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• Step2: Particular nodes will operate as a bridge and circulate the message to the
other communities, and within these communities messages will be forwarded
socially (Step1). Bridge nodes are characterized by their higher mobility. To
capture mobility of nodes in the data sets, we assume that these bridge nodes
belong to multiple communities (i.e., bridge nodes are moving from one com-
munity to another). We rank bridges according to the number of communities
(BR) they belong to. For example, if we consider the geographic classification
in the Dartmouth campus data set, bridges belonging to four communities are
well ranked to bridges belonging to only two or three communities. We assume
also that bridges carrying the message forward it to other bridges according to a
non-decreasing BR (the bridge rank described above).

This two-step framework extension is easily integrated to most of social for-
warding algorithms. Next, we evaluate an extended version of PeopleRank which
integrates this framework.

13.7.3 Extended PeopleRank

We apply the previous framework extension to D-PeopleRank algorithm. Let us
consider a node S which generates a message m to a destination node D. We
assume no a priori knowledge of the destination’s community. Message m will be
forwarding to relay nodes Rii=1..k (k ≤ N − 2) if and only if:

1. Ri belongs to the same community than Ri−1, and PeopleRank(Ri)≥ PeopleRank
(Ri−1).
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2. Ri is a bridge node, and BR(Ri)≥ BR(Ri−1).

Figure 13.19 plots the normalized success rate of the extended D-PeopleRank
algorithm in Dartmouth data set. One could notice that, extended PeopleRank
outperforms the original one for all timescales (5–30% of success rate improve-
ment). Furthermore, such improvement differs from one community classification
to another. Geographic classification gives better performances than activity-based
classification; indeed, the activity-based classification in the Dartmouth campus
groups people belonging to specific buildings. However, theses buildings are not
always geographically close to each others, and then, messages send from a specific
building could take time to reach other members of the same community. Note
that, combining the two definitions of communities leads to better success rate
performance, and more than 30% improvement compared to the second definition
(see Fig. 13.19).

13.8 Concluding Remarks

In this chapter, we have introduced a social opportunistic forwarding algorithm
that uses PeopleRank metric to rank the relative “importance” of a node using a
combination of social graph and contact graph information. We have developed
centralized and distributed variants for the computation of PeopleRank . Analysis
relies on real mobility traces and the social interactions between the corresponding
participants. Evaluation and comparison to social-only and contact-only forwarding
algorithms showed that PeopleRank achieves one of the best cost /delivery success
rate trade-offs. PeopleRank algorithms achieve an end-to-end delay and a success
rate close to those obtained by flooding while reducing the number of retransmission
to less than 50% of the ones induced by flooding. Despite the fact that social
information is used as a good predictor for human mobility, social forwarding
algorithms in general, and PeopleRank in particular, suffer in large scale networks
where the social graph consists of different communities.

We believe that PeopleRank algorithm is suitable to a wide range of mobile
opportunistic networks for many reasons:

• PeopleRank is a distributed forwarding algorithm and is well suited for oppor-
tunistic networks; indeed, the lack of a central entity in such environment makes
a global forwarding decisions challenging. In practice, nodes do not have a global
view of the network, however they should rely on a local view to estimate future
transfer opportunities.

• D-PeopleRank exchanges only a small amount of information: (1) the current
PeopleRank value and (2) the number of social neighbors (as seen in Sect. 13.4).

• The damping factor used by PeopleRank is able to compensate for the mismatch
between the social graph and the contact graph. To the best of our knowledge, this
is the first work that proposes a mechanism to adjust the use of social information
for forwarding.
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• As opposed to contact-based algorithms which have to maintain updated contact
properties between all nodes in the networks, PeopleRank is able to make
forwarding decisions autonomously with local information only; it uses contact
properties to augment the social information between neighbors. Indeed, the
number of iterations performed by contact-based forwarding algorithms is
proportional to the total size of the network. However, PeopleRank reduces this
number and keeps it proportional to the social node degree.
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Chapter 14
Discount Targeting in Online Social Networks
Using Backpressure-Based Learning

Srinivas Shakkottai and Lei Ying

Abstract Online social networks are increasingly being seen as a means of
obtaining awareness of user preferences. Such awareness could be used to target
goods and services at them. We consider a general user model, wherein users could
buy different numbers of goods at a marked and at a discounted price. Our first
objective is to learn which users would be interested in a particular good. Second,
we would like to know how much to discount these users such that the entire demand
is realized, but not so much that profits are decreased. We develop algorithms for
multihop forwarding of discount coupons over an online social network, in which
users forward such coupons to each other in return for a reward. Coupling this
idea with the implicit learning associated with backpressure routing (originally
developed for multihop wireless networks), we show how to realize optimal revenue.
Using simulations, we illustrate its superior performance as compared to random
coupon forwarding on different social network topologies. We then propose a
simpler heuristic algorithm and using simulations, and show that its performance
approaches that of backpressure routing.

14.1 Introduction

The past few years have seen the rapid and global emergence of online social
networks as a medium for community interaction [14,16,32,34,35]. Their meteoric
adoption by millions of Internet users from all walks of life [7, 20], and the
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multifarious applications that have materialized on them suggest that they are likely
to evolve into a platform for fundamental social change. Indeed, one can envision a
future society in which communication, reputation, marketing, and the very molding
of societal opinions transpire on an online social networking platform.

The continued success of the medium requires a sound economic foundation
for sustainable growth – something that is missing in today’s social networks.
The method of choice to extract commercial value from an online social network is
the advertising and sale of goods and services. However, by and large, the technique
used to propagate messages is by simply flooding the network without regard to
whether participants are actually interested in the products in question. Such spam,
apart from wasting resources (e.g., bandwidth and storage space) worth billions of
dollars every year [30], has the potential to kill the social network as a whole as it
becomes difficult to distinguish relevant from irrelevant information.

Message flooding entirely ignores the fact that online social networks offer a
unique perspective into the desires and tastes of the participants. In other words, it
ignores the basic fact that makes these networks attractive to users in the first place
– being able to interact with like-minded individuals with relatively little overhead.
Further, since users of online social networks are constrained to measurable and
regulatable interactions, there exists the opportunity to implement systematically
designed learning and targeting strategies at each individual user.

Behavior of individuals in social networks has been studied qualitatively (e.g.,
[2, 8, 12, 15, 19, 27, 28]) to draw macroscopic inferences, and by using data mining
and stochastic methods (e.g., [1, 3–5, 8, 11, 12, 17, 21, 37]) to draw microscopic
inferences. However, these approaches employ centralized learning methods that
are largely agnostic to both the evolution of individual preferences on the network,
as well as the applications that the network can support. They also ignore the fact
that individuals possess information about their neighborhood, and can promote
sustainability if only they can be motivated to participate in applications. Thus,
while there has been significant progress in learning methods, relatively little
progress has been made in the joint optimization between end-user involvement,
applications, and learning on online social networks.

In this chapter, we consider an alternate view of online social networks, one
motivated by the idea that end-user involvement, learning, and applications must
be strongly coupled to each other. We consider the issue of obtaining preference
awareness in online social networks, which thrive on user-level contributions of
both informational and computational resources. Thus, we have the social network
provider that creates and runs the network, stores and advertisers that seek to identify
the ideal individuals to target their products, and end-users who both seek informa-
tion about goods and services that reflect their tastes, and possess information and
computational resources that are valuable to the stores and advertisers. A successful
sustainability model would ensure that incentives are aligned among all participants
by appropriate remuneration. The following high-level goals seem suitable in such
a scenario.
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1. Localized Information and Distributed Computation Most learning algorithms
employ centralized computation, which results in high computational complexity
and a tremendous amount of information acquisition. A range of heuristics are
utilized to simplify computation, which then results in suboptimal performance.
The algorithms that we develop should be naturally distributed, so as to allow
each individual to perform computations relatively independently. Participants
should only require information pertaining to their immediate neighbors, which
both reduces communication overhead, and allows a measure of privacy.

2. Implicit Learning Unless the purpose of the social network is to simply learn
participant behavior, the objective of learning is to utilize perception of partici-
pants’ preferences for some application. In other words, learning is not an end in
itself, but needs to be closely coupled to the application in mind. The algorithms
that we develop embrace this idea of implicit learning that is optimally targeted
towards a specific application.

3. Explicit Targeting Learning algorithms merely obtain awareness of participants’
preferences, they do not attempt to guide them in any particular direction.
However, if the learning process is able to identify participants that are most
influential in preference formation, it could potentially be used to direct the
predilections of the majority (not just those targeted) toward some particular good
or service by explicit targeting.

14.2 Optimization Decomposition and Backpressure

We are guided by ideas of optimization decomposition that effectively breaks down
optimization problems into simple, distributed computations. Global objectives
can then be achieved by properly linking local decisions based on neighborhood
information and distributed computations. Optimization decomposition has been
used in the design of communication networks [10,18,22–26,29,36,38]. We briefly
review some of the ideas presented in the work cited above, and illustrate how it
satisfies the conditions that we are keen that our algorithms should possess.

Let us first consider a utility maximization framework for a network resource
allocation problem. Suppose we have a set of traffic flows F and a set of links L .
Each flow f is defined by a traffic source s f and a traffic destination d f . A link from
node m to node n is denoted by (m,n) and each link (m,n) ∈ L has a finite capacity
cm,n. The utility that the source obtains from transmitting data with rate x f is denoted
by Uf (x f ). We assume that the utility function is continuously differentiable, non-
decreasing and strictly concave. We will see later that similar ideas apply even when
the utility function is linear. Our objective is to allocate capacity on the links such
that the sum total utility is maximized. Thus, the problem that the network faces is
the following optimization problem

max
x f
∑

f∈F

Uf (x f ), (14.1)
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Fig. 14.1 A resource allocation problem. Satisfaction of constraints implies that packets are
injected at a supportable rate. Routes need not be given a priori – each packet can find an
appropriate route

subject to the constraints

∑
f :s f =n

x f + ∑
m:(m,n)∈L

y f
(m,n) ≤ ∑

i:(n,i)∈L

y f
(n,i), ∀n (14.2)

∑
f

y f
m,n ≤ cm,n∀(m,n) ∈ L , (14.3)

x f ≥ 0, ∀ f ∈ F , (14.4)

y f
m,n ≥ 0, ∀(m,n), f , (14.5)

where y f
m,n is the rate at which link (m,n) transmits packets belonging to flow

f . Constraint (14.2) is the flow conservation constraint, i.e., all packets coming
into node n should be served eventually. Constraint (14.3) indicates that the link
capacities are finite, and the overall transmission rate of link (m,n) cannot exceed
the link capacity. The constraints form a convex set, and since the utility functions
are strictly concave, the problem has a unique solution. While there exist several
different algorithms, both centralized and distributed, that are able to solve the above
problem, we are interested in a particular method called “backpressure” [40] that is
able to learn the routes to be taken, as well as the rates of packet injection into
the network so as to maximize the total system throughput. We will illustrate the
relevance of such an approach in social networks in the next section.

The resource allocation problem above has the objective of maximizing network
utility subject to the constraint that the total transmission rate on each link is no
more than the available capacity. We consider an illustration in Fig. 14.1.

There are 3 flows S0, S1, and S2, with packet injection rates x0, x1 and x2,

respectively. Assume all have a capacity of 1 packet/time slot, and let R(d)
i j be the

fraction of time that link (i, j) is dedicated to a flow destined for node d.The network
utility maximization problem is

max
x,R≥0

2

∑
i=0

Ui(xi)
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x0 ≤ R(3)
12 (constraint at node 1 for destination node 3)

x1 ≤ R(2)
12 (constraint at node 1 for destination node 2)

R(3)
12 ≤ R(3)

23 (constraint at node 2 for destination node 3)

x2 ≤ R(2)
32 (constraint at node 3 for destination node 2)

R(3)
12 +R(2)

12 ≤ 1(capacity constraint for link (1,2)).

R(3)
23 +R(2)

32 ≤ 1(node capacity constraint for link (2,3)).

The Lagrange dual for the above problem can be written down with one Lagrange
multiplier λid at each node i for each destination d (only the non-zero λid are shown
below):

max
x,R≥0

2

∑
i=1

Ui(xi) − λ13

(
x0 −R(3)

12

)
−λ12

(
x1 −R(2)

12

)

− λ23

(
R(3)

12 −R(3)
23

)
−λ32

(
x2 −R(2)

32

)
(14.6)

subject to

R(3)
12 +R(2)

12 ≤ 1

R(3)
23 +R(2)

32 ≤ 1.

Here, we see that the maximization over x and R can be divided into two distinct
maximization problems:

max
x≥0

2

∑
i=0

Ui(xi)−λ13x0 −λ12x1 −λ32x2 (14.7)

max
Rd

i j≤1
R3

12 (λ13 −λ23)+R2
12 (λ12 − 0)+R3

23 (λ23 − 0)+R2
32 (λ32 − 0) (14.8)

The above is an illustration of a concept called optimization decomposition, wherein
a global optimization naturally breaks up into different parts, each of which can be
solved more easily.

Observe that the rate allocation problem (14.8) not only decides the fraction of
time that each hop is scheduled, but also determines the fraction of time that a
hop is dedicated to flows destined for a particular destination. In a general network
topology, no pre-fixed routes are needed, routes are implicitly determined by the rate
allocated on each link for each destination. The scheduling algorithm is a “max-
weight” algorithm, with the weight for each hop for each flow as difference in the
Lagrange multiplier at the transmitter and the Lagrange multiplier at the receiver
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Fig. 14.2 Backpressure
based routing and scheduling.
Differences in queue length
determine the packets sent on
each link at each time

on that hop. This difference is called the backpressure due to the fact that a link is
not scheduled if the Lagrange multiplier at the receiver is larger than the Lagrange
multiplier at the transmitter of the hop. Hence, the rate allocation algorithm (14.8)
is also called the backpressure algorithm.

Now, suppose that we have a system in which there is one buffer at each node
devoted to each destination. Let the values of λi,d indicate the queue length at
node i for packets destined for node d. Then (14.8) above looks like a weighted
maximization, with the difference in queue lengths (associated with a destination)
between the two nodes constituting a hop acting as weights. This effect is clear
in the first term of (14.8). The other terms relate to the final hop of the flows
for which end in a sink with zero queue length, and we have explicitly indicated
this with a 0. The maximization would result in the scheduling of hops (i, j) that
have many packets backlogged at node i. In fact, there is queue lengths can be
viewed as stochastic estimates of Lagrange multipliers. A detailed explanation of
this connection can be found in [36].

We illustrate the backpressure idea in a wireless network in Fig. 14.2. Here, we
have an additional scheduling constraint in that nodes may not transmit and receive
simultaneously. Hence, the schedule at each time needs to be an independent set on
the graph representing the wireless network. Notice that the source of each type
of packet does not matter, since routes are not determined before hand. Simply
scheduling the appropriate type of packet on each hop (subject to the scheduling
constraint) results in throughput optimal routes at equilibrium, where the packets
are classified according to their destinations.

Notice that under the backpressure algorithm, congestion at a particular node
would be transferred closer and closer to the source (where ever it is), till the source
feels the congestion due to packet buildup in its buffer. At this point we notice that
from (14.7) that since the utility function is concave, the source would need to cut
down its rate of packet generation in order to maximize system utility. Thus, the
backpressure algorithm yields a natural means of regulating the rate of injection of
packets into the system. The idea is illustrated in Fig. 14.3.

In summary, the main ideas that we take away from the network utility
maximization approach that we wish to exploit in the social network context are
the following:
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Fig. 14.3 Congestion effects
are progressively transferred
towards the source

• Implicit route determination using the backpressure algorithm.
• A natural source law that responds to the queue length one at the source.

In particular, we will consider the scenario where both users’ preferences and the
topology of the social network are not available at the coupon distributor. The
coupon distributor needs to generate the coupons at proper rates and incentive the
users to forward the coupons in a proper way so that it can extract the maximum
profit from the network. Note that a user’s preference (i.e., the number of goods
a user would buy at a marked price and discounted price) can be viewed as
the link capacities (marked and discounted) between the user and the product.
Therefore, a back-pressure-type algorithm for coupon distribution can help the
coupon distributor determine the optimal rates at which different types of coupons
should be generated and the routes these coupons should be forwarded without
knowing users’ preferences and the network topology. However, as we will see in
the next section, we need to considerably modify the algorithm in the context of
social networks.

14.3 A Coupon Routing Problem in a Social Network

Consider goods and services that are consumed periodically (say on a weekly or
monthly basis) such as movie tickets, car washes, fitness club visits and so on.
Here, we could have a high displayed (marked) price that some consumers would
be willing to pay. In order to extract maximum revenue, other consumers need to
be subsidized to some extent by using discounts such as rebate coupons. In other
words, discount coupons are used to create multiple tiers of prices for the same
good or service. Two questions immediately arise, (1) which users should be given
coupons? and (2) how many coupons should they be given? Further, the questions
have to be answered in a system in which user preferences change over time.

Both questions are hard since the seller of the good is unlikely to be aware of the
preferences of users, or possibly even of their existence. Even if the seller is aware
of a user’s interest, he must not give too many or too few discounts – too many
would reduce profits and too few would mean that the entire demand would not be
realized. As we saw in the Introduction, there are two classical methods of offering
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such incentives. The first is to flood communities of users in the hope that some of
them would use the coupons. Here, the idea is to pre-identify communities that are
not likely to buy the good without discounts. If identification is incorrect, either the
users would not use the coupons, or the wrong set of users would be discounted. The
second is to rely on self-identification of interested individuals. Here, the store gets
the users to sign up for coupons, and then judiciously sends them coupons. Such
a scheme would work only on users who do identify themselves to the store, and
might not realize the entire demand.

Both the above solutions ignore the fact that users could belong to an online
social network, and hence could obtain coupons by interacting with his or her
friends. Thus, users could forward coupons from one to the next in a multihop
fashion across the online social network. If a user is interested in the good that
the coupon represents, he or she could use it. Otherwise, the user could forward
it onwards. Allowing for coupon forwarding implies that the two questions raised
have to be modified slightly: (1) given that a user has a coupon that he does not
want, which friend should he forward it to and why? and (2) what rate should
coupons be injected into the system? Hence, we need to design a signaling scheme
that incentivizes users to somehow learn the preferences of users in such a way
that the profits of the store are maximized. An example of such a system in
practice is mGinger [31] that acts as a multihop advertising and discount distribution
system using SMS messages, with rewards being paid in a pyramidal fashion. The
motivation for multihop coupon distribution is that since user preferences change
with time, and new products are continuously introduced, it is impossible for any
store to be aware of all its potential customers. Hence, a system must learn user
preferences, which then change after a while.

In this chapter, we develop implicit distributed learning schemes based on ideas
of backpressure [40] that has been used as a throughput optimal scheme for packet
routing in multihop wireless networks [9, 13, 33, 39]. We assume that the capacity
for consumption of a good i by user j can be divided naturally into two parts –
one at at the marked (“high”) price x̂ih

j , and one at the discounted (“low”) price

x̂il
j . We assume that these values are fixed for some duration of time, and so can be

learned. The number of coupons given to the user must be carefully regulated; if it is
larger than x̂il

j , the store loses profits due to excessive discounting, while if it is less

than x̂il
j , the entire demand is not realized. We combine ideas of self-identification by

users and directed flooding through backpressure to achieve an optimal solution that
realizes the entire demand by injecting the right number of coupons, and maximizes
profit by ensuring that the users receive coupons at the optimal rate.

We then use optimization decomposition techniques in Sect. 14.6 to develop a
coupon distribution scheme consisting of three entities: (1) a store at which goods
may be purchased, (2) users connected by an online social network, and (3) a coupon
source (or sources). The behavior of these entities is as follows:

• A store sells goods i at a marked price pi, which it discounts to a price qi upon
presentation of a coupon. The store assigns a “goodness value” to each user j
that makes a purchase from it. This value determines the probability with which
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neighbors of j are rewarded for forwarding a coupon to j.1 However, all the
other users (non-neighbors of j) that are involved in the forwarding path are
guaranteed a reward. This artifice enables locality of information, as we show
later. In other words, although the discount carried by each coupon is identical,
the reward for forwarding coupons to each user j is not. The store uses a simple
up-down controller to determine the reward probability for forwarding, based on
the number of goods purchased by user j.

• All users in the system maintain a count of the number of coupons of each kind
that their neighbors possess via communication over the social network. Users
also maintain a count of the number of unrewarded coupons associated with their
neighbors by polling the relevant store. We refer to the sum of these two as the
effective coupons. Coupons can be transferred among users in a multihop fashion,
and users are incentivized to forward coupons in the direction of lowest effective
pressure, i.e., to a neighbor who has the smallest number of effective coupons.
This controller is similar in nature to a backpressure controller.

• Finally, the coupon source generates coupons of different kinds (corresponding
to different goods), and sends them to users that have identified themselves as
interested in receiving particular kinds of coupons. The source chooses to send
coupons using a threshold controller, which generates new coupons when the
effective pressure is less than a certain threshold.

We prove that the system using this backpressure-based coupon distribution
evolves with time to attain the maximum profits by ensuring that each potential
consumer obtains exactly the right number of coupons. The system is distributed
and each user only requires information associated with his or her neighbors. Thus,
it succeeds in achieving light-weight learning framework, in which exploring for
user capacity and exploiting existing capacity go hand-in-hand.

We then consider a simpler heuristic algorithm in Sect. 14.7, that is based on the
delay in obtaining rewards. This delay-based algorithm does not require information
exchange between users. At any time, users simply forward coupons to that neighbor
for whom the delay experienced between forwarding a coupon and obtaining a
reward for that coupon is the smallest. This algorithm inherently captures the idea
of backpressure, although it is at a coarse level.

Our final scheme is even simpler, and consists of random coupon distribution.
Here, each user randomly forwards coupons to its neighbors in the hope of finding
correct paths. This system does not learn user preferences. We use this algorithm to
test the efficacy of our other algorithms.

We simulate the distribution schemes in Sect. 14.8 on different topologies
to compare their performance. We show that the backpressure-based scheme
achieves near-optimal revenue, while the delay-based scheme performs acceptably

1Throughout this chapter, we use the word reward to denote remuneration for forwarding coupons,
and the word discount to denote remuneration for redeeming coupons (when purchasing goods) at
a store.
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well. Further, both schemes significantly outperform the randomized scheme, thus
making a strong case for backpressure based targeted coupon delivery in online
social networks.

14.4 System Model

Network model: We consider an online social network structure as shown in
Fig. 14.4. Denote by N the set of nodes and L the set of links. There are three
different node types – a coupon distributor, users, and a store – in the network. The
links represent social connections. A link from a coupon source to a user represents
the idea that the user has registered with the source to receive its coupon periodically.
A link from a user to a product means that the user buys that product periodically.
The links between users are assumed to be bidirectional, and represent friendship
between the connected users. In this chapter, we assume that the coupon sources
and the store are managed by the same entity. We use s to denote the store and d to
denote the coupon distributor. We define S to be the set of products and Bi is the
set of users who will buy product i.

We consider a synchronized slotted-time system. We define μ j to be the coupon
transmission capacity of node j, which is the maximum number of coupons user j
can send out in one time-step. We also impose the constraint that a user can buy a
discounted product only if a coupon is presented.
Two-capacity model for user demands: We assume that users naturally have a
maximum number of goods that they would buy at the marked price, x̂ih

j , and

number of goods that users would buy at the discounted price, x̂il
j . Note that either of

these quantities could be zero. We further define bi
j = x̂ih

j + x̂il
j . These values can be

thought of as the capacities associated with a user. We consider two different time
scales in this chapter. The small time scale t is the one in which purchases are made
and coupons are delivered. The large time-scale, consisting of T small time slots, is

Fig. 14.4 A coupon distribution system. Coupons originate at the coupon source, follow a
multihop forwarding path, and are finally spent at a store
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the buying interval after which the customers start afresh. Since the users have the
incentive to buy a product with a low price, we assume that the x̂ih

j , associated with
the high price goods could be used to buy low priced goods as well. Specifically,
during each large time scale, if the user were given no more than bi

jT coupons, he
would use them all and buy bi

jT goods.

Note that if a user were given more than x̂il
j T coupons, the store would not extract

the maximum extractable revenue. If he were given less than x̂il
j T coupons, he would

not buy enough discounted goods, which reduces the profit of the store as well. A
store that is unaware of these two capacities needs to probe customers in order to
find their true potential, and neither supply too few or too many coupons. In what
follows, we present a distributed solution that automatically explores for and attains
the capacity of users, thus achieving the profit maximizing solution. The notations
used in this chapter are summerized in the following table.

N Set of nodes
L Set of links
s Store
d Coupon distributor
S Set of products
Bi Set of users buying product i
μ j Transmission capacity of node j
pi Market price of produce i
qi Discounted price of product i
x̂ih

j Number of type i goods that user j would buy at the marked price

x̂il
j Number of type I goods that user j would buy at the discounted price

bi
j x̂ih

j + x̂il
j

yi
(m,n) The average number of valid type-i coupons sent from user M to user n in a time slot

γ i
j Target coupon usage rate at the large time scale

Qi
j[t] Number of type i coupons user j has at a finer time-step t

Q̃i
j[t] Number of unrewarded type i coupons corresponding to customer j

α i Reward for a type i coupon
Θ i[t] Number of type i coupon generated at time slot t by the coupon distributor

14.5 Profit Maximization

Consider the profit made by the store. We say a coupon is valid if it is eventually
used to purchase a product. We denote by yi

(m,n) the average number of valid type-i
coupons sent from user m to user n in a time slot. The profit the store extracts from
user j is

qiyi
( j,s) + pi min

{
x̂ih

j ,b
i
j − yi

( j,s)

}
.
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Thus, the maximum profit the store can extract is defined by the following
optimization problem:

OPT 1:

max ∑
i∈S
∑

j∈Bi

(
qiyi

( j,s) + pi min
{

x̂ih
j ,b

i
j − yi

( j,s)

})
(14.9)

s.t. ∑
i∈S

∑
j:(m, j)∈L , j �=s

yi
(m, j) ≤ μm,∀m ∈ N (14.10)

∑
j:(m, j)∈L

yi
(m, j) = ∑

n:(n,m)∈L

yi
(n,m)∀m ∈ N (14.11)

yi
(m, j) = 0 if m ∈ Bi and j �= s, (14.12)

where (14.10) is the capacity constraint, which indicates node m cannot send more
than μm coupons in a time-slot, (14.11) is the flow-conservation constraint for the
coupons, and (14.12) indicates that user j will not forward type-i coupons to his/her
neighbors if he/she uses type-i coupons.

To extract the maximum revenue, we need to distribute coupons to the users.
There are two difficulties in distributing the right number of coupons to the users:

(1) The optimal
(

x̂ih
j , x̂

il
j

)
is unknown at the store, and needs to be identified.

(2) Since all users interested in a product may not be registered to directly receive
coupons, they might need to receive such coupons via the social network. The
store cannot directly control the number of coupons sent to such users.

To tackle these two difficulties we develop a two time-scale coupon distribution
scheme in the next section.

14.6 Coupon Distribution

In this section, we develop an implicit distributed learning scheme based the idea of
backpressure routing/scheduling [40]. Our algorithm consists of two control loops
that operate at the small time scale and the large time scale. The purpose of the
control loops is as follows:

1. Choice of Coupon Forwarding Reward Rate: At the large time scale, each
store must adapt the target rate γ i

j for the next buying interval using the
information gathered about the customers’ preferences over the past intervals.
In our algorithm, γ i

j is an estimate of x̂il
j . As discussed in Sect. 14.4, if γ i

j is set
too low, customer j may not purchase all the goods that he potentially could, and
if γ i

j is too high, customer j may be being discounted excessively and the store is
not extracting the maximum extractable revenue.
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2. Coupon Routing at Target Rate: At the small time scale a store assigns to a
rate of coupon delivery γ i

j to each product i and each customer j that purchases
goods from it. The purpose of this control loop is to ensure that the customer
would indeed receive discount coupons at this target rate. Mathematically,
we will guarantee that the coupon distribution algorithm solves the following
optimization problem:

OPT 2:

max ∑
i∈S

qi

(
∑

j∈Bi

yi
( j,s)

)
(14.13)

s.t. ∑
i∈S

∑
j:(m, j)∈L , j �=si

yi
(m, j) ≤ μm,∀m ∈ N (14.14)

∑
j:(m, j)∈L

yi
(m, j) = ∑

n:(n,m)∈L

yi
(n,m)∀m ∈ N (14.15)

yi
( j,s) ≤ γ i

j ∀ j, i (14.16)

yi
(m, j) = 0 if m ∈ Bi and j �= s. (14.17)

To show the correctness of the proposed algorithm, we first need the following
straightforward lemma.

Lemma 14.1. Given that γ i
j = x̂il

j for all i and j, OPT 1 is equivalent to OPT 2.

Proof. First, it is easy to verify that the optimal solution satisfies yi
( j,s) ≤ xil

j because
otherwise, the store can extract more profit by reducing the number of coupons sent
to user j. Based on that, OPT 1 can be re-written as

OPT1 : max ∑
i∈S
∑

j∈Bi

(
qiyi

( j,s) + pix̂ih
j

)

s.t. ∑
i∈S

∑
j:(m, j)∈L , j �=si

yi
(m, j) ≤ μm,∀m ∈ N

∑
j:(m, j)∈L

yi
(m, j) = ∑

n:(n,m)∈L

yi
(n,m)∀m ∈ N

yi
( j,s) ≤ xil

j

yi
(m, j) = 0 if m ∈ Bi and j �= s.

Since x̂ih
j are constants, the objective is equivalent to

max ∑
i∈S
∑

j∈Bi

(
qiyi

( j,s)

)
= max ∑

i∈S

qi

(
∑

j∈Bi

yi
( j,s)

)
.

Thus, the lemma holds.

Next, we develop a distributed coupon routing algorithm that solves OPT 2.
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14.6.1 Small Time Scale Control: Backpressure Coupon Routing

We first introduce the coupon management scheme which consists of three parts: (1)
each user maintains a per-product queue, and monitors the lengths of the queues; (2)
store rewards the neighbors that forwarded type i coupons used by each customer j
at a rate γ i

j , and monitors the number of unrewarded coupons at each customer2; (3)
coupon distributor i monitors the number of coupons she has not yet sent out, and
generates additional coupons based on this value.

A1: Coupon Management:

(1) Per-product queues are maintained at each user, and the number of type i
coupons user j has at a finer time-step t is denoted by Qi

j[t]. Thus, the dynamics
of Qi

j[t] is as follows: If j �∈ Bi, then

Qi
j[t + 1] =

(
Qi

j[t]+ ∑
m:(m, j)∈L

yi
(m, j)[t]− ∑

n:( j,n)∈L

yi
( j,n)[t]

)+

;

otherwise

Qi
j[t + 1] = Qi

j[t]+ ∑
m:(m, j)∈L

yi
(m, j)[t]− yi

( j,s)[t],

where

yi
( j,s)[t] = min

{
Qi

j[t]+ ∑
m:(m, j)∈L

yi
(m, j)[t],

(
bi

jT −
t−1

∑
τ=0

yi
( j,s)[τ]

)+}
,

i.e., user j will use up all available coupons unless she has already bought
enough (bi

jT ) products.
(2) Store maintains a queue for unrewarded coupons corresponding to each of

product i and its customers j. We may think of these as virtual coupons that are
used to maintain a pressure on j’s neighbors. Note that it is only the neighbors
of j that are not rewarded for forwarding these coupons, the rest of the users
involved in forwarding coupons would be guaranteed a reward (and, of course,
j has already redeemed these coupons for a discount). The rewarding scheme
will be describe in a detail later. This measure ensures that pressure against
forwarding coupons to a particular customer is maintained adjacent to the cus-
tomer, and not at arbitrary queues in the network. Denote by Q̃i

j[t] the number

2Recall that these are coupons that have been redeemed for a discount by j, but the neighbors of j
who forwarded these coupons have not been rewarded.
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of such unrewarded coupons corresponding to customer j. This is essentially a
“virtual queue” that will be used to enforce constraint (14.16). We have

Q̃i
j[t + 1] =

(
Q̃i

j[t]+ yi
( j,s)[t]− γ i

j

)+
,

where γ i
j is the coupon forwarding reward rate for neighbors of customer j.

(3) Coupon distributor d maintains a separate queue for each type of coupons that
have not been sent out. The length of the queue is denoted by Q̃i

d [t] for each
product i. We have

Qi
d [t + 1] =

(
Qi

d [t]+Θ
i[t]− ∑

j:(di, j)∈L

yi
(d, j)[t]

)+

,

where Θ i[t] is the number of new type i coupons generated by coupon
distributor i at time t.

(4) We also assume that when user j receives a type i coupon such that j �∈ Bi,
user j will insert her identity and the coupon queue length Qi

j[t] in the coupon
before sending the coupon to her neighbor. This information allows the store to
reconstruct path and reward the coupon relays based on Qi

j[t].

In our system, the stores need to reward coupon forwarding in order to motivate
users to forward coupons to their friends. The efficiency of a coupon distribution
scheme is determined by: (1) the incentive scheme that the store use and (2) the
users’ decisions under the incentive scheme. Next, we propose a coupon rewarding
scheme, under which a rational user will distribute the coupons according to a
backpressure policy. The optimality of the coupon distribution scheme will be
proved in Theorem 14.1.

A2: Reward Scheme for Coupon Forwarding: Store rewards the users involved
in forwarding each used type i coupon with a total of α i dollars. We assume that
α i is fixed and is such that the store still makes a profit, i.e., we do not optimize
over α i. Consider a specific coupon associated with product i, and assume R is the
path (consisting of the sequence of transmissions used to distribute the coupon) over
which the coupon was transferred. Then node m gets a reward

(
Qi

m −Qi
n:(m,n)∈R

)+ α i

∑l∈R

(
Qi

s(l)−Qi
r(l)

)+ , (14.18)

where l is a link on path R, s(l) is the sender, and r(l) is the receiver. Note that this
queue length information is inserted by the users before they forward the coupons
to their neighbors. Furthermore, note that the amount of reward user m obtains is
proportional to the queue difference. The idea is to motivate user m to send her
coupon to a neighbor who has the least number of coupons and hence is most likely
the one who needs the coupon. Under this scheme, the user has the motivation to
follow the backpressure-like coupon distribution scheme.
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A3: User Behavior:

(1) First, if node j is interested in buying product i, then user j uses all available
type i coupons up to her purchasing limit bi

j. Thus, at finer time-step t, user j

purchases yi
( j,s)[t] products with coupons such that

yi
( j,s)[t] = min

{
Qi

j[t]+ ∑
m:(m, j)∈L

yi
(m, j)[t],

(
bi

jT −
t

∑
τ=0

yi
( j,s)[τ]

)+}
.

We assume that user j never forwards type-i coupons to her neighbors if user
j buys product i.

(2) If user j is not a customer buying product i, then user j needs to distribute type
i coupons to her neighbors. We assume that at the beginning of finer time-step
t, user j requests Qi

m[t] if user m is her neighbor, and also polls the store to
obtain Q̃i

m[t]. Since the amount of coupon forwarding reward is determined by
the queue difference as described in (14.18), user j selects a coupon type i∗ and
neighbor m∗ such that

(i∗,m∗) ∈
arg max

(i,m)∈L

(
Qi

j[t]+ Q̃i
j[t]−Qi

m[t]− Q̃i
m[t]
)
,

and transfers min
{
μ j,Qi∗

j [t]
}

of type i∗ coupons to node m∗.
Note that Q̃i

m[t] is the number of coupons used by user m but have not been
rewarded yet, so Q̃i

m[t] = 0 if user m is not a customer buying product i. A store
maintains this unrewarded coupon queue to prevent a customer receiving too
many coupons. When user j uses too many coupons, the unrewarded coupon
queue becomes large. After a neighbor of user j finds a large Q̃i

j[t], the neighbor
realizes that user j has received too many coupons and the store might not
reward him for forwarding coupons to user j. Then the neighbor will stop
forwarding more coupons to user j.

A4: Coupon Generation Scheme: The coupon distributor needs to decide the
number of coupons to inject into the network. We assume that coupon distributor
generates μd type-i coupons when Qi

d [t]≤ QTqi, and zero type-i coupon otherwise.
Here, QT is a constant threshold value. In other words,Θ i[t] = μd if Qi

d [t]≤ QTqi,
andΘ i[t] = 0 otherwise.

In the following theorem, we analyze the performance of the backpressure
coupon routing, and prove that

Theorem 14.1. Assume that γ i
j ≤ bi

j for all i and j. Under the coupon management,
coupon rewarding and generating scheme, and user behavior defined above, we
have

lim
QT→∞

lim
T→∞

∑T
t=1Θ i[t]

T
=

(
∑

j∈Bi

y̌i
( j,s)

)
, (14.19)
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and

lim
QT→∞

lim
T→∞

∑T
t=1 yi

( j,s)[t]

T
= y̌i

( j,s), (14.20)

where y̌ is the optimal solution of OPT 2.

Proof. The analysis follows the Lyapunov drift used in [13, 33, 39]. Define Q[t] =
{Qi

j[t], Q̃
i
j[t]} j∈N ,i∈S . It is easy to verify that Q[t] is a Markov chain. Further,

given γ i
j ≤ bi

j for all j and i, we can obtain that for any j ∈ Bi, the following
holds

Qi
j[t + 1]+ Q̃i

j[t + 1] =

(
Qi

j[t]+ Q̃i
j[t]+ ∑

m:(m, j)∈L

yi
(m, j)[t]− γ i

j

)+

.

Next, consider a Lyapunov function such that

V [t] =
1
2 ∑i∈S

∑
j∈Bi

(
Qi

j[t]+ Q̃i
j[t]
)2
.

Following the analysis in [13], it can be shown that there exists B > 0, independent
of Q[t], such that

E [V [t + 1]−V [t]|Q[t]]≤ B+ ∑
i∈S

Qi
d [t]E

[
Θ i[t]− ∑

j:(d, j)∈L

yi
(d, j)[t]

∣∣∣∣∣Q[t]

]

+ ∑
i∈S , j �=d

(
Qi

j[t]+ Q̃i
j[t]
)

E

[(
∑

m:(m, j)∈L

yi
(m, j)[t]− ∑

n:( j,n)∈L

yi
(n, j)[t]

)∣∣∣∣∣Q[t]

]
.

Letting Θ̌ i = ∑ j:(d, j)∈L y̌i
( j,d), where y̌i

( j,d) is the optimal solution to OPT 2, we
further obtain that

E [V [t + 1]−V [t]|Q[t]] = B1 + ∑
i∈S

(
Qi

d [t]−QTqi)E
[
Θ i[t]−Θ̌ i

∣∣Q[t]
]

+ ∑
i∈S

Qi
d [t]Θ̌

i −∑
j

∑
m:( j,m)∈L

∑
i∈S

yi
( j,m)[t]×

(
Qi

j[t]+ Q̃i
j[t]−Qi

m[t]− Q̃i
m[t]
)
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Next, we have that

∑
( j,m)∈L

∑
i∈S

yi
( j,m)[t]

(
Qi

j[t]+ Q̃i
j[t]−Qi

m[t]− Q̃i
m[t]
)

≥(a) ∑
( j,m)∈L

∑
i∈S

y̌i
( j,m)

(
Qi

j[t]+ Q̃i
j[t]−Qi

m[t]− Q̃i
m[t]
)≥ ∑

i∈S

Qi
d [t]Θ̌

i,

where inequality (a) holds due to backpressure routing, and

(
Qi

di
[t]−QTqi)(Θ i[t]−Θ̌ i)≤ 0

holds according to the definition of the rate controller. Thus, according to the
Foster’s criterion, we can conclude that Q[t] is positive recurrent, which implies
that limt→∞E[V [t]]< ∞.

Since Q[t] is positive recurrent, we further have

1
T
(E [V [T ]]−E [V [0]])

=
1
T

T

∑
t=1

(E [E[V [t]|Q[t]]]−E [E [V [t − 1]|Q[t − 1]]])

≤ B1 +∑
i

QTqi
(
∑T

t=0Θ i[t]
T

−Θ̌ i
)
,

which implies that

∑
i

qi
(
Θ̌ i − ∑T

t=0Θ i[t]
T

)
≤ B

QT
+

E [V [T ]−V [0]]
T

.

Note that

∑
i

qi
(
Θ̌ i − ∑T

t=0Θ i[t]
T

)
≥ 0,

because the network is stable and the Θ̌ i is the optimal solution to OPT 2. Thus, we
have that

0 ≤∑
i

qi
(
Θ̌ i − lim

T→∞

∑T
t=0Θ i[t]

T

)
≤ B

QT
,

which leads to equality (14.19). Furthermore, since the queues are stable, so when
T → ∞, almost all coupons are consumed, which implies that equality (14.20).
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The algorithm is similar to that proposed in [33]. Note that although the theorem
is an asymptotic result, the algorithm itself works for any value of T. A finite value
of T may result in a sub-optimal solution. In our simulations, we choose T = 300
and the final coupon allocation is very close to the optimal.

14.6.2 Large Time Scale Control: Coupon Rate Selection

We assume that the algorithm for coupon delivery at the small time scale converges
quickly to the target rate, and now consider how to choose this target rate. Recall that
our means of implementing coupon delivery at rate γ i

j is to reward the neighbors of
a customer j for forwarding coupons to j at rate γ i

j. In this section all dynamics take
place at the large time. Thus, we have the sequence of target rates γ i

j[0], · · · ,γ i
j[k−

1],γ i
j[k],γ i

j[k + 1], · · · , and the large time scale algorithm needs to guarantee that

limk→∞ γ̂ i
j[k] = x̂il

j .

Denote by zih
j [k] and zil

j [k] the number of goods i that user j buys from store in
the interval [k,k + 1] at the marked price and the discounted price, respectively.
Let the total number of goods purchased in the interval [k,k + 1] be denoted
zi

j[k] = zih
j [k] + zil

j [k]. Further, denote the difference in purchases made by user j

over intervals [k,k + 1] and [k − 1,k] by Δzi
j [k] = zi

j [k]− zi
j [k − 1] corresponding

to a difference in the coupon delivery rate Δγ i
j[k] = γ i

j[k]− γ i
j[k − 1]. We first

intuitively understand the four possibilities associated with Δγ i
j[k],Δxi

j [k] (assuming
that Δγ i

j[k] is small):

• Δγ i
j [k]< 0 and Δzi

j[k] = 0 : This implies that γ i
j[k]≥ x̂il

j and the user is receiving
more coupons than he can use. We need to ensure γ i

j[k+ 1]< γ i
j[k].

• Δγ i
j [k] < 0 and Δzi

j[k] < 0 : This implies that γ i
j[k] < x̂il

j and the user is not
receiving enough coupons to realize the maximum possible number of purchases.
We need to ensure γ i

j[k+ 1]> γ i
j[k].

• Δγ i
j [k]> 0 and Δzi

j[k] = 0 : This implies that γ i
j[k]≥ x̂il

j and the user is receiving
more coupons than he can use. We need to ensure γ i

j[k+ 1]< γ i
j[k].

• Δγ i
j [k] > 0 and Δzi

j[k] > 0 : This implies that γ i
j[k] < x̂il

j and the user is not
receiving enough coupons to realize the maximum possible number of purchases.
We need to ensure γ i

j[k+ 1]> γ i
j[k].

Note that an increase in the coupon rate cannot cause a decrease in the number
of purchases. A simple controller that takes into account all the four possible
conditions is

γ i
j[k+ 1] = (γ i

j[k]+ δ )χ{Δγ i
j[k]Δ zi

j [k]>0}+(γ i
j[k]− δ )χ{Δγ i

j[k]Δ zi
j [k]=0}. (14.21)
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Here, δ > 0 is a constant small amount by which we increase or decrease γ i
j. We can

now easily prove that the controller converges to within δ/2 of the desired value
of γ̂ i

j.

Theorem 14.2. Under the time scale separation assumption, using the controller
(14.21) we have

lim
k→∞

|γ i
j[k]− x̂il

j | ≤ δ/2 ∀ i ∈ S , j ∈ R.

Proof. We use a Lyapunov argument, with the Lyapunov function

J[k] =
(
γ i

j [k]− γ̂ i
j

)2
.

Then we have

J[k+ 1]− J[k] = (γ i
j [k+ 1])

2
+(γ̂ i

j)
2 − 2γ̂ i

jγ
i
j[k+ 1]

− (γ i
j[k])

2 − (γ̂ i
j)

2
+ 2γ̂ i

jγ
i
j[k] =

(
γ i

j[k+ 1]− γ i
j[k]
)(
γ i

j[k+ 1]

+ γ i
j[k]− 2γ̂ i

j

)

We have two cases.

Case I: If Δγ i
jΔzi

j [k]> 0, i.e., γ i
j[k]< γ̂ i

j, we have from (14.21)

J[k+ 1]− J[k] = δ (2(γ i
j[k]− γ̂)+ δ ),

which is non-positive except in γ i
j[k]− γ̂ i

j ∈ [−δ/2,0].

Case II: Δγ i
jΔzi

j[k] = 0, i.e., γ i
j[k]≥ γ̂ i

j, we have from (14.21)

J[k+ 1]− J[k] =−δ (2(γ i
j[k]− γ̂)+ δ ),

which is non-positive except in γ i
j[k]− γ̂ i

j ∈ [0,δ/2].
Thus, the system is globally asymptotically stable and γ i

j − γ̂ i
j will converge to

the interval [−δ/2,+δ/2].

Note that when δ is smaller enough and the algorithm starts with a small γ i
j[0],

we can guarantee that γ i
j[k] ≤ bi

j for all k. Combining Lemma 14.1, Theorem 14.1
and Theorem 14.2, we conclude that the number of coupons consumed under the
two time-scale algorithm converges to the optimal solution to OPT 1.
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14.7 Delay-Based Coupon Forwarding

Suppose that the store rewards relays only after a coupon has been used to make
a purchase. The insight that we obtain from the optimality of backpressure is the
following:

• If coupons are not used on a particular path, queues build up. This would cause
the average delay in being rewarded to all relays on the path to increase.

• If a higher rate of coupons than that set by the store are transferred along a
path, the store does not reward the relays for some fraction of coupons and
virtual coupons build up. Again, this would mean that the average delay in being
rewarded to all relays on the path would increase.

The observation immediately suggests that perhaps a simpler algorithm would be to
replace the backpressure based user control of Sect. 14.6 A3 with a much simpler
scheme. Users need only to keep track of the average delay experienced in obtaining
rewards when they forward coupons to each of their neighbors. They choose to
forward coupons to that neighbor who has the lowest such delay. The scheme is
intuitively incentive compatible, since users might want to obtain rewards as soon
as possible. Thus, we may replace the reward scheme of Sect. 14.6 A2 with an equal
reward for all users in the path.

However, a few further additions are required to construct a workable heuristic
algorithm. The first addition stems from the fact that under backpressure, if a user
finds that all her neighbors have larger effective queue lengths than herself, she does
not forward coupons to any of them. The equivalent in the delay based regime would
be to simply choose a threshold value of delay (e.g., DU ), and refuse to forward
coupons to any neighbor that yields a delay larger than this threshold.

The second addition is that while keeping track of delays, even small differences
in delays could result in a particular user being ignored entirely. Hence, instead of a
hard comparison between the delays of different options, we soften the comparison.
For example, if neighbors 1 and 2 of a node yield delays d1 and d2, we consider
both as equally lucrative options if |d1 − d2| ≤ DT, where DT is a constant delay
threshold. Our expectation is that this simplified algorithm would perform almost as
well as the backpressure-scheme.

Based on the observations above, we propose the following delay-based coupon
forwarding to replace the user control of Sect. 14.6 A3 for all coupons in which user
i is not interested.

Delay-based coupon forwarding: Consider product j that user i is not interested.
Denote by Di

m(t) the average delay experienced in obtaining rewards when user j
forwards type i coupons to neighbor m. User i keeps track Di

m(t) for all neighbors.
At time step t, user j first selects type i∗ coupon such that

i∗ ∈ argmin
i

min
m:( j,m)∈L

Di
m(t)
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and a subset of neighbors associated with type i∗ coupon

K i∗
j =

{
m :

∣∣∣Di∗
m (t)−minm:( j,m)∈L Di∗

m

∣∣∣≤DT

Di∗
m (t)≤DU ,( j,m)∈L

}
.

Then user j sends

min
{

Qi∗
j (t),μ j(t)

}
|K i∗

j | ,

number of type i∗ coupons to each of the neighbors in K i∗
j .

Remark: Backpressure based user control requires a user to obtain the lengths of
coupon queues from her/his neighbors and from the store. Delay-based coupon
forwarding, on the other hand, does not require any information exchange among the
users. Each user makes decisions based on her/his own information history, which
results in a much smaller communication overhead as compared to backpressure
based user control. Further, unlike backpressure, the reward given to every user in
the path of a coupon can be identical.

14.8 Simulation Results

We simulate our coupon distribution system on different network topologies to study
the validity of our schemes. For the sake of comparison, we also create a third
coupon distribution system in which coupons are forwarded by relays randomly to
their neighbors. This would indeed be the case if multihop coupon distribution were
allowed without incentives for forwarding in any particular direction. Intuitively,
such a distribution scheme should over-distribute coupons, since the distributor
receives no feedback. Recall that each large-scale time slot consists of T small time
slots.

14.8.1 Simple Tree Topology

A simple tree topology is illustrated in Fig. 14.5. There is a single coupon source,
two relays, six leaf nodes (customers), and one store. Relays may choose one of their
neighbors to forward coupons to at each time instant. Each customer j has a different
value of x̂l

j and x̂h
j . At each time instant t, users utilize all the coupons that they

possess if the cumulative number of purchases made is less than
(

x̂l
j + x̂h

j

)
T. Once

this is done, they purchase a random number of additional goods at the marked price,
as long as it is rational to do so (i.e., either ∑t

τ=0 xl
j[t]≤ x̂l

jT and ∑t−1
τ=0 xh

j [τ]≤ x̂h
jT ,

or ∑t
τ=0 xl

j[τ]+∑
t−1
τ=0 xh

j [τ] ≤ bi
jT and ∑t−1

τ=0 xh
j [τ] ≤ x̂h

jT ). Users repeat this process
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Fig. 14.5 Simple tree
topology. This topology is
used to verify that the
algorithms perform as
designed. Coupons are
forwarded from top to
bottom, from parent nodes to
child nodes, and finally arrive
at the store

1 2

3 4 86 75

Store

Coupon
Source

until the end of the small time period T = 300. At the last instant t = T − 1, if
∑T−2
τ=0 xh

j [τ]≤ x̂h
jT , user j purchases x̂h

jT −∑T−2
τ=0 xh

j [τ] goods.
We first verify that the small time scale dynamics of backpressure is able to

distribute the correct number of coupons to any user j. The capacities of all the relay
links are set to 300 coupons per unit time. We illustrate the trajectory of purchases
made by user 3 who has x̂l

3 = 50 and x̂h
3 = 60 over a time interval T = 300 units in

Fig. 14.6. For purposes of illustration, we assume that γ3 = x̂l
3 = 50. In other words,

we set the reward rate for coupon forwarding by neighbors of user 3 exactly equal
to the average rate at which the user 3 should be given coupons in order to extract
maximum revenue. The objective is to test whether the backpressure scheme would
achieve this target. We see in Fig. 14.6 that the backpressure scheme indeed gives
the right number (and rate) of coupons to the user, ensuring that xl

3[T ] = 50 and
xh

3[T ] = 60.
We now simulate all three schemes (small and large time scales) and the results

are as follows. Figure 14.7(a) shows the fractional error in high and low price
purchases made by user 3, as compared to x̂h

3 and x̂l
3 for the delay based-scheme.

We notice that there is a significant error, which is likely to impact the revenue
generated by this scheme negatively. We plot the same quantities when we use
the backpressure-scheme in Fig. 14.7(b). The scheme quickly converges, causing
the errors to be small. Hence, we expect the revenue generated by this scheme
to be close to optimum. Finally, we plot the same for the delay-based scheme in
Fig. 14.7(c). For this scheme, we chose the cut-off threshold to be T/8 and the
acceptable delay difference to be 15%. We observe that the error of this scheme lies
in-between that of the other two schemes, which implies that its revenue generation
potential is likely to be in-between the other two schemes.

Finally, we plot the total revenue obtained by the store for the three different
schemes, and compare them to the maximum possible revenue in Fig. 14.8. The
upper bound is the value ∑ j px̂h

j + qx̂l
j, which is the maximum extractable revenue.

We see that the randomized algorithm does significantly worse than backpressure
as well as delay-based schemes. Even accounting for the fact that a constant part
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Fig. 14.6 An example trajectory for user 3 over the small time scale. The solid line indicates
purchases made at the marked price, while the dashed line indicates discounted purchases. The
user has x̂l

j = 50 and x̂h
j = 60. In this example, we have set (for illustration) γ j = x̂l

j = 50, i.e., the
reward rate for coupon forwarding is known exactly, and we see that the user receives exactly the
right number of coupons

of the revenue would have to be used to incentivize the scheme, the performance
improvement is still significant, although the delay-based scheme performs worse
than backpressure.

14.8.2 Power Law Topology

We now consider a scale-free network where the node degree distribution follows a
power-law topology, i.e., the fraction of nodes having degree k is approximately
ck−γ for some constants c and γ, where γ is between 2 and 3 typically. Scale-
free networks bear a closer resemblance to real-world social networks such as
citation networks and collaboration networks. In this simulation, we evaluate the
performances of the proposed algorithms using a scale-free network. The graph
consists of 100 nodes, and is constructed using preferential-attachment [6] with
each entering node connecting to two others with probability proportional to the
current degrees of the target nodes, as illustrated in Fig. 14.9. Once the topology
has been generated, nodes are connected to the coupon source independently with
probability 0.2. Finally, nodes are labeled as relays or customers independently
with probabilities 0.7 and 0.1, respectively. Customers have arbitrary spending
capacities. We show the upper bound and the performance of the three schemes in
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Fig. 14.7 Example
trajectories of fractional
errors (as compared to x̂h

3 and
x̂l

3) in the number of goods
bought by user 3 at the
marked and discounted price.
(a) Random Distribution
(b) Backpressure Distribution
(c) Delay-based Distribution
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Fig. 14.8 Trajectory of revenue obtained by the store using different schemes. The upper bound
is the maximum possible revenue, while the other trajectories correspond to our three schemes

Fig. 14.9 Preferential
attachment: Entering nodes
join two other nodes with
probability proportional to the
degrees of the target nodes

New
node

Old Network

Preferentially
chosen nodes

Fig. 14.10. Backpressure clearly performs the best, followed by the delay-based and
random schemes. The results indicate that using such coupon distribution schemes
could significantly increase the revenue obtained.

14.9 Conclusion

We developed distributed schemes for targeted coupon delivery using online social
networks. The objective was to create a two-tier price structure for maximum
revenue extraction by selective discounting. We designed systems that allow users to
obtain coupons from their neighbors, and incentivize these neighbors by rewarding
them for coupon forwarding. We proved how backpressure ideas could be used to
achieve a optimal solution, and also how to use it to obtain a simpler (albeit less
efficient) scheme. Future work includes dealing with potential malicious users and
a testbed implementation.
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Fig. 14.10 Trajectory of revenue obtained by the store using different schemes for the power-law
topology
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Social-Aware Data Diffusion in Delay
Tolerant MANETs

Yang Zhang, Wei Gao, Guohong Cao, Tom La Porta,
Bhaskar Krishnamachari, and Arun Iyengar

Abstract Most existing mobility-assisted data access techniques in delay tolerant
mobile ad hoc networks (DT-MANETs) are designed to disseminate data to one
or several particular destinations. Different from these works, we study the data
diffusion problem which diffuses data among all moving nodes so that the nodes that
are interested in this data item can get it easily either from their encountered friend
nodes or stranger nodes. To reduce the data access delay, we introduce four social-
aware data diffusion schemes based on the social relationship and data similarity
of the contacts. We also provide solutions to quantify data/interest similarity and
to determine whether two nodes are friends or strangers. Theoretical models are
developed to analyze the data diffusion process and compare the performance of
the four proposed diffusion schemes in terms of diffusion speed and query delay.
We use real traces of human contacts to emulate data diffusion under different
schemes. Both theoretical analysis and experimental results imply an interesting
fact: to achieve better diffusion performance, each node should first diffuse the data
similar to their common interests when it meets a friend, and first diffuse the data
different to their common interests when it meets a stranger.
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15.1 Introduction

With the rapid adoption of mobile hand-held devices (e.g., PDAs, Bluetooth
enabled mobile phones, active RFID tags, etc.), more and more people use them
to diffuse, query and share interesting data among themselves without any network
infrastructure support. Such a community-wide (or even city-wide) network formed
by the mobile hand-held devices is an example of a delay tolerant mobile ad hoc
network (DT-MANET) [1].

Due to the low node density and unpredictable network topology, routing paths
in DT-MANETs may be frequently disconnected. To deal with such problems,
mobility-assisted data access techniques have been exploited, where a node physi-
cally carries data for some time until it moves within the communication range of
some other node (i.e., contact) [2–4]. Then it decides whether to propagate the data
to the new contact or not based on some algorithm. Existing algorithms such as
SimBet Routing [5], BUBBLE Rap [6], SocialCast [7], SOLAR [8], and MaxProp
[9] are designed to forward data to one given destination. Since the source and
destination may be faraway from each other, the delay for the destination to get
the data from the source may be long.

One way to reduce the query delay is through data diffusion, where data is
diffused throughout the network and replicated in advance. Subsequent queries can
be served by any node with the data instead of being sent to the source node, and
thus reducing the query delay. However, data diffusion is not free. In DT-MANETs,
nodes diffuse data when they are in contact. Because the contact time is pretty short
and the buffer size of each node is limited, the diffused data has to compete for
the limited bandwidth and buffer space. Therefore, the diffusion decisions made by
each node such as which data should be propagated first and which data should be
replaced out of the buffer, affect the diffusion speed and the data access delay.

In this chapter, we study the performance of different data diffusion schemes
in DT-MANETs. Our classification of these data diffusion schemes is based on
social networks. Social networks exhibit the “homophily” phenomenon [10] which
comes from the observation that individuals often befriend others who have similar
interests, and hence perform similar actions and have a higher possibility to meet
with each other. For example, two individuals who own the same kind of video
game console are more likely to become friends and meet at game shops due to the
common interest in games. Students from the same department are more likely to
take the same courses and appear in the same lab or building. Therefore, the contact
frequencies are probabilistically different between two friends and two strangers,
and this difference should be taken into consideration when designing data diffusion
schemes.

To study the effects of social networking on data diffusion, we are interested
in answering the following questions: How does the data diffusion scheme used
affect the diffusion speed and the data access delay? How to design better data
diffusion schemes based on social networking results? To answer these ques-
tions, we introduce four possible social-aware data diffusion schemes and develop
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theoretical models to analyze their performance in terms of diffusion speed and
query delay. Based on the analysis, we discover an interesting result: to achieve
better performance, when a node meets a new contact, if the new contact is a friend,
it should first diffuse the data similar to their common interests; if the new contact
is a stranger, it should first diffuse the data different from their common interest.
We also provide solutions to determine if a new contact is a friend or stranger based
on their common interests. To verify the theoretical results, we use two real social
contact traces [11,12] to emulate the data diffusion process under different schemes,
and find that the experimental results are consistent with our theoretical analysis.

The rest of this chapter is organized as follows. Section 15.2 discusses the
related works. Section 15.3 describes the application scenario, as well as four social-
aware data diffusion schemes and their implementation techniques. In Sect. 15.4,
we presents the theoretical analysis on diffusion speed and access delay of the four
schemes. Performance evaluations are shown in Sect. 15.5. Finally, we conclude the
chapter in Sect. 15.6.

15.2 Related Work

There have been several theoretical and empirical works on how social behavior can
be used to improve the performance of data access in delay tolerant networks. Peo-
pleNet [13] is a wireless virtual social network which mimics the way people seek
information via social networking. It is simple and scalable for efficient information
search in a distributed manner. However, it uses infrastructure to propagate data and
queries, which is different from the peer-to-peer MANET scenario. SimBet Routing
[5] studies the “small-world” phenomenon of human society and uses ego-centric
centrality and its social similarity to guide data forwarding. Messages are forwarded
towards the node with higher centrality. Similarly, BUBBLE Rap [6] focuses on
community and social centrality, and nodes are structured into communities. High
popularity nodes and community members of the destination are selected as relays.
Ghosh et al. [8] have identified the orbital movement pattern of human being and
relay nodes are chosen based on the places that they frequently visit. Similarly,
Costa et al. [7] provide a routing framework using social interaction information in
publish-subscribe systems and Gao et al. [14] study the social-aware multicasting
issues in delay tolerant networks. Bai and Helmy [15] study the last encounter
based routing protocol that utilizes encounter history to create time gradients for
information diffusion in wireless networks. Furthermore, Gao and Cao [16] exploits
transient contact patterns to improve the performance of data forwarding, and
Li et al. [17] considers the selfishness property of social nodes in data forwarding.
Although [5–8, 14–18] have applied sociological knowledge to data dissemination
in DT-MANETs, these works consider the problem of disseminating data to one
pre-determined destination node. Unlike these existing works, data diffusion is not
for settings with a specific destination.
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The aforementioned works aim to find the most suitable relay node to increase
the possibility of reaching the final destination. Miklas et al. [19], Karagiannis et al.
[20], Chaintreau et al. [4] and Wang et al. [21] study the social factor of delay
tolerant networks in a different way. They analyze the distribution of inter-contact
time between mobile devices and conclude that the inter-contact time follows the
power law distribution or the exponential decay distribution. Further, Hsu et al. [22]
analyze wireless users’ behavioral patterns by extensively mining wireless network
logs and discover that the size of distinct WLAN user group follows a power-law
distribution. Besides, in the area of vehicular DT-MANETs, algorithms [23] and
[24] have been proposed for finding the right relays for data forwarding and Kapadia
et al. [25] consider the problem of optimizing the replication profile of content
to minimize the aggregate average data access delay given knowledge of content
popularity. In [26], the authors also present a cache replacement policy for finite
buffers in a vehicular DT-MANET that takes into account the differing interests of
vehicles in different geographic locations, but this work does not explicitly consider
social interactions between users. Our work differs from these works in that we
study how to use the social network results to improve data dissemination through
social aware data diffusion schemes.

To the best of our knowledge, the closest studies to our work are ContentPlace
[27] and PodNet [28]: when two nodes meet, they decide which data object to
exchange based on the information gathered about nodes’ interests. However, both
[27] and [28] are designed for publish/subscribe services, they assume each node
only fetches its interesting data (for single node in [28] or for single community in
[27]). Our work, instead, studies the problem in a more general perspective where
nodes can not only carry the data they are interested in, they can also buffer data
they are not interested in, and forward them to other interested nodes in the future.

Data dissemination can be modeled as spreading of infectious disease. Disease
spreading in fixed networks has been studied in the past [3]. [29] also analyzed the
epidemic spreading in mobile networks. Different from the analysis in [3] and [29]
where all nodes have the same moving and interest features, in our data diffusion
scenario, both the interested nodes and uninterested nodes can help diffuse data and
they have different meeting frequency and different interest preference. Therefore,
different infection and immunization rates between interested and uninterested
nodes are studied and the overall diffusion rates by both interested and uninterested
nodes are investigated in our work, which adds complexity to the analysis.

15.3 Social-Aware Data Diffusion

In this section, we first present the target application scenario that our work relies
on. After that, we introduce social-aware data diffusion as four possible schemes
based on a two-dimensional classification that combines both interest similarity and
data similarity, and then provide the necessary implementation techniques for the
similarity classification, which is based on the predefined threshold.
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Fig. 15.1 Application
scenario

15.3.1 Application Scenario

The application scenario we target is similar to the one used in ContentPlace [27]
and PodNet [28] where we consider a number of mobile users whose devices
cannot be encompassed by the conventional MANETs. Instead, communication is
achieved by opportunistic pairwise contacts between users to exchange data objects.
According to the homophily phenomenon, users with similar data interests have
strong social relationships with each other. Further, people movements are governed
by their social relationships, and by the fact that people with similar interests are also
mostly bound to particular places (landmarks) that are associated with the interested
topics [30,31]. Therefore, users will spend most of their time and meet more friends
at the landmarks they are bound to, and will also visit some other places occasionally
and meet some stranger nodes at other places. This application scenario fits many
existing service environments. For example, sports fans will spend more time in the
sports related stores instead of cosmetics related stores when they are visiting an
outlet. As a result, they are easy to meet other people with the same interests at
those sports stores. In other words, two people in contact at these stores have a high
possibility to have the similar interests.

Figure 15.1 gives a possible scenario with seven landmarks. Landmark A1–A4
are associated with the similar interest topics (e.g., sports related) and B1–B3 focus
on another group of interest topics (e.g., cosmetics related). Then, people interested
in sports are more likely to visit landmarks A1–A4. It is possible that they meet
some people with different interests when they visit other landmarks sometimes.
But in general, the proposition still holds that their contact rates with the people of
similar interests are higher than that with other stranger people, and most of their
encounters at the interested landmarks have similar interests as they have.

15.3.2 Diffusion Schemes

When two nodes meet each other, they exchange two lists. One is called the interests
list which is the list of the interesting data; the other is the data list which records
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the data they are buffering. Based on these two lists, each node decides whether
the encountered node can serve its query request and make further data diffusion
decisions.

From the data perspective, all nodes can be divided into two non-overlapped
groups, depending on whether if they are interested in one particular data or not.
If one node is interested in the data, then this node is called the interested node of
the data; otherwise, its is the uninterested node. Meanwhile, from the social network
perspective, each node has two kinds of contacts: friends and strangers, where
two nodes are friends if they have more similar interests, and they are strangers
otherwise. According to homophily, friends usually share more common interests
while strangers have less common interest (more details in Sect. 15.3.3). Therefore,
we always hope that data can be diffused to interested nodes quickly so that most
nodes can access their interesting data easily. However, the contact time can be
very short in DT-MANETs and thus some data cannot be diffused between the two
contacts. Also, the memory constraint limits the number of data items that a node
can hold. Thus, we should carefully choose the most suitable data to diffuse and
buffer first.

Without considering sociological knowledge, nodes diffuse data based on their
own interests. Each node fetches and buffers interesting data from its contacts. Due
to the bandwidth and buffer limitations, this solution has slow diffusion speed since
each node only helps diffuse its own interesting data while neglects others. Another
approach is to diffuse data randomly, where all data have the same opportunity to be
diffused. However, this solution may diffuse much uninteresting data to some nodes,
thus wasting the limited bandwidth and buffer space, and increasing the query delay.

With sociological knowledge, contacts can be categorized as friends or strangers
and data can be categorized as being interesting or uninteresting. Thus, we have four
possible data diffusion schemes by combining nodes’ relationship and their interests
in the data (as shown in Fig. 15.2):

1. FsSd: When a node meets a new contact, if the new contact is a friend, it first
sends the data of their common interest. These data items will be sorted based on
their common interest (more details in Sect. 15.3.3). Each node sends the most
similar data to its friend first, and then the second most similar data until the
contact time is over. If the new contact is a stranger, it first sends the data different
from their common interest. It will send the most different data first, and then the
second most different data until the contact time is over.

To summarize, it diffuses the most Similar data between Friends, and diffuses
the most Different data between Strangers.

2. FsSs: it diffuses the most Similar data between both Friends and Strangers.
3. FdSd: it diffuses the most Different data between both Friends and Strangers.
4. FdSs: it diffuses the most Different data between Friends and diffuses the most

Simillar data between Strangers.

If friends first diffuse the data that is most close to their common interests (Fs),
their interesting data will have priority to be propagated and buffered between
themselves. However, if friends diffuse the most different data first (Fd), the
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Fig. 15.2 Data diffusion
schemes

diffusion probability of their common interesting data will be low. On the other
hand, if strangers first diffuse the data most different from their common interests
as they meet (Sd), for one specific data (notice that strangers share less interest
similarity), the data still has a high probability to be diffused from its interested
node to its uninterested node, and vice versa. Therefore, with FsSd, a node should
be able to quickly diffuse data among its interested nodes, as well as between
the interested nodes and its directly encountered uninterested nodes. Based on
“homophily,” friends have higher meeting frequency than strangers. If one data item
can be buffered at more interested nodes, the query delay for this data item can
be reduced. In this sense, FsSd may have the best diffusion performance. Before
verifying this result through both theoretical analysis and experiments, we provide
techniques for quantifying the interest/data similarity.

15.3.3 Measuring Similarity

To measure similarity, the first step is to formalize the description of data and
query. Both data and query can be presented and indexed with resource repre-
sentation techniques such as RDF (i.e., Resource Description Framework [32]) or
WSDL (i.e., Web Services Description Language [33]) based on specific keyword
attributes. In this chapter, to support complex data description, we associate each
data with a sequence of keywords and define a mapping that preserves keyword
similarity. The keywords are common words to describe data attributes such as
“entertainment,” “sport,” “news,” “travel,” and etc. For example, music data may
be labeled with “entertainment” and restaurant information can be indexed with
“travel.” Meanwhile, one data can have multiple attributes, thereby the same sport
video might be labeled with both “entertainment” and “sport.” Following this
mapping method, all attributes form a multi-dimensional keyword space so that the
data is indexed by a multi-dimensional binary vector. If the data has one attribute,
its corresponding bit in the vector is marked “1”; otherwise, it is marked “0.” For
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Fig. 15.3 Data description with m-dimensional attribute vector

Fig. 15.4 A m-dimensional
keyword space

the simplicity of analysis and without loss of generality, we assume the attribute
space is m-dimensional. Then each data can be described and indexed by a m-bit
vector. Figure 15.3 demonstrates how to determine the vector of one data item, and
Fig. 15.4 shows an example of a keyword space. Similarly, query messages can be
described in a similar way.

Measuring interest similarity and data similarity for the classification of data
diffusion schemes

The classification of our data diffusion schemes is based on the two-dimensional
comparison of nodes’ interest similarity and data similarity.

First, in social-aware data diffusion, nodes make diffusion decisions based on
their relationship (i.e., friends or strangers). Two friends share more common
interests while two strangers have less interest similarity. Therefore, we need to
estimate the interest similarity of two nodes to decide their relationship. Since
node interest follows a probability distribution on different attributes, the interest
similarity between two nodes should be calculated with two distributions. The
Kullback–Leibler (K-L) divergence method [34] is used here to measure the
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difference between two probability distributions. If we use P1 and P2 to denote
the discrete interest distributions of two nodes, the K-L divergence of P2 from P1

is defined to be

DKL(P1 ‖ P2) =
m

∑
i=1

P1(i) log
P1(i)
P2(i)

.

Therefore, the interest similarity of two nodes can be estimated as

SVdd =
1

DKL(P1 ‖ P2)

=
1

∑m
i=1 P1(i) log P1(i)

P2(i)

. (15.1)

Suppose FSthres is the interest threshold to estimate the interest similarity of two
nodes. If one node pair has a SVdd smaller than FSthres, they share few common
interests so that they are strangers; otherwise, they are friends.

Note that the K-L divergence is not symmetric, which means DKL(P1 ‖ P2) is
not necessarily equal to DKL(P2 ‖ P1). In this chapter, we always use the interest
distribution of the node with smaller ID as the first parameter (i.e., P1) of the K-L
divergence calculation and the node with larger ID as the second parameter (i.e., P2).

Second, during each contact, nodes need to sort the data according to the data
similarity to their common interests. Since the node’s interests are presented by
distributions and data objects are described by vectors. We need to compare the sim-
ilarity between one vector and one discrete distribution. In this case, the similarity of
one vector and one distribution can be calculated by their inner-product. Formally,

SVvd = ‖ V ·P ‖

=
m

∑
i=1

vi × pi, (15.2)

where V = 〈v1
1,v

2
1, ...v

m
1 〉 is the description vector of data V , and P = 〈p1, p2, ...pm〉

is the distribution vector of the discrete interest distribution P. With the calculation
of SVvd and an interest threshold INthres, each node can distinguish the data that is
most similar or different to nodes’ common interests and choose the most proper
ones to diffuse.

15.4 Theoretical Analysis of Data Diffusion

In this section, we develop theoretical models to analyze the performance of data
diffusion. In Sect. 15.4.1, we first study the case in which nodes have infinite
buffer. Without buffer limitation, nodes spread data to as many contacts as possible
and never remove data from their buffers. However, due to the limitation of the
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Fig. 15.5 Markov chain
model of the S-I infectious
disease with susceptible state
and infected state (with
infinite buffer)

contact time, not all data can be diffused during each contact. Different decisions
on diffusing similar or different data between friends and strangers still affect the
performance of data diffusion. In Sect. 15.4.2, we consider the finite buffer case
where some data items have to be replaced when the buffer is full.

15.4.1 The Infinite Buffer Case

The diffusion of each data item can be modeled as spreading of infectious disease.
Disease spreading in fixed networks has been studied in the past [3]. [29] also
analyzed the epidemic spreading in mobile networks. In the infectious disease
model, one node is “infected” if it has the data buffered in its memory. The node
is “susceptible” to infection if it does not have the data, but could potentially get
the data from other nodes. Different from the traditional “Susceptible–Infected–
Recovered (S-I-R)” model [3,29], in the infinite buffer data diffusion scenario, data
is never deleted as long as it is buffered at some node. Therefore, all nodes follow
a two-state compartmental S-I model. Meanwhile, both the interested nodes and the
uninterested nodes can help diffuse the data. Therefore, the different infection rates
between interested and uninterested nodes should be considered.

First, for the interested nodes, as shown in Fig. 15.5,

total infection rate of interested node

= infection rate by friends + infection rate by strangers

We use susceptible state S(t) and infected state I(t) represents the number of
nodes which are “susceptible” and “infected” in the system at time t, respectively.
Then, I(t) = Ii(t) + Iu(t) and S(t) = Si(t) + Su(t) where Ii(t) and Si(t) are the
numbers of “infected” and “susceptible” interested nodes, and Iu(t) and Su(t) are the
numbers of “infected” and “susceptible” uninterested nodes. β is the contact rate of
one node to meet any other node,1 which consists of the contact rate among friends

1The contact rate does not mean the pairwise contact times for two specific nodes. Instead, it is the
average number of contact for one node to meet any other node in the system.
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(βf) and the contact rate among strangers (βs). Further more, γf and γs are used to
denote the data diffusion probability between two interested friends and from one
interested node to any other uninterested stranger. Suppose there are Ni interested
nodes in the system, then an interested node contacts βf(Ni − 1) other friends per
unit time, of which Si

Ni−1 do not yet have the data. The probability that the data will
be exchanged to the encountered friend is γf. Therefore, the infection rate by friends
can be estimated as

infection rate by friends

= (� of infected nodes)(contact rate of friends)

×(infect probability of friends)(� of susceptible nodes)

= Ii(βf × (Ni − 1))× γf × Si

Ni − 1

= IiβfSiγf.

Similarly, we can get the infection rate by strangers as IiβsSiγs. Then, for a
particular data item, the transition rate of any interested node from state S to state I
becomes

total infection rate of interested node

= infection rate by friends+ infection rate by strangers

= IiβfSiγf + IiβsSiγs

= IiSi(βfγf +βsγs).

We are interested in the transient solution to the Markov chain in Fig. 15.5.
We can get Ii(t) by solving the following first-order differential equation,

dSi

dt
= −IiSi(βfγf +βsγs)

dIi

dt
= IiSi(βfγf +βsγs)

= Ii(Ni − Ii)(βfγf +βsγs)

= (βfγf +βsγs)NiIi − (βfγf +βsγs)I
2
i .

This differential equation is separable and can be solved with the initial condi-
tional Ii(0) = 1 to get the solution

Ii(t) =
Ni

1+ e−(βfγf+βsγs)Nit(Ni − 1)
. (15.3)
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Similarly, based on the same S-I model, we can get the total infection rate of
uninterested nodes as

total infection rate of uninterested node

= infection rate by friends+ infection rate by strangers

= IuβfSuγ ′f + IuβsSuγ ′s
= IuSu(βfγ ′f +βsγ ′s),

where γ ′f and γ ′s are the diffusion probabilities between two uninterested friends and
uninterested strangers.

If we use Nu to represent the number of uninterested nodes in the system, then
the first infected uninterested node is expected to appear at time 1

βs·Nu·γs . Therefore,

Iu(t) can be approximated in the same way as Ii(t) with a time offset of 1
βs·Nu·γs , i.e.,

Iu(t)=

⎧⎨
⎩

0 t ≤ 1
βs·Nu·γs

Nu

1+e
−(βfγ

′
f+βsγ′s)Nu(t− 1

βs ·Nu·γs )(Nu−1)
else. (15.4)

We use Pi and Pu to denote the probabilities of interested nodes and uninterested
nodes to initiate the query. Then for one specific data, its expected query delay at
time t, EQ(t), can be estimated as

EQ(t) = E(query delay o f interested node) ·Pi

+E(query delay o f uninterested node) ·Pu (15.5)

In particular, if the query is initiated by one interested node, this node can get the
data either from its friends (according to “homophily,” they are also the interested
nodes) or from its strangers (they are uninterested nodes).

First, if the data is from a friend node, because there are Ni interested nodes in
the system and Ii(t) interested nodes have the data at time t, the probability that the

query node meets one friend and the friend has the data is Ii(t)
Ni−1 . Meanwhile, as the

query node can contact βf(Ni −1) interested friends per time unit, the average query
delay of this case can be estimated as Ni−1

Ii(t)
· 1
βf(Ni−1) =

1
Ii(t)·βf

. Second, if the data is

from a stranger node, the query node contacts βs(Nu) stranger per time unit and the

probability that the contact nodes has the data is Iu(t)
Nu

. Then we can get its average

query delay as Nu
Iu(t)

· 1
βs(Nu)

= 1
Iu(t)·βs

.
Therefore, the expectation of the query delay of the interested node is the

minimum query delay from either interested nodes or uninterested nodes, i.e.,

E(query delay of interested node) = min

{
1

Ii(t) ·βf
,

1
Iu(t) ·βs

}
(15.6)
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Table 15.1 The setting of
(γf, γs) and (γ ′f , γ

′
s)

γf γs γ ′f γ ′s
FsSd Large Large Small Large
FdSs Small Small Large Small
FsSs Large Small Small Small
FdSd Small Large Large Large

However, if the query is initiated by one uninterested node, there are three kinds
of nodes to serve the query: the friends of the node (who are also uninterested
nodes), the uninterested strangers, and the interested strangers. Similarly, the
expectation of the query delay of the uninterested node can be estimated as

E(query delay of uninterested node)

= min

{
Ni

Ii(t)
· 1
βsNi

,
Nu − 1
Iu(t)

· Ni

Nu − 1
· 1
βfNi

,

×Nu − 1
Iu(t)

· Nu −Ni

Nu − 1
· 1
βs(Nu −Ni)

}

= min

{
1

Ii(t)βs
,

1
Iu(t)βf

,
1

Iu(t)βs

}
. (15.7)

Therefore, we can get

EQ(t) = min

{
1

Ii(t)βf
,

1
Iu(t)βs

}
·Pi

+min

{
1

Ii(t)βs
,

1
Iu(t)βf

,
1

Iu(t)βs

}
·Pu. (15.8)

Different data diffusion schemes have different combinations of (γf, γs) and (γ ′f ,
γ ′s). For example in FsSd, suppose a node carries its interesting data. When this
node meets its friend, most likely it will diffuse the data to its friend. When it meets
a stranger the probability to diffuse this data between them is still high. This is
because stranger nodes first choose the data that is most different to their common
interests to diffuse. Also, two strangers have less interest similarity. If one node is
interested in the data, its stranger might not be interested in it. Therefore, both γf

and γs are set to large values in FsSd.
Suppose a node is carrying an uninteresting data item. When it meets a friend,

its friend may also have no interest in this data, decreasing the diffusion possibility.
If this node meets a stranger that is also not interested in the data, instead, it might
diffuse this uninteresting data because the data is still different from the common
interests of these two uninterested strangers and should have high diffusion priority
according to FsSd. Consequently, γ ′f becomes small and γ ′s is still large. Similarly,
we can set the values of (γf, γs) and (γ ′f , γ

′
s) for the other three schemes as shown in

Table 15.1.
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Fig. 15.6 Numerical results
based on the S-I analysis
model (βf = 0.01, βs = 0.002,
Ni = 20, Nu = 80).
(a) Infected Nodes (b) Query
Delay
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Figure 15.6 shows some numerical results according to the analysis.
Figure 15.6(a) depicts the number of infected nodes as a function of time. We use
FsSd(i) and FsSd(u) to denote the number of infected interested nodes and infected
uninterested nodes, respectively, under the FsSd scheme. The infected nodes of
other three schemes are denoted similarly. As there is infinite buffer, all nodes
should be infected after some amount of time. From the figure, we can see that
at time 200, almost all nodes (20 interested nodes and 80 uninterested nodes)
are infected. However, different diffusion schemes have different data diffusing
speed. For example, at time 25, all the 20 interested nodes in FsSd(i) are infected,
but it takes 130 time units for the 20 interested nodes to be infected in FdSs(i).
Note that the diffusion speeds of FsSd and FsSs are slower than FdSs and FdSd
among uninterested nodes. This is because both FsSd and FsSs give high diffusion
priority to the interested friends while sacrificing the diffusion opportunity of their
uninteresting data.
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Fig. 15.7 Markov chain
model of the S-I-S infectious
disease with susceptible state
and infected state (with finite
buffer)

Figure 15.6(b) investigates the query delay as a function of time for different
diffusion schemes. We can see that FsSd has the shortest query delay. This is
because FsSd diffuses the interesting data among its friends quickly. Homophily
suggests that friends share more common interests and have a high meeting
probability. Therefore, quickly diffusing interesting data among friends results in
lower query delay. FdSs has the lowest diffusion priority between interested friends
and strangers, and thus it has the slowest diffusion speed and longest query delay.
Notice that there is a sudden drop at about time 26. The sudden drop is due to
the piecewise function (5) that is used to estimate the appearance time of the first
infected uninterested node. After an uninterested node gets the data, many queries
might be served, and thus reducing the delay.

15.4.2 The Finite Buffer Case

With finite buffer, the analysis becomes more complicated since data may be
removed from the buffer. In this case, the S-I model should be replaced by the S-I-S
model in which infected nodes return to the susceptible state on recovery because
they are not against reinfection.

Figure 15.7 illustrates the Markov chain model of S-I-S. Similar to the infinite
buffer case, we can get the infection rate and the immunization rate and have the
mass balance equations for Ii(t) and Iu(t):

dIi

dt
= IiSi(βfγf +βsγs)− (Niβfαf +Nuβsαs)Ii,

dIu

dt
= IuSu(βfγ ′f +βsγ ′s)− (Niβfαf +Nuβsαs)Iu

With Si = Ni − Ii and Su = Nu − Iu we get:

dIi

dt
= Ii(Ni − Ii)(βfγf +βsγs)− (Niβfαf +Nuβsαs)Ii
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= ((βfγf +βsγs)Ni − (Niβfαf +Nuβsαs))Ii

−(βfγf +βsγs)I
2
i

= ((βfγf +βsγs)Ni − (Niβfαf +Nuβsαs))Ii

×
⎛
⎝1− Ii

Ni − Niβfαf+Nuβsαs
βfγf+βsγs

⎞
⎠ (15.9)

and

dIu

dt
= Iu(Nu − Iu)(βfγ ′f +βsγ ′s)− (Niβfαf +Nuβsαs)Ii

= ((βfγ ′f +βsγ ′s)Nu − (Niβfαf +Nuβsαs))Iu

×
⎛
⎝1− Iu

Nu − Niβfαf+Nuβsαs
βfγ ′s+βsγ ′f

⎞
⎠ (15.10)

where αf and αs are the purging rates of friends and strangers (i.e., the probability
that one data will be purged out from the buffer at each contact).

For the logistic differential (15.9) and (15.10), since βfγf+βsγs, Niβfαf+Nuβsαs,
βfγ ′f + βsγ ′s, and Niβfαf +Nuβsαs are larger than 0, as long as (βfγf+βsγs)Ni

Niβfαf+Nuβsαs
and

(βfγ ′f+βsγ ′s)Nu
Niβfαf+Nuβsαs

exceeds one, the endemic equilibrium of (15.9) and (15.10) can be

reached when dIi
dt = 0 and dIu

dt = 0, respectively.

Therefore, in these two cases, 1 − Ii
Ni− Niβfαf+Nuβsαs

βfγf+βsγs

is equal to 0 and 1 −
Iu

Nu− Niβfαf+Nuβsαs
βfγ

′
s+βsγ′f

is equal to 0, which means,

Ii = Ni − Niβfαf +Nuβsαs

βfγf +βsγs
(15.11)

and

Iu = Nu − Niβfαf +Nuβsαs

βfγ ′f +βsγ ′s
(15.12)

Table 15.2 shows some numerical results based on our analysis. The results
indicate that FdSs and FdSd tend to diffuse and buffer data among nodes that
are not interested. Therefore, nodes use more buffer space to hold uninteresting
data. However, in FsSd and FsSs, as data has high priority to be diffused between
interested nodes, most data copies are at the interested nodes. FsSd differs from FsSs
in that it also has high probability to diffuse one particular data item between any
two strangers, which brings in more data copies at its uninterested nodes. Since most
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Table 15.2 Numerical results of data distribution based on the S-I-S analysis model (Ni = 20,
Nu = 80)

αf/αs = 0.1/0.9 αf/αs = 0.2/0.8 αf/αs = 0.3/0.7 αf/αs = 0.4/0.6 αf/αs = 0.5/0.5
Ii Iu Delay Ii Iu Delay Ii Iu Delay Ii Iu Delay Ii Iu Delay

FsSd 19 48 4.63 17 52 5.09 14 57 5.57 11 62 6.07 7 67 6.27
FdSs 0 75 5.60 0 73 5.75 0 70 6.00 0 68 6.18 7 67 6.27
FsSs 18 0 10.00 15 27 6.07 12 49 7.07 10 60 6.60 7 67 6.27
FdSd 2 79 5.32 3 77 5.46 5 74 5.68 6 71 5.92 7 67 6.27

queries are initiated by the interested nodes and friends are easier to meet with each
other, as reported in Table 15.2. Even though FsSd results in fewer data copies than
FdSs and FdSd, it can still serve queries faster. Since FsSd has more data copies
at the uninterested nodes than FsSs, it can serve the query from uninterested nodes
more quickly. We can also observe that as the purging rate becomes skewer, the
advantage of FsSd becomes more obvious. This is because when the purging rates
become unequal between interested nodes and uninterested nodes, most queries can
be served quickly by the interested nodes according to (8), (11), and (12).

15.5 Performance Evaluations

In this section, we evaluate the proposed diffusion schemes with real traces. We first
study the infinite buffer case and then study the finite buffer case.

15.5.1 Experiment Setup

To evaluate different diffusion schemes, we use two well-known traces: the Cam-
bridge Haggle Trace [11] and the MIT Reality Mining Trace [12]. In the Cambridge
trace, 41 Intel iMotes were distributed to students attending the Infocom student
workshop in Miami, 2005. They collected information such as when they meet
with each other or any other external new devices. The trace covers 3 days. The
MIT trace consists of 100 users carrying Nokia 6600 smart phones over more than
nine months. The details of the two experimental traces are briefly summarized in
Table 15.3. We extract the contact information from both traces to identify direct
contacts between nodes where data diffusion could have taken place. The trace
files are divided into discrete sequential contact events which are fed into our
experiments. Each time a contact is observed, the node makes a diffusion decision
based on the diffusion scheme.

The interest distribution of each node is generated based on its contact rate with
other nodes. We assure that each pair of nodes share more common interests if
they have higher contact frequency. Due to the randomness of node activity, in each
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Table 15.3 Characteristics of the two experimental traces

Experimental trace Cambridge Infocom’05 MIT Reality

Device iMotes Smart Phones
Network type Bluetooth Bluetooth
Duration 3/7/2005∼3/10/2005 7/10/2004∼5/5/2005

(3 days) (9 months)
Granularity 120 s 300 s
# of devices 41 internal, 233 external 97 internal
# of contacts 28,216 113,902

experiment we characterize the contact rate of each node pair with the first half of
the trace. We count the contact times of each node pair and adjust their interest
distributions so that two nodes can have more common interests when they meet
more often. After that we use the second half of the trace to evaluate the proposed
schemes. More specifically, in the Cambridge trace, we use the trace from time
21,703 to time 108,098 as the training dataset and run the experiments with the
trace from time 108,106. In the MIT trace, the first half of the trace (from 2004/7/10,
15:57 to 2004/11/19, 11:52) is used to predict node relationship and the remainders
are fed into the diffusion schemes. We generate 1,000 queries which are uniformly
distributed in the whole experiment period. Following Pareto’s Rule [35], 80%
queries are initiated by interested nodes and other 20% are initiated by uninterested
nodes. We also divide the whole experiment period into n (n = 15 in Cambridge
trace and n = 14 in MIT trace) statistical sessions to record the query delay results.
We use the average delay of all queries in each session to represent the query delay
of that statistical session. In order to overcome the finiteness of the traces, if the
initiated query is not served before the end of the trace, the same meeting pattern is
applied by re-feeding the trace from the beginning. Each experiment is repeated 10
times with different random seeds to eliminate randomness.

15.5.2 The Infinite Buffer Case

Figure 15.8 compares the data diffusion speed and data access delay as a function of
time for the four schemes. As shown in the figure, with infinite buffer, the number
of infected nodes increases and the query delay decreases as time goes. However,
the diffusion speed and query delay under different scheme is different. As shown
in Fig. 15.8(a), data can be diffused to its interested nodes more quickly in FsSd
and FsSs than that in FdSs and FdSd. This result is consistent with our numerical
analysis in which FsSd and FsSs have faster diffusion speed among interested
nodes. Since FsSd and FsSs assign high diffusion priority among interested nodes
and nodes sharing similar interests are more likely to meet with each other, the
data can easily spread out among its interested nodes. Instead, FdSs and FdSd
diffuse data slowly among interested nodes but they have a faster diffusion speed
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Fig. 15.8 Results for the Cambridge Infocom’05 trace (with infinite buffer). (a) Number of
Infected Interested Nodes (b) Number of Infected Uninterested Nodes (c) Query Delay

among uninterested nodes as shown in Fig. 15.8(b). This is because friends diffuse
different data first in FdSs and FdSd, and the data has more opportunity to be
diffused between two uninterested friends. Further, FdSd can speed up data diffusion
between two strangers who are not interested in the data because two strangers
diffuse different data first in FsSd.

As shown in Fig. 15.8(c), as the number of data copies increases, queries for these
data can be served more quickly. Since FsSd diffuses data faster among interested
nodes, it has the shortest query delay compared with other schemes. For example, at
time 160,000, the query delay of FsSd is about 26% less than FdSd, 32% less than
FsSs, and about 40% less than FdSs. At time 220,000, the performance difference is
more obvious. The query delay of FsSd is about 37% and 73% less than FdSd and
FsSs, respectively, and 68% less than FdSs. Note that FsSs has the longest delay
because more than 100 uninterested nodes are still uninfected in FsSs when the
experiment finishes.

Figure 15.9 presents comparison results based on the MIT Reality trace. Again,
FsSd achieves the best performance in terms of data diffusion speed and query delay.
It has the fastest diffusion speed among interested nodes and the shortest query
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Fig. 15.9 Results for the MIT Reality Mining trace (with infinite buffer). (a) Number of Infected
Interested Nodes (b) Number of Infected Uninterested Nodes (c) Query Delay

delay, which is consistent with the results of the Cambridge trace, and the analytical
results in the last section. We notice that the diffusion speed is much slower in
the Cambridge trace than that in the MIT trace. This is because most nodes in the
Cambridge trace are external nodes, which do not appear regularly in the network.

15.5.3 The Finite Buffer Case

With finite buffer, some data may be replaced if the buffer is full. As shown in
Fig. 15.10(a) and Fig. 15.10(b), the number of infected interested nodes and the
number of infected uninterested nodes fluctuate at different time. This fluctuation
comes from the fact that the data can be diffused among nodes and can be removed
from the buffer as well. When the data item is buffered, the number of infected nodes
increases. If the node’s buffer is full, some data item has to be removed. Then, the
node returns to the susceptible status and the number of infected nodes decreases.

In FsSd, each node prefers buffering its interesting data rather than uninteresting
data. As long as a data item is buffered at its interested node, it will not be removed
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Fig. 15.10 Results for the Cambridge Infocom’05 trace (with finite buffer). (a) Number of
Infected Interested Nodes (b) Number of Infected Uninterested Nodes (c) Query Delay

most likely. Thus, there are always more infected interested nodes in FsSd. FdSs
and FdSd are different. They diffuse different data and remove similar data first
between friends. Consequently, there will not be many data copies at the interested
nodes. However, FdSs and FdSd give high priorities to diffuse and buffer data in
the uninterested nodes. Hence, they have more data copies in uninterested node
than FsSd and FsSs. Even though there are fewer infected uninterested nodes in
FsSd, FsSd still outperforms FdSs and FdSd in terms of query delay because it helps
diffuse data to the interested nodes. As shown in Fig. 15.10(c), FsSd can reduce up
to 60% query delay compared to the other three schemes.

Figure 15.11 shows comparisons based on the MIT trace. The results are similar
to that of the Cambridge trace. Because the MIT trace logs fewer nodes, but with
more activities, the prediction on the contact rate with the first half of trace data is
more accurate, and thus making FsSd perform better.

By comparing Fig. 15.8(c) to Fig. 15.10(c), we can see that the query delay in
the infinite buffer case is much shorter than that in the finite buffer case, and the
difference becomes more obvious as time goes. Similar results can be seen by
comparing Fig. 15.9(c) and Fig. 15.11. This is because data may be purged out when
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Fig. 15.11 Results for the MIT Reality Mining trace (with finite buffer). (a) Number of Infected
Interested Nodes (b) Number of Infected Uninterested Nodes (c) Query Delay

the buffer is full in the finite buffer case. As a result, the delay for the finite buffer
case is longer than that in the infinite buffer case. Similarly, the data fusion speed is
also higher in the infinite buffer case than that in the finite buffer case.

15.5.4 Discussion

It is worth noticing that although FsSd has the best performance among the four
schemes, its diffusion probability between two uninterested friends is still low,
which slows down the diffusion speed among uninterested nodes. This is because in
FsSd, friends first choose the data that is more similar to their common interests to
diffuse, which prevents the diffusion of their uninteresting data (γ ′f is set to a small
value in Table 15.1). To diffuse one data item quickly between uninterested friends,
some changes have to be made in FsSd. For example, each pair of friends have to
make different diffusion decisions on their interesting data and uninteresting data,
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i.e., to diffuse similar data first for the interesting data and to diffuse different data
first for uninteresting data.

However, this modified scheme may not be practical, because it is impossible to
tell whether the interesting data or uninteresting data is more important and a node
cannot treat interesting data and uninteresting data separately. Further, according to
the modified scheme, all data items have the same diffusion priority. Then, suppose
one data item could have the diffusion privilege at all nodes, all data will have high
diffusion priority, which is also impossible in a competition system. Although FsSd
does not have the fastest diffusion speed among all nodes, it can diffuse data to the
interested nodes quickly, which helps reduce the overall query delay.

15.6 Conclusions

In this chapter, we studied the performance of different data diffusion schemes in
delay tolerant mobile ad hoc networks (DT-MANETs). We introduced four possible
social-aware data diffusion schemes and developed theoretical models to analyze
their performance in terms of data diffusion speed and query delay. Based on the
analysis, we found an interesting result: to achieve better performance, a node
should first diffuse the data most similar to their common interest when it meets
a friend, and it should first diffuse the data most different to their common interest
when it meets a stranger. To verify the theoretical result, extensive experiments have
been carried out based on real traces of human contacts, and the experimental results
are consistent with our theoretical analysis.

To the best of our knowledge, our work is the first to study data diffusion instead
of data forwarding/routing using sociological knowledge. In this initial effort, of
course, we have not addressed all relevant problems. In the future, we will look
into other techniques to measure interest similarity. We will also investigate how to
integrate data forwarding and data diffusion.
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Chapter 16
Security and Privacy in Online Social Networks:
Optimization Perspectives

Ling Ding, Hongjie Du, and Weili Wu

Abstract Recently, Online Social Networks (OSNs) becomes one of the most
remarkable technologies in the twenty-first century since it has been extraordinarily
popular with over 200 million users. Security and privacy problems are the most
important issues in OSNs. In this chapter, we introduced the optimization of security
and privacy problems in OSNs. We characterized three existing works with different
targets to give a view of this problem.

16.1 Introduction

Online Social Networks (OSNs) is one of the most remarkable technologies in
the twenty-first century since it has been extraordinarily popular with over 200
million users. Through OSN applications (e.g. Facebook, Myspace, and Twitter),
users can share their information such as photographs, phone numbers, with their
friends. OSNs have already attracted much attention by some very popular Web
sites [19]. As the technology matures, more applications are likely to emerge.
It is also likely that social networking will play an important role in the future
personal and commercial online interaction, as well as the location and organization
of information and knowledge. Examples include browser plug-ins to discover
information viewed by friends [20, 24], and social network based, cooperative Web
search tools [18]. Even major Web search companies are deploying services that
leverage social networks, like Yahoo!s MyWeb 2.0 [26] and Google Co-op [8].

Unlike the Web [12], which is largely organized around content, OSNs are
organized around users. Participating users join a network, publish their profile
and any content, and create links to any other users with whom they associate.
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Fig. 16.1 A typical social network architecture: third party apps. are hosted on remote servers,
and are accessed via the social network

The resulting social network provides a basis for maintaining social relationships,
for finding users with similar interests, and for locating content and knowledge that
has been contributed or endorsed by other users.

It is well known that the commercial success of OSNs relies heavily on the
number of users they attract [6]. Thus, there is pressure on OSNs providers to
encourage design and behaviour which increase the number of users and their
connections. Sociologically, the natural human desire to connect with others,
combined with the multiplying effects of Social Network (SN) technology, can make
users less discriminating in accepting “friend requests”. Users are often not aware
of the size or nature of the audience accessing their profile data and the sense of
intimacy created by being among digital “friends” often leads to disclosures which
are not appropriate to a public forum. Moreover, recent work has proposed the use
of social networks to mitigate email spam [5], to improve Internet search [18], and
to defend against Sybil attacks [11].

Figure 16.1 depicts the architecture of a typical OSN like Facebook, which
supports third-party applications run on remote servers. The social graph and user
data are stored at the OSN site in a cluster or a “cloud”. Third party applications
run on their own servers using the API provided by the OSN, store and process
application content locally, but interact with users through the OSN. Facebook
Application Platform and OpenSocial are two popular examples of platforms with
this architecture. The threats to privacy they identify in this section are common
to these centralized architectures, as well as distributed architectures used by
Tribler [22], FTN [10], and SocialSearch [18].

Recently, as more and more social network data has been made publicly
available [1,2,13,14], preserving privacy in publishing social network data becomes
an important concern.

A social network is a special graph structure made of entities and connections
between these entities. These entities, or nodes, are abstract representations of
either individuals or organizations that are connected by one or more attributes.
The connections, or edges, denote relationships or interactions between these
nodes. Connections can be used to represent financial exchange, friend relation-
ships, conflict likelihood, web links, sexual relationships, disease transmission
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(epidemiology), etc. Although studying social networks has wide applications and
attracted more and more attentions in recent years, they still face the challenge
of achieving a reasonable tradeoff between securing the confidential information
associated with the social networks and maximizing the benefits from the social
network analysis. These threats against privacy of the social networks promote us to
develop social network privacy oriented -preserving techniques.

A fundamental feature of social networks is the relationship graph that connects
users. This graph enables two individuals to find the relationship paths that connect
them. These paths are useful to express trustworthy users: nearby people (with short
relationship paths connecting them) often deserve a higher level of trust. The path
discovery mechanism can be used as a building block for many social networking
applications: (1) Discovering a relationship path to a recruiter may boost the chances
of a job applicant to get the position; vice-versa, discovering a relationship path to
an applicant could help the recruiter get a more trusted judgment on the applicant.
(2) Relationship path discovery can provide a basis for access control mechanisms
suitable for Social Networks, where users determine the authorized users based on
their distance to themselves in the social network. (3) A path to a person submitting
an online review can boost confidence in the review. (4) Ensuring the receiver of an
email that the sender is nearby in her social network can help avoid falsely flagging
the email as spam. Although the relationship graph is at the core of the usefulness of
social networks, personal relationships represent sensitive, private information that
can also be misused. A primary concern is the unwelcome linkage among users. For
example, two professionals employed by rival companies that have a connection
may trigger suspicion. Or, connections of innovators and venture capitalists could
alert the competition by giving leads to upcoming technological developments.
Or, simply, a social relationship can correspond to a sensitive personal real-world
relationship. Of greater concern is the discovery of entire relationship paths and, in
the end, of the entire graph. A significant negative consequence of this discovery is
the large-scale targeting, tracking, and monitoring of multiple individuals in real life
based on discovered relationship paths. Other privacy concerns can arise from graph
operations; e.g., user de-anonymization through merging of relationship graphs [15].

So, when we try to optimize the security and privacy issues in OSNs, we usually
map the model to a graph, and use the graph theory to solve the problem. There are
four parts in OSNs (Sect. 16.2), and current research mainly focuses on protecting
data or profile of Data owner. In this chapter, we introduce some existing works with
good citation. Each of them focuses on different target and has different model. We
put an summary section at the front of each problem to show the pros and cons
between their works and other works.

16.2 Online Social Network Model

In [25], OSN is composed by four parts – Credential authority, Storage site, Data
Owner, and Member.
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16.2.1 Credential Authority

Credential authority is in charge of cryptographically initializing an OSN domain
and issuing a public/private key pair to each user in the domain. An OSN domain
consists of a credential authority and all the registered users. It is necessary for
users to possess legitimate credentials (i.e., key pairs) in order to perform security
operations in the domain. A service provider acts as the credential authority in
the OSN, e.g., the administrator in the Facebook social network. The credential
authority is generally trusted by the OSN users and is provided with the users
identity information (e.g., email address) upon registration.

16.2.2 Storage Site

Storage site is a third-party provider that offers free or priced mass storage space
to accommodate user data possibly from multiple OSN applications or domains.
The storage site is not trusted by the OSN users because it is not directly run by the
OSN. The reason that we assume the untrusted third-party storage in favor of trusted
proprietary storage (owned by the OSNs), is to take a more hostile and challenging
environment into account when carrying out our security design.

16.2.3 Data Owner

Data owner or group manager, is an OSN user who shares personal or private
data within his/her groups of contact, controls access of the group members to the
private data, and adds/removes users from his/her groups. Hereafter, we use group
to represent all contacts of a data owner who classifies these contacts (or the group)
into different subgroups, based on the contacts social relationships with the data
owner.

16.2.4 Member

Member is an OSN user and a contact of one or more data owners subgroup. The
member may take on a different role in each data owners subgroup (e.g., ones
classmate and anothers family). The member is meanwhile the data owner of his/her
own group. The trust relationship between the data owner and a member is based
on the social relationship of the two. For example, one trusts the family but may not
trust a friend made in the online chatting room.
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16.3 Privacy-Preserving Graph Algorithms in the Semi-honest
Model

16.3.1 Summary

In Sect. 16.3, they introduced privacy-preserving protocols that enable two honest
but curious parties to compute All Pairs Shortest Distance (APSD) and Single
Source Shortest Distance (SSSD) on their joint graph. A related problem is how
to construct privacy-preserving protocols for graph comparison. Many of these
problems (e.g., comparison of the graphs respective maximum flow values) reduce
to the problem of privacy-preserving comparison of two values, and thus have
reasonably efficient generic solutions.

Their algorithm for APSD was new when they proposed, while the SSSD
algorithm is a privacypreserving transformation of the standard Dijkstras algorithm.
They also show that minimum spanning trees can be easily computed in a privacy-
preserving manner.

They show that how the graph theory like shortest path tree and minimum
spanning tree can be used in privacy issues in OSN.

16.3.2 Definition of Privacy

They [3] use a simplified form of the standard definition of security in the static
semi-honest model due to Goldreich [7] (this is the same definition as used, for
example, by Lindell and Pinkas [15]).

Definition 16.1 (computational indistinguishability). Let S ⊆ {0,1}∗. Two en-
sembles (indexed by S), X = Xω{ω∈S} and Y = Yω{ω∈S} are computationally
indistinguishable (by circuits) if for every family of polynomial-size circuits, Dnn∈N ,
there exists a negligible (i.e., dominated by the inverse of any polynomial) function
μ : N �→ [0,1] so that

|Pr[Dn(ω ,Xω) = 1]−Pr[Dn(ω ,Yω ) = 1]|< μ(|ω |)
In such a case, they write X ≡ Y .

Suppose f is a polynomial-time functionality (deterministic in all cases consid-
ered in this section), and π is the protocol. Let x and y be the parties respective
Privacy-Preserving Graph Algorithms in the Semi-honest Model 239 private inputs
to the protocol. For each party, define its view of the protocol as (x,r1,m1

1, . . . ,m
1
k)

(respectively, (y,r2,m2
1, . . . ,m

2
l )), where r1,2 are the parties internal coin tosses, and

mi
j is the jth message received by party i during the execution of the protocol. They

will denote the ith parties view as viewπi (x,y), and its output in the protocol as
outputπi (x,y).
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Definition 16.2. Protocol π securely computes deterministic functionality f in the
presence of static semi-honest adversaries if there exist probabilistic polynomialtime
simulators S1 and S2 such that

S1(x, f (x,y))x,y∈{0,1}∗ ≡ viewπ1 (x,y)x,y∈{0,1}∗

S2(x, f (x,y))x,y∈{0,1}∗ ≡ viewπ2 (x,y)x,y∈{0,1}∗

where |x|= |y|.
Informally, this definition says that each parties view of the protocol can be

efficiently simulated given only its private input and the output of the algorithm
that is being computed (and, therefore, the protocol leaks no information to a semi-
honest adversary beyond that revealed by the output of the algorithm).

16.3.3 Privacy-Preserving Algorithms on Joint Graphs

They now present their constructions that enable two parties to compute algorithms
on their joint graph in a privacy-preserving manner. Let G1 and G2 be the two parties
respective weighted graphs. Assume that G1 = (V1,E1,ω1) and G2 = (V2,E2,ω2)
are complete graphs on the same set of vertices, that is, V1 = V2 and E1 = E2.
Let ω1(e) and ω2(e) represent the weight of edge e in G1 and G2, respectively.
To allow incomplete graphs, the excluded edges may be assigned weight ∞.
They are interested in computing algorithms on the parties joint minimum graph
gmin(G1,G2) = (V,E,ωmin) where ωmin(e) = min(ω1(e),ω2(e)), since minimum
joint graphs seem natural for application scenarios.

16.3.3.1 Private All Pairs Shortest Distance

The APSD problem is the classic graph theory problem of finding shortest path
distances between all pairs of vertices in a graph (see, e.g., [4]). They will think
of APSD(G) as returning a complete graph G′ = (V,E ′,ω ′) in which ω ′(ei j) =
dG(i, j)and V is the original edge set of G. Here, dG(i, j) represents the shortest
path distance from i to j in G. This problem is particularly well suited to privacy-
preserving computation because the solution leaks useful information that can be
used by the simulator. To motivate the problem, consider two shipping companies
who are hoping to improve operations by merging so that they can both take
advantage of fast shipping routes offered by the other company. They want to see
how quickly the merged company would be able to ship goods between pairs of
cities, but they do not want to reveal all of their shipping times (and, in particular,
their inefficiencies) in case the merger does not happen. In other words, they
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wish to compute APSD(G) where G = gmin(G1,G2). The basic idea behind their
construction is to build up the solution graph by adding edges in order from shortest
to longest. The following algorithm takes as input the parties complete graphs G1

and G2. The graphs may be directed or undirected, but they must have strictly
positive weight functions.

1. For notational convenience they introduce a variable k, initially set to 1, that
represents the iteration count of the algorithm. Color each edge in E “blue”
by letting B(k) denote the set of blue edges in the edge set E at iteration k,
and setting B(0) = E . Let R(k) denote the set of “red” edges, R(k) = E − B(k).
The lengths of red edges have reached their final values and will not change as
the algorithm proceeds, while the lengths of blue edges may still decrease.

2. A public graph G(0)
0 = (V,E,ω(0)

0 ) is created. Its edges are all initially weighted

as ω(0)
0 = ∞. When the algorithm terminates after n iterations, they will have

ω(n)
0 (ei j) = dG(i, j) and B(n) = /0.

3. The parties compute the following public value

m(k)
0 = min

e∈B(k−1)
ω(k−1)

0 (e) (16.1)

and the respective private values

m(k)
1 = min

e∈B(k−1)
ω1(e),and (16.2)

m(k)
2 = min

e∈B(k−1)
ω2(e) (16.3)

4. Now the parties privately compute the length of the smallest blue edge among

all three graphs, m(k) = min(min(m(k)
1 ,m(k)

0 ),min(m(k)
2 ,m(k)

0 )), using a generic
protocol for private minimum. This protocol does not reveal the larger value.

5. The parties form the following public set

S(k)0 = {e|w(k−1)
0 (e) = m(k)} (16.4)

and the respective private sets

S(k)1 = {e|w1(e) = m(k)},and (16.5)

S(k)2 = {e|w2(e) = m(k)} (16.6)

By construction, S(k)0 , S(k)1 , and S(k)2 contain only blue edges.

6. First, the parties privately compute the set union S(k) = S(k)0
⋃

S(k)1
⋃

S(k)2 . This is
done using the privacy-preserving set union algorithm from section. Next, the
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color of each edge e ∈ S(k) is changed from blue to red by setting B(k) = B(k−1)−
S(k). Define a weight function ω

′(k)
0 by

w
′(k)
0 (e) =

{
m(k), i f e ∈ S(k),

w(k−1)
0 (e), otherwise.

(16.7)

7. Examine triangles with an edge ei j ∈ S(k), an edge e jk ∈ R(k), and an edge

eik ∈ B(k). Define the weight functionω(k)
0 by fixing these triangles if they violate

the triangle inequality under ω
′(k)
0 . More precisely, if ω

′(k)
0 (ei j) +ω

′(k)
0 (e jk) <

ω
′(k)
0 (eik), then define ω(k)

0 (eik) = ω
′(k)
0 (ei j) + ω

′(k)
0 (e jk). Do the same for

triangles with an edge ei j ∈ R(k), an edge e jk ∈ S(k), and an edge eik ∈ B(k).

8. If there are still blue edges, go to step 3. Otherwise stop; the graph G(k)
0 holds the

solution to APSD(G).

16.3.3.2 Private All Pairs Shortest Path

While there is only a single APSD solution for a given graph, there may be many all
pairs shortest path solutions, because between a pair of points there may be many
paths that achieve the shortest distance. As a side effect of engaging in the protocol
described in Sect. 16.3.3.1, the two participants learn an APSP solution. When

defining the weight function w(k) 0 by fixing violating triangles in ω
′(k)
0 during

step 7, a shortest path solution may be associated with the fixed edge. Specifically,

if ω
′(k)
0 (ei j)+ω

′(k)
0 (e jk)< ω

′(k)
0 (eik), then the shortest path from i to k is through j.

In step 6 of subsequent iterations, when adding an edge ei j ∈ S(k) to the set of
blue edges, they can conclude that the shortest path from i to j is the edge ei j itself

if ei j ∈ S(k)0 , or is the shortest path solution as computed above if ei j ∈ S(k)0 .
Note that learning this APSP solution does not imply any violation of privacy, as

it is the APSP solution implied by the APSD solution.

16.3.3.3 Private Single Source Shortest Distance

The SSSD problem is to find the shortest path distances from a source vertex s to all
other vertices [4]. An algorithm to solve APSD also provides the solution to SSSD,
but leaks additional information beyond that of the SSSD solution and cannot be
considered a private algorithm for SSSD. Therefore, this problem warrants its own
investigation. Similar to the protocol of Sect. 16.3.3.1, the SSSD protocol on the
minimum joint graph adds edges in order from smallest to largest. This protocol is
very similar to Dijkstras algorithm, but is modified to take two graphs as input.

1. Set ω(0)
1 = ω1 and ω(0)

2 = ω2. Color all edges incident on the source s blue by
putting all edges esi into the set B(0). Set the iteration count k to 1.
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2. Both parties privately compute the minimum length of blue edges in their graphs.

m(k)
1 = min

esi∈B(k−1)
ω(k−1)

1 (esi),

m(k)
2 = min

esi∈B(k−1)
ω(k−1)

2 (esi)

3. Using the privacy-preserving minimum protocol, compute

m(k) = min
(

m(k)
1 ,m(k)

2

)

4. Each party finds the set of blue edges in its graph with length m(k).

S(k)1 =
{

esi|ω(k−1)
1 (esi) = m(k)

}
, and

S(k)2 =
{

esi|ω(k−1)
2 (esi) = m(k)

}

5. Using the privacy-preserving set union protocol, compute

S(k) = S(k)1

⋃
S(k)2

6. Color the edges in S(k) red by setting Bk = B(k−1)−S(k). Define a weight function

ω
′(k)
1 by

w
′(k)
1 (e) =

{
m(k), i f e ∈ S(k),

w(k−1)
1 (e), otherwise.

(16.8)

and a weight function ω
′(k)
2 by

w
′(k)
2 (e) =

{
m(k), i f e ∈ S(k),

w(k−1)
2 (e), otherwise.

(16.9)

7. Similar to the APSD algorithm, form the weight function ω(k)
1 by fixing the

triangles in wω
′(k)
1 that violate the triangle inequality and contain edges in S(k).

ω(k)
2 is likewise formed from ω

′(k)
2 .

If there are still blue edges remaining, go to step 2. Otherwise stop; both parties now
have a graph with each edge incident on s colored red, and with the weight of these
edges equal to the shortest path distance from s to each vertex.

16.3.3.4 Minimum Spanning Tree

Suppose that two frugal telephone companies wish to merge. Each company has
a cost function for connecting any pair of houses, and they want to connect every
house as cheaply as possible using the resources available to the merged company.
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In other words, they wish to compute MST (gmin(G1,G2)). If they can perform this
computation privately, then both companies can see the final result without revealing
their entire cost functions. Both Kruskals and Prims algorithms for MST are
easily turned into private protocols using their techniques, because the algorithms
already consider edges in order from smallest to largest. At each iteration, Kruskals
algorithm adds the shortest edge such that its addition does not form a loop. It is
a simple task for each party to compute the set of edges which would not form
loops, and then to privately compute the length of the shortest edge in this set. One
problem arises when there are multiple edges that share this length. In the shortest
path algorithms, they addressed this issue by adding all edges of appropriate length
at the same time using the private set union protocol, but this will not work for
MST. Instead, they can assign a canonical ordering to the edges, and at each step
find the shortest length edges that are canonically first. This will allow a simulator
to determine, given the final MST, in what order the edges arrived.

16.3.4 Complexity Analysis

For each algorithm considered in this section, they calculate the number of
rounds, the total communication complexity, and the computational complexity,
and compare them with the generic method. Using Yaos method on a circuit with
m gates and n inputs requires O(1) rounds, O(m) communication, and O(m+ n)
computational overhead. Lindell and Pinkas note in [15] that the computational
overhead of the n oblivious transfers in each invocation of Yaos protocol typically
dominates the computational overhead for the m gates, but for correct asymptotic
analysis they must still consider the gates.

Complexity of privacy-preserving APSD. For their analysis they will assume
that the edge set E has size n, and that the maximum edge length is l. The
generic approach to this problem would be to apply Yaos Method to a circuit
that takes as input the length of every edge in G1 and G2, and returns as output
G = APSD(gmin(G1,G2)). Clearly, such a circuit will have 2n log l input bits.
To count the number of gates, note that a circuit to implement Floyd–Warshall
minimums and O(n3/2) additions. For integers represented with log l bits, both
of these functionalities require log l gates, so they conclude that Floyd–Warshall
requires O(n3/2 log l) gates. To compute gmin requires O(n log l) gates, but this
term is dominated by the gate requirement for Floyd–Warshall. They conclude
that the generic approach requires O(1) rounds, O(n3/2 log l) communication, and
O(n3/2 log l) computational overhead.

The complexity of their approach depends on the number of protocol iterations
k, which is equal to the number of different edge lengths that appear in the solution
graph. In iteration i, they take the minimum of two (lg l)-bit integers, and compute
a set union of size si. Because each edge in the graph appears in exactly one of the
set unions, they also know that Σ k

i=1si = n.
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First, they will determine the contribution to the total complexity made by
the integer minimum calculations. If they use Yaos protocol, then each integer
minimum requires a constant number of communication rounds, O(lg l) inputs,
and O(lg l) gates, so the k calculations together contribute O(k) rounds, O(k lg l)
communication complexity, and O(k lg l) computational complexity.

Complexity of privacy-preserving SSSD. Complexity of SSSD is similar to that
of APSD, except that the number of rounds is k = O(v) and the total number of set
union operations is v, where v is the number of vertices (O(e1/2)). They conclude
that their protocol requires O(v) rounds, O(v(logv+ log l)) oblivious transfers, and
O(v(logv + loge)) gates. A generic solution, on the other hand, would require
O(v2 log l) oblivious transfers.

16.4 Privacy Preserving in Social Networks Against Sensitive
Edge Disclosure

16.4.1 Summary

In this section, they [17] emphasize edge weight privacy instead focus on preserving
either node or edge privacy like other researchers did. Data owners may not want to
release the exact weight of each edge, but would like to keep the shortest paths of
a set of nodes and the lengths of the corresponding shortest paths as unperturbed as
possible, for the data analysis purpose.

In this section, they consider preserving weights (data privacy) of some edges,
while trying to preserve close shortest path lengths and exactly the same shortest
paths (data utility) of some pairs of nodes without adding or deleting any edge and
node.

In fact, edge weights, reflecting affinity between two nodes in many cases,
relate the expenses or frequency between two persons or similarity between two
organizations. The edge weights in the network are more realistically assigned on a
practical scale. The shortest path is important to be preserved in a social network for
the following reasons. (1) Previous work is mostly on the unweighted graph. Their
work is mostly focused on de-identification of nodes or edges. (2) The weighted
graph is quite popular. One of the things people care about in this type of graphs is
the shortest path between every pair of nodes. The shortest path is a major data utility
which has a wide application such as physical location search in GIS, min-delay
path problem in telecommunications midset, and optimal Analog circuits in VLSI
(very large scale integration). (3) In essence, a weighted graph is a generalization
of the unweighted graph. Their algorithms might be generalized and extended to
unweighted graph cases.
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Fig. 16.2 A simple social
network G
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16.4.2 Notation

A social network in this section is defined as an undirected and weighted graph
G = (V,E,W ). Figure 16.2 is a simple social network. The nodes of the graph, V ,
may denote meaningful entities from the real world such as individuals, organs,
organizations, communities, and so on (in Fig. 16.2, V = v1,v2,v3,v4,v5,v6). E
is the set of all undirected but weighted edges. The edge weight between node
i and node j is wi, j (the value beside an edge is the weight in Fig. 16.2). All
wi, j compose the set W . The cardinalities of V and E , ||V || and ||E||, are the
number of nodes and edges in this social network, respectively, (in the example,
||V ||= 6 and ||E||= 9). They assume that n = ||V ||, m = ||E||. Since the graph G is
undirected, wi, j is equal to wj,i. So the adjacency weight matrix of G is symmetric.
Although the following perturbation strategies are all based on the undirected graph
and symmetric adjacency weight matrix, they can be easily modified with respect to
directed graphs and the corresponding nonsymmetric adjacency weight matrices.

Let w∗
i, j be the perturbed weight of the edge between node i and node j, di, j

and dd∗
i, j be the shortest path lengths between node i and node j before and after a

perturbation strategy, respectively, pi, j and p∗
i, j be the shortest paths between node i

and node j before and after a perturbation strategy.

16.4.3 Greedy Perturbation Algorithm

In a static social network, they may easily collect some necessary information about
this social network for their analysis and privacy-preserving purpose.

They assume that not all shortest paths of node pairs in a social network are
considered to be significant (in the real world, it is not reasonable that all information
is considered as confidential).

Then, in a social network G = V,E,W(||V || = n), they generate a shortest path
matrix P and the corresponding length n ∗ n matrix D. In the matrix P, each entry
ps1,s2 is a linked list representing the shortest path between vs1 and vs2 . For example,
p1,6 = (1 → 2 → 5 → 6), it shows that the shortest path p1,6 successively passes
through v1,v2,v5 and v6. In the matrix D, each ds1,s2 is the length of the shortest
path connecting vs1 and vs2 . In the following contents, all node pairs (s1;s2) of ps1,s2

and ds1,s2 are in the set H unless otherwise stated explicitly.
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So, their goal is to generate a perturbed graph G∗ = V ∗,E∗,W ∗ which satisfies
the following conditions:

1. V ∗ =V and E∗ =V
2. maximize ∑i, j |wi, j −w∗

i, j|
3. p∗

s1,s2
= ps1,s2 , for every pair (s1,s2) in H

4. d∗
s1,s2

≈ ds1,s2 , for every pair (s1,s2) in H.

16.5 StarClique: Guaranteeing User Privacy in Social
Networks Against Intersection Attacks

16.5.1 Summary

Recently, several social graph anonymization algorithms are proposed to enable
public release of social graphs without compromising user privacy [9, 16, 27]. The
main goal here is to prevent attackers from identifying a user or a link between
users based on the graph structure. There are, however, some key differences that
set apart their work. First, in the graph anonymization problem also, similar to
the work on databases, the attacker is outside the system. In this section, they
consider a stronger attacker that is an active participant of the network (or online)
with abilities to perform multiple queries and use the results to improve the attack.
Second, the definition of privacy breach is different in the two cases. In graph
anonymization, a user privacy is breached if either a user is identified in the
anonymized graph, or a link between two users is established. Their goal, however,
is to prevent attackers from linking the data transmitted by applications with the
users. Given the abundance of the application data as well as the social graph, it is
more challenging to provide anonymity guarantees. Finally, the solutions proposed
by prior graph anonymization work [9, 27] provide global privacy properties (as in,
create k identical neighborhoods, or k identical degree nodes in the graph, etc.).
These global properties do not ensure that each node in the network has sufficient
degree to defend against the intersection attack.

In this section, they studied privacy risks involved in sharing data in todays social
content-sharing applications due to compromised user accounts. They identify
the social intersection attack, a low-cost privacy attack that can be used by two
or more compromised users to identify the source of shared data objects in all
content-sharing applications. It effectively links data objects with their owners
relying only the social graph topology and the data shared by the applications. This
attack invalidates naive solutions to mitigate privacy risks.

Social networks can provide their users with privacy guarantees in the form
of k-anonymity by adding new edges to the social graph. They identify a graph
structure we call Star-Clique, and prove that it is the minimal structure necessary
to provide each user with k-anonymity. A privacy-conscious OSN provider can
build StarCliques around each user, and utilize several optimizations to dramatically
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reduce the cost of new edges. This type of “graph evolution” is practical for
todays social content-sharing networks, and provides sufficient flexibility for OSN
operators to make local decisions about the privacy and overhead tradeoff.

16.5.2 Background

Naturally formed social graphs tend to exhibit power-law degree distributions and
high skew in node connectivity. Local clustering is limited, and the lack of common
friends makes users vulnerable to the social intersection attack. Their solution to this
problem is to “evolve” the graph by adding “privacy buddies” to users such that all
users have k-anonymity, for some value of k chosen by the OSN operator. Adding
these buddies creates latent edges between buddies and users.The real and latent
edges together provide k-anonymity. The evolved graph with privacy guarantees is
used by the applications to transfer data between users, but this evolved graph is
never revealed to the users directly. As a result, attackers do not know the list of
friends sending data to them and cannot identify the exact source of the data they
receive. The only change existing social networks need to do, to use their solution,
is to evolve the graph, and send the evolved graph to the application servers instead
of the real social graph.

16.5.3 Assumptions, Goals and Attacker Model

This section lists their [23] assumptions, goals, and the attackermodel for this
section.

16.5.3.1 Assumptions

They make two simple assumptions in their design. First, they assume that the OSN
operators and third-party application servers are secured by the owners and do not
compromise their users privacy. These sites have significant financial incentives to
keep their service secure: To attract and retain their users. The end users, on the
other hand, may be lax in applying security patches and hence be compromised due
to various malware attacks. Second, their privacy mechanisms are irrelevant if user
identities can be deduced directly from shared data. So they assume that all data is
scrubbed to remove identifiable user information. This scrubbing can happen before
the data leaves a trusted endpoint. Similarly, they assume that the attackers cannot
cross correlate application data with out-of-band information to identify its owner,
as was done in recent NetFlix privacy attack [21].
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16.5.3.2 Goals

Their goal is to provide three key properties to all users in the network irrespective
of their social connectivity.

1. Provable k-Anonymity. They aim to provide k-anonymity to social application
users. k-anonymity provides source anonymity and the data receiver cannot tell
the source even with social intersection attack. Formally, k-anonymity is:

Definition 16.3. The system provides k-anonymity to the source (x) of an event
ξ , if the probability that the attackers assign for x to be the source of ξ is less or
equal to 1/k. In other words, the attackers suspect at least k different nodes to be
the likely sources of ξ , with equal probability.

2. LowOverhead. It is necessary to add minimal number of latent edges to reduce
the additional overhead on the social infrastructure due to processing and data
transfer of cover traffic along the latent edges.

3. Preserve Relevance of Cover Traffic. The latent edges added should connect
nodes that are close in social distance, so that the cover traffic is still relevant
to users. Nodes that are farther apart have fewer “similarities” in interests and
connecting them might send highly irrelevant data to users.

16.5.3.3 Attacker Model

In the social application setting they consider, they assume the following attacker
model:

1. A fraction (p) of the one-hop friends of a given user x are compromised. They can
work both independently, and in collusion to compromise honest users privacy.

2. The attackers have the entire social graph. They know their local graph, and can
crawl the rest of the graph.

3. They assume that only the attackers within one hop from a user x collude together
to break xs privacy via passive intersection attacks.

This is a stronger attack model compared to prior work on graph anonymization
[9, 16, 27] as the attackers here use both the application data and the social graph to
attack. In addition, passive attacks are harder to detect compared to active attacks.
For example, an active attacker can delete all but one of her friends, and assign
the new data received to that friend. However, such attacks will be easily detected.
Finally, note that the actual number of malicious nodes around a node x depends on
its degree (dx) and the fraction p. They use f to represent the number of malicious
neighbors of a node throughout the section, but f is node specific, and f = [dx p].
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Source

Clique StarClique

Social edge

Well connected nodes

Virtual edge

Sparsely connected nodes

Fig. 16.3 The graph evolution process for a node. The node first selects a subset of its neighbors.
Then it builds a clique with the members of this subset. Finally, it connects the clique members
with all the non-clique members in the neighborhood. Latent or virtual edges are added in the
process

16.5.4 Graph Evolution

This section shows the details of their social graph evolution mechanisms. First
they introduce the StarClique graph structure, and then present a simple algorithm
to evolve the graph.

16.5.4.1 StarClique Structure

Figure 16.3 depicts the StarClique structure and its formation. There are two main
parts in the structure: The portion to the right (in the central sub-figure) is the clique,
and the portion to the left is called the Star. Let the node that is evolved be x, and
let f be the number of attackers around x. A StarClique is built around x using
its neighborhood nodes. The clique for x consists of x along with its (k + f − 1)
neighbors, that together form a (k + f )-clique. The Star consists of the one-hop
friends of x that do not belong to the clique. Each member of the Star is connected
with all (k+ f − 1) members of the clique.

StarClique provides two key properties: (a) StarClique provides provable
k-anonymity to node x against f one-hop colluders, and (b) StarClique has the
minimal number of edges necessary to provide k-anonymity against f one-hop
colluders.
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Table 16.1 Table
(Notation used in this
paper)

G = (V,E) Graph definition

x, y, z Nodes ∈ G
N(x) Set of nodes in the neighborhood of the node x
g.neighbors(x, i) Set of all neighbors of x at most i hop away in g
dx Degree of the node x
p Fraction of malicious one-hop neighbors
f Number of malicious neighbors of x ( f =  dx p!)
C Subset of nodes in N(x)

16.5.4.2 Evolution Algorithm

With this background in mind, they describe the evolution algorithm. The evolution
algorithm works on one node (say x) at a time, and it works in three steps. The first
step in evolving a node x is to identify the closest neighborhood of x that has at least
(k+ f − 1) nodes in it. Evolution starts with one-hop neighborhood, and moves to
two-hop, etc. Selecting nearest neighbors first ensures that the privacy buddies are
closer in social distance. The second step is to select a subset of (k+ f − 1) nodes
from the neighborhood, and build a (k + f )-clique out of them by adding latent
edges. These clique members are selected at random in this simple algorithm. The
final step is to connect the members of xs neighborhood that do not belong to the
clique with all members of the clique by adding latent edges. This process forms
a structure as shown in Fig. 16.3. As a result, xs k-anonymity is preserved. They
analyze the security properties of this algorithm in more detail later. The Evolve
Graph algorithm is presented in Algorithm 1, and the notations used are listed in the
Table 16.1.

16.5.5 Optimizing the Evolution Algorithm

Here, we present several optimizations that significantly reduce the number of new
latent edges added to the graph during evolution. They apply their optimizations to
Evolve Graph, and present an optimized algorithm called Optimized Evolve Graph
(shown in Algorithm 1) that is annotated to show where each optimization is applied.
The intuition behind the optimization and analysis are introduced.

Optimization 1: Select Clique. While selecting the clique members from the
neighborhood, choosing the most well-connected (k + f − 1) nodes, instead
of random nodes, reduces the latent edges added significantly. Select Clique
function in the Algorithm 2 implements this optimization, where the well-
connected nodes are chosen based on the number of friends shared between
the nodes in the neighborhood and x. This selection leads to clique reuse in the
neighborhood, reducing the new edges added.
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Algorithm 1 Evolution Algorithm: evolves the input graph g to produce an
evolved graph g’.

Graph g′ = Evolve Graph (Graph g)
1: g′ = g
2: /* Copy the original graph g into the evolved graph g′ */
3: for x ∈V do
4: N(x) = φ ; i = 1
5: while |N(x)| < (k+ f −1) do
6: N(x) = N(x)

⋃
g.neighbors(x, i)

7: /* Neighborhood is selected in the original graph */
8: i = i+1
9: end while

10: C = select (k+ f −1) random nodes from N(x)
11: C =C

⋃{x}
12: BuildClique(g′,C)
13: /* Edges added in g′ to build the clique structure around x */
14: BuildStar(g′,N(x),C)
15: /* Edges added in g to build the star structure around x */
16: end for
17: Return g′

Algorithm 2 Optimized Evolution Algorithm: evolution algorithm annotated
with the optimizations.

Graph g′ = Evolve Graph Optimized (Graph g)
1: g′ = g
2: S(x) = {V ′nodessortedinthedecreasingordero f degree}
3: Applying Optimization 3: Ordered Evolution Above
4: for x ∈ S in decreasing order of degree do
5: N(x) = g.neighbors(x,1); i = 1
6: g (instead of g′) is used above to handle the side-effects of Edge Reuse
7: while |N(x)| < (k+ f −1) do
8: N(x) = N(x)

⋃
g′.neighbors(x, i)

9: Applying Optimization 2: Edge Reuse above
10: if |N(x)|> (k+ f −1) then
11: Applying Optimization 4: Limit to k Friends here
12: end if
13: i = i+1
14: end while
15: C = SelectClique(N(x))
16: Applying Optimization 1: Select Clique above
17: C =C

⋃{x}
18: BuildClique(g′)
19: BuildStar(g′,N(x),C)
20: end for
21: Return g′

Optimization 2: Edge Reuse. Before evolving a node x, this optimization
considers xs most recent and evolved state, instead of xs connectivity in the
original graph, which includes the latent edges of x. This reduces the new edges
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added: as evolution progresses, more and more latent edges are added, and the
connectivity of nodes around x increase. This means that xs neighborhood is
more connected than in the original graph and hence the number of new edges
necessary to evolve x is reduced significantly. This optimization implies that
Algorithm 1 should use the evolved graph g in the loop instead of the original
graph g.
Optimization 3: Ordered Evolution. Instead of evolving the nodes in random
order, evolving nodes from highest degree to lowest degree leads to fewer latent
edges overall. The intuition here is that if a supernode is evolved first, the edges
added to provide k-anonymity to this supernode, and the clique formed, can
be potentially reused by a majority of the low-degree nodes attached to the
supernode.
Optimization 4: Limit to k Friends. If a node x has < k + f − 1 nodes, the
unoptimized algorithm considers the larger neighborhood incrementally one hop
at a time. It is quite likely that when the neighborhood increases by one hop,
the neighborhood size goes significantly beyond k + f − 1. However, all the
nodes in this y-hop are not necessary to provide k-anonymity: we need only
l = (k + f − |g.neighbors(x,1)|) additional nodes. Thus, we select only the
l most well-connected nodes from outside the one-hop neighborhood in this
optimization.
Optimized Evolve Graph. The evolution process is depicted in Fig. 16.3, and
Algorithm 1 shows the pseudo-code for Optimized Evolve Graph. In this algo-
rithm, first, the nodes are sorted by their degree, and evolved in the order of their
degree, starting from the highest. Second, evolution is applied on the evolved
graph repeatedly C this applies the edge reuse optimization. Indeed, we use the
original graph g to get the original degrees, and the evolved graph g to maximize
the number of reused edges during the neighbor selection. This is necessary to
handle the side-effects of edge reuse optimization, as described before. When
the node has less than k+ f − 1 friends, its neighborhood in the evolved graph
is selected. They apply the Limit to k Friends optimization at this step. Finally,
Select Clique optimization is applied in this optimized algorithm while choosing
the clique members out of the neighbors. StarClique is built for each evolved
node as in Evolve Graph.

16.5.6 Anonymity Analysis

This section has two main parts. First, we introduce formal notations and identify the
conditions under which k-anonymity is preserved. Second, we present the properties
of StarClique that are necessary to provide k-anonymity.
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16.5.6.1 Formal Notations and k-Anonymity

They represent the social network as a graph, G=(V,E), where each user is mapped
to a unique vertex ∈ V and the friend relationship between two users x and y ∈ V is
represented as an edge (x,y). V is the set of all vertices, and E is the set of all edges.
Each edge is undirected, as it represents the friendship between two user. And an
undirected edge (x,y)∈ E is equivalent to two directed edges (x,y) and (y,x), where
(x,y) represents that x is a friend of y and (y,x) represents that y is a friend of x.

16.5.6.2 Privacy via the StarClique Structure

The evolution algorithm protects privacy by building Star-Clique around nodes.
The first step to prove the k-anonymity property of evolution is to identify the
necessary conditions that the StarClique structure has to satisfy in order to provide
k-anonymity for a particular source (x). StarClique (Fig. 16.3) is constructed around
x in two steps as follows: (1) Clique: Build a clique C of k+ f − 1 nodes ∈ N(x)
around x. Note that the edges in C are bidirectional. (2) Star: The remaining nodes
∈ N(x) \C are connected to k+ f − 1 nodes in the clique. Each edge in this step
is directed from the clique nodes to the Star nodes. Directed edges are necessary
only to prove the structure minimality. They next show a theorem, that StarClique
guarantees k-anonymity, using the locally minimal connectivity between a source
and its one-hop neighbors.

Theorem 16.1. The StarClique has the minimal connectivity, in the one-hop neigh-
borhood of a node, necessary to provide k-anonymity against f one-hop colluding
neighbors.

16.6 Discussion and Future Works

There is no doubt that OSNs benefit too much to the society – no matter providers
or users. OSNs providers can get many benefits based on information they collect.
This may lead to privacy problem to OSNs’ users. As we said before, only a few
works have been done in Credential authority, Storage site and Member parts. Most
works focus on Data Owner part and barely optimization. Security and privacy are
always important in different networks. How to optimize the solution of the security
and privacy problems is still a good topic for us. We can put our eyes on other parts
instead of Data Owner part to improve the security in OSNs.
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Chapter 17
A Social Network Based Patching Scheme
for Worm Containment in Cellular Networks

Zhichao Zhu, Guohong Cao, Sencun Zhu, Supranamaya Ranjan,
and Antonio Nucci

Abstract Recently, cellular phone networks have begun allowing third-party
applications to run over certain open-API phone operating systems such as Windows
Mobile, Iphone and Google’s Android platform. However, with this increased
openness, the fear of rogue programs written to propagate from one phone to another
becomes ever more real. This chapter proposes a counter-mechanism to contain the
propagation of a mobile worm at the earliest stage by patching an optimal set of
selected phones. The counter-mechanism continually extracts a social relationship
graph between mobile phones via an analysis of the network traffic. As people are
more likely to open and download content that they receive from friends, this social
relationship graph is representative of the most likely propagation path of a mobile
worm. The counter-mechanism partitions the social relationship graph via two
different algorithms, balanced and clustered partitioning and selects an optimal set
of phones to be patched first as those have the capability to infect the most number
of other phones. The performance of these partitioning algorithms is compared
against a benchmark random partitioning scheme. Through extensive trace-driven
experiments using real IP packet traces from one of the largest cellular networks
in the US, we demonstrate the efficacy of our proposed counter-mechanism in
containing a mobile worm.
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17.1 Introduction

Cellular phone networks are increasingly receptive to open-API operating systems
such as Windows Mobile, Iphone and Google’s Android running over mobile
phones in the networks. While this openness would allow richer applications to run
over mobile phones, it also makes it easier for hackers to write malicious software
that can take control of a mobile device by exploiting its vulnerabilities or that of
the applications running on top of it. In this regard, cellular networks may witness a
similar evolution of worms as has been seen in the wired world. These mobile worms
could impose unwarranted bandwidth charges to customers, deterioration in quality
of service, and ultimately loss of revenue for service providers. Moreover, although
it took over a decade for wireline worms to evolve to the current stage, it might take
much less time for hackers to adapt existing techniques to mobile environments.

The usual ways for mobile worms to propagate include Bluetooth [14]
interface and Multimedia Messaging Service (MMS) [13] interface. One
Bluetooth based mobile worm is Cabir [9], which can spread through Bluetooth
connection to other Bluetooth-enabled devices it can find. As its name suggests,
MMS messages are intended to contain media content such as photos, audios
or videos, but they can also contain infected malicious codes. One noteworthy
example is Commwarrior [10], which is the first worm that can propagate via MMS.
It searches through a user’s local address book for phone numbers and sends MMS
messages containing infected files to other users in the address book.

The increasing popularity and unique property of MMS worms draws our focus
on dealing with MMS worms in this chapter. MMS worms could be sent out in
just one click and travel to any mobiles all over the world with a larger chance of
success in propagation, thus are potentially more virulent in terms of speed and
area of propagation than Bluetooth worms. Note that worms that exploit plain-text
Short Messaging Service (SMS) can not carry malicious payload, and hence usually
only carry a URL in the message, from where the victim is lured to download the
payload, e.g., the worm Symbos/Feak [8]. We consider worms that exploit SMS as
similar to MMS in the way they spread (via address books or call records) and hence
our methodology developed here would be applicable to both types of worms.

Due to characteristics of slow start and exponential propagation exhibited by
mobile worms, it is challenging to detect a worm outbreak at the early stage while
it is hard to mitigate it at a later stage. The heterogeneity of cellular networks also
makes worm propagation speed at different spots variable. Given the extremely large
scale and the distributed nature of mobile cellular networks, it is difficult to place
monitors everywhere. Regularly reporting the traffic records to a central server by
individual phones is also undesirable as users are not willing to be disturbed by any
unrelated traffic. However, even if network operators are unable to detect a worm
propagation during the earliest stage, they still have a window of opportunity to
react before the worm spreads to a larger population. This is especially true for
MMS worms in which users’ interactions are required to download and install the
malicious files on mobile devices. Therefore, unlike automatic Internet worms [25]
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Fig. 17.1 The architecture of
our social-based worm
containment system

which only take hours to infect millions of users, it usually takes much longer for
mobile worms to spread to a severe level. Defense techniques against Internet worms
usually include rate limiting, filtering or patching [33] [26] [29]. However, they
are not appropriate for mobile worms as they are prone to both false positives and
false negatives. Moreover, filtering allows non-blacklisted infected phones to spread
worms even faster. In this chapter, we focus on the methodology by which a mobile
network operator would distribute a patch to arrest a worm’s propagation before it
causes complete network infection.

Patch propagation techniques have been developed for delivering worm signa-
tures in the wired Internet [29]. However, such solutions are not directly applicable
to mobile networks which have a unique constraint of lower data rates. In such a
bandwidth-constrained environment, patches can not be propagated by a network
operator to all devices at the same time. Moreover, patches would have to compete
with the bandwidth already being consumed by a propagating worm. Existing work
on modeling and containment of worms in a mobile network [2,3,11,23], do not take
into account the unique capability of mobile worms which exploit social network
of users by exploiting their address book or recent call records. In lieu of above
observations, we take a hierarchical approach towards patching mobile devices such
that those devices which act as a “bridge” between social clusters within the network
are patched first. The intuition is that such devices once infected have the ability to
infect entire social clusters and hence they must be patched first.

In this chapter, we propose a new approach to contain MMS worms within a
limited range at the earliest stage. We divide the mobiles in cellular networks into
multiple partitions based on the social relationships between mobiles retrieved from
a real cellular network trace. Mobiles in each partition closely interact with each
other while mobiles across different partitions are less related. Security patches
are distributed to key nodes that separate individual partitions to block the worm
propagation from one partition to another. The architecture of our social-based
worm containment system is shown in Fig. 17.1. The trace, including both voice



508 Z. Zhu et al.

traffic and Internet data traffic, is collected through cellular networks and stored
in a database for analysis. After processing, the generated security patches are
disseminated through cellular networks to selected mobiles. More specifically, the
contributions of our work are three-fold:

• We construct a social relationship graph of mobile devices by extracting their
communication patterns based on a network trace. This graph describes the social
relationships between mobile phones which are usually exploited by mobile
worms for spreading.

• We propose a new containment strategy for MMS worms by partitioning the
mobiles appropriately based on the social relationship graph. Two partitioning
algorithms: balanced partitioning and clustered partitioning are proposed and
their performance is evaluated.

• We experimentally compare our targeted patching algorithms (balanced and
clustered) against a random patching strategy. Our experiments show the efficacy
of targeted patching: both balanced and clustered patching algorithms achieve
a lower infection rate than the random strategy while patching a significantly
smaller number of nodes.

The rest of this chapter is organized as follows. Section 17.2 reviews the
related work on mobile worms containment in cellular networks. Section 17.3
presents motivations behind the trace-driven partitioning approach. Section 17.4
describes how this social relationship graph can be built by using a network traffic
trace. Section 17.5 introduces the graph partitioning theory and two corresponding
patching schemes. Section 17.6 evaluates the performance of our worm containment
strategy. Section 17.7 gives an extensive discussion of related issues. Finally,
Sect. 17.8 concludes our work and provides future research directions.

17.2 Related Work

Defense techniques against Internet worms include rate limiting [33] or filter-
ing [26]. Vojnovic et al [29] studied the efficacy of automatic patching countermea-
sure in protecting the Internet against scanning worms. Zou et al [38] used a Kalman
filter to detect Internet worm’s propagation at its early stage in real-time. However,
these techniques are not directly applicable to the mobile network scenario.

There is limited work on mobile viruses/worms modeling and containment in
the literature. Yang et al [34] applied a software diversity approach to deal with
worm attacks in wireless sensor networks. Mickens and Noble [23] proposed a
probabilistic queuing framework to model the propagation of mobile viruses over
short-range wireless interfaces. Fleizach et al [11] evaluated the effects of malware
propagating using communication services like VOIP and MMS in mobile phone
networks. However, they did not use real traffic data in their worm propagation
model. Khouzani et al [19] developed optimal decision rules to quantify the damage
that the malware can inflict on the network as well as an intelligent defense strategy
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to limit the damage. Bose and Shin [2] applied two commonly used mechanisms:
rate limiting and quarantine to the dynamically generated list of vulnerable clients
in the mobile messaging network. Van Ruitenbeek et al [28] also investigate
propagation of MMS/SMS malware and various responses. Zyba et al [39] studied
the dynamics of proximity mobile phone malware that propagates by Bluetooth
interface, and evaluated potential defenses against it. Li et al [21] proposed CPMC
scheme which integrates short-term coping components and long-term evaluation
components to deal with proximity malware. Miklas et al [24] used a trace-driven
simulator to study the interactions between Bluetooth devices. They conclude
that Bluetooth based worms would spread more widely by exploiting contacts
between “strangers” instead of “friends”. While our focus here is on worms which
spread via MMS or SMS, the hypothesis driving our work is analogous – that
to contain a worm, we must first detect and patch the devices which bridge
social clusters. Meng et al [22] investigated the reliability of SMS by analyzing
traces collected from a nationwide cellular network over a period of three weeks.
Here, we exploit the social relationship graph from a real cellular network trace
that includes a variety of services and use it to develop a worm containment
mechanism.

Recently, Bose et al and Kim et al have proposed two techniques for using
behavioral signatures [1] and power signatures [20] for locally detecting malware
on mobile devices. Some other work tried to detect mobile virus at the network-
level such as SmartSiren [3]. The aforementioned work is complimentary to our
approach in that these mobile worm detection systems can detect a worm within
a reasonable latency and hence could serve as the initial trigger for our worm
containment via patch distribution mechanism. A preliminary version of this work
has been presented in [37], and an introductory version can be found in [36]. Other
security issues such as DoS attacks in the 3G network scenario have been studied
in [5, 35].

17.3 Motivation

Mobile worms that spread using MMS [10] or SMS [8] typically exploit the social
network of users to propagate from one mobile device to another. These worms
search through a user’s local address book and recent call records for phone numbers
and send messages to other users. Note that randomly scanning does not work on
mobile worm environment, as any malicious message from an untrusted stranger
would not be opened and activated. In the case of MMS, the message itself could
be the malicious payload, while in the case of SMS, the user would be lured
to download the payload from a URL. A victim mobile receiving this message
will most likely open and download the message since he believes it comes from
someone he knows and trusts. Thus, an effective worm containment approach must
take into account the social relationship graph between mobile devices in a cellular
network. By figuring out the social interactions between mobile devices, i.e. which
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devices are more likely to exchange messages with each other, we can predict the
propagation path of such mobile worms. In this way, the vulnerable mobiles or
connections could be marked and be protected.

Given that there has not been any instance of mobile worm that has propagated far
and wide across a cellular network “in the wild” as yet, there is limited knowledge of
propagation paths of mobile worms. In this regard, we assume that the propagation
path of a mobile worm can be approximated by the social network of mobile devices.
Given that a user Joe has a higher probability to open and download a message
from Jane with whom he periodically exchanges messages, this pair of users, Joe–
Jane would be considered more vulnerable. In contrast, if Joe doesn’t exchange
messages with Mary, he is unlikely to be infected by a worm sent by Mary and hence
the pair of users, Joe–Mary is considered less likely to be included in the worm’s
propagation path. In summary, we use the amount of traffic exchanged between two
mobile devices as an indicator of whether this pair of devices would be present in
a worm’s propagation path. This propagation model would be reflective of worms
that spread by exploiting the call records of infected hosts. Such a social relationship
graph can be accurately built by a mobile network operator by looking at the calling
and messaging records at which the operator stores for billing purposes. Even for
mobile worms which spread by using the address book of an infected host, the
social relationship graph built by using the calling and messaging records would
be reflective of the propagation path of the worm, which is similar for worms which
spread by randomly generating a hit list of potential devices. This is on account of
the fact that humans are much more likely to open and download a message from
someone with whom they have communicated in the past.

Our worm containment strategy would be implemented at a mobile service
provider’s messaging gateways or base-station controllers. Service providers typ-
ically store records of all traffic generated by a user per session for billing and
accounting purposes. We use an anonymized trace from one of the largest cellular
network providers over a two-week period in April 2008. The trace summarizes the
total amount of traffic generated by every user for a variety of applications such as
SMS, MMS, SIP based VoIP, Push-To-Talk and so on. We use all traffic exchanged
between a pair of devices regardless of application types, as an indicator of their
likelihood to infect each other.

We use the traffic trace to simulate the relational topology graph. In this graph,
each vertex represents a mobile in the cellular network and each edge between two
vertices represents that the two mobiles have communicated with each other in the
past. This topology graph gives us an overview of how mobiles are related with each
other and how worms might use these social relationships to propagate themselves.

With a knowledge of the social relationship graph, the next question is how
to prevent a worm from propagating once it starts to breakout. Here, we use the
social relationship graph to find an effective patch distribution strategy. A mobile
that receives a patch becomes immune to the worm and could then be used to
propagate the patch further. However, as we will discuss in Sect. 17.5, disseminating
patches to all mobiles may not be a practical method due to the time and bandwidth
limits. Thus, a faster way of patch dissemination, or an appropriate order of patch
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distribution is needed. Intuitively, the one with the highest risk to be infected or
the one with the highest probability to infect others should have the highest priority
for security upgrades. Under our partitioning based approach, security patches need
not reach all the mobiles if the worms could be contained in each small partition.
Therefore, only those key nodes that separate the graph into individual partitions
should be patched in the first place. We next discuss how to determine this set of
key nodes.

17.4 Trace-Driven Social Relationship Graph

In this section, we describe how a service provider can construct a social relationship
graph by using an example traffic trace collected at the network layer at one of the
largest mobile phone networks in the US. The endpoints present in the trace were
anonymized while preserving the uniqueness of the identifiers of ip-addresses and
phone numbers involved. The trace provides session-level information for traffic
(bytes and packets) exchanged between two endpoints per application over a two-
week period in April 2008. The trace contains information about 2 million users
across 65000 base station cells all over the US. According to this trace, about 35% of
users in this network exchange about 0.4 million MMS messages every day. Besides
MMS, the trace also contains traffic volume information for SIP based VoIP sessions
exchanged between users, SIP based Push-To-Talk and SMS.

Definition 17.1 (Cellular-Social Relationship Graph). An undirected weighted
graph G = (V,E) consists of a set of vertices V and a set of edges E , such that
each vertex u ∈ V denotes a mobile in the cellular network, while each edge e(u,v)
denotes that at least one traffic flow was exchanged between mobile u and v. Let du

denote the degree of vertex u, u ∈ V (the number of mobiles or vertices having a
link with u). Let m(u,v) denote the amount of traffic initiated from u to v. If there
are functions f and g that map each vertex u ∈ V and each edge (u,v) ∈ E to a real
number, then the graph is considered to be weighted with f and g determining the
vertex-weights and edge-weights, respectively. The weight-mapping functions are
as following:

f (u) = du (17.1)

g(u,v) = m(u,v)+m(v,u) (17.2)

An example of social relationship graph is shown in Table 17.1. In this example,
we pick 9 mobile phones who interact with each other more or less from the trace,
anonymize them as A to I. We use the number of sessions exchanged between
two mobiles u and v over one week as our weight m(u,v). Alternatively, the total
number of bytes or packets exchanged between two mobiles could also be used
as the weights. For the sake of generalization, we count all sessions exchanged
between two mobiles regardless of the application type, as all types contribute to
the worm propagation patterns. Each entry in the table shows how many times any
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Table 17.1 Communication
traffic records

Between mobile phones WATa Normalized WATb

A and B 4 1
A and G 12 3
A and H 12 3
B and C 8 2
B and H 4 1
B and I 4 1
C and D 40 10
C and I 4 1
D and E 6 1.5
D and I 6 1.5
E and F 20 5
F and G 4 1
F and I 20 5
G and H 8 2
G and I 4 1
a
WAT: Weekly Averaged Traffic

b
Divided by the minimum WAT over the week

Fig. 17.2 Example of
Cellular Social Relationship
Graph. Each vertex in the
graph denotes a mobile phone
and the weight of each edge
between two vertexes
represents normalized WAT
between the two mobile
phones
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two mobiles communicated with each other every week on an average. We note this
metric as WAT (weekly averaged traffic). If we abstract each mobile as a vertex and
normalize WAT between any two mobiles by dividing the minimum WAT over the
week, we get a relationship graph as Fig. 17.2.

The weights of vertices and edges together contribute to a significance
level which represents the chance of being infected by worms. As can be seen
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from (17.1), the weights of vertices depend on the node degrees. Intuitively, the
mobile with the highest risk to be infected or infect others is the key node that a
worm can use to spread and thus has the highest priority for containment. For MMS
worms, a mobile with a higher in-degree means that it is more likely to be infected
while a mobile with a higher out-degree is more likely to infect other mobiles.
Therefore, those high-degree mobiles, either in-degree or out-degree, should be
assigned a higher vertex weight and get higher priority for patching consideration.
The in-degree and out-degree of a mobile are not necessarily dependent, but may
be correlated. The phone number of the mobile that has large address book tends to
appear in the address books of many others.

The social interactions [24] between mobiles can be used to explain (17.2).
Whenever there is a traffic record between two mobiles, they have a chance to
be friends and therefore a larger probability to open and activate a worm message
received from each other. The more frequently they communicate with each other,
they would be closer to each other which means a higher vulnerability. This social
relationship graph gives us an overview of how mobiles are related with each other
and how worms might use these social relationships to propagate themselves.

We use weekly averaged traffic (WAT) to measure the relationship between
two mobiles. According to what we have observed from the trace, although the
number of interactions between two individuals behaves differently for weekday
and weekend, the number of interactions across the two weeks remains similar.
This result which is also confirmed by [24] shows that people’s interaction rate is
predictable on a weekly basis. Therefore, it is reasonable to use a weekly averaged
traffic information to represent the interaction rate through a long period.

17.5 Containing Worms by Graph Theory

Most security patch providers such as F-Secure [7] use push-based strategy for patch
distribution, that is, as soon as a new security patch is available, the notification
of updates is sent to all subscribed users. Upon receiving the notification, users
authenticate and verify the message, and then connect to a centralized database
to download the patch updates promptly. This can be achieved by short messages
through control channels. However, the time to disseminate patches to entire cellular
networks could be in the order of hours or days, which is much longer than
the worm propagation period. Moreover, the bandwidth bottleneck of the control
channel prevents all the mobiles from reaching the system and downloading the
patches at the same time. According to [5], the total number of messages per
second needed to saturate the cellular network capacity for a metropolitan area such
as Washington D.C. is 240 msgs/sec and for the entire United States is 525,325
msgs/sec. Therefore, any larger traffic volume would cause congestion or even crash
the network.
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17.5.1 Uniform Patching vs. Targeted Patching

Therefore, an appropriate order or scheduling of patch distribution is needed.
Intuitively, the one with the highest risk to be infected or the one with the highest
probability to infect others should have the highest priority for security patches.
Our goal is to find a small set of nodes with the highest priority for patching, while
keeping the infection rate as low as possible. We call it targeted patching. Under
the partition based scenario, security patches do not have to reach all the mobiles
if the worm could be contained in each small partition. A small set of nodes which
separate all the nodes into multiple partitions is enough for our targeted patching.

With the knowledge of the network topology, we partition the graph into as many
separate pieces as possible and contain the worm propagation within each partition.
These partitions are separated by a minimum set of key nodes called separators.
The separators are chosen and patched by the network with the highest priority.
As a result, the worm propagation can be blocked since an infected node inside its
partition has to go through a separator to reach other partitions. Then, the worm
containment problem becomes a graph problem and we can use graph-partition
techniques to solve it. Now the question is what criteria should be used to partition
the graph.

Based on the following two different partitioning strategies, there are two
kinds of targeted patching: balanced patching and clustered patching (unbalanced
patching).

17.5.2 Balanced Graph Partitioning

Intuitively, the significance level of each partition should be similar so that the worm
damage to each partition can be balanced. As mentioned before, vertex weight and
edge weight can be viewed as metrics for significance level. The vertex degree
denotes how many victims an infected mobile is able to reach while the edge weight
represents the probability that worms can propagate through this link successfully.
Due to different ways of balancing these two metrics, we define balanced graph
partitioning as follows.

Definition 17.2 (Balanced Graph Partitioning). Given an undirected weighted
graph G = (V,E), with weight f (i) for each vertex i ∈ V and g(u,v) for each edge
(u,v) ∈ E , a partition P cuts the vertices set V into k(k > 1) subsets V1,V2, . . . ,Vk

such that Vi ∩Vj = φ for i �= j, and ∪iVi = V , with the following two constraints
satisfied:

• The total weights of vertices in each subset Vi are balanced.
• The total weights of all edges crossing any two subsets are minimized.

The first constraint in the definition requires the vertex weights for each partition
to be balanced. Let LoadImbalance(P) denote the ratio of the highest partition
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weight over the average partition weight, i.e., maxi( f (Vi))/( f (V )/k). The first
constraint minimizes LoadImbalance(P). It tries to keep the significance level in
each partition balanced, so that the damage to each partition is balanced and limited.
The second constraint keeps the edge weights between partitions minimized so that
partitions are less related to each other. Let Edge-Cut(P) denote the total weights of
all edges crossing any two partitions. Then, the second constraint minimizes Edge-
Cut(P).

Next, we try to find an appropriate theory to solve the above problem. Existing
graph partitioning solutions [15, 27] are developed for high-performance parallel
computing, circuit placement and other disciplines. All these solutions partition the
vertices of the graph into equally weighted sets so that the weight of the edges
crossing between sets is minimized. A new class of partitioning algorithms based
on the multilevel paradigm [16, 30] has been developed and is considered to be the
state-of-the-art as they provide extremely high-quality partitions. These algorithms
are very fast, and can scale to graphs containing millions of vertices. The basic idea
behind the multilevel approach is to first coarse down the graph G to a few hundred
vertices or less. Then, some standard partitioning algorithm is used to partition
the graph. Since the size of the graph is quite small, simple algorithms such as
Kernighan-Lin (KL) [18] performs well. The final step is to project this partition
back towards the original finer graph G. Some of these algorithms have also been
incorporated into well-known software packages such as METIS [17].

These existing graph partitioning algorithms were originally designed for parallel
computing, whose goal is to evenly distribute the computations over k processors
by partitioning the vertices into k equally weighted sets while minimizing inter-
processor communication represented by edges crossing between partitions. These
two objectives exactly match the two constraints in our definition. Therefore,
balanced graph partitioning can be easily solved by existing graph partitioning
algorithms, for example, the multilevel KL algorithm.

17.5.3 Clustered Graph Partitioning

Balanced graph partitioning tries to maintain the significance level in each partition
balanced, so that the damage to each partition is balanced and limited. However, it
does not give high priority to minimize the edge-cut, therefore does not guarantee
that worms can always be successfully contained within individual partitions. For
example, if the weights of the edges across two partitions are very large, the
probability of worm propagation through this edge will be very high. Then, the
worms may have already propagated across the two partitions before patches are
distributed. Therefore, rather than partitioning the graph into balanced parts, we
want to partition the graph according to the trusted social relations. This method is
referred to as clustered partitioning where edges within each partition have higher
weights compared to the edges between the two partitions.
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Fig. 17.3 Examples of two different graph partitioning schemes

With clustered partitioning, we keep the mobiles that are socially close to each
other in the same partition, and divide nodes that are not close into different
partitions. This is because closer nodes are more likely to infect each other quickly
as soon as the worms breakout. We cannot do too much about it as the infection
may have already happened before patching, so we prefer leaving them in the
same partition. On the other hand, two nodes with a low weight link may have not
communicated with each other and there is a low probability for a worm to spread
across the link. Therefore, keeping them in two different partitions can effectively
prevent the worm in one partition from infecting the other. Note that if there is no
edge between the two nodes, they will be divided into two different partitions.

Definition 17.3 (Clustered Graph Partitioning). Given an undirected weighted
graph G = (V,E), with weight f (i) for each vertex i ∈ V and g(u,v) for each edge
(u,v)∈ E , a partition P cuts the vertice set V into k(k > 1) subsets V1,V2, . . . ,Vk such
that Vi∩Vj = φ for i �= j, and ∪iVi =V , with the following two constraints satisfied:

• The averaged edge weights (i.e., the total edge weights divided by the number of
nodes) in each subset Vi are maximized: max(∑m∈Vi,n∈Vi

g(m,n))/|Vi|.
• The total weights of all edges crossing subsets are minimized.

Figure 17.3 shows the node weights and edge weights for each partition by the
two partitioning schemes on the social relationship graph shown in Fig. 17.2. We
can see clearly from the example that balanced partitioning has an edge-cut of 2.5
while the clustered partitioning achieves an edge-cut of 0.9. As a result, it takes
longer time for worms to propagate between partitions under clustered partitioning,
which leaves itself more response time.
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17.5.4 Measurement of Connectivity

Unfortunately, this problem is NP-hard and these two constraints cannot be
achieved at the same time. Thus, we can only apply heuristics to generate
approximate solutions. We develop a new measurement called Connec-
tivity and propose a recursive clustered partitioning algorithm based on this
concept.

Theorem 17.1. The connectivity C in a social relationship graph is measured
recursively as follows:

Connectivity between two nodes. If i and j are two nodes and the edge between
them has a weight of w(i, j), then the connectivity between node i and j is C(i, j) =
w(i, j). If there is no edge between i and j, C(i, j) = 0.

Connectivity between a node and a set. S is a set with more than one node in
it, and i is a node outside of S. Then the connectivity between node i and set S is
C(i,S) = ∑ j∈S C(i, j).

Connectivity between two sets. S1 and S2 are two sets in the graph, the
connectivity between set S1 and S2 is C(S1,S2) = ∑i∈S1

C(i,S2).

Connectivity of a set. The connectivity of set S is defined as the expected
connectivity of any node i in the set S to the set S i, S i is the set S excluding node i.
Then, C(S) = ∑i∈S C(i,S i)

n , where n is the number of nodes in S.

The connectivity C denotes the connectivity level or closeness between two
objects as in Fig. 17.4. For example, consider the closeness between a node i
and a set S. Node i has one or more edges connected to set S, with weight
p1, p2, · · · pk respectively. As each edge weight pi denotes the probability that a
message is successfully delivered from i to S through that particular edge i, the
probability that a message is successfully delivered from i to S can be computed
by 1 − (1 − p1)(1 − p2) · · · (1 − pk). After ignoring the product items, it can
be simplified as p1 + p2 + · · · + pk, which is the connectivity C(i,S) between
i and S.

Consider the connectivity of a set S. According to the definition of C(S), each
edge weight in S would be counted twice. Therefore, the connectivity of S can also

be presented as C(S) = ∑i∈S, j∈S 2w(i, j)
n . Without losing generality, we can rewrite it

as C(S) = ∑i∈S, j∈S w(i, j)
n , which is exactly the same as our fist constraint. Therefore,

to satisfy the first constraint of clustered partitioning, we just need to maximize the
connectivityC for each partition. Based on the definition of connectivity, we propose
a heuristic algorithm to separate a graph into no more than k clustered partitions. k
is a pre-defined threshold for the number of partitions.
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Fig. 17.4 Examples of how to measure the connectivity (a): between two nodes; (b): between a
node and set; (c): between two sets

17.5.5 Clustered Graph Partitioning Algorithm

The basic idea behind clustered graph partitioning algorithm is to enlarge each
partition from individual nodes based on the metric of connectivity; i.e., a new node
which has the largest connectivity with the current partition is chosen and added
to the partition. This process stops until any node’s joining could not increase the
connectivity for the partition. Then another partition expanding process is started
from a remaining node. When there is no more partition growing, the graph has
been partitioned to clusters, which is called a round. If the number of partitions is
still larger than k, a new round is started, where each partition is contracted to a node
and the partition expanding process is performed on the updated graph. The detailed
algorithm includes following three recursive stages:

• Expanding Stage

– Sort all edges in graph G by their weights w. Pick the edge with the largest
weight and put its two end nodes into one partition P.
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– Partition P grows as follows: for all neighboring nodes of this partition,
choose node i which has the largest connectivity with partition P and add
node i to form a new partition P′. Update C(P′). Repeat the above step on
the new partition P′ until there is no neighboring node that can achieve
C(P′′)≥ C(P′).

– Pick the edge with the largest weight from the rest of the edges and perform
the above expanding process. The expanding stage stops when every node
has been added to a partition.

• Contracting

– Based on the resulting partitions from the expanding stage, contract G to
a condensed graph G′ such that each partition Pi in G becomes a node i
in G′ and all the interconnection edges between two partitions Pi and Pj

become an edge e(i,j) between the two corresponding nodes i and j in G′.
w(i, j) =C(Pi,Pj).

– Recursively apply the Expanding stage and the Contracting stage on graph
G′. It stops when the number of partitions falls below the specified value k.

• Restoring

– Restore the original graph G by replacing each condensed node in each
partition with its original nodes in the corresponding partition created in
the contracting stage. Then, graph G is cut into less than k partitions.

Figure 17.5 illustrates how this algorithm works on a clustered graph. The
distance between any two nodes denotes the closeness relationship between these
two nodes. Thus, two nodes that are closer to each other in the plane would have
higher connectivity and should be partitioned together.

The time complexity of this algorithm can be easily analyzed. At the beginning,
there are n nodes in the graph which can be viewed as n individual partitions. In the
end, the number of partitions is lower than k. As each partition expanding adds at
least one node or one subset to a partition, there are at most n− k times of partition
expanding. For each partition expanding, a node with the largest connectivity to the
partition is searched. This takes time O(np ∗C), where np is the number of nodes in
the current partition and C is the average degree of each node. In the worst case, the
partition is as large as the entire graph and np becomes n. Therefore the total time
for the algorithm is O(n2).
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original graph partitioned graph

contracted graph restored graph

a b

c d

Fig. 17.5 An example of the clustered partitioning algorithm. (a) to (b) shows the partition
expanding process. (b) to (c) shows contracted and partitioned graph. (d) restores to the original
graph with 10 partitions

17.5.6 Worm Containment and Patching

In this part, we propose a systematic method to contain worms within different
partitions. There are four steps to achieve it:

1. Build an undirected weighted graph G representing the mobiles’ social relation-
ship in the cellular network from a real trace.

2. Apply either balanced partitioning or clustered partitioning algorithm to graph G
to obtain a partitioning and the corresponding cut edges.

3. Use the Minimum Vertex Separator Algorithm shown in Algorithm 1 to compute
a minimum set of vertex separators from the set of cut edges.
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Algorithm 1 Minimum Vertex Separator Algorithm

Input: EC: the set of cut edges;
1: VS ← φ
2: while EC �= φ do
3: Select v ∈V ′ which is shared by the most number of cut edges in EC

4: Add v to VS

5: Remove from EC any cut edge whose end point is v
6: end while

Output: VS: the set of vertex separators;

4. Send the security patches to separator nodes to block the worm propagation
between partitions. These separator nodes could be responsible for forwarding
the patches to other nodes in the same partition.

To obtain a set of separator nodes from the set of cut edges has been shown
to be NP-Complete [12]. We propose Algorithm 1 to approximately solve this
problem by the Greedy paradigm, in which the next vertex selected for the Minimum
Separator Set is the vertex that covers the most uncovered elements.

To better illustrate how does our system work, a flow chart of the entire social
network based worm containment system is shown in Fig. 17.6. The left part
includes worm detection and patch dissemination while the right part involves trace
analysis and separator set generation. All these components correlate with each
other to work as a worm containment system.

17.6 Performance Evaluations

In this section, we evaluate and compare three different patching strategies, random
patching, balanced patching and clustered patching based on the worm infection rate
and the number of separator (patched) nodes.

17.6.1 Simulation Setup

Our experiments are based on the social relationship graph generated from a real
network traffic trace from one of the largest cellular networks in the US. Although
this trace data does not include all the mobile users nation-wide, it preserves similar
characteristics as the national cellular networks. It is evaluated to have enough
duration and scalability for our in-depth analysis of social interaction. Compared to
related works that are based on cellular network traces, our trace analysis includes
not only MMS and SMS messaging service, but also other popular services such as
SIP based voice services as all of these services and interactions are equally likely
to be exploited by worms.
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Fig. 17.6 The flow chart of trace-driven worm containment system

As far as we know, there does not exist any realistic model for worm propagation
using SMS/MMS services in cellular networks. Although the work by Fleizach
et al [11] models the mobile worm propagation, it is only based on US census
data and estimated address book degree distribution. We construct a MMS worm
propagation model as follows. We assume worms are able to exploit the social
relationship information for propagating. We model the probability that a mobile
will activate a worm received from another mobile as directly proportional to the
connectivity level between them and model the time taken for the worm code to
propagate from one mobile to another as inversely proportional to the connectivity
level. This time includes the latency for worm transmission as well as the delay
between the time of receiving the worm and the time of activating it. Once the worm
has infected a new mobile, it starts to propagate to its neighbors after t time units.

We use a parameter of Patching Threshold α to control when the
patching procedure starts. It is measured as the percentage of infected users in the
network. This parameter represents the time delay since the worm starts propagating
till it is detected by the network and a patch is generated. Once the percentage of
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infected users reaches this threshold α , the network would start to distribute patches
to the chosen separator nodes.

Another parameter β is defined as the percentage of Worm Sources in the
network. Worm Sources are a number of nodes which are randomly chosen from the
network to initiate the infection process at the very beginning. This would provide
the most pessimistic scenario as under a uniform distribution worm sources are more
likely to be distributed across different clusters. One difference between α and β is
that the infected users (determined by α) are chosen to be within the same cluster,
while worm sources (determined by β ) are uniformly distributed in the network.
Each run of the simulation lasts for 2,000 time units.

17.6.2 Effects of the Patching Threshold

We assume that some kind of systematic detection system is deployed across the
network to observe the abnormal traffic and detect any worm outbreak. The time
when to start the patching procedure depends on the strength of the detection system.
Obviously, early detection can achieve better effects on worm containment but
consumes more resources on monitoring and computation, while later detection,
though less resource intensive in terms of monitoring, could significantly delay
worm containment. We use the parameter of patching threshold, α to simulate
the time delay for worm detection and patch generation. Once the infection rate
reaches this predefined threshold α , the network would start to distribute patches.
Figure 17.7 compares the performance of three patching schemes: random patching,
balanced patching, clustered patching under various α . We choose a number of
(β = 0.02%) nodes in the network by uniform distribution as the seed set of worm
sources to initiate the infection process at the very beginning. As expected, the
longer we wait to begin patching (higher patching threshold), the more number of
nodes need to be patched for balanced or clustered patching to achieve the same
infection rate. Interestingly, for random patching, the infection rate does not change
irrespective of when to start the patching. Moreover, balanced patching has similar
infection rate as random patching when patched nodes are under 2% in Fig. 17.7b
and 2.6% in Fig. 17.7c due to the lack of enough separator nodes for effective
partitioning.

As shown in Fig. 17.7, clustered patching requires much less patched nodes than
balanced patching to achieve a certain infection rate in most cases. This is because
clustered partitioning always cuts the graph from the least connected part, which
results in less separator nodes, whereas balanced partitioning sometimes has to
separate a strongly connected cluster apart and thus results in more separator nodes.
Even in Fig. 17.7a, to achieve a low infection rate such as lower than 0.2, clustered
patching requires much less patched nodes than balanced patching.
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Fig. 17.7 Effect of patching threshold α (β = 0.02%)

17.6.3 Effect of β

Worm Sources (β ) are uniformly chosen from the network to initiate the infection
process at the very beginning. This would provide the most pessimistic scenario as
under a uniform distribution worm sources are more likely to be distributed across
different clusters. In contrast, other distributions are more likely to decrease the
number of clusters which have worm sources in them and thus would achieve a
better performance for our containment strategy. A large set of worm sources helps
to greatly speed up the worm propagation which makes the containment process
more difficult. Figure 17.8 compares the performance of three patching schemes
when β is equal to 0.02%, 0.1%, 0.2%, respectively. Note that both balanced
patching and clustered patching perform better than random patching on both
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Fig. 17.8 Effect of the percentage of worm sources β (α = 2%)

infection rate and number of patched nodes. Similar to Fig. 17.7, balanced patching
has similar performance as random patching when patched nodes are under 2% in
Fig. 17.8b and 2.4% in Fig. 17.8c.

17.6.4 Infection Rate Versus Time

Figure 17.9 shows how infection rate changes over time under different patching
strategies. Clustered patching achieves the best performance as it limits the infection
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Fig. 17.9 Infection rate vs. time (percentage of patched nodes = 4%)

rate within a certain bound much faster than the other two. Also, the infection
rate can be bounded to a much lower value if the patching threshold is lower,
i.e. patching is started earlier. We can observe from the figure if the operator
were to begin patching the network after 2% of mobile devices had already been
infected, then clustered partitioning bounds the infection rate to 0.025 within
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30 time units. Balanced partitioning is only able to bound the infection rate to 0.1
with a longer 450 time units. However, both schemes perform significantly better
than random patching, which leads to 90% of nodes getting infected after 900 time
units.

17.6.5 Effect of Dynamic Graph Topology

The trace we collected for social interaction analysis may not always be up to date
unless it is frequently updated. To avoid the updating overhead, there will be a gap
between the time when the social relationship graph is generated and the time of
worm breakout. For example, a few new users may register and join the network,
and start to build their social relationships. This may result in inaccuracies in our
patching schemes. Figure 17.10 shows the effect of dynamic topology changes on
the two patching schemes under various disturbance levels, where n denotes the
percentage of new users joining the network and e denotes the number of edges
for each new user connecting to other users. Notice that we cannot differentiate the
curve of no disturbance and curve of n= 0.02%,e= 5 for clustered patching because
they behave the same. From the figure we can see that clustered patching is always
behaving robuster to network disturbance than balanced patching. This is because
new users usually join a certain cluster and only communicate with users in this
cluster. Therefore, clustered patching can tolerate this disturbance more effectively.

17.7 Discussions

Our worm containment strategy assumes the presence of a detection system to
detect a newly propagating worm. There are several works for detecting mobile
worms at the network-level such as SmartSiren [3] and at the host-level using
behavior anomaly detection [1] or energy anomaly detection [20]. These mobile
worm detection systems can detect a worm within a reasonable latency and hence
could serve as the initial trigger for our worm containment via patch distribution.
Moreover, as a game between the worm designer and the patch system designer,
patch designer should choose carefully between balanced patching and clustered
patching to cope with worm designer’s various tactics. Next, we discuss several
other related issues.

17.7.1 Patch Generation and Distribution

Service providers usually take a multi-pronged strategy towards containing a zero-
day worm – they start rate-limiting or filtering outbound traffic from hosts that
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Fig. 17.10 Effect of dynamic topology under various disturbance levels (percentage of patched
nodes = 4%,α = 2%)
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are infected and also start extracting the signature of the worm so that uninfected
hosts can be protected. Developing a patch typically takes a substantial amount of
time and manual efforts. The time scale required to generate security patches or
signatures is up to 2 h [6]. Regardless of whether the service provider is able to
develop the patch within hours of worm outbreak, our proposed mechanism can
also be used for rate-limiting in the following way. Once the service provider has
identified the set of key nodes via our partitioning algorithms, he can generate
stricter filtering or rate-limiting rules for outbound traffic from these nodes so that
the damage due to the worm can be contained more effectively.

It is up to the network operator to decide which approach to use to distribute
the patches: push, pull or traffic controlling. In the case of pull, some mobile
users may refuse to install the patch since they may not trust the source of the
patch. An efficient way is needed for the network operator to have the patch
messages authenticated. Fortunately, many mobile operators have some “Wake
Up” mechanism to directly distribute software or patches to devices without any
intervention from the users to make patches activated.

17.7.2 Efficiently Utilize the Wireless Bandwidth

An effective patch distribution strategy needs to make sure that the patches do not
compete for the scarce bandwidth resources. The uniform patching in this regards
becomes white worm [32], which usually deploys an arbitrary payload and cannot
be practically bounded. Our patch distribution mechanisms take a hierarchical
approach and instead of flooding out the patch to all nodes, we determine an optimal
set of nodes to which the patch must be sent to obtain a bounded infection rate.
These patches involve nothing about broadcasting and only bring limited traffic into
the network, e.g. only 0.25% of devices need to be patched via clustered patching to
bound the infection rate at 0.90 (Fig. 17.8b) compared to random patching for which
a much larger 4% of devices would have to be patched to achieve an equivalent
infection rate. Even considering the case in which patches are propagated from the
separators to other mobiles within a partition, it would not cause any problem as the
propagation is only bounded in those infected partitions which often have a limited
number.

Cellular network bandwidth usually places constraints on worm propagation and
patch dissemination. However, we can skip this influence in our simulation since
once our patching strategy is deployed, the worms should have been contained and
stopped at the very early stage before saturating the network capacity. For patch
distribution, as only a limited number of mobiles are patched while no broadcasting
is introduced, the limited patching traffic is far away from saturating the cellular
network bandwidth.



530 Z. Zhu et al.

17.7.3 Social Factors Affecting the MMS Worm Propagation

MMS worms can send a copy of itself to all mobile phones whose numbers are
found in the infected phones’ address books, or numbers found from message boxes,
and cause tremendous damage to mobile phone users and even the entire network.
Other than the social relationship considered in our worm propagation model, the
following social factors may also effect the MMS worm propagation:

• User’s Confirmation: While the MMS worms can autonomously copy themselves
from one device to another, users have to actively install them for the worm to be
propagated. Statistically, 25% of MMS messages have never been opened by the
recipients. This may be because they do not trust the senders, or they are not in a
good time for checking messages.

• Message Waiting Time: Previous work assumes fixed time interval between the
time when a worm message is sent out and the time for the victim to be infected.
For example, [31] chooses 2 min as the time required for a MMS virus to
be received by another handset and to install itself. However, there is always
a message waiting time before the MMS message is actually retrieved. This
message waiting time could vary from less than 1 minute to more than 1 day,
depending on who’s the sender and the receiving time during the day.

• Time Zone: Time zones play an important and unexplored role in malware
epidemics. Dagon et al. [4] studied diurnal properties in botnet activity to
understand how time and location affect computer malware spread dynamics.
Clearly, computers that are turned off at night are not infectious. It is similar to
the case of MMS worms in that mobile phone users are not infectious at night
when they are in sleep and cannot activate the malicious message. However,
unlike computer worms where malicious codes directly reach victim computers,
malicious MMS messages are saved in the MMS server for a time period before
users retrieve them onto their mobile phones.

Therefore, future research on MMS worm propagation modeling should consider
these social factors, which may speed up or slow down the worm propagation from
spatial or temporal perspectives.

17.8 Conclusion

This chapter proposed a methodology for effectively limiting the spread of MMS
and SMS based worms via a graph partitioning approach. In our solution, mobile
devices are divided into multiple partitions based on the social relationships among
them. Two patching schemes, namely balanced and clustered patching are designed
and their performance is evaluated using simulations based on data collected from
real cellular networks. Through extensive evaluations, we demonstrate that our
partitioning strategy can effectively contain worms.
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This is one of the first work to use a real network traffic trace to study the
social interactions and relations between any two mobiles and the vulnerability
information exploited by worm for spreading. Further research in this area includes
dealing with hybrid worms which can make use of both cellular network interface
and Bluetooth interface to propagate, and looking into worms and users roaming
between cellular networks operated by different service providers.
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