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Chapter 1

Introduction

J.W. Neuberger, A Sequence of Problems on Semigroups, 1
Problem Books in Mathematics, DOI 10.1007/978-1-4614-0430-9 1,
c© Springer Science+Business Media, LLC 2011

Suppose one has an amount of money M to be invested for a year at an
annual interest rate I compounded continuously, i.e., total worth of the in-
vestment at the end of the year is the limit of what results from compounding
2, 4, 8, 16, . . . , in each instance at equal time intervals. During the year, the
net worth is continually growing, the rate of earning at each time is propor-
tional to the current value. As the year progresses, the value of the account
changes, but the law governing earning does not change. This is an exam-
ple of an autonomous system. One-parameter semigroups in the problems to
follow deal with such autonomous systems.

This book consists of a sequence of problems which develop a variety
of aspects in the area of one-parameter semigroups of transformations. It is
written in the ‘Discovery Style’ (Moore Method,Texas Method, Inquiry Based
Learning, . . . ) in which definitions and problems, but not proofs, are given.
The idea is to give an opportunity for the reader to discover important steps
in the development of the subject. The hope is that this style will enable
the reader to more quickly arrive at a point of independent research. Paul
Halmos, who first informed me of plans for this series of problem books, was
an advocate of problem based teaching, as opposed to lecture based teaching.

Problem 1 Express your opinion on how effective a lecture method might
be in teaching someone to ride a bicycle.

Someone who works through a substantial number of the problems to follow
will gain an introduction to a variety of aspects of the subject of one-
parameter semigroups of transformations. These problems are not repre-
sented as being encyclopedic, but rather seek to give a grounding in various
issues connected with semigroup theory.

The problems vary widely in difficulty. Some will be considered easy, some
quite difficult and a few pertain to open research questions. In a number of
instances references are given in which further background may be found. If a
reader finds a problem particularly difficult, they might still consider working



2 1 Introduction

hard on it, delaying the pursuit of references for a time. It is hoped that such
effort would help a reader to approach a reference from a position of strength.

The final chapter consists of notes on the other chapters. Along with sup-
plying additional information about various problems, the notes give some
glimpses of time scales for a research endeavor. They hint at some of the
human drama of long-term research quests.

Semigroups, as in Definition 1 give a description of a broad class of semi-
groups. An underlying theme of this problem sequence is the question as
to how semigroups relate to ‘time-dependent’ differential equations. For a
broad class of linear problems, this question was well understood by the
1950s. The corresponding question for a similarly broad class of nonlinear
problems started receiving attention in the later 1950s. How the nonlinear
theory developed can be pieced together from problems and notes. By now a
rather solid foundation for a theory of one-parameter nonlinear semigroups
is in place but the the real work is just beginning.

I express my gratitude to Elizabeth Loew of Springer for her help and
encouragemeant in preparation of this volume. Out of a legion of teachers,
colleagues and students whose influence has helped shape my mathematical
thoughts I single out just a few: Alfonso Castro, Bob Dorroh, Jerry Goldstein,
David Kendall, Tosio Kato, R.L. Moore and H.S. Wall.



Chapter 2

The Idea of a Semigroup

Problem 2 Show that if f is a continuous function from R to R so that

f(x) + f(y) = f(x+ y) for all x, y ∈ R,

then there is c ∈ R so that

f(x) = cx, x ∈ R.

Problem 3 Suppose that g is a continuous function from [0,∞) to R so that

g(x)g(y) = g(x+ y), x, y ∈ [0,∞). (2.1)

Show that either g(x) = 0 for all x ≥ 0, or else there is b ∈ R so that

g(x) = ebx, x ≥ 0.

Problem 4 Contemplate the possibility of there being more solutions f in
Problem 2 or more solutions g in Problem 3 if the word ‘continuous’ is deleted
from the respective statements of these problems. Perhaps don’t dwell on the
present problem unless the term ‘Hamel basis’ is familiar.

Problem 5 In connection with Problem 4, find and read the second part of
Hilbert’s Fifth Problem (which is concerned with how algebraic and continuity
conditions, taken together, may lead to sufficient differentiability to permit an
analysis of a problem).

Definition 1 A semigroup on a set X is a function T with domain [0,∞)
and range in the set of all functions from X to X so that

T (0) = I and T (t)T (s) = T (t+ s), t, s ≥ 0 (2.2)

where T (t)T (s) indicates the composition of the transformations T (t) and
T (s). The identity transformation on X is I.

J.W. Neuberger, A Sequence of Problems on Semigroups, 3
Problem Books in Mathematics, DOI 10.1007/978-1-4614-0430-9 2,
c© Springer Science+Business Media, LLC 2011



4 2 The Idea of a Semigroup

Problem 6 Find a simple example of a semigroup T .

Problem 7 Find an example of a semigroup T that is not so simple.

Problem 8 Suppose X is a subset of a Banach space X0 and F is a function
X → X0 such that if x ∈ X there is a unique z : [0,∞) → X so that

z(0) = x, z′(t) = F (z(t)), t ≥ 0. (2.3)

Denote by T the function with domain [0,∞) and range in the set of all
transformations from X → X such that if x ∈ X and s ≥ 0, then

T (s)x = z(s)

where z satisfies (2.3). Show that T satisfies (2.2).

Note that for T a semigroup on X and x ∈ X , we write T (t)x instead of the
longer (T (t))(x).

One can say, in this case, that F is a generator of T . The term ‘generator’
will be used in at least four distinct senses in this collection of problems:

• (i) As the function F for which the solutions z of (2.3) serve to define the
semigroup.

• (ii) For a semigroup T on X (if X is a Banach space),

F = {(x, y) ∈ X2 : y = lim
t→0+

1

t
(T (t)x− x)},

the derivative of T at zero. A function is a collection of ordered pairs. The
above expression for F simply gives the set of all pairs comprising F .

• (iii) Given a semigroup T , the generator is a transformation F from which
one can reconstruct T by means of an exponential formula (as we will see
later in some problems).

• (iv) In Chapters 17 and 19 there is another notion of generator whose
heritage goes back to Gauss and Riemann and then to Sophus Lie. In terms
of this kind of generator, a complete theory of nonlinear semigroups was
finally established (in about 1992). This will be the subject of a number
of problems to follow.

It is often necessary to make understood the sense in which one is using the
term ‘generator’ in a given discussion, but in many cases, a transformation F
in items (i),(ii),(iii) is a generator in each of these senses. Often a generator
in sense (iv) is related to such an F in a way that would have been familiar
to Sophus Lie.

Definition 2 If X is a topological space one says that a semigroup T on X
is strongly continuous if for each x ∈ X the function g such that

g(t) = T (t)x, t ≥ 0 (2.4)

is continuous.
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Definition 3 If T is a semigroup on the set X, x ∈ X and g satisfies (2.4),
then g is called a trajectory of T .

Problem 9 Show that if a semigroup T arises from the setting of Problem
8, then T is strongly continuous.

Some problems to follow give examples of semigroups, some of which are
strongly continuous.

Problem 10 Suppose X = [0, 1] and T is the function with domain [0,∞)
and range the collection of all functions from X to X such that

T (t)x =
x

1 + tx
, x ∈ X, t ≥ 0.

Show that T is a semigroup on X.

Problem 11 Does there exist a generator for T in Problem 10 in either
sense (i) or sense (ii)?

Problem 12 Suppose X = [0, 1] and T is the function with domain [0,∞)
and range the collection of all functions from X to X so that if t ≥ 0, then

T (t)x =

{
0 if t ≥ 0 and x− t ≤ 0,

x− t if t ≥ 0 and x− t > 0.

Show that T is a semigroup on X.

Problem 13 Does there exist a generator for T in sense (ii)?

Definition 4 If X is a Banach space, and T is a semigroup on X, then
T is called linear provided that for each t ≥ 0, T (t) ∈ L(X,X), i.e., T (t)
is a continuous linear transformation from X to X. Otherwise, T is called
nonlinear.

Definition 5 If T is a linear semigroup on a Banach space X, then T is said
to be continuous if T is continuous as a function from [0,∞) → L(X,X),
using the operator norm, that is,

lim
t→s

|T (t)− T (s)| = 0 if s ≥ 0,

where if K ∈ L(X,X), |K| is the least number M ≥ 0 so that

‖Kx‖X ≤ M‖x‖X , x ∈ X.

Problem 14 Suppose X = C([−1, 1]), the space of all continuous functions
from [−1, 1] to R with norm

‖f‖X = sup
t∈[−1,1]

|f(t)|.
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Denote by F the function such that

F (x) =

{
x, if x ≤ 0,

2x, if x > 0.

Define T on [0,∞) so that if t ≥ 0 and f ∈ X, then

(T (t)f)(x) = F (t+ F−1(f(x))), x ∈ [−1, 1], t ≥ 0. (2.5)

Show that T is a semigroup on C([−1, 1]).

Problem 15 Does T in Problem 14 have a generator in the second sense?

This example is due to G. F. Webb ([73]) and was important in the develop-
ment of the theory of nonlinear semigroups.

Problem 16 Suppose X = �2, the Hilbert space of all sequences {xk}∞k=1

such that Σ∞
k=1x

2
k < ∞ with

‖x‖X = (Σ∞
k=1x

2
k)

1/2, x ∈ �2.

Define the semigroup T on X so that

T (t)(x1, x2, x3, . . . ) = (e−tx1, , e
−2tx2, e

−3tx3, . . . ), t ≥ 0.

Show that T is strongly continuous and think about the possibility of a gen-
erator in one of the first two senses.

Problem 17 Show that T in Problem 16, if t > 0, then

T (t)−1 exists

but is only densely defined and is nowhere continuous.

Problem 18 Suppose X = �2, the complex Hilbert space of all sequences
{xk}∞k=1 such that Σ∞

k=1x
2
k < ∞ with

‖x‖X = (Σ∞
k=1|x2

k|)1/2, x ∈ �2.

Define the semigroup T on X so that

T (t)(x1, x2, x3, . . . ) = (e−itx1, e
−2itx2, e

−3itx3, . . . ), t ≥ 0.

Show that T is strongly continuous and think about the possibility of a gen-
erator in one of the first two senses.

Problem 19 Show that T in Problem 18 has the property that

T (t)−1 exists
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and is continuous with domain all of X, for all t ∈ R. This semigroup T is
actually a group. It is fundamental to the study of the Schrödinger equation
of quantum mechanics.

Problem 20 Show that neither of the semigroups in Problems 16 and 18 is
continuous.

Problem 21 Suppose X = [0,∞). Find solutions u to

u(0) = x ∈ X, u′ = u2. (2.6)

Show that if x ∈ X, x > 0, then no solution u (solution has ‘blowup’) to (2.6)
exists on all of X (one might solve (2.6) in this case in closed form in order
to observe this).

Problem 22 Following Problem 21 consider trying to make a semigroup
that arises from this problem in the manner of (looking ahead) Problem 315.
Articulate any difficulties you encounter. Consider possible modifications of
Definition 1 that might enable Equation 2.6 to be included in a broad study
of semigroup theory. Eventually see Chapter 19.

Problem 23 Suppose X = [0,∞). Find solutions u to

u(0) = x ≥ 0 ∈ X, u′ = −u2. (2.7)

Show that (2.7) has a solution on all of [0,∞). Exhibit a semigroup generated
by (2.7).



Chapter 3

Translation Semigroups

Problem 24 Suppose X = C([0,∞)), the Banach space of all bounded con-
tinuous functions from [0,∞) to R with norm

‖f‖X = sup
t≥0

|f(t)|.

Define the semigroup T on X by

(T (t)f)(x) = f(x+ t), x, t ≥ 0, f ∈ C([0,∞)). (3.1)

Is T strongly continuous?

Problem 25 Same as Problem 24 except that X is the set of all functions
which are bounded and uniformly continuous from [0,∞) to R. Is the resulting
semigroup T strongly continuous?

Problem 26 Is either of the semigroups in Problems 24 and 25 continuous
(see Definition 5)?

Problem 27 Suppose f, g : [0,∞) → R are continuous and if t ≥ 0, then

g(t) = lim
h→0+

1

t
(f(t+ h)− f(t)) for all t ≥ 0.

Show that f is differentiable on [0,∞).

Problem 28 Denote by X the Banach space, under sup norm, of all bounded
continuous functions from [0,∞) to R. Define T as in (3.1) and define

A = {(f, g) ∈ X :

g(x) = lim
t→0+

1

t
((T (t)f)(x) − f(x)), f ∈ X = [0, 1], x ≥ 0},

the generator for T in the second sense. Show that

Af = f ′ ∈ X if f ∈ D(A), the domain of A.

J.W. Neuberger, A Sequence of Problems on Semigroups, 9
Problem Books in Mathematics, DOI 10.1007/978-1-4614-0430-9 3,
c© Springer Science+Business Media, LLC 2011



10 3 Translation Semigroups

Problem 29 For A as in Problem 28, show that if g ∈ X and λ > 0, then
there is one and only one f ∈ X such that f is in the domain of A and

f − λAf = g.

Problem 30 For A, g as in Problem 29, show that f in that problem is
given by

f(x) =
1

λ

∫ ∞

0

e−r/λg(r + x) dr, x ≥ 0. (3.2)

In a sense, f is a Laplace transform of g.

Problem 31 Take A as in Problem 28. Show that if λ ≥ 0, then

(I − λA)−1

exists, is a member of L(X,X) and

|(I − λA)−1| ≤ 1.

For Problems 32 through 36, suppose that A is as in Problem 28, x ≥ 0,
λ > 0 and f ∈ X where X is the Banach space (under sup norm) of all
bounded, real-valued uniformly continuous functions on [0,∞).

Problem 32 Show that

((I − (λ/2)A)−2f)(x)

= (
2

λ
)2
∫ ∞

0

∫ ∞

0

exp(−(2/λ)(s1 + s2))f(s1 + s2 + x) ds1 ds2. (3.3)

Problem 33 Convert (3.3) to a single integral (rotate coordinates 45 de-
grees) to obtain

((I − (λ/2)A)−2f)(x) = (
1

λ
)2

∫ ∞

0

exp(−(2s/λ))sf(s+ x) ds. (3.4)

Problem 34 Suppose n is a positive integer. Show that

((I − (λ/n)A)−nf)(x)

= (
n

λ
)n

∫ ∞

0

exp(−(ns/λ))(sn−1/(n− 1)!)f(s+ x) ds. (3.5)

Problem 35 Show that (3.5) may be rewritten, using a
Stieltjes integral, as

((I−(λ/n)A)−nf)(x) =

∫ ∞

0

f(s+x) dφλ,n(s) =

∫ ∞

0

f(s+x)φ′
λ,n ds, (3.6)
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where

φλ,n(s) = 1−
n−1∑
k=0

exp(−ns/λ)
(ns/λ)k

k!
, s ≥ 0. (3.7)

Problem 36 Show that if λ > 0, x ≥ 0, then

lim
n→∞((I − (λ/n)A)−nf)(x) = f(x+ λ). (3.8)

Some advice may be in order here. Equation 3.7 gives a well-known (at
least to probabilists) Poisson distribution.

Problem 37 Using the notation of Problem 35, show that

lim
n→∞φλ,n(s) = αλ(s)

where αλ is defined by

αλ(s) =

⎧⎪⎨
⎪⎩
0 if 0 ≤ s < λ,

1/2 if s = λ,

1 if s > λ.

Before working Problem 36, one might pause to review some probability the-
ory concerning the law of large numbers (central limit theorem). The problem
can be worked from the beginning by careful examination of the terms in (3.5)
or (3.7), first noting which term is maximum and how the other terms ‘fall
off’ as one proceeds from the mean in either direction.

The theory of semigroups has a rich connection with probability theory. It
is rather widely known that semigroups have many applications to probability
theory. What is not so well appreciated is that probability theory has a
number of significant applications to semigroup theory (cf. [16]).



Chapter 4

Linear Continuous Semigroups

In this chapter we suppose that X is a Banach space with norm ‖·‖ and T is
a semigroup on X such that

T (t) ∈ L(X,X), t ≥ 0

where L(X,X) represents the ring of all continuous linear transformations
from X to X . Suppose also that T is continuous in the sense of Definition 5.

If C ∈ L(X,X) denote by |C| the norm of C, that is, the smallest non-
negative number such that

‖Cx‖ ≤ |C|‖x‖, x ∈ X.

We will eventually see that the difference between a semigroup being con-
tinuous and its being merely strongly continuous is an important distinction.
Continuous linear semigroups arise from what are essentially ordinary differ-
ential equations (even though the underlying space may be infinite dimen-
sional). Strongly continuous semigroups that are not continuous can pertain
to partial differential equations — a great difference! Note that ‘strongly con-
tinuous’ in Definition 2 is a notion weaker than the notion of ‘continuous’ in
Definition 5. The terminology is an historical accident and is somewhat unfor-
tunate. In Chapter 5 problems will deal with strongly continuous semigroups.
Some of the problems in this chapter partially prepare one for problems in
Chapter 5.

Problem 38 If t, s ≥ 0 and T is a continuous linear semigroup, show that

(T (t)− I)

∫ s

0

T (r) dr = (T (s)− I)

∫ t

0

T (r) dr. (4.1)

Problem 39 If s > 0 and T is as in Problem 38, show that

lim
t→0+

1

t
(T (t)− I)

1

s

∫ s

0

T (r) dr

exists in L(X,X).

J.W. Neuberger, A Sequence of Problems on Semigroups, 13
Problem Books in Mathematics, DOI 10.1007/978-1-4614-0430-9 4,
c© Springer Science+Business Media, LLC 2011



14 4 Linear Continuous Semigroups

Problem 40 Suppose that T is as in Problem 39. Show that

lim
s→0+

1

s

∫ s

0

T (r)dr = I.

Problem 41 Suppose that T is as in Problem 39. Show that there is B ∈
L(X,X) such that

lim
t→0+

1

t
(T (t)− I) = B.

Note that B is a generator of T in the second sense.

Problem 42 Suppose that T is as in Problem 39. Show that

T ′(t) = BT (t), t ≥ 0

and

T (t) = I +

∫ t

0

BT (r) dr, t ≥ 0.

Problem 43 Suppose that λ ∈ R is an eigenvalue of B as in Problem 42,
i.e., there is g ∈ X not equal to zero such that

Bg = λg.

Show that

T (t)g = exp(tλ)g, t ≥ 0.

Problem 44 Suppose that T is as in Problem 39, n is a positive integer
and that X = Rn. Suppose also that λ1, λ2, . . . , λn is a collection of dis-
tinct eigenvalues of B and that x1, x2, . . . , xn is a corresponding sequence of
eigenvectors with

Bxk = λkx, k = 1, 2, . . . , n.

Show that if x ∈ X and

x = c1x1 + · · ·+ cnxn,

then

T (t)x = c1exp(λ1t)x1 + · · ·+ cnexp(λnt)xn, t ∈ R.

Problem 45 Give an appropriate generalization of Problem 44 to the case in
which X is a finite-dimensional vector space over the complex numbers and
some eigenvalue may have multiplicity greater than one (recall the Jordan
normal form theorem).

Some of the next problems may help to give an alternative for determining
T from a generator.
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Problem 46 Suppose X is a Banach space, B ∈ L(X,X), and f0, f1, f2, . . .
is a sequence of continuous functions from [0,∞) → X such that

fn(t) = I +

∫ t

0

Bfn−1(r) dr, t ≥ 0, n = 1, 2, . . . .

Show that

‖fn+1(t)− fn(t)‖ ≤ |B|
∫ t

0

‖fn(r) − fn−1(r)‖ dr

for t ≥ 0, n = 1, 2, . . . .

Problem 47 Using the notation of Problem 46, show that if c > 0, then
there is K > 0 such that

‖fn+1(t)− fn(t)‖ ≤ K
|B|n
n!

, t ∈ [0, c], n = 1, 2, . . . .

Problem 48 Show that {fn}∞n=1 is uniformly Cauchy on [0, c] for all c > 0.
Denote by f the function with domain [0,∞) such that {fn}∞n=1 converges
uniformly in each [0, c] for all c > 0. Show that

f(t) = I +

∫ t

0

Bf(r) dr, t ≥ 0.

(Method of successive approximations, Picard’s method.)

Problem 49 Show that

T (t) = etB = Σ∞
n=0

(tB)n

n!
, t ≥ 0

where the series converges in the norm of L(X,X).

Problem 50 Show that if λ ≥ 0, then

T (λ) = lim
n→∞(I +

λ

n
B)n. (4.2)

Problem 51 Suppose C ∈ L(X,X). Show that if λ ≥ 0, then

lim
n→∞(I +

λ

n
C)n (4.3)

exists and if S with domain [0,∞) is such that S(λ) is this limit for all λ ≥ 0,
then S is a continuous semigroup.
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Problem 52 Suppose C ∈ L(X,X). Show that if t > 0 and t|C| < 1, then

(I − tC)−1

exists and is in L(X,X).

Problem 53 For S as in Problem 51 show that

S(λ) = lim
n→∞(I − λ

n
C)−n.



Chapter 5

Strongly Continuous Linear
Semigroups

Suppose X is a Banach space. Here are some problems concerning the class of
linear semigroups T which are strongly continuous and have the property that
|T (t)| ≤ 1, t ≥ 0, that is, T is a strongly continuous semigroup of contractions
(T is also called a nonexpansive semigroup). The contraction property makes
our investigation a little easier but the general case of strongly continuous
linear semigroups is actually an application of the contraction case. First we
use a generator of T in the second sense:

A = {(x, y) ∈ X2 : y = lim
t→0+

1

t
(T (t)x− x)}. (5.1)

For each λ > 0 denote by Iλ the transformation so that

Iλx =
1

λ

∫ ∞

0

e−r/λT (r)x dr, x ∈ X. (5.2)

Problem 54 Show that if λ > 0, then |Iλ| ≤ 1.

Problem 55 Show that if x ∈ X, then

lim
λ→0+

Iλx = x.

Problem 56 Show that if x ∈ X, then Iλx ∈ D(A), the domain of A.

Problem 57 Show that if λ > 0 and x ∈ X, then

(I − λA)Iλx = x,

that is, I − λA is a left inverse of Iλ.

Problem 58 Show that if x ∈ D(A), then

Iλ(I − λA)x = x,

that is, (I − λA) is also a right inverse of Iλ.

J.W. Neuberger, A Sequence of Problems on Semigroups, 17
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Some help with this problem follows.

Problem 59 Suppose x ∈ D(A) and define h : [0,∞) → X as

h(t) = T (t)x, t ≥ 0. (5.3)

Show that the right derivative h+ of h exists in all of [0,∞) and h+(t) =
T (t)Ax, t ≥ 0. Show also that h+ is continuous.

Problem 60 Show that for h as in Problem 59, h′ exists on [0,∞).

Problem 61 Show that h in Problem 59 satisfies

h′(t) = T (t)Ax, t ≥ 0,

and
h′(t) = Ah(t), t ≥ 0 (5.4)

provided that x ∈ D(A), the domain of A.

Problem 62 Suppose that x ∈ X but x is not in D(A). Show that there is a
sequence {xn}∞n=1 of members of D(A), converging to x so that if c > 0, then

{T (·)xn}∞n=1

converges uniformly to
T (·)x (5.5)

on [0, c].

Definition 6 The expression in (5.5) is called a generalized solution
of (5.4).

Definition 7 Suppose G is a transformation from a subset of X into X. The
statement that G is closed means that

{(x,Gx) : x ∈ D(G)} is a closed subset of X ×X.

Problem 63 Show that if λ ≥ 0, then (I − λA)−1 is closed and also that A
is closed.

Problem 64 Show that A ∈ L(X,X) if and only if D(A) = X. (Use the
closed graph theorem.)

Problem 65 Suppose λ > 0, x ∈ X and m,n are positive integers. Show
that

(Iλ/n)
mx =

(
n

λ
)
m
∫ ∞

0

· · ·
∫ ∞

0

e−(n/λ)(sm+···+s1)T (sm + · · ·+ s1)x dsm· · ·ds1

= (
n

λ
)
m
∫ ∞

0

e−sn/λ sm−1

(m− 1)!
T (s)x ds.
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In particular,

(Iλ/n)
nx =

∫ ∞

0

dφλ,n T (·)x

where

φλ,n(s) = 1−Σn−1
k=0 e

−ns/λ (ns/λ)
k

k!
, s ≥ 0. (5.6)

This is the same distribution as in (3.7).

Problem 66 Show that if x ∈ X and λ ≥ 0, then

lim
n→∞(I − λ

n
A)−nx = T (λ)x. (5.7)

Problem 66 is, essentially, half of the famous theorem of Hille–Yosida for
linear strongly continuous semigroups of contractions: Given one of these
semigroups, define its generator (in the second sense) and reconstruct the
semigroup from its generator by means of an exponential formula) (5.7).

The problems that follow in this sequence will make the other half of
the Hille–Yosida theorem in the present case: Suppose A is a closed linear
transformation with dense domain in X , with the property that (I − λA)−1

exists, with domain all of X and |(I − λA)−1| ≤ 1, λ ≥ 0.

Problem 67 Show that

A(I − λA)−1 =
1

λ
((I − λA)−1 − I). (5.8)

Denote the expression in (5.8) by Aλ and call it the Yosida approximation to
A at λ.

We want to construct a semigroup T which has A as its generator.

Problem 68 Show that if x ∈ D(A), then

lim
λ→0+

Aλx = Ax.

If λ > 0 denote by Tλ the semigroup with generator Aλ, t ≥ 0, that is,

Tλ(t) = etAλ .

Problem 69 Show that

|Tλ(t)| ≤ 1, t ≥ 0.

Problem 70 Show that if λ > 0, then Tλ is a continuous linear semigroup.

Problem 71 Show that if α, β > 0, then

Tα(t)(I − βA)−1 = (I − βA)−1Tα(t), t ≥ 0.
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Problem 72 Show that if α, β > 0, then

Tα(t)Tβ(s) = Tβ(s)Tα(t), t, s ≥ 0.

Problem 73 Suppose that n ∈ Z+ and each of

{Ck}nk=1, {Dk}nk=1 ∈ L(X,X),

x ∈ X and
|Ck|, |Dk| ≤ 1, k = 1, . . . , n.

Find an inequality for

‖C1C2 · · ·Cnx−D1D2 · · ·Dnx‖.

Problem 74 Suppose α, β > 0. Show that

‖Tα(t)x − Tβ(t)x‖ ≤ t‖Aαx−Aβx‖, x ∈ X, t ≥ 0.

Problem 75 Show that there is a strongly continuous semigroup T of con-
tractions such that

T (t)x = lim
λ→0+

Tλ(t)x, x ∈ X, t ≥ 0.

Problem 76 Show that

A = {(x, y) ∈ X2 : y = lim
t→0+

1

t
(T (t)x− x)} (5.9)

where T is as in Problem 75.

Problem 77 Show that A of the preceding problem is a generator of T in
each of the first three senses.

Now suppose that T is a linear strongly continuous semigroup which is
not a semigroup of contractions.

Problem 78 Show that there exists M > 0 so that

|T (t)| ≤ M, t ∈ [0, 1].

(Recall the theorem of uniform boundedness.)

Problem 79 Show that for M,T as in Problem 78 and w = ln(M), it is
true that

|T (t)| ≤ Mewt, t ≥ 0.

Problem 80 For M,T,w as in Problem 79, define S by

S(t) = e−wtT (t), t ≥ 0.
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Show that S is a strongly continuous semigroup and that

|S(t)| ≤ M, t ≥ 0.

Problem 81 For M,T,w, S as in Problem 80, define a norm ‖·‖′ by

‖x‖′ = sup
t≥0

‖S(t)x‖, x ∈ X.

Show that the norm ‖·‖′ is equivalent to ‖·‖ in the sense that there are k,
K > 0 such that

k‖x‖′ ≤ ‖x‖ ≤ K‖x‖′, x ∈ X.

Show that S is a semigroup of contractions (i.e., nonexpansive) under the
norm ‖·‖′.
Problem 82 Make an analysis of the semigroup T by means of a study of S,
using the fact that S, under the norm ‖·‖′, is a semigroup of the type studied
in Problems 56–76.

In (5.7) we have a generalization of formula

ex = lim
n→∞(1− x

n
)−n, x ∈ R.

Problem 83 Discuss the possibility of using

lim
n→∞(I +

λ

n
A)nx, x ∈ X

in place of one suggested by (5.7).

Problem 84 Articulate why the second alternative below is more likely to be
true than the first alternative:

T (t)x = lim
n→∞(I +

t

n
A)nx ∈ X, t ≥ 0,

T (t)x = lim
n→∞(I − t

n
A)−n, x ∈ X, t ≥ 0.



Chapter 6

An Application to the Heat Equation

Denote by H the subspace of L2([0, 1]) consisting of all g ∈ L2([0, 1]) for
which there is f ∈ L2([0, 1]) such that for some c ∈ R,

g(t) = c+

∫ t

0

f, t ∈ [0, 1]. (6.1)

In this case f is denoted as g′, and is considered to be a generalized derivative
of g. Denote by H the vector space of all functions g as in (6.1) with

‖g‖2H = ‖g‖2L2([0,1])
+ ‖g′‖2L2([0,1])

.

Problem 85 Show that H is a Hilbert space.

H will also be denoted by H1,2([0, 1]) and is called a Sobolev space. An alter-
nate, but equivalent definition will be given later in this problem sequence.

Problem 86 Suppose that

f(x) =

⎧⎪⎨
⎪⎩
0 if 0 ≤ x < 1/2,

1/2 if x = 1/2,

1 if 1/2 < x ≤ 1,

and g is as in (6.1). Critique the assertion that g′ = f . Show that all members
of H are continuous.

Problem 87 Suppose that H is as above and H0 is the subspace of H so
that

H0 = {f ∈ H : f(0) = 0 = f(1)}
and that

A = {(f, f ′′) : f ∈ H0, f
′ ∈ H}. (6.2)

Show that A is the generator of a strongly continuous semigroup T on H0.
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Problem 88 For the setting in Problem 87, show that if u : [0,∞)× [0, 1] →
R is defined by

u(t, x) = (T (t)f)(x), t ≥ 0, x ∈ [0, 1],

then

u(0, x) = f(x), u1(t, x) = u2,2(t, x), u(t, 0) = 0 = u(t, 1), x ∈ [0, 1], t ≥ 0
(6.3)

where u1(t, x) is the partial derivative of u of the first order with respect to the
first argument of u at the point (t, x) and u2,2(t, x) is the partial derivative
of u of the second order in the second argument of u. The partial derivatives
are taken in the generalized sense above. This is the famous heat equation.

The next two problems in this chapter deal with numerical problems in
approximating semigroups. There are two reasons for these problems. The
first is to introduce some useful numerical ideas and the second is to illustrate
the First Law of Numerical Analysis:

‘Numerical difficulties and analytical difficulties
always come in pairs.’

This is illustrated with the heat equation in Problem 88.

Problem 89 Suppose n,N ∈ Z+ and

u0,k = f(k/n), k = 1, . . . , n− 1, u0,0 = 0 = u0,n, (6.4)

where f is the function given as initial data in (6.3), being in this case
continuous.

Given w > 0 and an integer N , write a computer program to calculate

uj,k , k = 1, . . . , n− 1, j = 1, 2, . . . , N (6.5)

such that

uj,0, uj,n = 0, j = 1, . . . , N (6.6)

and

uj,k − uj−1,k

δ
=

uj−1,k+1 − 2uj−1,k + uj−1,k−1

h2
, (6.7)

k = 1, . . . , n− 1, j = 1, 2, . . . , N,

where

δ = 1/n, and h = w/N.

(This method is called explicit.)
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Problem 90 Suppose that u, n, f, w, n,N are as in Problem 89 such that
(6.4),(6.6) hold. Write a computer program for calculating the quantities in
(6.7) using, in place of (6.7), the following scheme (it is called implicit):

uj,k − uj−1,k

δ
=

uj,k+1 − 2uj,k + uj,k−1

h2
, (6.8)

k = 1, . . . , n− 1, j = 1, 2, . . . , N.

Problem 91 Observe that it is necessary to solve the system (6.8) for the
quantities in (6.5). This is a triangular system. One can use Gaussian elim-
ination, the method of Gauss–Seidel or other methods to solve this system.
One can use Mathematica, MatLab, C, Fortran or almost any other computer
language. Compare several methods for solving the system in Problem 90.

Problem 92 After your codes for Problems 89 and 90 work, make a com-
parison between the numerical phenomena in Problems 89 and 90 and the
analytical phenomena suggested by Problem 84. Think about the first law of
numerical analysis in this connection. In particular think about the fact that
for λ > 0, (I +λA) is not continuous but (I −λA)−1 is continuous, where A
is as in (6.2).

Problem 93 Carry out the classical ‘separation of variables’ method on the
heat equation. First determine all solutions u : [−π, π]× [0,∞) so that

u(t, x) = f(t)g(x), t ≥ 0, x ∈ [−π, π],

with u(t,−π) = 0 = u(t, π), t ≥ 0.

Determine that any such nonzero pair must satisfy

f ′(t)
f(t)

=
g′′(x)
g(x)

= λ

for some λ ∈ R, 0 < x < 1 and t ≥ 0. Determine all such numbers λ. Show
that there is only a countable collection

{λn}∞n=0

of such numbers λ. Consider all linear combinations of these ‘separated’
solutions ∞∑

n=1

cnfn(t)gn(x), x ∈ [−π, π], t ≥ 0

so that ∞∑
n=1

c2n converges. (Why this?) (6.9)

Make a semigroup from this setting.
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Problem 94 Denote by A the transformation with domain all x =
(x1, x2, . . . ) ∈ �2 so that

Ax = (−x1,−2x2,−3x3,−4x4, . . . ) ∈ �2.

Find a semigroup T on �2 which has generator A.

Problem 95 Compare semigroups in Problems 93 and 94.



Chapter 7

Some Problems in Analysis

This chapter has some problems which are preliminary to problems in chap-
ters to follow.

Definition 8 Suppose each of X and Y is a Banach space and F is a func-
tion from a subset Ω of X into Y . The statement that F is Fréchet differen-
tiable at x ∈ X means that

• There is an open set G containing x so that G ⊂ Ω.
• There is M ∈ L(X,Y ) so that if ε > 0, there is δ > 0 such that if h ∈ H

and ‖h‖X < δ, then

‖F (x+ h)− F (x)−Mh‖Y ≤ ε‖h‖X, if x+ h ∈ D(F ).

Problem 96 Suppose that F is as in Definition 8. Show that the element M
in the definition is unique.

In this case, F ′ denotes the function whose domain is all x ∈ H at which F
is Fréchet differentiable. For each such x ∈ X , F ′(x) denotes the element M
in Definition 8.

Definition 9 A function F ′ as in Definition 8 is C1 provided that F ′ is
continuous as a function from Ω → L(X,Y ).

Problem 97 Suppose X is a Banach space d0, r > 0, (a, b) ∈ R ×X and f
is a continuous function from

Ω = [a− d0, a+ d0]×Br(b) → X

such that for some M > 0 it is true that

‖f(t, x)− f(t, y)‖ ≤ M‖x− y‖, (t, x), (t, y) ∈ Ω.
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Then there is d ∈ (0, d0) and a unique function

z : (a− d, a+ d)×X → X

such that
z(a) = b, z′(t) = f(t, z(t)), t ∈ (a− d, a+ d).

Consider using the method of successive approximations as in Problem 46.

Problem 98 Suppose c > 0 and h is a function of class C1 whose domain
contains [0, c) and whose range is a subset of the Banach space X. If there is
M > 0 so that ∫ t

0

‖h′‖X ≤ M, t ∈ [0, c),

then

lim
t→c−h(t) exists.

Problem 99 Suppose that H is a Hilbert space and f is a continuous linear
function from H to R. Show that there is a unique y ∈ H such that

f(x) = 〈x, y〉H , x ∈ H.

Problem 100 Suppose that H is an infinite-dimensional separable Hilbert
space and T ∈ L(X,X) so that

〈Tx, y〉H = 〈x, T y〉H , x, h ∈ H, (7.1)

〈Tx, x〉H ≥ 0, x ∈ H, (7.2)

and if {xk}∞ is a bounded sequence in H, then the sequence {Txk}∞k=0 has
a convergent subsequence. Show that there is an orthonormal basis

{φk}∞k=1

for H and a nondecreasing sequence in R,

{λk}∞k=1 (7.3)

so that
Tφk = λkφk, k ∈ Z+.

Problem 101 Show that the conclusion to Problem 100 still holds if (7.2)
is removed and the word ‘nondecreasing’ is removed where it appears above
in (7.3).
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Problem 102 Suppose that H is a Hilbert space, T ∈ L(X,X) and (7.1),
(7.2) hold. Denote

sup
x∈H,‖x‖=1

〈Tx, x〉H

by b.

Show that there is a function φ with domain [0, b] and range in the set of
orthogonal projections on H so that

• φ(0) = 0 .
• If 0 ≤ a < b ≤ c < d and x, y ∈ H, then

〈[φ(b)− φ(a)]x, [φ(d) − φ(c)]x〉H = 0

and

T =

∫ b

0

λ dφ(λ).

(The function φ is called a spectral family for T - see notes to this chapter.)

Definition 10 Suppose that T is a closed, densely defined linear transfor-
mation on the Hilbert space H into the Hilbert space K. Define T t as follows:
First let

D(T t) = {y ∈ K : the transformation W : x ∈ D(T ) → 〈Tx, y〉K (7.4)

is continuous}.
For

y ∈ D(T t),

define
T ty = z

where z is the unique element of K such that

〈Tx, y〉K = 〈x, z〉H , x ∈ D(T ).

Problem 103 Show that for T as in Definition 10

〈Tx, y〉K = 〈x, T ty〉, x ∈ D(T ), y ∈ D(T t),

Problem 104 For T as in Definition 10, show that the range of

(I + T tT ) is dense in H.

Problem 105 For T as in Definition 10, show that

‖(I + T tT )x‖H ≥ ‖x‖H , x ∈ D(T ).
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Problem 106 Suppose that each of X,Y is a Hilbert space and T is a closed
linear transformation on X into Y . Show that

(I + T tT )−1 ∈ L(X,X)

and
(I + TT t)−1 ∈ L(Y, Y ).

(See [66].)

Problem 107 For T as in Definition 10, show that

(I + T tT )−1T t

is continuous and has continuous extension

T t(I + TT t)−1.

Problem 108 Suppose that each of H,K is a Hilbert space and T ∈
L(H,K). Denote by T ∗ the member of L(K,H) so that

〈Tx, y〉K = 〈x, T ∗y〉H , x ∈ H, y ∈ K.

Show that the null space of T is the orthogonal complement of the range space
of T ∗ and that the closure of the range of T is the orthogonal complement of
the null space of T ∗.

Problem 109 Suppose that H is a Hilbert space and T ∈ L(H,H) is self-
adjoint, i.e.,

〈Tx, y〉H = 〈x, T y〉H , x, y ∈ H

and that
〈Tx, x〉H ≥ 0, x ∈ H,

i.e., T is nonnegative. Show that if x ∈ H, then

u = lim
t→∞ e−tTx exists

and is the orthogonal projection of x onto the null space of T .



Chapter 8

Combining Semigroups, Linear
Continuous Case

Problem 110 Find two members A,B ∈ L(R2, R2) so that

eAeB �= eA+B.

(Use Problem 50 to show that eA in that problem is equal to

lim
n→∞(I +

1

n
A)n,

hence giving two equivalent definitions.)

Problem 111 Show that if n ∈ Z+, A ∈ L(Rn, Rn) and α > 0, then there
is M > 0 so that

|etA − (I + tA)| ≤ Mt2, t ∈ [0, α],

where

|B| = sup
x∈Rn,‖x‖=1

‖Bx‖, B ∈ L(Rn, Rn).

Problem 112 Show that if n ∈ Z+,A ∈ L(Rn, Rn) and α > 0, then there is
M > 0 so that

|etA − (I + tA+
1

2!
(tA)2)| ≤ Mt3, t ∈ [0, α].

Problem 113 Show that if n ∈ Z+, and A ∈ L(Rn, Rn), then

|eA| ≤ e|A|.

Problem 114 Suppose that each of A0, A1, A2 and B0, B1, B2 is in
L(Rn, Rn). Show that

|A0A1A2 −B0B1B2| ≤
|A0 −B0||A1A2|+ |B0||A1 −B1||A2|+ |B0B1||A2 −B2|.
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Problem 115 Suppose that each of m,n ∈ Z+ and each of

{Ak}mk=0 and {Bk}mk=0 ∈ Rn

is in Rn. Generalize the inequality in Problem 114 to this case.

Problem 116 Suppose that t > 0 and A ∈ L(Rn, Rn). Use results of Prob-
lem 115 to estimate

|(I + t

m
A)m − (e

t
mA)m|, m = 1, 2, . . . .

Problem 117 Suppose that each of m,n ∈ Z+ and t > 0, A,B ∈ L(Rn, Rn).
Estimate

|((I + t

m
A)(I +

t

m
B))m − (I +

t

m
(A+B))m|.

Problem 118 Suppose that each of m,n ∈ Z+ and t > 0, A,B ∈ L(Rn, Rn).
Estimate

|((I + t

m
A)(I +

t

m
B))m − (e

t
m (A+B))m|.

Problem 119 Suppose that n ∈ Z+ and each of A,B ∈ L(Rn, Rn). Show

that
lim

m→∞(e
t
mAe

t
mB)m = eA+B.

Definition 11 In a group G, the commutator between two elements x, y ∈
G is

(xy)(yx)−1 = xyx−1y−1.

Definition 12 In a ring J , the commutator between two elements A,B ∈
J is

AB −BA.

Problem 120 Suppose that n ∈ Z+, δ > 0 and A,B ∈ L(Rn, Rn). Calculate
the following:

(I + δA+
δ2

2
A2)(I + δB +

δ2

2
B2)(I − δA+

δ2

2
A2)(I − δB +

δ2

2
B2),

dropping terms of order δ3 and higher.

Problem 121 For n,A,B as in Problem 120 and t > 0, find an estimate
for

|((I+ t

m
A+

t2

2m2
A2)(I+

t

n
B+

t2

2m2
B2)(I− t

m
A+

t2

2m2
A2)(I− t

m
A+

t2

2m2
B2))m

2

− (e
t
mAe

t
mBe−

t
mAe−

t
mB)m

2 |.
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Problem 122 For n,A,B as in Problem 120 and t > 0 show

lim
m→∞(e

t
mAe

t
mBe−

t
mAe−

t
mB)m

2

= et
2(AB−BA).

Problem 123 Suppose that n,A are as in Problem 122 and t ≥ 0. Show the
following: If ε > 0, there is δ > 0 such that if t0, t1, . . . , tm is a partition from
0 to t, then

|etA −Πm
k=1(I + (tk − tk−1)A)| < ε.

(Product integral for etA.)

Problem 124 Write a product integral formula in the setting of Problem
122.

Problem 125 Carry over above results in this chapter with Rn replaced by
X, some Banach space.

Problem 126 Suppose X is a Banach space and each of A,B,C ∈ L(X,X).
Investigate what conclusions might be drawn about possible

lim
n→∞(e

t
nAe

t
nBe

t
nC)n.

Problem 127 Before going on to the next chapter, consider how develop-
ments of the present chapter might be generalized to some classes of nonlinear
transformations.



Chapter 9

Combining Semigroups, Nonlinear
Continuous Case

Suppose that X is a Banach space and Q is the collection of all transforma-
tions A : X → X such that

• A0 = 0.
• A is globally lipschitzian, i.e., there is M ≥ 0 so that

‖Ax−Ay‖ ≤ M‖x− y‖, x, y ∈ X.

• |A| is the least number M in the above item.

If A,B ∈ Q, then AB denotes the composition of the functions A,B.

Problem 128 Show that the last item above makes a norm for Q.

Problem 129 Show that Q as above is a near-normed-ring in the sense that
Q has all normed-ring properties except possibly left distributivity and the
property that

A(cx) = cAx, c ∈ R, x ∈ Q.

Definition 13 Define

Q0 = {(t, x, A, k) : t ∈ R, x ∈ X,A ∈ Q, k ∈ Z, k ≥ 0}.

Definition 14 Define

Y : Q0 → X

so that

Y (t, x, A, 0) = x, t ∈ R, x ∈ X,A ∈ Q

and

Y (t, x, A, k) =

x+

∫ t

0

AY (·, x, A, k − 1), t ∈ R, x ∈ X,A ∈ Q, k ∈ Z+.
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Problem 130 Show that

‖Y (t, x, A, k + 1)− Y (t, x, A, k)‖

≤ |A|
∫ t

0

‖Y (·, x, A, k)− Y (·, x, A, k − 1)‖,
t ≥ 0, x ∈ X,A ∈ Q, k ∈ Z+.

Problem 131 For Y as in Definition 14, show inductively that

‖Y (t, x, A, k)− Y (t, x, A, k − 1)‖
≤ 1

k!
|t|k|A|k, t ∈ R, x ∈ X,A ∈ Q, k ∈ Z+.

Problem 132 For Y as in Definition 14, show that

{Y (·, x, A, k)}∞k=0

converges uniformly on bounded subintervals of R. Define

etA : X → X

so that
etAx = lim

k→∞
Y (t, x, A, k), t ≥ 0, x ∈ X,A ∈ Q.

Problem 133 Suppose that A ∈ Q and t, s ∈ R. Show that

etAesA = e(t+s)A.

Problem 134 For Y as in Definition 14, show that

|etAx− Y (t, x, A, k)| ≤
∞∑

m=k+1

1

m!
tm+1|A|m+1. (9.1)

Problem 135 Suppose that A ∈ Q, x ∈ X and

z(t) = etAx, t ∈ R.

Show that

z(0) = x, z′(t) = A(z(t)), t ∈ R. (9.2)

Problem 136 Find an instance of X so that the resulting set Q contains an
element A so that for some x ∈ X

eAx �=
∞∑
k=0

1

k!
Akx.
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Problem 137 Suppose that each of

{Ak}nk=1, {Bk}nk=1 ∈ Q.

Show that

|Πn
k=1Ak −Πn

k=1Bk|
≤|A1 −B1||Πn

k=2Ak|+ |B1||A2 −B2||Πn
k=3Ak|

+|B1||B2||A3 −B3||Πn
k=4Ak|+ · · ·

+Πn−2
k=1 |Bk||An−1 −Bn−1||An|+Πn−1

k=1 |Bk||An −Bn|, k ≥ 1,

where all indicated products are taken, from left to right, in the order of
increasing subscript.

Problem 138 Suppose A ∈ Q and that t ∈ R, n ∈ Z+. Let δ = t
n . Apply the

inequality in Problem 137 to the case where

Ak = eδA, Bk = I + δA

noting that

|Ak|, |Bk| ≤ e|δ||A|.

Simplify the resulting inequality as much as possible.

Problem 139 Show that for A ∈ Q,

lim
n→∞(I +

t

n
A)n = etA,

the limit being taken in the norm of Q.

Problem 140 Suppose that A,B ∈ Q and δ > 0. Show that

|(I + δA)(I + δB)− (I + δ(A +B))| ≤ δ2|A||B|.

Problem 141 Show that if A,B ∈ Q and t ∈ R, then

lim
n→∞((e

t
nA)(e

t
nB))n = et(A+B).

Problem 142 Suppose that A ∈ Q and t ∈ R. Show that if ε > 0, there is
δ > 0 such that if t0, t1, . . . , tn is a partition from 0 to t of mesh less than δ,
then

|Πn
k=1((e

(tk−tk−1)A)(e(tk−tk−1)B))−Πn
k=1(e

(tk−tk−1)(A+B))| < ε.

Problem 143 Suppose A ∈ Q. Show that the semigroup

etA, t ≥ 0,
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extends to a group

etA, t ∈ R,

with the property that

esAetA = e(s+t)A, for all s, t ∈ R.

Problem 144 Suppose that each of A,B is a member of Q, that A,B have
Frèchet derivatives A′, B′, respectively, and that there is M > 0 with

|A′(x) −A′(y)| ≤ M‖x− y‖, x, y ∈ X.

Try to show that if x ∈ X and t ≥ 0, then

lim
n→∞(e

t
nAe

t
nBe−

t
nAe−

t
nB)n

2

x = et
2C ,

where

C(x) = A′(x)B(x) −B′(x)A(x), x ∈ X,

a nonlinear version of the commutator of A,B given in Problem 122. (An
interested reader might see the Notes to this chapter before investing a great
deal of time on this problem.)

Problem 145 Consider that in Problem 134, expression (9.1) is what one
gets, using the series expansion for etA when A is linear. How is it that, in
light of Problem 136, the same formula holds in the present nonlinear case?



Chapter 10

Some Connections Between Resolvents
and Linear Semigroups

This group of problems may be thought of as a continuation of those in
Chapter 5. A review of Chapter 5 might be in order.

Suppose that X is a Banach space.

Problem 146 Suppose that each of

Q, {Qk}∞k=1 ∈ L(X,X) with |Qk| ≤ 1, k ∈ Z+

so that for each x ∈ X,

lim
k→∞

Qkx = Qx.

Show that if m ∈ Z+, then

lim
k→∞

Qm
k x = Qmx, x ∈ X.

Problem 147 Suppose that F is a function whose domain is a dense subset
of X so that G = F−1 exists, has domain all of X and

‖G(x)−G(y)‖ ≤ ‖x− y‖ for all x, y ∈ X.

Show that if W is a dense subset of the domain of F , then

F (W ) is dense in X.

Problem 148 Suppose that each of

T, {Tk}∞k=1 (10.1)

is a linear strongly continuous semigroup of transformations such that

|T (t)|, |Tk(t)| ≤ 1, t ≥ 0, k ∈ Z+,
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40 10 Some Connections Between Resolvents and Linear Semigroups

and that
A, {Ak}∞k=1, (10.2)

respectively, are the generators of the members of (10.1). Show that, following
the notation of Problem 65,

‖(I − λA)−kx− (I − λAn)
−kx‖ ≤

∫ ∞

0

dφk,λ ‖T (·)x− Tn(·)x‖,

for n, k ∈ Z+, x ∈ X.

Problem 149 In addition to the hypothesis of Problem 148, suppose that if
x ∈ X, then

Tn(·)x
converges to

T (·)x as n → ∞,

uniformly on each bounded subinterval of [0,∞). Show that

lim
n→∞(I − λAn)

−kx = (I − λA)−kx, k ∈ Z+, x ∈ X.

Problem 150 In addition to the hypothesis of Problem 148, suppose that
W is a dense subset of X which is a subset of the domain of each of the
transformations in (10.2). Suppose finally that for each x ∈ W ,

lim
k→∞

Akx = Ax.

Show that for each λ > 0 and y in the range of (I − λA),

lim
k→∞

(I − λAk)
−1y = (I − λA)−1y.

Problem 151 Under the hypothesis of Problem 150, show that if m ∈ Z+,
x ∈ X and λ > 0, then

lim
k→∞

(I − λAk)
−mx = (I − λA)−mx.

Problem 152 Under the hypothesis of Problem 150, show that if x ∈ W ,
then

{Anx}∞n=1

is a bounded sequence.

Problem 153 Under the hypothesis of Problem 148, show that if x ∈ W ,
then

(Tn(·)x)′(t) = ATn(t)x = Tn(t)Ax, t ≥ 0, n ∈ Z+.
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Problem 154 Under the hypothesis of Problem 150, show that if x ∈ W ,
then

{Tn(·)x}∞n=1

is a bounded and equicontinuous collection on each bounded subinterval of
[0,∞).

Problem 155 Show that if λ > 0, there is M ∈ Z+ so that if m > M , then
there are maximal am < λ, minimal bm > λ so that

0 <
1

2
−
∫ λ

am

dφm,λ ≤ ε and 0 <
1

2
−
∫ bm

λ

dφm,λ ≤ ε.

(See Problem 65 for notation.)

Problem 156 Show that for Problem 155,

bm − am → 0 as m → ∞.

Problem 157 Suppose x ∈ W . Assuming the denial of the conclusion to
Problem 160 show that there is

• ε > 0, a bounded subinterval [a, b] of [0,∞)
• a member λ of (a, b)
• a sequence {λj}∞j=1 converging to λ
• an increasing sequence {nj} of positive integers

so that
‖Tj(λnj )x− T (λnj )x‖ > ε, j ∈ Z+.

Problem 158 Using the assumptions, conclusions of Problem 157 and the
result of Problem 154, show that there are

• a sequence {aj}∞j=1 converging monotonically increasing to λ
• a sequence {bj}∞j=1 converging monotonically decreasing to λ

so that

‖
∫ bj

aj

(Tnj (·)x − T (·)x)‖ ≥ ε, j ∈ Z+.

Problem 159 Continuing on with Problem 158 and using the results of
Problem 154, reach a contradiction.

Problem 160 Under the hypothesis of Problem 150, show that for each
x ∈ W ,

Tn(·)x
converges uniformly on every bounded subinterval of [0,∞) to

T (·)x as n → ∞.
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Problem 161 Under the hypothesis of Problem 150, show that for each
x ∈ X,

{Tn(·)x}∞n=1

converges uniformly on every bounded subinterval of [0,∞) to

T (·)x as n → ∞.

Problem 162 Study [17] Chapter III, Section 5 to see an alternate path to
Problem 161.



Chapter 11

Combining Semigroups, Strongly
Continuous Linear Case

Suppose that X is a Banach space.

Problem 163 Suppose that each of

{Tk}∞k=1 (11.1)

is a linear strongly continuous semigroup of transformations such that

|Tk(t)| ≤ 1, t ≥ 0, k ∈ Z+.

Suppose also that
{Ak}∞k=1,

respectively, are the generators of the members of (11.1). Suppose also that
A is a densely defined linear transformation on X such that

lim
k→∞

Akx = Ax, x in some dense subset of the range of A.

Suppose finally that

the range of I − λA is dense in X

for all λ > 0. Show that if λ > 0, then

(I − λAk)
−1x converges, as k → ∞, (11.2)

for all x in the range of I − λA.

Problem 164 Under the hypothesis of Problem 163 show that

(I − λAk)
−1x converges for all x ∈ X as k → ∞. (11.3)

Problem 165 Under the hypothesis of Problem 163 show that if m ∈ Z+,
then

(I − λAk)
−mx converges for all x ∈ X as k → ∞. (11.4)
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44 11 Combining Semigroups, Strongly Continuous Linear Case

Problem 166 Under the hypothesis of Problem 163 show that if j, k,m ∈
Z+, then

(I − λ

m
Aj)

−mx− (I − λ

m
Ak)

−mx =
1

λ

∫ ∞

0

dφm,λ (Tj(·)x − Tk(·)x)

for all x ∈ X, λ > 0.

Problem 167 Show that under the hypothesis of Problem 166, if x ∈ X,
then

T1(·)x, T2(·)x, . . . (11.5)

converges uniformly on each bounded subinterval of [0,∞). (An argument by
way of contradiction might be considered here.)

Under the hypothesis of Problem 167, denote by T the function with do-
main [0,∞) and range the collection of functions from X to X so that if
x ∈ X and λ ≥ 0, then

T (λ)x = lim
k→∞

Tk(λ)x.

Problem 168 Show that

T (λ) ∈ L(X,X), λ ≥ 0.

Problem 169 Show that if x ∈ X, then

T (·)x
is continuous.

Problem 170 Show that

|T (λ)| ≤ 1, λ ≥ 0.

Problem 171 Show that

T (0) = I, T (t)T (s) = T (t+ s), t, s ≥ 0.

Problem 172 Conclude that T is a linear, nonexpansive, strongly continu-
ous semigroup on X.

Problem 173 Suppose that each of K and S is a linear, nonexpansive,
strongly continuous semigroup on X with generators B,C, respectively. Sup-
pose that

• W = Domain(B)
⋂

Domain(C) is dense in X.
• I − λ(B + C) has range dense in X if λ ≥ 0.
•

An = n((K(
1

n
)S(

1

n
)− I), n ∈ Z+.
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Find A so that
Ax = lim

n→∞Anx, x ∈ W.

Problem 174 Under the conditions of Problem 173 show that the sequence

A1, A2, . . .

gives rise to a semigroup T as in Problem 167.

Problem 175 Investigate relationships between the generators B,C of Prob-
lem 173 and the generator A of T in Problem 174.

Problem 176 Note that the above problems in this chapter involve non-
expansive semigroups. Develop a corresponding theory for general strongly
continuous linear semigroups T for which there is M > 0 so that

|T (t)| ≤ M, t ≥ 0.

Problem 177 Note that the above problems in this chapter involve non-
expansive semigroups. Develop a corresponding theory for general strongly
continuous linear semigroups T for which there are M,ω > 0 so that

|T (t)| ≤ Mewt, t ≥ 0.

Problem 178 Read Chapter III, Section 5 of [17] for stronger results than
given above in this chapter. Also read the discussion in [19] concerning
Trotter–Kato formulae and related developments concerning the Feynman–
Kac formula. Examine the development in this chapter and make compar-
isons with [17],[19]. See Notes for this chapter for additional comments in
this regard.

Problem 179 Suppose that

{Tn}∞k=n

is a sequence of nonexpansive linear strongly continuous semigroups on the
Banach space X for which there is a dense subset W of X common to its
corresponding sequence of generators

{An}∞n=1.

Suppose also that if x ∈ W , then

lim
n→∞Anx

exists. Try to determine if there is a strongly continuous linear nonexpansive
semigroup T such that if x ∈ X, then

{Tn(·)x}∞n=1

converges uniformly on each closed and bounded subinterval of [0,∞).
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Problem 180 Suppose that each of T and S is a strongly continuous linear
nonexpansive semigroup on the Banach space X. Try to determine if there is
a strongly continous linear nonexpansive semigroup U on X so that

U(t)x = lim
n→∞(T (

t

n
)S(

t

n
))nx, x ∈ X.

Problem 181 In addition to the conditions of Problem 180 suppose that
A,B are the generators of T, S respectively, λ > 0 and

An =
n

λ
((I − λ

n
A)−1 − I), Bn =

n

λ
((I − λ

n
B)−1 − I),

for n ∈ Z+. Denote by

{Tn}∞n=1, {Sn}∞n=1

two sequences of continuous linear nonexpansive semigroups generated

{An}∞n=1, {Bn}∞n=1,

respectively. Finally define
{Un}∞n=1

by

Un(t)x = lim
k→∞

((Tn(
t

k
)(Sn(

t

k
))kx, x ∈ X,n ∈ Z+.

Is it true that

{Un}∞n=1

is such that there is a strongly continuous linear semigroup U on X such that
if x ∈ X, then

{Un(·)x}∞n=1

converges uniformly to

U(·)x
on each closed and bounded subset of [0,∞)?

Problem 182 Find and read [23] for generalization of Trotter-Kato results
to nonlinear semigroups.



Chapter 12

Splitting Method, Numerics

Developments in the preceding chapters suggest a practical technique for
time-dependent partial differential equations. Suppose w > 0 and X =
L2([0, 1]) and each of A,B,C is a linear transformation from a dense subset
of X into X . For some w > 0 one might seek

u : [0, w]×X → X

so that

u1(t, x) = A(u(t, ·))(x) +B(u(t, ·))(x) + C(u(t, ·))(x), (12.1)

t ∈ [0, w], x ∈ [0, 1], where u1 denotes the partial derivative of u in its first
argument.

Problem 183 Show how, with B = C = 0, A may be chosen so that (12.1)
is the heat equation of Chapter 6.

Problem 184 Show how to choose A,B,C in (12.1) so that the equation
becomes

u1(t, x) = u2,2(t, x) + u2(t, x) + u(t, x), t ∈ [0, w], x ∈ [0, 1]. (12.2)

Problem 185 Devise a numerical scheme for solving

u1(t, x) = u2,2(t, x), t ∈ [0, w], x ∈ [0, 1].

Problem 186 Devise a numerical scheme for solving

u1(t, x) = u2(t, x), t ∈ [0, w], x ∈ [0, 1].

Problem 187 Devise a numerical scheme for solving

u1(t, x) = u(t, x), t ∈ [0, w], x ∈ [0, 1].
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Problem 188 Suppose one seeks u satisfying (12.2) with the boundary
condition

u(t, 0) = 0, t ∈ [0, w].

Define semigroups T1, T2, T3 from Problems 185, 186, 187, respectively.
Determine if the extension of Problem 173 to the combination of three semi-
groups might allow a formula for solving (12.2) by means of a finite-
dimensional version of

(T1(
t

n
)T2(

t

n
)T3(

t

n
))nf, t ∈ [0, w] (12.3)

where

u(0, x) = f(x), x ∈ [0, 1],

f being a given member of L2([0, 1]) specifying an initial condition for (12.2).

Problem 189 Code your solutions to Problems 185, 186, 187. Consider us-
ing an implicit scheme for the part coming from Problem 185.

Problem 190 Use the main parts of your codes in Problem 189 to implement
(12.3). Test for various choices of n and various discretizations of [0, 1].

Equation (12.2) is a linear example of a reaction–diffusion–convection equa-
tion. The term corresponding to A is the diffusion term, the one corresponding
to B is the convection term and the one corresponding to C is the reaction
term.

This splitting method is often used in cases where there is not yet a proof
of convergence, but is often used to great success in a practical way. A typical
example is indicated by the following:

Problem 191 Suppose that w > 0. Devise a code to implement a splitting
method to find a numerical approximation to u, v such that

u1(t, x, y) = b1u2,2(t, x, y) + b2u3,3(t, x, y)

+ c1u2(t, x, y) + d1u3(t, x, y) +m1u(t, x, y)v(t, x, y),

v1(t, x, y) = b2v2,2(t, x, y) + v3.3(t, x, y)

+ c2v2(t, x, y) + d2v3(t, x, y) +m2u(t, x, y)v(t, x, y),

t ∈ [0, w], x, y ∈ [0, 1]× [0, 1],

where b1, b2, c1, c2 > 0, d1, d2,m1,m2 ∈ R and

u(t, 0, 0) = u(t, 1, 0) = u(t, 0, 1) = u(t, 1, 1), t ≥ 0,

u(0, x, y) = h(x, y), (x, y) ∈ [0, 1]2

for some given function h on [0, 1] specifying initial conditions.
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Problem 192 Define A,B,C so that with

z =

(
u

v

)

the equation in Problem 191 becomes

z′ = Az +Bz + Cz.



Chapter 13

Semigroups of Steepest Descent,
Abstract Linear Case

Problem 193 Suppose that m,n ∈ Z+ and A ∈ L(Rn, Rm). Suppose also
that (

r

s

)
∈ Rn ×Rm

and

φ(x) =
1

2
‖
(

x

Ax

)
−
(
r

s

)
‖2(Rn,Rm).

Find the minimum of φ.

Problem 194 Suppose that H,K are two Hilbert spaces, G ∈ L(H,K) and
h ∈ K. Define

φ(x) =
1

2
‖Gx− h‖2K , x ∈ H.

Denote by G∗ the element of L(K,H) such that

〈Gx, y〉K = 〈x,G∗y〉H , x ∈ H, y ∈ K.

Show that
(∇φ)(x) = G∗Gx−G∗h, x ∈ H

where (∇φ)(x) is the element of H so that

φ′(x)h = 〈h, (∇φ)(x)〉H , x, h ∈ H.

Problem 195 For ∇φ as in Problem 194, x ∈ H and z the unique solution
of

z(0) = x, z′(t) = −(∇φ)(z(t)), t ≥ 0,

show that

z(t) = e−tG∗Gx +

∫ t

0

e−(t−s)G∗GG∗h ds. (13.1)

(Variation of parameters for ordinary differential equations.)
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Denote by Q the orthogonal projection of H onto the null space of G and
denote by P the orthogonal projection of K onto the range of G.

Problem 196 In the setting of Problem 195 show that

lim
t→∞ e−tG∗Gx = Qx.

Problem 197 In the setting of Problem 195 show that if t ∈ R, then

GetG
∗G = etGG∗

G and G∗eGG∗
= eG

∗GG∗.

Problem 198 For z as in Problem 195 show that

lim
t→∞G(z(t)) = g

where g is the orthogonal projection of h onto the range of G.

Problem 199 For z as in Problem 195 show that if
h ∈ range G, then

u = lim
t→∞ z(t) exists and Gu = h.

Problem 200 Suppose that z is as in Problem 199, and y ∈ H is such that
Gy = h. Show that

‖u− z(t)‖ ≤ ‖y − z(t)‖, t ≥ 0.

Problem 201 Consider an alternative to using continuous steepest descent
for finding a zero of G:

Suppose that φ, h,G are as in Problem 194 and h is in the range of G.
Suppose also that u0 ∈ X, and

uk = uk−1 − δk(∇φ)(uk−1), k = 1, 2, . . .

where at step k ∈ Z+,
∇φk is from (13.1)

and δk is chosen to minimize q:

q(t) = min ‖φ(uk−1 − t(∇φ)(uk−1))‖X , t ≥ 0.

Show that the sequence δ1, δ2, . . . is unique. Show that u0, u1, . . . converges
to u such that

φ(u) is minimum.

This illustrates discrete steepest descent for linear problems.
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The following is both an application to the developments of this chapter
and a preview of Chapters 14 and 15.

Problem 202 Suppose that

Ω = [−1, 1]2

and X,Y are the Sobolev spaces

H2,2(Ω), L2(Ω),

respectively. Denote by G : X → Y the transformation so that

(Gu)(x, y) = yu1,1(x, y) + u2,2(x, y), (x, y) ∈ Ω.

Show that the problem of finding

Gu = 0 (13.2)

is elliptic, hyperbolic in

[−1, 1]× (0, 1] and [−1, 1]× [−1, 0),

respectively. The problem of solving (13.2) is called a Tricomi problem.

Do you know what boundary or supplementary conditions to impose are
necessary and sufficient in order that there is one and only one solution to
this problem on Ω? It is my understanding that this problem has not been
solved.

Problem 203 After considering Chapter 15 write a code for an appropriate
discretization of Problem 202. Observe how an answer to an iteration as in
Problem 202 depends on the choice of u0.



Chapter 14

Semigroups of Steepest Descent
for Differential Equations

The first problem in this chapter seeks to make the point that for a given
linear transformation A on a finite-dimensional space to itself, an adjoint for
A depends on a choice of inner products, one for the domain space and one
for the range space.

Problem 204 Suppose that A ∈ L(R2, R2) defined by

A

(
x

y

)
=

(
x+ 2y

3x+ 4y

)
,

(
x

y

)
∈ R2.

Suppose also that in addition to the standard inner product 〈·, ·〉R2 , one has
a second inner product 〈·, ·〉S defined by

〈
(
r

s

)
,

(
u

v

)
〉S = 〈

(
r

s

)
,

(
u

v

)
〉R2 + (r − s)(u − v),

(
u

v

)
,

(
r

s

)
∈ R2.

Find a linear transformation B ∈ L(R2, R2) such that

〈A
(
u

v

)
,

(
r

s

)
〉R2 = 〈

(
u

v

)
, B

(
r

s

)
〉S ,

(
u

v

)
,

(
r

s

)
∈ R2.

For the remainder of this chapter H denotes a Hilbert space. There are two
objectives for the problems in this chapter. One is to describe an important
class of semigroups. The other is to introduce a theory of steepest descent
for partial differential equations.

Problem 205 Show that if f is a continuous linear function from H to R
(that is to say, a member of the dual space H∗ of H), then there is a unique
y ∈ H so that

f(x) = 〈x, y〉H , x ∈ H. (14.1)
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Definition 15 Suppose that φ is a C1 function from H → R. The gradient
of φ is the function ∇φ : H → R so that

φ′(x)h = 〈h, (∇φ)(x)〉H , x, h ∈ H.

For the rest of this chapter we suppose that the gradient ∇φ is defined on
all of H and ∇φ is locally lipschitz, that is, if x ∈ H there is δ,M > 0 such
that

‖(∇φ)(w) − (∇φ)(y)‖H ≤ M‖w − y‖H
if ‖w − x‖, ‖y − x‖ ≤ δ.

Problem 206 Suppose that w > 0, x ∈ H and z : [0, w] → H so that

z(0) = x, z′(t) = −(∇φ)(z(t)), t ∈ [0, w].

Show that
(φ(z))′(t) = −‖(∇φ)(z(t))‖2, t ∈ [0, w].

Problem 207 Show that, given x∈H, there is a unique function z :
[0,∞) → H such that

z(0) = x, z′(t) = −(∇φ)(z(t)), t ∈ [0,∞). (14.2)

Denote by Tφ the semigroup generated by (14.2), i.e., if x ∈ H and s ≥ 0,
then

Tφ(s)x = z(s),

where z satisfies (14.2).

Problem 208 Show that if x ∈ H and

u = lim
t→∞Tφ(t)x exists, (14.3)

then
(∇φ)(u) = 0.

The study of limits in (14.3) is very important in the theory of semigroups.
For many problems in the theory of differential equations in variational form
(represented by a function φ) the critical points of φ are the solutions to
the problem. In the notes in the last chapter there are additional references
to applications. If a system of equations does not arise from a conventional
variational form, one may often construct a function φ such that its zeros are
solutions. This is illustrated by means of the following sequence of problems
devoted to one of the simplest possible examples cast into a variational form:
Find u with domain [0, 1] so that

u′ − u = 0. (14.4)
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We know that u satisfies (14.4) if and only if there is c ∈ R such that

u(t) = cet, t ∈ [0, 1]

but it is good to study a new method in a simple known case.
We can try to place (14.4) in a variational form by introducing φ such that

φ(u) =
1

2

∫ 1

0

(u′ − u)2, u ∈ H. (14.5)

But how do we choose H?

Problem 209 Show that if H = L2([0, 1]), then φ has as its domain a linear
set only dense in H. In addition, show that φ is nowhere continuous.

Problem 210 What do you think about the choice H = L2([0, 1]) for a space
on which to try to minimize Φ? Would a useful gradient be forthcoming if this
choice is made?

The next problems introduce a Sobolev space which will serve us well. It
is the simplest example of a Sobolev space, but the ideas in these problems
carry over to very general cases. This provides an alternate, but equivalent,
definition for H1,2([0, 1]) given in Chapter 7.

Denote by G1 the set

{
(
u

u′

)
: u ∈ C1([0, 1])}.

Problem 211 Show that G1 is a linear subspace of L2([0, 1])
2 with norm

‖
(
f

g

)
‖L2([0,1])2 = (‖f‖2 + ‖g‖2)1/2, f, g ∈ C1([0, 1]). (14.6)

Problem 212 Denote by G2 the closure, in L2([0, 1])
2, of G1. Show that

there are not two members of G2 with the same first term.

Definition 16
H = H1,2([0, 1])

denotes the space of all first terms of members of G2. If f ∈ H with
(
f
g

) ∈ G2,

write f ′ for g and say that g is the generalized derivative of f . For norm in
this space H take

‖f‖H = (‖f‖2L2([0,1])
+ ‖f ′‖2L2([0,1])

)1/2.

Problem 213 Can one justify defining g in the above definition as f ′? Show
that if f ∈ C1([0, 1]), then this definition is consistent with the usual one.
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Problem 214 Show that if f ∈ H1,2, then for some number c,

f(x) = c+

∫ x

0

f ′, x ∈ [0, 1].

Problem 215 Show that φ in (14.5) is continuous on H.

Problem 216 Find φ′ for φ as in (14.5).

We want to find an expression for ∇φ where φ is defined in (14.5).

Problem 217 Show that if(
w

v

)
∈ (L2([0, 1]))

2

and

〈
(
u

u′

)
,

(
w

v

)
〉L2([0,1])2 = 0,

(
u

u′

)
∈ G2,

then

v ∈ H, w = v′ and v(0) = 0 = v(1).

Problem 218 Construct the projection P of all of L2([0, 1])
2 onto

{
(
u

u′

)
: u ∈ H}.

To do this, take
(
f
g

) ∈ L2([0, 1])
2. Seek u ∈ H such that

‖
(
u

u′

)
−
(
f

g

)
‖2L2([0,1])

is minimum, that is, seek u, v ∈ H such that(
u

u′

)
+

(
v′

v

)
=

(
f

g

)
and v(0) = 0 = v(1). (14.7)

In the notes there are references which contain extensive information on
projections which one encounters in the construction of Sobolev gradients.

Problem 219 Solve the system (14.7). Note that, thanks to Problem 217,
there is only one pair (u, v) which satisfies (14.7). Define

S(t) = sinh(t); C(t) = cosh(t), t ∈ R,
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show that

u(t) = [C(1− t)

∫ t

0

(C(r)f(r) + S(r)g(r)) dr +

C(t)

∫ 1

t

(C(1 − r)f(r) − S(1− r)g(r)) dr]/S(1), t ∈ [0, 1].

Problem 220 With φ as in (14.5), P as in Problem 218 and

π : L2([0, 1])
2 → L2([0, 1])

defined by

π

(
f

g

)
= f,

(
f

g

)
∈ L2([0, 1])

2,

show that

(∇φ)(y) = πP

(
y − y′

y′ − y

)
, y ∈ H. (14.8)

Problem 221 Find a simple form for ∇φ in Problem 220.

Problem 222 Search for an expression for the solution z of (14.2) using
the gradient in Problem 221 and search for a form for u in (14.3).

Problem 223 Show that in Problem 221 a limit depends on the selection of
z(0) in (14.2).

Problem 224 Show that a limit u in Problem 221 is the nearest element to
z(0) in the norm of H1,2([0, 1]) where z is as in (14.2).

Usually one cannot find an explicit form for the Sobolev gradient for φ. For
many cases one can use the above ideas to try to prove that the limit u in
(14.3) exists and is a zero of φ. In addition, one may try to follow a trajectory
z numerically. Some of the problems which follow deal with existence of the
limit u in (14.3).

Definition 17 Suppose φ is a function from a Hilbert space H into [0,∞)
of class C1 with a locally lipschitzian gradient and Ω ⊂ H. One says that φ
satisfies a gradient inequality on Ω if there is c > 0 such that

‖(∇φ)(x)‖H ≥ c(φ(x))1/2 , if x ∈ Ω. (14.9)

Problem 225 Suppose H is a Hilbert space, φ a function from H to [0,∞)
such that ∇φ is locally lipschitz, x ∈ H, and z the unique solution of

z(0) = x, z′(t) = −(∇φ)(z(t)), t ≥ 0.
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Suppose also that Ω ⊂ H is such that φ satisfies a gradient inequality (14.9)
in Ω with constant c. Show that if

range(z) ⊂ Ω,

then
(φ(z))′(t) ≤ −c2φ(z(t)), t ≥ 0. (14.10)

Problem 226 Show that if (14.10) holds, then

φ(z(t)) ≤ φ(z(a))e−c2(t−a), t ≥ a.

Problem 227 Show that for z as in Problem 225,

u = lim
t→∞ z(t) exists

and
φ(u) = 0.



Chapter 15

Numerics for Semigroups of Steepest
Descent

At first we work with some numerical problems. We use the same example
as in Chapter 14 but in a discrete form.

Suppose n > 2 is an integer. Define

δ = 1/n.

Suppose

φn : Rn+1 → R

such that

φn(u0, u1, . . . , un) =
1

2

n∑
k=0

(
uk − uk−1

δ
− uk + uk−1

2
)2,

with (u0, u1, . . . , un) ∈ Rn+1.

Problem 228 Find a formula for

∇φn,

the conventional gradient of φn, that is, a vector of length n + 1 of partial
derivatives of φn.

Problem 229 Show that

φ′
n(u)h = 〈h, (∇φn)(u)〉Rn+1 , h, u ∈ Rn+1. (15.1)

Problem 230 If
u = (u0, u1, . . . , un) ∈ Rn+1,

find the unique number αn,u such that

φn(u− αn,u(∇φn)(u)) is minimum.

(Find an explicit expression using the usual inner product in Rn+1.)
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Problem 231 Show that the iteration

u → u− αn,y(∇φn)(u) (15.2)

converges to the limit u and that

φn(u) = 0.

Problem 232 Write a computer program which follows the iteration in
Problem 231. (Choose n = 10, n = 20, n = 100 and print or graph your
results.)

Problem 233 Run your code developed in Problem 232. Notice that your
code requires many iterations if the integer n is even as much as 20. Reflect
on the First Law of Numerical Analysis, just before Problem 89. Reflect also
Problems 83, 84. What is going on?

Definition 18 Define a second norm on Rn+1, called ‖ · ‖Sn:

‖u‖Sn = (
n∑

k=1

(
uk − uk−1

δ
)2 + (

uk + uk−1

2
)2)1/2,

imitating the norm in H1,2([0, 1]) in (14.6).

Definition 19 Define two linear transformations D0, D1

D0, D1 : Rn+1 → Rn

such that if
u = (u0, u1, . . . , un) ∈ Rn+1,

then

D0u = {u1 + u0

2
, . . . ,

un + un−1

2
}

and

D1u = {u1 − u0

δ
, . . . ,

un − un−1

δ
}.

Definition 20
∇Snφn

is the function Rn+1 → Rn+1 so that

φ′
n(u)h = 〈h, (∇Snφn)(u)〉Sn , h, u ∈ Rn+1.

(One can represent the linear function Rn+1 → R in any inner product
defined on Rn+1.)

Definition 21 Suppose D is the transformation

Rn+1 → (Rn)2
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such that

Du =

(
D0u

D1u

)
, u ∈ Rn+1.

Problem 234 Show that if u, v ∈ Rn+1, then

〈u, v〉Sn = 〈Du,Dv〉(Rn)2 .

Problem 235 Suppose u ∈ Rn+1. For

(∇Snφn)(u)

given in Definition 20, show that

(∇Snφn)(u) = (DtD)−1(∇φn)(y),

where (∇φn)(u) is the conventional gradient of φn at u.

Problem 236 Suppose that H is a Hilbert space, S is a closed subspace of
H and P ∈ L(H,H). Show that P is the orthogonal projection of H onto S
if and only if the following four conditions hold:

• P 2 = P .
• 〈Px, y〉H = 〈x, Py〉H for all x, y ∈ H.
• The range of P is a subset of S.
• If x is in the range of P , then Px = x.

Problem 237 Suppose P is the projection of (Rn)2 onto the range of D.
Show that

P = D(DtD)−1Dt.

Problem 238 Write a computer program which follows the iteration with
the gradient in Problem 235. (Choose n = 10, n = 20, n = 100 and print your
results.)

Problem 239 Make a comparison with the results from your code from
Problem 238 with results from your code in Problem 232. Reflect further on
the First Law of Numerical Analysis.



Chapter 16

Semigroups and Families of Sobolev
Spaces

Denote by H a Hilbert space. Denote by H ′ a Hilbert space whose points
form a dense subset of H so that

‖x‖H′ ≥ ‖x‖H , x ∈ H ′.

Problem 240 Show that

H = L2([0, 1]), H
′ = H1,2([0, 1]) (16.1)

provides an example of the above setting (see [1] for definitions of the spaces
in (16.1)) or see Definition 16 in Chapter 14.

Problem 241 Returning to the general case (not just the example in Prob-
lem 240), suppose y ∈ H and

f(x) = 〈x, y〉H , x ∈ H.

Denote by g the restriction of f to H ′. Show that g is in (H ′)∗, the dual space
of H ′.

Problem 242 Referring to either Problem 99 or 205, show that there is
z ∈ H ′ so that

g(x) = 〈x, z〉H′ , x ∈ H ′.

Denote by M the transformation so that if y ∈ H as in Problem 241, then

My = z

where z is as in Problem 242.

M is called the embedding map between the spaces H and H ′.
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Problem 243 Show that M above is linear.

Problem 244 Show that the range of M is dense in H.

Problem 245 Show that M−1 exists.

Problem 246 Show that

〈Mx, x〉H > 0, x ∈ H,x �= 0.

(That is, M is positive as a member of L(H,H).)

Problem 247 Show that
|M |L(X,Y ) ≤ 1

where

(X,Y ) is any of the pairs (H,H), (H,H ′), (H ′, H), (H ′, H ′).

Problem 248 Show that

〈x,My〉H = 〈Mx, y〉H , x, y ∈ H.

Problem 249 Show that

〈x,My〉H′ = 〈Mx, y〉H′ , x, y ∈ H ′.

Problem 250 Show that M , considered as a member of L(H,H), has
a unique positive symmetric square root (denoted by M1/2) See [66], for
example.

Problem 251 Show that M , considered as a member of L(H ′, H ′), has a
unique positive symmetric square root and this square root agrees, on H ′,
with the square root in Problem 250.

Problem 252 Show that if x ∈ H ′, then

‖x‖H = ‖M1/2x‖H′ .

Problem 253 Show that if x ∈ H, then

‖x‖H = ‖M1/2x‖H′ .

Problem 254 Using Problem 102, and perhaps some material from the
Notes to Chapter 7, show that if λ ≥ 0, then there is a unique symmetric,
positive transformation

Mλ

so that if α, β ≥ 0, then
MαMβ = Mα+β

and if α = m
n , then

Mα = (Mm)1/n.
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Problem 255 Suppose that

T (λ) = Mλ, λ ≥ 0.

Show that T is a strongly continuous linear semigroup of contractions on H.

Problem 256 Show that if λ > 0, then

M−λ exists

(but perhaps is not continuous).

Problem 257 If λ > 0, define

Hλ = range of Mλ/2

with
‖x‖Hλ

= ‖M−λ/2x‖H , x ∈ Hλ.

Show that Hλ is a Hilbert space.

Problem 258 For D as in Problem 235 show that

(DtD)−1 = M

where M is derived by the choice of

H = Rn+1, H ′ = Sn.

Sn is as in Problem 234.

Problem 259 Consider M derived from H,H ′ as in Problem 240. Show that
the usual norm (see [1]) for H2,2([0, 1]) is equivalent to the norm of H2, as
defined above for the pair (H,H ′).

Problem 260 Make a substantial generalization of Problem 259.

Problem 261 Consider practical numerical consequences of Problem 260.
For example, let if D as in Problem 258 be replaced by a discrete version
of a second-order derivative operator E. Compare the coding effort for the
resulting (EtE)−1 with (DtD)−2.

Problem 262 Suppose that n ∈ Z+, C ∈ L(Rn, Rn) and

φ(x) =
1

2
‖
(

x

Cx

)
‖2, x ∈ Rn.

Find

φ′(x), x ∈ Rn.
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Problem 263 For φ as in Problem 262, find the gradient of φ, that is, the
function

∇φ : Rn → Rn

such that
φ′(x)h = 〈h, (∇φ)(x)〉Rn , x, h ∈ Rn.

Problem 264 For φ as in Problem 263, find an explicit expression for x ∈
Rn which minimizes φ(x).

Problem 265 Suppose that each of H,K is a Hilbert space and T is a closed,
densely defined linear transformation on H into K. Show that the orthogonal
projection onto

{
(

x

Tx

)
: x ∈ D(T )}

is given by

P =

(
(I + T tT )−1 T t(I + TT t)−1

T (I + T tT )−1 I − (I + TT t)−1

)
, (16.2)

a formula of von Neumann [70]. (Note Problems 103–107 in Chapter 7.)

Problem 266 For T as in Problem 265 denote by H ′ the space whose points
are exactly those of D(T ) with

‖x‖H′ = ‖
(

x

Tx

)
‖H×K , x ∈ H ′.

Show that
T ∈ L(H ′,K)

provided T is considered as a linear transformation from H ′ → K.

Problem 267 For T as in Problem 266, show that for x ∈ H ′, y ∈ K,

〈Tx, y〉K = 〈
(

x

Tx

)
,

(
0

y

)
〉H×K

= 〈
(

x

Tx

)
, P

(
0

y

)
〉H×K .

Problem 268 Following Problem 267 conclude that

T ∗y = πP

(
0

y

)
, y ∈ K,

where P is as in Problem 265 and

π

(
r

s

)
= r, r ∈ H, s ∈ K.

Also conclude that

〈Tx, y〉K = 〈x, T ∗y〉H′.
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Problem 269 For H,K,H ′ in Problem 266 define

M = (I + T tT )−1,

and show that M is the embedding operator for the pair (H,H ′).

Problem 270 Review Chapter 14 discerning how developments of the
present chapter can give more concrete expressions for the various Sobolev
gradients in Chapter 14 and hence more concrete expressions for the semi-
groups of steepest descent there.

Problem 271 Take T,H,K,H ′ as in Problem 266. Write an essay organiz-
ing your thoughts on the following:

With T a closed densely defined linear transformation on H to K, T has
an adjoint T t which is a closed densely defined linear transformation on K
to H so that

〈Tx, y〉K = 〈x, T ty〉H , x ∈ D(T ), y ∈ D(T t).

On the other hand, this same transformation T , the same collection of ordered
pairs, considered as a member of L(H ′,K), T has an adjoint T ∗ so that

〈Tx, y〉K = 〈x, T ∗y〉H′ , x ∈ H ′, y ∈ K.

In your essay, comment on how one transformation may have two adjoints,
one everywhere discontinuous and the other continuous. Investigate how there
may be a different adjoint for T corresponding to any space H ′′ with the same
points as H ′ but with a norm ‖ · ‖H′′ different from that of H ′ but equivalent
to it in the sense that there are m,M > 0 such that

m‖x‖H′′ ≤ ‖x‖H′ ≤ M‖x‖H′′ , x ∈ H ′.

Comment on how linguistic and notational ambiguities might present a hin-
drance to someone trying to deal with Sobolev gradients and matters of the
present chapter. Can you think of a more rational notation that presents less
of a hindrance?



Chapter 17

Nonlinear Semigroups Studied
by Linear Methods

In this chapter, denote by X a separable complete metric space, that is to
say, a Polish space.

Definition 22 Suppose T is a semigroup on X. The statement that T is
jointly continuous means that if

g : [0,∞)×X → X (17.1)

such that
g(t, x) = T (t)x, t ∈ [0,∞), x ∈ X,

then g is continuous.

Definition 23 C(X) denotes the Banach space of all bounded and continu-
ous functions f : X → R. The norm in C(X) is given by

‖f‖C(X) = sup
x∈X

|f(x)|.

Problem 272 Suppose T is a jointly continuous semigroup on X and

S : [0,∞) → set of transformations on C(X)

such that
(S(t)f)(x) = f(T (t)x), t ≥ 0, x ∈ X, f ∈ C(X).

Show that if t ≥ 0, then

S(t) ∈ L(C(X), C(X))

and
|S(t)| ≤ 1.

S is called a representation of T .

Problem 273 Show that S is a linear semigroup on C(X).
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Problem 274 Find an example of a semigroup S as in Problem 273 such
that S is not strongly continuous under the sup norm of C(X).

Here is a second topology for C(X). It is presented by means of a notion of
convergence.

Definition 24 We say that the sequence f1, f2, . . . in C(X) β-converges to
f ∈ C(X) if

there exists M > 0 such that ‖fn‖C(X) ≤ M, n = 1, 2, . . . ,

and also f1, f2, . . . converges uniformly to f on each compact subset of X. In
this case we write

β − lim
n→∞ fn = f.

Problem 275 Show that S in Problem 273 is β-strongly continuous in the
sense that if

f ∈ C(X) and {tn}∞n=1 in (0,∞), converges to 0,

then
{S(tn)f}∞n=1 β-converges to f.

Problem 276 Suppose {fn}∞n=1 is a sequence in C(X), β-convergent to f ∈
C(X), S as in Problem 273 and t ≥ 0. Show that

{S(t)fn}∞n=1 is β-convergent to S(t)f.

Definition 25 For T a jointly continuous semigroup on X, the Lie generator
of T is

A = {(f, g) ∈ C(X)2 : g(x) =

lim
t→0+

1

t
(f(T (t)x)− f(x)), x ∈ X}.

Problem 277 Suppose that T is the semigroup on [0,∞) so that

T (t)x =
x

1 + tx
, t ≥ 0, x ≥ 0.

Calculate the Lie generator A of T.

Problem 278 Take additional examples of jointly continuous semigroups on
a Banach space and calculate their Lie generators.

Problem 279 Show that the generator A in Definition 25 is a derivation in
the sense that if f, g ∈ D(A), then fg ∈ D(A) and

A(fg) = f(Ag) + (Af)g.
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Definition 26 For λ > 0 and T as in Problem 273, define a transformation
Iλ with domain C(X) such that

(Iλf)(x) =
1

λ

∫ ∞

0

e−s/λf(T (s)x) ds, f ∈ C(X), x ∈ X.

Problem 280 Show that if λ > 0, then (I − λA)Iλ = I.

Problem 281 Show that if λ > 0 and f is in the domain of A, then

Iλ(I − λA)f = f.

Problem 282 Show that if λ > 0,

(I − λA)−1

exists and

(I − λA)−1 = Iλ.

Problem 283 Show that if λ and A are as in Problem 282, then

‖(I − λA)−1f‖C(X) ≤ ‖f‖C(X), f ∈ C(X).

Problem 284 With A as in Problem 283 and {tn}∞n=1 a sequence in (0,∞)
convergent to 0, show that if n ∈ Z+, λ ≥ 0 and x ∈ X, then

((I − tnA)
−nf)(x) =

∫ ∞

0

f(T (·)x) dφλ,n

where φλ,n is as in Problem 65.

Problem 285 With A as in Problem 283 and {tn}∞n=1 a sequence in (0,∞)
convergent to 0, show that

β − lim
n→∞(I − tnA)

−1f = f,

and consequently, A has dense domain in the β-sense.

Problem 286 With A and T given in this chapter and λ > 0, show that

β − lim
n→∞(I − λ

n
A)−nf = f(T (λ)), f ∈ C(X).

Definition 27 A set Q of transformation from C(X) to C(X) is β-equi-
continuous if for each sequence {fn}∞n=1 ∈ Q, β-convergent to f ∈ C(X),
there is M > 0 such that

‖Wfn‖C(X) ≤ M, W ∈ Q, n = 1, 2, . . . ,
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and if Ω is a compact subset of X and ε > 0, there is N such that if n > N ,

|(Wfn)(x) − (Wf)(x)| < ε, x ∈ Ω, W ∈ Q.

Problem 287 Show that if η > 0, then

{(I − λ/nA)−n, 0 ≤ λ ≤ η, n = 1, 2, . . . }

is β-equi-continuous.

Definition 28 Denote by LG(X) the set of all linear transformations A with
domain and range in C(X) which have the properties given in Problems 279,
283, 285, 287, that is,

• A is a derivation.
• The domain of A is dense in C(X) in the β-sense.
• If λ ≥ 0, (I − λA)−1 exists and is a contraction in L(C(X), C(X)).
• If η ≥ 0, {(I − (λ/n)A)−n, 0 ≤ λ ≤ η, n = 1, 2, . . .} is β-equi-

continuous.

Denote by LG(X) the collection of all such transformations A satisfying the
above items.

Problem 288 Make a theorem from Problems 273–287.

For Problems 289–292 suppose that A ∈ LG(X). Define

Iλ = (I − λA)−1 for λ > 0.

Problem 289 Show that there is a linear semigroup V , which is strongly
continuous (in norm of C(X) but on D(A)), such that

V (λ)f = lim
n→∞(Iλ/n)

−nf, λ > 0, f ∈ D(A).

Problem 290 Show that there is a unique β-continuous extension S of V ,
to all of C(X).

Problem 291 Show that S in Problem 290 is a β-continuous linear semi-
group on all of C(X).

Problem 292 Show that if S as in Problem 290, then

A = {(f, g) ∈ C(X) : g = β − lim
t→∞

1

t
(S(t)f − f)}.

Problem 293 Suppose that z ∈ X and μ : C(X) → R is such that

μ(f) = f(z), f ∈ C(X).
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Show that μ is linear, β-continuous and that

μ(f)μ(g) = μ(fg), f, g ∈ C(X),

i.e., that μ is a β-continuous multiplicative linear functional on C(X).

Problem 294 For S as in Problem 290, t ≥ 0, x ∈ X and μ with domain
C(X) such that

μ(f) = (S(t)f)(x), f ∈ C(X),

show that μ is a transformation as in Problem 293.

Problem 295 Show that if μ is a nonzero β-continuous multiplicative linear
functional on C(X), then there is a unique point z ∈ X such that

μ(f) = f(z) for all f ∈ C(X).

See [14], in particular the result there due to J. Lawson.

Problem 296 Define T with domain [0,∞) so that if t ≥ 0, then T (t) is
the transformation with domain X and range in X such that if x ∈ X, then
T (t)x is the element z ∈ X such that

(S(t)f)(x) = f(z), f ∈ C(X).

Show that T is a semigroup on X.

Problem 297 Show that T in Problem 296 is jointly continuous.

Problem 298 Show that the Lie generator A of T satisfies the equation in
Definition 25.

Problem 299 Write an essay summarizing results of this chapter.



Chapter 18

Measures and Linear Extension
of Nonlinear Semigroups

Notation from Chapter 17 holds and the following is added:

Definition 29 Denote by M(X) the set of all Borel measures μ on X and
by B(X) the set of all Borel subsets of X.

Problem 300 Show that M(X) in Definition 29 is a representation of the
second dual of C(X) in Chapter 17. See [67] for more information.

Definition 30 Suppose

μ ∈ M(X) and its range is a subset of [0,∞).

We say that μ is compact regular if

μ(Ω) = sup{μ(Ω′) : Ω′ ⊂ Ω and Ω′ is compact}.

Definition 31 More generally, we also say that μ ∈ M(X) is compact regu-
lar if μ is the difference of two compact regular measures as in Definition 30
which have range in [0,∞). In this case we say that μ ∈ MCR(X).

Definition 32 Suppose T is a jointly continuous semigroup on X. We say
that U extends T if U is a function with domain [0,∞) and

(U(t)μ)(Ω) = μ{T (t)−1Ω}, t ≥ 0,

with Ω ∈ B(X), μ ∈ MCR(X).

Problem 301 Show that U in Definition 32 is a semigroup on MCR(X).

Problem 302 Show that U in Definition 32 is a linear semigroup on
MCR(X).
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Definition 33 For U in Definition 32, define

C = {(μ, ν) ∈ MCR(X)2 :

∫
X

f dν =

lim
t→0+

∫
X

1

t
(f(T (t))− f) dμ, f ∈ C(X)}.

(The integrals are Lebesgue integrals.) We say that C is the extended gener-
ator of T .

Definition 34 Denote by C(X)∗β the linear space of all β- continuous linear
functions g,

g : C(X) → R,

such that g is continuous in the β- sense.

Problem 303 Suppose μ ∈ MCR(X) and p : C(X) → R such that

pf =

∫
X

f dμ, f ∈ C(X).

Show that
p ∈ C(X)∗β .

Problem 304 Suppose p ∈ C(X)∗β. Show that there is μ ∈ MCR(X) such
that

pf =

∫
X

f dμ, f ∈ C(X).

(It might be helpful, for this problem, to find some lemmas in [67].)

Problem 305 For C given in Definition 33, show that if λ > 0, then

(I − λC)−1 exists

with domain all of MCR(X) and

|
∫
X

f d((I − λC)−1μ)| ≤ |f | |
∫
X

|dμ|, f ∈ C(X).

Problem 306 For C as in Definition 33, show that if λ ≥ 0, then

lim
n→∞

∫
X

f d((I − λC)−nμ) =

∫
X

f d(U(λ)μ), f ∈ CB(X).

Problem 307 For C in Definition 33, show that there exists A ∈ LG(X)
such that ∫

X

f d(Cμ) =

∫
X

Af dμ. (18.1)
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Problem 308 Suppose A ∈ LG(X) (see Definition 28) and C a linear trans-
formation

MCR(X) → MCR(X)

so that (18.1) is satisfied. Show that there exists a unique semigroup on X
that has C as its extended generator.

Problem 309 Make a theorem which summarizes Problems 301–308.

Problem 310 Generalize results of the previous chapter to include the set-
ting of the present chapter.

Problem 311 Refer to Problem 14 for a definition of a certain semigroup T
on X = C([−1, 1]). Review your work on these two problems. Try to conclude
that the domain of the conventional generator of T contains only functions
that are nonnegative or else are negative. Contemplate difficulties in using
such a generator for purposes of recovering T in terms of it. Is C of Definition
33 a more promising choice of generator than that from Problem 14? See
Notes to the present chapter to further understand the importance of this
example.

Problem 312 For T as in Problem 14, calculate a generator A for T as in
Chapter 17. In particular, determine S on C(X) so that

(S(t)f)(x) = f(T (t)x), t ≥ 0, x ∈ X,

being as concrete as possible. Try to make an analysis of T in terms of A.

Problem 313 Relate C of Problem 311 to A of Problem 312.



Chapter 19

Local Semigroups and Lie Generators

Some nonlinear differential equations do not generate a semigroup such as
those that are the subject of previous problems. For example there is:

Problem 314 Investigate solutions u to

u(0) = x ≥ 0, u′ = u2 (19.1)

where for each x ≥ 0, the interval of existence contains zero, is a subset of
[0,∞) and is as long as possible.

Problem 315 For the setting of Problem 314, define T so that

• If t ≥ 0, then T (t) is a function from a subset of [0,∞) into [0,∞).
• If x ≥ 0, and x is in the domain of T (t) if and only if there is a solution

u to (19.1) so that t is in the domain of u satisfying (19.1).
• If x ≥ 0, then T (t)x = u(t) where u satisfies (19.1).

Articulate as many properties of T as you can.

Definition 35 Suppose that X is a complete separable metric space. The
statement that T is a local semigroup on X means that

• There is ω so that 0 < ω ≤ ∞.
• If t < ω, then T (t) is a function from a subset of X into X.
• T (0)x = x, x ∈ X.
• There is a function m : X → (0,∞] such that 1/m is continuous and so

that x ∈ D(T (t)) ⇐⇒ t ∈ [0,m(x)).
• m(x) < ∞ for some x ∈ X.
• If t, s ≥ 0 and x ∈ X, then

T (t)T (s)x = T (t+ s)x ⇐⇒ t+ s < m(x).

• T is jointly continuous.
• T is maximal, i.e., if s ∈ [0,∞) and limt→s− T (t)x exists, then s < m(x).
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Problem 316 Show that T from Problem 315 is a local semigroup.

Definition 36 Suppose that T is a local semigroup on X. Then the Lie
generator of T is

A = {(f, g) ∈ C(X)2 : g(x) = lim
t→0+

1

t
(f(T (t)x)− f(x)), x ∈ X.

Problem 317 Calculate the Lie generator for T in Problem 315.

For Problems 318 to 323, suppose that T is a local semigroup on X and A is
its Lie generator.

Problem 318 Show that A is a linear derivation, i.e., if f, g ∈ D(A), then
fg ∈ D(A) and

A(fg) = f(Ag) + (Af)g.

Problem 319 Show that D(A) is β-dense in C(X).

Problem 320 Suppose that λ > 0. Define Iλ on C(X) so that if f ∈ C(X),
then

(Iλf)(x) =
1

λ

∫ m(x)

0

exp(−j/λ)f(T (j)x), x ∈ X.

Show that

• Iλ is a linear transformation from C(X) to C(X).
• |Iλ| ≤ 1.
• (I − λA)Iλf = f, f ∈ C(X).

Problem 321 Use assumptions and notation of Problem 320. Show that if
f ∈ D(A), then

Iλ(I − λA)f = f − g

for g ∈ C(X) for

g(x) = lim
t→m(x)−

exp(−t/λ)f(T (t)x), x ∈ X.

Problem 322 Suppose that g, λ, T,A, f are as in Problem 321. Show that

(I − λA)g = 0.

Show that if f(y) > 0, y ∈ X, then the resulting member g ∈ C(X) is an
eigenvector of A, if g is not zero.

Problem 323 Using assumptions and notation of Problem 320, show that

lim
n→∞(Inλ/nf)(x) = f(T (λ)x), f ∈ C(X), x ∈ X.

Problem 324 For T as in Problem 315, verify all the conclusions to Prob-
lems 318–323.
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Problem 325 For T as in Problem 315 calculate the corresponding element
g as in Problem 321 for various f ∈ C(X).

Problem 326 Suppose T is a local semigroup. Define m as in Definition 35
and that

f(x) = exp−m(x), x ∈ X.

Show that
Af = f.

Problem 327 For f as in Problem 326, show that

A(f2) = 2f.

Problem 328 Generalize the result of Problem 327.

Problem 329 Suppose T is a local semigroup and λ > 0. Define m as in
Definition 35 and

f(x) = exp−λm(x), x ∈ X.

Then

Af = λf.

Problem 330 Show that the following is true: Suppose that T is either a
local semigroup or a global semigroup and A is its Lie generator. Then T is
global if and only if A has no positive eigenvalue.

Problem 331 Pick various systems of time-dependent autonomous differ-
ential, ordinary or partial differential equations that are known to generate
either a local or global semigroup. For such systems, calculate a Lie generator.
Use some of the results of the problems in this chapter to try to decide if cor-
responding semigroups are local or global. The problem of three-dimensional
Navier–Stokes is such a problem, surely not an easy one.

Problem 332 Dream of a numerical attack corresponding to Problems 330
and 331. For various choices of X and T , make a discrete version of X, then
a discrete version of the Lie generator A of T on a discrete version of C(X).
Then use numerics in order to test whether this discrete version of A might
have a positive eigenvalue. Consider first testing for situations for which the
answer is known.

The following problems are late additions to the problem set. The ‘dream’
mentioned in Problem 332 has come a little closer to being realized. Within
the past year, I have written a code in which X is one-dimensional, i.e.,
to test a single ordinary ODE for global or local existence in time. J. W.
Swift and John M. Neuberger have written a code for cases in which X is
two-dimensional. Preliminary results are encouraging.
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Problem 333 Write a MatLab code to test various one-dimensional exam-
ples for global versus local existence. Examples might include

• u′ − u2 = 0, X = [0, b), 0 < b ≤ ∞.
• u′ − u(1− u) = 0, X = [0, b), 0 < b ≤ ∞.
• u′ + u2 = 0, X = [0, b), 0 < b ≤ ∞.

The eigenvalue–eigenvector routines from MatLab may be used.

Problem 334 Consider the use of finite element approximations, first in
one-, then two-dimensional problems in connection with Problem 333. Realize
that in the present context, ‘two-dimensional’ problems refer to a system of
two ordinary differential equations.

Problem 335 Consider the local–global existence problem for the partial dif-
ferential equation which seeks, for some w > 0, a function u with domain
[0, w]× [0, 1] so that

u1(t, x) = mu2,2(t, x) + ε|u(t, x)|p (19.2)

for some p > 1 and some m > 0. For boundary conditions, take

u(t, 0) = 0 = u(t, 1), t ∈ [0, w],

and
u(0, x) = f(x), x ∈ [0, 1],

for some given function f . Set up a corresponding finite-dimensional version
and investigate the existence or nonexistence of eigenvectors of the relevant
Lie generator in order to decide which of local or global describes the under-
lying semigroup.

Problem 336 Realize that for Equation 19.2, for ε = 0 this is just the heat
equation, which has existence on [0, w] for any w > 0 for reasonable f . Realize
also that for m = 0, Equation 19.2 is essentially an uncountable system of
ordinary differential equations. Consider that in a proper discretization of this
problem the number of grid points will be very large. Estimate how many grid
points it would take for such a proper discretization if results of this chapter
are to be applied.

Problem 337 Now back to dreaming. Write down a time-dependent Navier–
Stokes system in three space dimension. Make an estimate of the number of
grid points needed for a reasonable finite-dimensional version of a transfor-
mation A for which a positive eigenvalue indicates only local existence and
for which the lack of such an eigenvalue is indicative of global existence. Try
to form an opinion as to whether any present-day computer is sufficient for
this task. If your opinion is negative on this matter, is that sufficient reason
for not working on this problem? Do you believe that the power of computers
will increase in the future somewhat as they have in the past?
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Another instance where ‘local’ versus ‘global’ solutions is of interest is the
following:

Problem 338 Suppose that n is a positive integer, F is a polynomial
function: Cn → Cn so that for each x ∈ Cn, the derivative F ′(x) has an
inverse. Is it true that for each x ∈ Cn there is z : [0, 1] → Cn so that

z(0) = x, z′(t) = −(F ′(z(t))−1F (x), t ∈ [0, 1]?

Problem 339 Show that an affirmative answer, for each such function F in
Problem 338, implies the truth of:

Jacobian Conjecture: Every F as in Problem 338 is a bijection.

See [72] and [50] for some background on the Jacobian Conjecture. A Web
search yields an extensive literature on this problem. The problem is unsolved
by anyone, if n > 1, so far as I know.



Chapter 20

Boundary (Supplementary) Conditions
for Partial Differential Equations

We first ask for some essays to help delineate a certain point of view.

Problem 340 Write an essay on your view of how the problem of finding
roots of polynomials developed over the ages. To help you get started, note
the Babylonian’s progress on solving quadratic equations.

Problem 341 Write an essay on your view of how the problem of solving
systems of ordinary differential equations has developed over time. Perhaps
comment first on the early role of ‘closed form’ solutions.

Problem 342 Write an essay on your view of how the problem of solving
systems of partial differential equations has developed over time.

Problem 343 Contrast the points of view at the present time on the subject
matters of Provlems 340,341,342.

Problem 344 Comment on how the advent of modern computers may have
helped change the points of view on each of Problems 340, 341, 342.

Problem 345 Show that if f : R → R is a C1 function, then there is a
unique function

u : R2 → R

such that
u1 + u2 = 0 and u(0, y) = f(y), y ∈ R.

Problem 346 Do you agree that your results on Problem 345 gives a char-
acterization of the set of all solutions to the partial differential equation in
that problem?

Problem 347 Given a single linear second order constant coefficient ordi-
nary differential equation on the interval [0, 1], show that the set of all solu-
tions has a characterization as a two dimensional subspace of C([0, 1]), that
is, the set of all solutions is one-to-one with R2.
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Problem 348 After, perhaps, reconsidering Chapter 14, indicate your opin-
ion of how the finding of critical points of a real-valued function φ on a Hilbert
space H relates to the solving of systems of partial differential equations.

Standing Hypothesis for Problems 349–354:

Suppose H is a Hilbert space, φ : H → [0,∞) is a C1 function and ∇φ is
the function on H so that

•
φ′(x)h = 〈h, (∇ϕ)(x)〉H , u, h ∈ H.

• ∇φ is locally lipschitzian.
• G : H → H is a continuous function such that if x ∈ H and

z(0) = x, z′(t) = −∇φ(z(t)), t ≥ 0, (20.1)

then G(x) = limt→∞ z(t).
• C(H) is the Banach space, under sup norm of all bounded continuous

real-valued functions on H .
• T is the semigroup generated by (20.1).
• A is the Lie generator of T .

Problem 349 Show that if x ∈ H, then

G(T (·)x) is constant.

Problem 350 Show that if x, y ∈ H, there is f ∈ C(H) such that f(x) �=
f(y).

Problem 351 Show that if f ∈ N(A), the null space of A, and x ∈ H, then

(Af)(T (·)x) is constant.

Problem 352 Show that if x ∈ H and

y ∈
⋂

g∈N(A)

g−1(g(x)),

then
y ∈ G−1(G(x)).

Problem 353 Show that if x ∈ H and

y ∈ G−1(G(x)),

then
y ∈

⋂
g∈N(A)

g−1(g(x)).
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Problem 354 Show that each equivalence class

{G−1(G(x)), x ∈ H}

contains precisely one u ∈ H such that

∇φ(u) = 0.

Problem 355 Suppose that H = H1,2([0, 1]) and

φ(u) =
1

2
‖u′ − u‖2, u ∈ H.

Determine the equivalence classes

{G−1(G(x)), x ∈ H} (20.2)

associated with φ as in Problem 354.

Problem 356 Suppose that

φ(u) =
1

2
‖u′ + u2‖2.

Try to determine the equivalence classes

G−1(G(x)), x ∈ H

for this choice of φ.

Problem 357 Determine the equivalence classes associated with the equa-
tion in Problem 345.

Problem 358 Think about the following: For collections of problems based
on a function φ satisfying the standing hypothesis, Problems 352 and 353
give a set of objects (equivalence classes) each of which contains one and only
one critical point of φ. Granted the nature of a corresponding Lie generator
A is understood, then this set of equivalence classes gives a more or less
constructive characterization of the set of all critical points of φ. How do
such characterizations differ from the more common ones which attempt to
associate unique solutions with conditions given on a boundary of the region
on which a problem is defined?

Problem 359 Keep an open mind about finding alternatives to developments
of this chapters—developments which associate solutions with constructively
given sets.



Chapter 21

Quasianalyticity and Semigroups

This chapter contains a development for linear semigroups which is of interest
in the theory of probability and other areas.

Definition 37 Suppose f is a real-valued function and u, δ ∈ R. If n ∈ Z+

and
[u, u+ δn] ⊂ domain of f,

denote the difference of order n for f over the interval [u, u+ δn] by

Δf (n;u, δ) = Σn
k=0

(
n

k

)
(−1)n−kf(u+ kδ).

Problem 360 Suppose that [a, b] is an interval, n ∈ Z+ and f is a real-
valued Cn function on [a, b]. Show that there is c ∈ (a, b) so that

lim
δ→0

Δf (n;u, δ)

δn
= f (n)(c).

Problem 361 Suppose f is a real-valued function, which is bounded by M ≥
0, whose domain contains the interval [a, b]. Show that if

n ∈ Z+, u, δ ∈ R and [u, u+ δn] ⊂ domain of f,

it follows that
|Δf (n;u, δ)| ≤ M2n.

The next problem is a result of a theorem of Arne Beurling [4], p. 429. It is
recommended that the reader consult this reference.

Problem 362 Suppose f is a continuous function on [a, b] for which there
are M, ε > 0 such that

|Δf (n;u, δ)| ≤ M(2− ε)n
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if [u, u + δn] is a subset of the domain of f . Show that f is real-analytic at
all x ∈ (a, b).

Definition 38 Suppose G is a collection of real-valued functions which have
[a, b] as their common domain. We say that G is quasianalytic if no two
elements of G agree on any nondegenerate subinterval of [a, b].

The next two problems are results that appear in [42], which an interested
reader is encouraged to consult.

Definition 39 A continuous function f on [0, 1| is called unpredictable pro-
vided that

• f(x) = 0 if 0 ≤ x ≤ 1
2 ,• if ε > 0 there is x ∈ (12 ,

1
2 + ε) such that f(x) �= 0.

Problem 363 Suppose f is an unpredictable function and 1
2 ≤ a < b < 1.

Show that

lim
δ→0+

δ

b− a

∑
nδ∈[a,b]

( |Δf (n; 0, δ)|
H(n, δ)

)1/n

= 1 (21.1)

in which
H(n, δ) = C(n, k)

where k is the least member of Z+ so that k
n > 1

2 . See [42] for background.
This is the hardest problem in the present book, in my opinion. Actually, it
is the hardest problem I know how to solve.

Problem 364 Suppose
{δk}∞k=1

is a decreasing sequence convergent to zero and G is a collection of real func-
tions with common domain [a, b] such that if f ∈ G, there is M, ε > 0 such
that

|Δf (n;u, δk)| ≤ M(2− ε)n if [u, u+ δkn] ⊂ [a, b].

Show that G is a quasianalytic collection.

Problem 365 Suppose T is a strongly continuous linear semigroup of con-
tractions on the Banach space X. Show that if x ∈ X, f ∈ X∗ and

g(t) = f(T (t)x), t ≥ 0, (21.2)

then
|Δg(n;u, δ)| ≤ |f |‖x‖|T (δ)− I|n.

One says that the function g in (21.2) is a functional of a trajectory (an ‘fot’)
of T .

Problem 366 Suppose T is a linear strongly continuous semigroup of con-
tractions on the Banach space H and
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lim sup
t→0+

|T (t)− I| < 2. (21.3)

Show that each ‘fot’ of T is real analytic at all t > 0.

Problem 367 Suppose T is a strongly continuous semigroup of contractions
on the Banach space H and

lim inf
t→0+

|T (t)− I| < 2. (21.4)

Show that the set of all ‘fot’ of T is a quasianalytic collection.

Problem 368 Suppose that each of {pi,j}i,j=0,1,... is a continuous function
on [0,∞) into [0, 1] so that

pi,j(t+ s) =

∞∑
k=0

pi,k(t)pk,j(s), t, s ≥ 0

and ∞∑
j=0

pi,j(t) = 1, t ≥ 0, i = 0, 1, . . . .

Define P as a function with domain [0,∞) so that if

x =

⎛
⎜⎝
x0

x1

...

⎞
⎟⎠

is in �1, then

P (t)x =

⎛
⎜⎝
p0,0(t) p0,1(t) . . .
p1,0(t) p1,1(t) . . .

...
...

⎞
⎟⎠

⎛
⎜⎝
x0

x1

...

⎞
⎟⎠ t ≥ 0.

Furthermore, denote by g the function on [0,∞) so that

g(t) = inf
i=0,1,...

pi,i(t), t ≥ 0.

Show that
|P (t)− I| = 2(1− g(t)), t ≥ 0,

where the indicated norm is for members of L(�1.�1).

P is called a denumerable Markov semigroup and members of {pi,j}∞i,j≥0

are transition probabilities for P , pi,j(t) representing the probability of tran-
sitioning from state i to state j in time t.
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Problem 369 Show that P in Problem 368 is a strongly continuous
semigroup on �1.

Problem 370 Using the setting of Problem 368, if each of i and j is a non-
negative integer, find f ∈ �∗1 and x ∈ �1 so that

pi,j(t) = f(P (t)x), t ≥ 0.

Problem 371 Give a probabilistic interpretation of the function g in Prob-
lem 368. In particular, interpret, in terms of probability, what it means for

lim sup
t→0+

g(t) = 0.

Problem 372 Give a probabilistic interpretation of what it means for

lim inf
t→0+

g(t) = 0.

Problem 373 Give a probabilistic interpretation of what it means for

lim inf
t→0+

g(t) < 2.

Problem 374 Give a probabilistic interpretation of what it means for

lim sup
t→0+

g(t) < 2.

Problem 375 Apply results of Problems 366 and 367 to Problem 368 using
Definition 38. See [26] for more information.

Problem 376 For the semigroup T in Problem 94, show that

lim sup
t→0+

|T (t)− I| < 2. (21.5)

Problem 377 Improve on the bound in (21.5).

Problem 378 For T in Problem 94 and A its generator, show that

AT (t) is a continuous linear transformation for each t ≥ 0.

Problem 379 Show that if T is as in Problem 366 and A is its generator,
then

AT (t) is a continuous linear transformation, t ≥ 0.

Problem 380 Suppose that T is a strongly continuous linear semigroup of
linear transformations on the Banach space Xsuch that

lim
t→0+

|T (t)− I| < 2
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and that T may be extended to a strongly continuous group of members of
L(X,X) on all of R. Show that it follows that T is continuous and the gen-
erator A of T is also continuous.

Problem 381 Show that if T is as in Problem 378, then T may be extended
to the right half complex plane C+ so that it remains a semigroup on that
set and that moreover,

T (·) is an analytic function from C+ → L(X,X).

Problem 382 Suppose X is a Banach space, T is a strongly continuous
semigroup on X and r, s, ρ are positive numbers with ρ ∈ (1, 2), s < r.
Suppose also that M > 0 and that if n ∈ Z+, h > 0, then

|(Tf(h)− I)n| < Mρn if nh ∈ [r, s].

Show that there is b > 0 such that if x ∈ X, then the function

g : g(t) = T (t)x, t > b

is analytic. (See [11] for background and more information.)

Problem 383 For this problem by �2 is meant complex �2. Define T so that
if

x = {x1, x2, . . . } ∈ �2,

T (t)x = {x1e
it, x2e

2it, x3e
3it, . . . }, t ∈ R.

Show that T is a strongly continuous group of linear transformations on �2.

Problem 384 Determine a generator for T in Problem 383.

Problem 385 For T as in Problem 383, show that

lim
t→0

|T (t)− I| = 2.

Problem 386 For T as in Problem 383 find two ‘fot’ for T which agree on
some open subset of [0,∞).

Problem 387 Suppose that m,n ∈ Z+, δ > 0 and

g(x) = eimx, x ∈ R.

Show that

|Δg(n, u, δ)| ≤ 2n| sin(mδ

2
)|n.

Problem 388 Suppose that

{am}∞m=0
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is a sequence in C such that

∞∑
m=0

|am| < ∞.

Suppose also that

h(x) =

∞∑
m=0

ameimx, x ∈ R.

For δ > 0, find an inequality for

|Δh(n;u, δ)|

using the results of Problem 387.

Problem 389 Suppose δ > 0. What conditions on {am}∞m=0 in Problem 388
lead to an inequality, for some M, ε > 0,

|Δh(n;u, δ)| ≤ M(2− ε)n,

for all n ∈ Z+, u ∈ R, δ ∈ R?

Problem 390 Find an increasing sequence {nk}∞k=1 so that if T is the group
given by

T (t)x = {xn1e
in1t, xn2e

in2t, xn3e
in3t, . . . }, t ∈ R

for all
x = {xnk

}∞k=1 ∈ �2,

then
lim inf

t→0
|T (t)− I| < 2.

Problem 391 Find a quasianalytic collection G as in Problem 364 so that
every ‘fot’ (as in Problem 365) of T is in G.

Problem 392 Attempt to develop a generalization of results of this chapter
to nonlinear semigroups. Consider the development in Chapter 17. Does that
help?



Chapter 22

Continuous Newton’s Method
and Semigroups

Suppose that X is a Banach space and F : X → X is a C2 function so that
(F ′(x))−1 exists and is in L(X,X) for all x ∈ X . Suppose also that g ∈ X .

Problem 393 Show that, given g ∈ X, there is 0 < c ≤ ∞ for which there
is a unique function u : [0, c) so that

u(0) = g and u′(t) = −(F ′(u(t)))−1F (u(t)), t ∈ [0, c). (22.1)

Problem 394 For u, c, F,X, g as in Problem 393, show that

F (u(t)) = exp(−t)F (g), t ∈ [0, c).

Problem 395 Suppose c = ∞ in Problem 393. Show that (22.1) can be
rescaled to [0, 1) to be equivalent to finding v so that

v(0) = g, v′(t) = −(F ′(v(t)))−1F (g), t ∈ [0, 1).

Problem 396 Show that if c = ∞ in Problem 393 and

w = lim
t→∞ u(t)

exists, then
F (w) = 0.

Problem 397 Show that if v in Problem 395 can be extended by continuity
to [0, 1] (i.e., that

v(1) = lim
t→1

v(t)

exists), then
F (v(1)) = 0.

Problem 398 Suppose that each of m and n is a positive integer. Suppose
furthermore that r > 0, x ∈ Rn and that F is a continuous function from
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{z ∈ Rn : ‖z − x‖ ≤ r} to Rm with the property that if ‖y − x‖ < r, then
there is h ∈ Rn so that ‖h‖ < r and

lim
t→0+

1

t
(F (y + th)− F (y)) = −F (x).

Show that there is u ∈ Rn so that ‖u− x‖ ≤ r and F (u) = 0.

A problem preliminary to Problem 398 follows:

Problem 399 Suppose ε > 0. Under the assumptions of Problem 398, define

S = {s ∈ [0, 1] :

∃y ∈ Rn, ‖y − x‖ ≤ rs, ‖F (y)− (1− s)F (x)‖ ≤ εs}.

Show that S is closed and that supS = 1.

Definition 40 Suppose that each of H and J is a Banach space. The state-
ment that H is compactly embedded in J means that

• The points of H form a dense subspace of J .
• If y1, y2, . . . is a sequence in H so that for some M > 0, ‖yk‖H ≤ M , then

y1, y2, . . . has a subsequence convergent in J to an element y ∈ H such
that ‖y‖H ≤ M .

Problem 400 Suppose H is the space H1,2([0, 1]) as in Definition 16 and
J = C([0, 1]), the Banach space of all continuous real-valued functions on
[0, 1] with

‖f‖J = sups∈[0,1]|f(s)|.
Show that H is compactly embedded in J .

Problem 401 Suppose that each of H, J,K is a Banach space so that H is
compactly embedded in J . Suppose also that F : H → K is continuous when
regarded as a function on J and that x ∈ H, r > 0. Suppose in addition that
if ‖y − x‖H ≤ r, and ε > 0, there is h ∈ H, ‖h‖H ≤ r, so that

lim
t→0+

1

t
(F (y + th)− F (y)) = −F (x). (22.2)

Show that there is u ∈H so that ‖u− x‖H ≤ r and F (u) = 0.

Problem 402 Suppose that H, J,K are as in Problem 401, r > 0 and

G : {z ∈ H : ‖z − x‖ ≤ r} → K

is continuous when regarded as a function on J . Suppose also that g ∈ K and
that if ‖y − x‖H ≤ r, then there is h ∈ H so that ‖h‖H ≤ r and

lim
t→0

1

t
(G(y + th)−G(y)) = g.
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Show that there is u ∈ H, ‖u− x‖H ≤ r so that

G(u) = g.

This gives a version of a Nash–Moser inverse function theorem.

Problem 403 Suppose that F, c are as in Problem 393. Show that the dif-
ferential equation (22.1) generates a global semigroup if c = ∞ for all g ∈ X
and generates a local semigroup if c < ∞ for some g ∈ X.

Problem 404 Suppose that φ : R2 → R is a C2 nonnegative-valued function
and

F (x) = (∇φ)(x), x ∈ R2

and that
(F ′(x))−1 exists for all x ∈ R2.

Perhaps think of the graph of φ as being a smooth mountain (an idealized
version of Stone Mountain in Georgia, Ayers’ Rock in Australia or Enchanted
Rock in Texas). Consider two strategies for climbing this mountain starting
at (x, φ(x)) for some x ∈ R2:

• z(0) = x, z′(t) = F ′(z(t))−1F (x), 0 ≤ t.
• w(0) = x, w′(t) = F (w(t)), 0 ≤ t.

Identify one of these two items as continuous steepest assent and the other
as derived from the continuous Newton’s method (turned around in direction
to seek a maximum). Determine that one method corresponds to the strategy
of always climbing in the steepest direction whereas the other has the strategy
of always keeping the gradient direction the same as that at the starting point
x. Ponder which strategy might be optimal.



Chapter 23

Generalized Semigroups Without
Forward Uniqueness

Suppose that p is a nonconstant complex polynomial.

Definition 41 A trajectory for continuous Newton’s method (for the finding
roots of p) is a continuous function z : R → C so that

(p(z))′(t) = −p(z(t)), t ∈ R. (23.1)

Denote by Qp the set of all trajectories for p.

Problem 405 Suppose that z is a trajectory for p and J is a subinterval of
R such that p′(z(t)) �= 0 for all t ∈ J . Show that

z′(t) = − p(z(t))

p′(z(t))
, t ∈ J.

Problem 406 Realize that

− p(w)

p′(w)
, w ∈ C, p′(w) �= 0

is the Newton quotient for p at w and contemplate the nature of (23.1).

Problem 407 Suppose that z ∈ Qp, x ∈ C, z(0) = x and z satisfies (23.1).
Show that

p(z(t)) = exp(−t)p(x), t ∈ R.

Problem 408 Show that if z ∈ Qp, then

u = lim
t→∞ z(t)

exists and p(u) = 0.

Problem 409 Show that every member of C is contained in some member
of Qp.
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Definition 42 A subset G of C is called an incoming trajectory for p if there
is x ∈ C, d ∈ R and z ∈ Qp so that

p(x) �= 0, p′(x) = 0, z(d) = x and G = z((−∞, d]).

Definition 43 Denote by Mp the complement of the union of the set of all
incoming trajectories for p.

Problem 410 Show that every component (maximal connected subset) of
Mp contains just one root of p. Show also that if z ∈ Qp and the range of z
intersects a component S of Mp, then

u = lim
t→∞ z(t)

is the root of p contained in S.

The following may be of interest in connection with Problem 410:

Problem 411 Suppose x ∈ C, p′(x) = 0 and p(x) �= 0. Show that there is
δ > 0 so that if s ∈ R and 0 < |s| < δ, then:

• If s > 0, there is f [0, s] → C so that f(0) = x and

(p(f))′(t) = −p(f(t)), t ∈ [0, s].

• If s < 0 and v = −s, there is g : [0, v] → C so that

g(v) = x, (p(g))′(t) = −p(g(t)), t ∈ [0, v].

Problem 412 Type in and run the following Mathematica routine (here us-
ing Mathematica 7, other versions may have a different last line):

p[z ] := (z2 + z + 1)(z − 2)

f [x , y ] := −Re[p[x+ Iy]/p′[x+ Iy]]

g[x , y ] := −Im[p[x+ Iy]/p′[x+ Iy]]

StreamPlot[{f(x, y), g(x, y)}, {x,−1, 3}, {y,−2, 2}]

The first line specifies a polynomial, the last line specifies a plot window (here
[−1, 3]× [−2, 2]). These of course can be changed.

Problem 413 For plots generated by the Mathematica code in Problem 412,
take particular notice of members w of C at which p′(w) = 0 and p(w) �= 0.
Note that there are at least two trajectories entering w and at least two tra-
jectories leaving w. Note that these are points at which forward uniqueness of
trajectories is lost. Contemplate what this might mean in view of semigroups.
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Problem 414 For a given nonconstant complex polynomial p, define Tp with
domain [0,∞) so that if t ∈ R and H ⊂ C, then

Tp(t)H =

{w ∈ C : ∃z ∈ Qp, s ≥ 0,� z(0) ∈ H and z(s) = w}.

Articulate continuity properties of Tp. Discuss whether Tp should belong to
semigroup theory since forward uniqueness is such a venerable part of operator
semigroup theory.

Problem 415 Find and read [44] for some lemmas that may be helpful in
solving problems in this chapter.

Problem 416 Make a series of plots using the Mathematica code in Problem
412 with the polynomial p replaced by the Riemann Zeta function. Take a
variety of computational windows, concentrating on those boxes which contain
one or several zeros of the Zeta function or zeros of the derivative of the Zeta
function. Note that at zeros of derivatives of the Zeta function, there appear
to be two incoming and two outgoing trajectories. I have made a vector field
over large windows such as {x,−10, 10}, {y,−10, 120} and have observed very
interesting patterns. It is intriguing that if there were to be a pair of zeros
of Zeta positioned symmetrically on either side of the critical line, then this
pattern would almost certainly be substantially broken. This suggests a study
of such patterns, in the hope that a topological, qualitative approach to the
Riemann hypothesis might be uncovered.

Problem 417 Try to make a systematic study of semigroups which have tra-
jectories for which there are two or more trajectories which ‘leave’ a given
point along separate paths. Such semigroups seem to have been rarely stud-
ied (see [3] for what was my introduction). The general idea of resolvents,
Laplace transforms which have figured so substantially in Chapters 5 and 17,
for example, has yet to be touched for these semigroups which do not have
forward uniqueness.



Chapter 24

Nonlinear Semigroups and Monotone
Operators

Suppose H is a real Hilbert space.

Definition 44 Suppose A is a function with domain in H and range in the
set of all subsets of H. One says that A is monotone if

〈u − v, x− y〉H ≥ 0 if x, y ∈ H and u ∈ Ax, v ∈ Ay.

Definition 45 One says that a monotone operator A is maximal monotone
if given a monotone operator B, such that

D(A) ⊂ D(B) and Ax ⊂ Bx, x ∈ D(A),

then B = A. Note that B may be a set-valued transformation.

Problem 418 For the semigroup T of Problem 12 define

A = {(x, y) ∈ [0, 1]×R : y = lim
t→0+

1

t
(T (t)x− x)}.

Show that A is the negative of a monotone transformation.

Problem 419 For A as in Problem 418, find a maximal monotone operator
B with domain D(A) = [0, 1] which contains −A in the sense that

if x ⊂ [0, 1], then −Ax ∈ Bx.

Problem 420 Suppose A is a maximal monotone operator with domain in
H. Show that if λ > 0, then

the range of I + λA is all of H

in the sense that
∪x∈D(A)(I + λA)x = H.
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Problem 421 With A as in Problem 420, show that

(I + λA)−1, λ > 0,

exist as ordinary functions with domain all of H.

Problem 422 Suppose A is a monotone operator with domain in H. Show
that there is a maximal operator B such that

D(B) = D(A)

and that if x ∈ D(A), then

A(x) ⊂ B(x).

For Problems 423–426, suppose that T is a strongly continuous nonexpansive
semigroup on a closed convex subset Ω of a Hilbert space H . One might
consult [9], pages 114–120, for some additional lemmas for these problems.

Definition 46 If t > 0, denote

1

t
(I − T (λ))

by At.

Problem 423 Show that if each of λ, t > 0, then

(I +
λ

t
At)

−1

exists and is nonexpansive.

Problem 424 Show that if λ > 0, then

lim
t→0+

(I +
λ

t
At)

−1x

exists for all x ∈ Ω.

Problem 425 Suppose that A is a maximal monotone operator on Ω and
x ∈ D(A). Show that there is an element in Ax of minimum norm.

Definition 47 Suppose A is as in Problem 425. Denote by A0 the transfor-
mation whose domain is the same as the domain of A, but for x ∈ D(A),
A0x is the element of the set Ax with minimum norm.

Problem 426 Show that there is a maximal monotone operator A on Ω so
that if x ∈ D(A), then

lim
t→0+

1

t
(I − T (t))x = A0x.
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Definition 48 Suppose now that A is a maximal monotone operator. Denote

(I + λA)−1 by Iλ.

Problem 427 Using the notation of Problem 422, show that if α ≥ β > 0,
then

Iαx = Iβ(
β

α
x+ (1− β

α
)Iαx), x ∈ H.

Problem 428 Suppose A is as in Problems 422, 427, and α ≥ β > 0. Define

λ =
β

α
and μ = 1− β

α

and
φk,j = ‖Ijβx − Ikαx‖, k, j = 1, 2, . . . .

Show that
φk,j ≤ λφk−1,j−1 + μφk,j−1, k, j = 1, 2, . . . .

In preparation for Problem 433 we have an exercise in which one may use
various ideas in probability which are useful in Problem 434. Also we see
another example in which we can apply ideas from probability theory in the
development of semigroup theory. We saw in Chapter 21 an example in which
one can apply semigroup theory to probability theory.

Problem 429 Solve numerically the problem of finding u with domain the
subset of

Ω = [0, 1]× [0, 1]

such that

u1(x, y) = u2(x, y), (x, y) ∈ Ω, u(0, y) = f(y), y ∈ [0, 1], (24.1)

where u1, u2 denote, respectively, partial derivatives with respect to the first
and second arguments of u and f is a C1 function with domain [0, 1]. Choose
an integer n > 2 and divide the interval from (0, 0) to (0, 1) in n equal
subintervals. Choose x such that 0 < x ≤ 1 and define

v0,j = f(j/n), j = 0, 1, . . . , n.

With δ = 1/n and h = x/n define inductively

vi,j , j = 0, . . . , n− i, i = 1, 2, . . . , n

such that

vi,j − vi−1,j

h
=

vi−1,j+1 − vi−1,j

δ
, i = 1, 2, . . . , n, j = 0, . . . , n− i.
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Show that

vn,n = (Bf
n)(x) = Σn

k=0

(
n

k

)
xk(1− x)n−kf(k/n).

Problem 430 Show that in the setting of Problem 429, if x ∈ [0, 1], then

lim
n→∞Bf

n(x) = f(x).

It is convenient to know about central limit theorems in order to solve this
problem, but not necessary.

Problem 431 Show that if u satisfies (24.1), then

u(x, y) = f(y + x), x, y ∈ [0, 1], x+ y ≤ 1

which is want one wants if this finite difference method works for Problem
429.

Problem 432 Show that the convergence indicated in Problem 429 is uni-
form on [0, 1]. The polynomials Bf

n above are the famous Bernstein polyno-
mials. The result in the present problem gives Bernstein’s proof of the Weier-
strass Approximation Theorem, which says that any continuous function on
an interval is the uniform limit of a sequence of polynomials.

Problem 433 Using the notation of Problems 422–428, show that if t ≥ 0
and x ∈ D(A), then

lim
n→∞(It/n)

nx exists. (24.2)

Problem 434 Suppose S is a function with domain [0,∞) and range the set
of all functions from X to X defined by

S(t)x = lim
n→∞(It/n)

nx, t ≥ 0, x ∈ D(A).

Show that S is a strongly continuous semigroup of contractions over D(A).

Problem 435 Show that the semigroup S in Problem 434 may be uniquely
extended to all of X by continuity and that the resulting extension is a strongly
continuous contraction semigroup on X.

This is the main part of the famous theorem of Crandall–Liggett [12]. See
the notes in Chapter 25 for references, historical information and additional
problems.

Problem 436 Find and read [9],[60] for more background on problems in
this chapter.



Chapter 25

Notes

Some General Comments
Semigroups, semiflows, semidynamical systems—all are the same. Once when
I gave a talk at the University of Alaska in Fairbanks, I mentioned that I once
heard that the Inuit had something like eighty different words for snow. One
of my hosts countered that the Inuit had over a hundred words for snow.
So much for a Texan making comments about snow to Alaskans! Anyway,
there being three words—semigroups, semiflows, semidynamical systems—
for the same thing is indicative of the importance of a certain idea—that of
a one-parameter family of transformations T so that for some space X ,

T (0) = I, the identity transformation on X, T (t)T (s) = T (t+ s), t, s ≥ 0
(25.1)

and

T (t) : X → X, t ≥ 0.

Now the origins of these three terms come from different mathematical cul-
tures. The term ‘semigroup’, as used in this book, arose from abstraction of
time-dependent autonomous partial differential equations. ‘Semiflow’ seems
to me to have arisen from topology whereas ‘semidynamical system’ has a
life of its own in the vast world of dynamical systems. The terms ‘semiflow’
and ‘semidynamical system’ are used infrequently, for objects in this list of
problems, compared to the term ‘semigroup’. For each of the three terms,
dropping the ‘semi’ indicates that the members T (t), t > 0 all have inverses,
commonly continuous ones, and that the semigroup law (25.1) extends to all
of R. ‘Semigroup’, on the other hand, is more pervasive than ‘group’ in the
context of one-parameter families of transformations. A reason for this is that
time-dependent partial differential equations commonly are not reversible in
time. Physically, knowing the heat distribution in a metal bar doesn’t tell
us much about how hot the bar was an hour ago. Actually, for T the heat
equation semigroup T (t) is invertible for t > 0, but although T (t)−1 exists
it is only densely defined and is discontinuous at each point at which it is
defined. For plenty of examples of strongly continuous semigroups T , T (t) is
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not invertible for some t > 0; for example the semigroup T on X , where X is
the Banach space of bounded continuous functions on [0,∞) with sup norm
and

(T (t)(f))(x) = f(t+ x), t, x ≥ 0.

Many things in life are not reversible, at least according to my own experience.
Confining oneself to time-dependent partial differential equations which are
reversible means one misses out on a lot. This said, however, there are many
important time-dependent processes which are reversible, a most noteworthy
one being the Schrödinger equation of quantum mechanics.

Something that conventionally separates things usually called ‘semigroup,
semiflow’ or ‘semidynamical system’ is that generators of ‘semigroups’ are
commonly densely defined everywhere discontinuous transformations. Such
generators are not commonly found in papers dealing with semidynamical
systems or semiflows, in my experience.

The recent incorporation of ‘local semigroups’ into existing semigroup the-
ory (see Chapter 17) seems to be a significant extension but it is hardly new
in that Sophus Lie considered them in his quest for integrating factors for
systems of ordinary differential equations. My own introduction to Lie’s work
came in a graduate seminar that I was, many years ago, conducting at Emory
University. We were trying to extend to non-locally compact spaces some of
von Neumann’s work, the part which was seminal to the eventual solution
of Hilbert’s Fifth Problem. I mentioned that one of us should find out what
Sophus Lie did. It turns out that no one took me up on this, so I made the
attempt myself, studying essentially work from [27]. Some five years later,
in about 1970, I made use of my inspiration from Lie’s work in [36], but it
wasn’t until my collaboration with Dorroh that the idea came to fruition as
an alternative to the (stalled, in my opinion) theory of nonlinear semigroups
(as a generalization of existing linear semigroup theory).

The present volume of these notes has its origins, [46], in notes I wrote in
Spanish for the XIII Escuela Venezolana Matemàticas at the Universidad de
los Andes in Merida, Venezuela, 6–15 September 2000. These notes comprised
about 48 pages and contained about 111 problems. In the course the students
(faculty, graduate students and a few undergraduates) vigorously attacked
and settled many of the problems in these notes, leading to many intense
and enlightening discussions. The present form of these notes started with
my translation of the original notes into English. The number of problems
is nearly quadruple that of the original notes. There are several chapters of
problems dealing with subjects which didn’t even exist in 2000.

The original notes benefited greatly, for both mathematics and Span-
ish, from the help of Alfonso and Miryam Castro, Mario Jimenez, Barbara
Neuberger, Vı́ctor Padrón, Maŕıa Mera Rivas and Maŕıa Cristina Trevisán.

I particularly thank the organizing hosts, Victor Padrón and Oswaldo
Arajo, for their great hospitality and their great effort in arranging for this
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Summer School. It was a long-cherished dream to be able to conduct a course
using only Spanish, both in class and outside the classroom. This course
represented a particular challenge since I was not lecturing but rather con-
stantly interacting with the participants while they were presenting argu-
ments. Explaining a flaw in someone’s argument is a challenge even in one’s
native language. Everyone was very generous in putting up with my limited
Spanish.

For some problems in semigroups, complex analysis enters in an essential
way. Chapter 23 is one instance. The result of Beurling in Chapter 21 is an-
other instance. The subject of holomorphic semigroups is generally complex-
based. Earlier work (see in particular [21], for example) is based on Laplace
transforms as in Chapter 17. Passage from semigroup to resolvent is fre-
quently presented as a matter of inverting a Laplace transform—something
often done using contour integrals but this is not done in the present volume.

Problem 437 Find corresponding complex field results for the (majority) of
problems in this book which are stated (usually implicitly) for the real field.

25.1 Notes on Chapter 2

Problem 2 is the earliest functional equation of which I know. It is remarkable
that it has a vast set of solution, if the hypothesis of continuity is omitted
but only a simple family of solutions if continuity is assumed. Continuity, it
turns out, implies differentiability. Problem 5 urges a reading of at least the
second half of Hilbert’s Fifth Problem. It was Hilbert who likely was the first
to understand the profound power of combining algebraic and topological
hypotheses in the presence of the possibility of analytic results. Almost all of
the problems in this volume owe a debt to this legacy.

Problems 10, 12 are two examples considered at the start of the quest to
generalize linear semigroups to nonlinear semigroups. These early examples
led to [35] and attempts to incorporate the idea of resolvent into nonlinear
study. See [9], [60], [29] and references contained therein as well as notes in
Section 25.23 for more details.

The terms ‘continuous’ and ‘strongly continuous’ are somewhat mislead-
ing, but completely standard, when applied to semigroups. The term ‘contin-
uous’ is a stronger notion than is ‘strongly continuous’. To add to confusion,
there is also ‘weak continuity’ of semigroups which refers to continuity with
respect to a weak topology.
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25.2 Notes on Chapter 3

Operator semigroup theory has a curious property that often results from a
special case are applicable to more general cases. Many of the ideas developed
in this chapter for translation semigroups have direct application to much
more general cases. This holds true especially in Chapter 17 in which linear
theory is applied to nonlinear theory.

For some decades, a thrust was to try to develop a nonlinear theory in
analogy with linear theory. This led to many interesting developments but to
this day has had a rather limited success. Generalized translation semigroups
(see Chapter 17) ultimately gave a fairly satisfactory theory. For this reason
alone, translation semigroups would be of considerable interest. Nonlinear
semigroups in Chapter 17 give rise to linear semigroups which are essentially
translation semigroups on a metric space.

In this chapter, some probability distributions arise in a natural way. Some-
one working their way through these problems has at least two choices. One
is to find a source of information on Poisson distributions. Problem 36 is then
essentially a consequence of an appropriate central limit theorem. The other
choice is to closely study the distributions indicated in Problem 34 to see
directly that as n → ∞, then the sequence of distributions, for some λ > 0,
converges to a stepfunction which is zero from [0, λ) is 1

2 at λ and is one on
(λ,∞). The same distribution appears in an essential way in Chapter 17, so
effort spent on the Poisson distribution here will be rewarded later.

My own introduction to the application of probability to semigroup theory
stems from my encountering Bernstein polynomials in what is outlined in
this book as Problem 429. In 1958 while teaching my first graduate course.
I rather idly was looking into how numerics worked out for certain simple
partial differential equations. Much to my surprise, the Bernstein polynomials
suddenly arose. I knew little of central limit theorems then and, before that
time, Bernstein polynomials looked strange to me. My brute force approach
in showing convergence of the numerical scheme in Problem 429 led me in
a life-long affinity for how probability, semigroups and partial differential
equations relate. This episode also led me to a study of quasianalyticity in
terms of higher order differences, as indicated in Chapter 21. It is usually hard
to put in a good word for ignorance, but in this case my lack of knowledge
of central limit theorems led me to some nice things.

25.3 Notes on Chapter 4

Continuous semigroups are very special cases of semigroups of linear trans-
formations. They are essentially based on ordinary differential equations in
a Banach space. Continuous semigroups are essentially infinite-dimensional
generalizations of constant coefficient systems of linear equations, but many
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of the problems in this chapters reveal things which help in the study of more
general semigroups—those which do pertain to partial differential equations.

One result of working the problems in this chapter is to see in a rather
direct way how differentiability may arise from algebraic semigroup properties
taken together with continuity. The identity in Problem 38 is very useful in
this regard. Problem 42 is an early chance for a reader to see a generator
appearing for a semigroup.

A possible strategy in gaining understanding of the matters of this chapter
is to follow through using the semigroup g from Problem 3.

Problem 46 indicates how Picard’s method of successive approximations
leads to existence of a semigroup with generator B ∈ L(X,X), X a Banach
space. Remaining problems in this chapter show how exponentials of such a
transformation B represent the semigroup with generator B. Problems 49, 50
give a product expression and the equivalent series expression, respectively.

25.4 Notes on Chapter 5

As already indicated, linear semigroups which are strongly continuous but
not continuous form the theoretical basis for autonomous time-dependent
linear partial differential equations. This subject had its start with the work
of Marshall Stone on the Schrödinger equation in the 1930s, showing that this
equation gave rise to a group. The massive work of Hille and Phillips [21] in
the 1950s developed the theory of strongly continuous linear semigroups into
something close to its present form. The book [21] is an excellent reference,
but one might still seek out Hille’s original [20] book of the same title which
has more concrete information about partial differential equations. A prized
possession of mine is a copy of Hille’s Functional Analysis and Semigroups
given to me by Phillips.

The books [17], [19], [16] and [59] deal with linear semigroups and have a
good deal of information on applications. In [66] there is an excellent chapter
on strongly continuous linear semigroups.

To anyone reading any of these references it will be clear that problems in
the present book contain just an introduction to the study of one-parameter
semigroups.

25.5 Notes on Chapter 6

The heat equation gives the premier example of a semigroup that comes from
a time-dependent PDE. In a sense it dates back to Fourier. One can solve
the heat equations by Fourier’s method, ‘separation of variables’, and then
compare results with numerical solutions. Of particular interest here is how



114 25 Notes

the relationship between ‘implicit’ and ‘explicit’ methods for solving the heat
equation has its counterpart in the general theory of linear strongly contin-
uous semigroups in that two plausible exponential formulae have strikingly
different levels of viability (see Problem 84). Contemplate the First Law of
Numerical Analysis, Chapter 6, in this regard.

25.6 Notes on Chapter 7

Definition 8 is for Fréchet derivative. Later problems give some properties.
Problem 97 gives a local existence and uniqueness theorem for ordinary dif-
ferential equations. It can be proved by the method of successive approxima-
tions, as in Problem 46. Problem 98 gives a limit theorem that is needed in
Chapter 14. Problems 100, 102 give two versions of the spectral theorem that
are useful in connection with Chapter 16. Problems 100, 101 give a gener-
alization of the fact that in finite-dimensional Euclidean space, a symmetric
linear transformation has a basis in terms of which the transformation has a
diagonal matrix representation. A reference such as [66] might be consulted
for lemmas and background.

The present chapter also contains some preliminaries to problems in Chap-
ter 16 in which a single linear transformation T has two (related) adjoints. In
this case, one adjoint of T is continuous and the other adjoint is not. This is
characteristic of Sobolev gradients arising from problems in differential equa-
tions. It is helpful for a reader to reconcile this pair of adjoints. A reader
might see later how gradients essentially based on one definition of adjoint
lead to viable numerical methods whereas when based on ordinary gradients
become a disaster (see Chapter 14 and [43] for problems on this issue).

For more background on Problems 100, 102, see, for example, [66] or other
books that deal with spectral theory.

25.7 Notes on Chapter 8

Results on combining two (or more) continuous linear semigroups give some
indication of what to expect for combining two strongly continuous linear
semigroups and also for combining two nonlinear semigroups. A starting point
is to note that for n > 1, a positive integer, and A,B ∈ L(Rn, Rn), then it
does not necessarily follow that

etAetB = et(A+B), t ≥ 0,

but some aspects of this law of exponents can be regained by

et(A+B) = lim
k→∞

(e
t
kAe

t
kB)k.
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25.8 Notes on Chapter 9

In regard to Problem 144, I seem to recall working this out sometime around
the 1970s, but have been unable to recover my argument. A path to my
original scratchings on this problem might be found by first doing a web
search on ‘A Guide to the J. W. Neuberger Papers’. My actual papers up to
2002 (more to be added later) are in the

Dolph Briscoe Center for American History

at the University of Texas.
It might be easier to just work this out for yourself than to find it. I would

not be surprised to find that others have found this result, but I cannot offer
a reference.

What might be new to some is the introduction of a bit of near-ring theory,
which seems rarely used in analysis problems.

The site indicated above contains many of my scratchings from the early
1960s to about 2001. I don’t particularly wish it upon someone to spend a lot
of time searching these papers, but they are there if for some reason someone
might want to attempt to reconstruct some of my (usually vague at best)
mathematical thoughts.

In [62] there are results by Coke Reed on combining dynamical systems.
Two continuous dynamical systems T and S on a Banach space X are said
to combine provided that if x ∈ X and a, b ∈ R, then there is y ∈ X so that
if ε > 0 there is δ > 0 so that if t0, t1, . . . , tn is a partition from a to b of mesh
less than δ, then

‖ (Πn
k=1 (T (tk − tk−1)S (tk − tk−1))) (x) − y‖ < ε. (25.2)

If there is a continuous dynamical system U on X so that

K(b− a)x = y,

y as in (25.2), then it may be said that T, S combine to get U . The paper
[62] contains a number of results on combining dynamical systems and sur-
prisingly, contains counterexamples to some combination conjectures which
struck me as plausible and probably true, but are not true.

Problem 438 Obtain and study [62]. Ponder how results there show some
limitations on combining semigroups as well as some promising directions of
inquiry. Examine other papers of Coke Reed as found in MathSciNet.

The paper [62] and others by Coke Reed show connections between the
semigroup-dynamical system-flow cultures. (Disclaimer: I introduced Coke
Reed to the study of dynamical systems in the 1960s. A reader might find it
interesting to learn where his study of dynamical systems has led him.)
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25.9 Notes on Chapter 10

This chapter contains a number of results which are an extension of Chapter
5 and are preliminary to Chapter 11. Perhaps the fundamental difficulty in
dealing with strongly continuous linear semigroups that are not continuous, is
that the generators of such semigroups are always closed densely defined lin-
ear transformations. Such transformations are always discontinuous at each
point at which they are defined, but many calculations which are natural
for continuous linear semigroups can be arrived at by rather convoluted rea-
soning (if they are true at all). Extensive use of resolvents of generators of
strongly continuous linear semigroups is characteristic of many of the main
developments in the theory. The present chapter gives some developments
which will be used in Chapter 11. What is probably new to even seasoned
researchers in the field is the use of probability measures as in Problem 155,
again the Poisson distribution as introduced in Chapter 3.

25.10 Notes on Chapter 11

Results of the present chapter give an outline of some special cases of the
celebrated Trotter–Kato development, which is of great interest in partial
differential equations. Developments in this chapter follow the outline given
in Chapter III, Section 5 of [17], but there are substantial differences in the
present development, particularly in the use of probability distributions

φm,λ, m ∈ Z+, λ > 0. (25.3)

So far as I know, these distributions were first applied to semigroup theory
in [14]. In the present volume, these distributions are used in Chapters 5 and
3, but their use there was taken from [14].

Feynman–Kac formulae, based on Trotter–Kato developments, are of in-
terest in quantum mechanics. There is an account of this in [19] in which
there is indicated a continuing mystery concerning these formulae. In Chapter
12 there are some problems involving applications of Trotter–Kato formulae
to the numerical solution of time-dependent partial differential equations.

I consider Problems 179 to 181 rather speculative. My main reason for
including these is the following: Consideration of results surrounding (25.3)
might lead to a new and more comprehensive family of arguments for semi-
groups, those more based on ideas from probability, than have been usual
in semigroup theory. Traditional Trotter–Kato results seem to be based on
arguments such as those found in Chapter III, Section 5 of [17]. It just might
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be that some of Problems 179 to 181 can be proved true using these newer
applications of probability to semigroup theory and consequently extend the
theory.

In my opinion, to show that two semigroups T, S combine to give a third
semigroup U is more important than the question of how possible generators
of T, S can be used to gain a generator of U even though the second issue is
certainly a significant one.

25.11 Notes on Chapter 12

Splitting methods are widely used in practice, often beyond the realm of
established proofs indicating their validity. There is a considerable literature
that may be consulted. The splitting method is a good way to deal with
reaction–convection–diffusion equations. Each of the reaction, convection and
diffusion equations has their own highly efficient method of solution. One
main time step in the splitting method for such equations entails a sequence of
three substeps: the first using only a diffusion method, the second a convection
method and the third a reaction method.

25.12 Notes on Chapter 13

The idea of using a method of steepest descent to find zeros or critical points
of real-valued functions goes back at least to Cauchy. This chapter gives
some basic results concerning zeros of linear transformations between two
Hilbert spaces. The two spaces may be Sobolev spaces, in which case re-
sults apply directly to systems of linear differential equations. In appropriate
finite-dimensional spaces, results apply to finding numerical approximations
of solutions to such equations, as illustrated in Section 25.13. A reference for
problems in the present chapter is [43], Chapter 3.

25.13 Notes on Chapter 14

In [43] there is a fairly complete recent discussion of Sobolev gradients. There
are applications to problems of transonic flow, minimal surfaces and super-
conductivity ([64], [65]). The gradient inequality (Definition 17) is a fairly
strong hypothesis and I hope that future work will seek to replace it with
weaker conditions.



118 25 Notes

A main issue relating semigroups and steepest descent is the following:
Given a real-valued C1 function φ on a Hilbert space X and a gradient ∇φ
for φ, that is, a function which satisfies

φ′(x)h = 〈h, (∇φ)(x)〉X , x, h ∈ X,

determine conditions on φ so that if

z(0) = x, z′(t) = −(∇φ)(z(t)), t ≥ 0,

then
lim
t→∞ u = lim

t→∞ z(t) exists

and
(∇φ)(u) = 0.

There is the broad problem:

Problem 439 Make an investigation of the gradient inequality and try to
find weaker conditions which imply the conclusion of Problem 227.

One can consult [66] for example, and Chapter 16, to obtain more infor-
mation about the projections onto

{
(

x

Tx

)
: x ∈ D(T )},

where H,K are Hilbert spaces and T is a closed densely defined linear trans-
formation on H with range in K. The original formula was due to von
Neumann [70]. These projections serve as a point of departure in the construc-
tion of Sobolev gradients. See also [1] as a general reference for Sobolev spaces.

This chapter gives only the barest introduction to Sobolev gradients,
but [43] and references contained therein give a fairly comprehensive recent
account and a bibliography. A reader might google ‘Sobolev gradient’ or
‘Sobolev gradients’ for a further impression of this subject.

Continuous steepest descent using Sobolev gradients leads naturally to
nonlinear semigroups if the underlying problem is itself nonlinear. A domi-
nant feature is that a properly formulated least squares or variational prin-
ciple problem leads to a continuous nonlinear semigroup, not just a strongly
continuous one. Hence the underlying steepest descent equation is essentially
an ordinary differential equation. The contrast with more conventional for-
mulations is illustrated by minimal surface problems: In [8], for instance, the
process for finding a minimal surface is ‘evolution by mean curvature’ of a
conventional time-dependent partial differential equation. A corresponding
Sobolev gradient approach yields a steepest descent, with continually vary-
ing metric, which is an ordinary differential equation in function space (see
[43], Chapters 11 and 16). This fact alone seems to justify interest in Chapter
9 which deals with continuous nonlinear semigroups.
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This raises a question of both a numerical approach and a theoretical
approach, using Sobolev gradients in both cases, to such problems as the
Nash embedding problem and the Poincaré conjecture. These are, at present,
descent or conventional Newton’s method processes which can be embedded
into continuous processes giving rise to effectively time-dependent partial
differential equations.

Problem 440 Try to formulate the two problems in the above paragraph in
terms of Sobolev gradient descent in order that the process may be considered
as a problem concerning ordinary differential equations in a function space.

In a sense, such a corresponding pairing between time-dependent partial
differential equations and Sobolev gradient ordinary differential equations
in function space, is already illustrated in contrasting methods for Moser’s
inverse function theorem (Problem 402 of Chapter 22).

25.14 Notes on Chapter 15

A great deal of computational effort continues to be expended on numer-
ical solution of time-dependent partial differential equations. Equations of
Navier–Stokes, which govern a wide variety of fluid flows, are a notable
example.

Semigroups as developed in these notes grew out of, and remain as,
an abstraction of autonomous time-dependent partial differential equations.
Even for problems, such as elliptic systems, which do not physically involve
time, a semigroup is associated. For example, if X and Y are Hilbert spaces
and F : X → Y is such that the problem of finding u ∈ X such that

F (u) = 0 (25.4)

represents a system of partial differential equations, then critical points of φ,
defined by

φ(x) =
1

2
‖F (x)‖2Y , x ∈ X,

can be turned into a semigroup problem by means of

z(0) = x, z′(t) = −(∇φ)(z(t)), t ≥ 0. (25.5)

Numerical calculations such as those introduced here are at once a practical
matter aiming to get concrete information about solutions, and also a means
to gain insight into the theory of semigroups. Literature on numerical solution
of time-dependent PDEs is truly vast, running from mathematics to physics,
chemistry, various branches of engineering, biology and economics. No at-
tempt is made here to do justice to this immense and important area. When
(25.5) arises from (25.4), relevant gradients put the problem in somewhat
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different terms from conventional time-dependent problems, but semigroup
issues remain for such problems.

In a practical sense, the theory of Sobolev gradients gives an organized
way to determine and to compute preconditioners to be applied to ordinary
gradients. Following the theory, preconditioners respect boundary and other
supplementary conditions, even nonlinear conditions. Generally the ratio

number of iterations needed using ordinary gradient

number of iterations needed with Sobolev gradient

goes, for a given problem, to infinity as mesh size approaches zero. This is
documented in [69], as well as a number of other papers authored or coau-
thored by Sultan Sial and in references contained in his work.

The above describes numerical symptoms when using Sobolev gradients
as opposed to ordinary gradients in descent process for partial differential
equations. Some issues may be illustrated by a simple example: Consider a
least squares formulation for the simple problem of finding u on [0, 1] so that

u′ − u = 0.

The least squares formulation is essentially (14.5):

φ(u) =
1

2

∫ 1

0

(u′ − u)2, (25.6)

for u in what space? The space L2([0, 1]) is not good since then φ would
be only densely defined and everywhere discontinuous where it is defined,
giving a poor or nonexistent gradient. However, the ordinary gradient for a
discrete version of (25.6) is in a sense trying to do just that. If, however,
the Sobolev space H1,2([0, 1]) is used, then the resulting φ is continuous and
differentiable—in fact it is a quadratic polynomial.

The fundamental idea of Sobolev gradients is this: For finite-dimensional
emulations of least square (or energy functional) emulations, the finite-
dimensional gradient should be taken with respect to a norm which emulates
the theoretical norm which renders the functional in question at least a C1

functional. This idea can be viewed as a consequence of the basic law of nu-
merical analysis, given in Chapter 6, essentially saying that sensitivities in a
functional should be matched by sensitivities in a gradient with respect to
which steepest descent is being taken.

25.15 Notes on Chapter 16

References for this chapter are [25] and [43], Chapter 5, Section 5.4. Most
of the material of this chapter comes directly from the first reference, as
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summarized in the second reference. The main object here is the systematic
use of the embedding operator between two abstract Hilbert spaces H and
H ′ where the points of H ′ form a dense subset of H and the norm in H ′

dominates the norm in H .
The material in this chapter had its origin in the seminal work [6]

(reprinted in [5]), in which a ‘kernel free’ development of potential theory
was presented. There are other interesting connections with semigroups in
these references. The material of this chapter is essentially an abstract ex-
tension of [6] without specific reference to various measures used in potential
theory.

The reference [25] contains a solution to an abstract symmetric version of
the Kato conjecture, [2]. It is related to Problem 257 by observing that

H1 = H ′.

An application of the idea in Problem 261 may be found in [53].
This chapter concludes with problems leading up to a formula of von

Neumann which applies the development in the first part of the chapter.
This formula presents in a simple form the orthogonal projection onto(

x

Tx

)
, x ∈ X,

where T is a closed densely defined linear transformation of X into Y .

Problem 441 In (16.2), describe why one might write

T t(I + TT t)−1 instead of (I + T tT )−1T t.

Both of these expressions are linear and continuous. They agree on a dense
subset of X. Are they precisely the same?

25.16 Notes on Chapter 17

Since the middle of 1950 some of us have sought a complete theory of non-
linear semigroups which has the power of the theory of strongly continuous
linear semigroups. Perhaps the first paper in this direction was [35]. The book
[9] has a good description of the case of strongly continuous semigroups of
contractions on a convex subset of a Hilbert space. The books [60], [68], [29]
deal with various extensions to spaces more general than Hilbert spaces. Af-
ter 1971 or so there has been little substantial progress in the direction of a
complete theory although many interesting results had been found. In this
context, ‘complete theory’ means a theory in which a collection of semigroups
SG, a collection of generators GEN , and a means of (a) for all elements of
SG finding a member of GEN by means of differentiation at zero and (b) for
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all members of GEN , constructing by means of an exponential formula of
a member of SG. The problems in this chapter, for the most part, are from
[13], [14], [15].

In [71], von Neumann and Koopman consider Hamiltonian systems on a
region Ω in a complex finite-dimensional space. Such systems are commonly
a system of nonlinear ordinary equations. They take, using our present terms,
a linear representation on complex L2(Ω). This representation, using special
features of Hamiltonian systems, turns out to be a strongly continuous group
of unitary transformations, T . The generator of T turns out to be iA, where A
is an unbounded, densely defined self-adjoint linear transformation on L2(Ω).
A spectral analysis using the spectral theorem, indicated in Chapter 7, is
then related to dynamical properties of the Hamiltonian system. This work
of von Neumann and Koopman gave encouragement to Dorroh and myself.
M. G. Crandall indicated to me (private communication) that he and A. Pazy
considered a study of nonlinear semigroups using linear representations, but
indicated that they did not pursue this direction. I also had a private commu-
nication from G.-C. Rota that he once considered such a study. So, despite
the work of Sophus Lie, [27], in the 1800s, work in [71] and the intense, but
short, period of excitement briefly described in Chapter 24, it seems that
using linear representation as a cornerstone to study nonlinear semigroups
had to wait until [38] to seriously begin. After that paper, published in 1973,
I occasionally returned to the subject over the next nearly 20 years, with not
much in the way of results to report. It wasn’t until [14] and its predeces-
sor paper [13] that this direction of research finally made some significant
progress in the early 1990s. I will briefly relate how that got started:

In 1992, there was a meeting on semigroups in Curaçao, organized by
Jerry Goldstein. It was a small meeting with no parallel sessions. One af-
ternoon there was scheduled a problem session. Several people presented
some problems, but then there was silence. I volunteered to present work
related to [38]. Bob Dorroh started asking some penetrating questions: ‘Is
my space X assumed to be locally compact?’ for one (my answer was ‘no’).
This started a period of intense collaboration which eventually resulted in
[14]. He knew some relevant things that I would have never ‘Dreampt of in
my philosophy’ (adapted from William Shakespeare’s Hamlet, Act I, Scene
V). Work of Dennis Sentilles [67] was of crucial use for us. Sentilles was a
Ph.D. student of Dorroh in the early 1970s; Dorroh and I have known each
other since the 1960s. We could have had our conversations 20 years earlier!

Suppose that T is a jointly continuous semigroup on a subset X of a
Banach space. Suppose also that T has a conventional generator B and also
Lie generator A. A possible relationship between A and B is

(Af)(x) = lim
t→0+

f(T (t)x)− f(x)

t
) = f ′(x)Bx, x ∈ D(A), (25.7)

assuming sufficient differentiability is available (otherwise the right side of
(25.7) should be written as the directional derivative of f in the direction Bx,
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all evaluated at x). It is becoming clearer that zeros of B are important in an
analysis of A, which in turn is crucial for an analysis of T from our present
point of view. This will be made a little clearer in Chapter 19. However,
using the material of Chapters 17, 18, 19 is still, for concrete applications,
very much in its preliminary stages. I expect a good bit of progress will be led
by numerical experiments, which in turn are in their very preliminary states.

In [57] G. E. Parker gives a way to recover semigroups from certian inverse
limit sets. This initiated a still largely unexplored alternative way to associate
a kind of generator with a nonlinear semigroup. This development merits
additional attention. See also Parker’s work in [56], [57], [58].

Problem 442 Find and read [57], [56] to encounter a unique view of linear
and nonlinear semigroup theory.

Additional historical comments relevant to this chapter are in the Notes
to Chapter 24.

25.17 Notes on Chapter 18

In a sense, for a nonlinear semigroup T on a Polish space X , the associated
semigroup U on the indicated space of measures is more closely related to
T than is the representation S of Chapter 17. These semigroups of measures
remain, as of this writing, almost entirely unexplored.

If T,X,B(X),MCR(X) are as in Chapter 18, define

(U(t)μ)(Ω) = μ(T (t)−1Ω), t ≥ 0, Ω ∈ B(X),

where μ(T (t)−1Ω) = 0 if there is not y ∈ X such that T (t)x ∈ Ω.
Note that if x ∈ X and δx is the Dirac measure centered at x, then

(U(t)δx) = δT (t)x, t ≥ 0.

So, U restricted to the Dirac measures in MCR(X) is essentially a copy of T
itself. Since U is a linear semigroup, I have called U a linear extension of T .

The semigroups T , S, U of Problems 311, 312, 313 pose some questions of
considerable importance. Webb’s example (Problem 14), in my opinion, put
a stop for some time to the search for a complete theory of nonlinear strongly
continuous semigroups in terms of conventional generators. The conventional
generator for Webb’s example (see Chapter 24) had long seemed too sparsely
defined to be useful in a generator-resolvent theory for nonlinear semigroups.
The material of Chapters 17, 18 gave rise to possibilities of renewing the
quest which was stopped for so long by Webb’s example.

Problems 311, 312, 313 indicate a careful study of Webb’s example in
terms of these later developments. So far as I know, as of this writing, no one
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has attempted to use the suggestions to better understand Webb’s example
as a step toward a major advance in nonlinear semigroup theory.

Very few extensions or applications have been made of material from this
chapter. I suspect that there are many interesting discoveries to be made in
this regard.

25.18 Notes on Chapter 19

Problem 443 Make a theory of local jointly continuous semigroups, on a
complete separable metric space X, which is in analogy to the theory of jointly
continuous semigroups in Chapter 17.

A solution of this problem will make a good publication.

This problem appeared in 2000 notes (in Spanish) which were written for
the XIII Escuela Venezolana Mathematicas, [46]. Since then, a substantial
part of this problem has been solved by the developments described in Chap-
ter 19 (see also [54]). However, a complete characterization of generators A
for local semigroups is still lacking.

One of the Clay Millennium prizes, [18], is for establishing which of global
and local existence holds for a Navier–Stokes equation in three dimensions.
Developments in Chapter 19 yield a possible attack on this problem, since the
form of a Lie generator A is clear from the form of Navier–Stokes (see (25.7)).
In principle, one has only to decide whether there is a positive eigenvalue of
the relevant generator A.

The ‘dream’ of a numerical attack on this problem is already the subject
of serious work. The principle of a numerical attack seems clear, but it seems
to be a very large computational problem. Even for a local or global nonlin-
ear semigroup, a suitable discretization of the space of continuous functions
whose domain is the Sobolev space (H1,2(R2))2 needs to be made. Even
for a rather rough discretization, the dimension of a corresponding prob-
lem is large. For a system of three ordinary differential equations the space
that needs a discrete approximation is (H1,2(R2))3, and so on. For a partial
differential equation in time and one space dimension a suitable discretiza-
tion might require a hundred ordinary differential equations in a ‘method of
lines’ approximation. This would entail a numerical version of (H1,2(R2))100.
For Navier–Stokes in three space dimensions and time, the dimension of an
appropriate approximation space would be vastly larger.

Problem 444 Estimate the dimensionality of a reasonably close approxi-
mating space for time-dependent Navier–Stokes in three space dimensions,
using the approach of the present chapter. Assess whether any present-day
computer is up to the job of gaining meaningful evidence on the local–global
time existence of time-dependent Navier–Stokes in three space dimensions.
How long might we have to wait for an adequate computer?
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25.19 Notes on Chapter 20

For a system of partial differential equations, what condition on a solution
is necessary and sufficient in order that there be one and only one function
satisfying both the condition and the system. For many more-or-less stan-
dard systems, such additional conditions are well understood, but the more
general question remains one of the outstanding unsettled questions in math-
ematics (I suspect that the question is considered so outrageous that no one
has the nerve to give it a name). For some centuries, attention has been fo-
cused mainly, but not entirely, on specifying conditions on the boundary of
a region on which a system is to be solved. I suspect that this frame of mind
has arisen since so many systems arise as the Euler–Lagrange equations of
an energy functional. For a given system on a bounded region to arise from
an energy functional on some region, it is almost universal that one starts
with a supposed critical point of the functional and then after an integration
by parts, arrives at the fact that the Euler–Lagrange equations must be sat-
isfied. When one integrates by parts, one is left with an integral around the
boundary of the relevant region. What is to be done with these inevitable
integrals around the boundary of the region? It is common that conditions
are imposed on potential solutions so that functions satisfying these condi-
tions are such that these boundary integrals become zero. Study of boundary
conditions for known types of partial differential equations has led to many
interesting results, of course, but a fixation on ‘boundary conditions’, to the
exclusion of consideration of other supplementary conditions, seems not to
be so productive. Examples of cases in which ‘boundary conditions‘ may not
be an appropriate way to pick out unique solutions include transonic flow
problems in which nonlinearities determine type. There is usually no way to
merely look at such an equation to pick out subregions of ellipticity or hy-
perbolicity, for example. The equation often has to be solved first in order to
determine such regions. If one has only a method which requires boundary
conditions to be known before a solution can be attempted, then one is often
caught in an unhelpful circular path.

Now from Chapter 14, the method of Sobolev gradients gives a way to find
critical points of some ‘energy-like’ functionals without having to deal with
Euler–Lagrange equations. Using gradients derived from Sobolev metrics,
both the start of a numerical theory and a theoretical one are indicated.
Some reflection yields that this development gives a clue as to how systems
of partial differential equations may be dealt with without first determining
‘boundary conditions’ appropriate to the system.

The main problem remains as to how one might classify the set of all
solutions to a given system. The present chapter is a start in this direction.
The main hypothesis is that continuous steepest, starting at any point of
the underlying space, descent converges to a unique element. Two functions
are called equivalent provided that when both are used as starting values
for continuous steepest descent, then both descents converge to the same
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solution. In terms of an appropriate Lie generator, from Chapter 17, the
relevant equivalence classes are characterized.

Problems in this chapter should be thought of as leading to a point of view
on attacking the unsettled problem to which mention is given above. Finishing
the project any time soon is unlikely of course, but interesting results can
be expected from anyone seriously considering the problem. What is needed
now are more examples.

Note the essential use of semigroup theory in this chapter. Note also that
the development is essentially a linear one, even though the focus is on sys-
tems of nonlinear partial differential equations.

25.20 Notes on Chapter 21

Problem 368 deals with semigroups for denumerable Markov processes. David
Kendall [26] was interested in the following question: If one knows one of the
transition probability functions pi,j on some bounded subinterval [a, b] of
[0,∞), can one determine what that transition function is over all of [0,∞)?
If such a function were to be real analytic, then analytic continuation would
determine it everywhere. However, such analyticity has not been established.
About the best that is known in the general case is that these transitions
functions are C1. What Kendall, Kato, Beurling, this writer and others dis-
covered is that the behavior of

|P (t)− I| as t → 0+,

has a striking effect on smoothness of these transition functions. Problem 366
gives that if

lim supt→0+|P (t)− I| < 2,

then all transition functions for P are analytic away from zero.
The gist of Problem 367 is effectively that if

lim inft→0+|P (t)− I| < 2, (25.8)

then all transition functions for P lie in some quasianalytic collection. In [41]
there is given a more-or-less constructive method, in case (25.8) is satisfied,
of determining all of a trajectory from its values on any small interval, thus
giving at least a partial solution of Kendall’s problem. See [26], [40], [37] for
a more in-depth discussion, references and history.

Problem 362 is Beurling’s analyticity result which is used in Problem 366.
See [4], [7] for an argument if you haven’t yet figured out one for yourself. See
[40] for some history of Beurling’s result. It was this then-unpublished result
which motivated me to seek the creation and publication of [4] and [5].
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Problem 382 is from [11], which is concerned with analyticity ‘away from
zero’ of strongly continuous linear semigroups. What is stated in Problem
382 is a weaker conclusion than is actually given in that reference. Results in
this paper are a substantial generalization of Beurling’s results in [7] (and in
[5], in a paper of the same title as [7]). I feel that a great deal more can be
learned about these ‘analyticity away from zero’ semigroups.

So far as I know, no progress has ever been made on Problem 392. In
Problem 12 there is a nonlinear semigroup on X = [0, 1] where all trajectories
other than the zero trajectory start out at a positive number, then they hit
and stay at zero. Even linear examples can have such a property:

Problem 445 Find such a linear example.

But many nonlinear semigroups have the property that the set of their tra-
jectories themselves form a quasianalytic collection, hence Problem 392.

See [22] for another characterization of analyticity for a strongly continuous
linear semigroup.

The first time I talked to David Kendall was in a transatlantic telephone
call, a rarity for me in those days, in 1968. He had some questions about my
paper [33], a complicated paper complete with some misprints that made it
even harder. He had accepted an invitation to speak at a University of London
analysis seminar. The only requirement on topic was that the ‘details be
sufficiently horrible’—no soft analysis here. He had chosen to present [33] for
the occasion! I did get to spend the next summer visiting him in Cambridge.
Paper [42], many years later, is a big improvement on [33], but it is quite
involved too, sorry to say.

As noted in Chapter 21, Problem 363 is the hardest problem I have ever
solved. Only Kendall and perhaps just a few others are known to me to have
solved it (or its less general but even more complicated earlier version [33]).
The result could use more sunlight shed upon it.

25.21 Notes on Chapter 22

The continuous Newton’s method is a continuous generalization of the com-
mon Newton’s method. The phenomenon that if

z(0) = x, z′(t) = −F ′(z(t))−1F (z(t)), t ≥ 0,

then
F (z(t)) = exp(−t)F (x), t ≥ 0, (25.9)

has no counterpart in discrete Newton’s method. The chaotic domains of
attraction, for roots of polynomials (Chapter 23), that come with the dis-
crete Newton’s method, do not appear in the continuous case, but rather are
artifacts of the discretization. Note that a discretization of the continuous
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Newton’s method yields the ordinary Newton’s method when the discretiza-
tion parameter is one—the damped Newton’s method when the discretization
parameter falls in (0, 1).

I once saw a sign on someone’s door at Oak Ridge National Laboratory:
‘One Man’s Error is another Man’s Data’

In a way, this sign could be a parody of some step-by-step numerical
calculations.

Problem 398 is a continuous form of a Nash–Moser inverse function the-
orem, [30]. See [43], Chapter 8, as well as [48], [49], [51] for more results
related to Problem 398. Moser’s epic result uses a scale of Banach spaces and
smoothing operators. It is a triumph of intricate analysis. Results related to
Problem 398 give similar results in a vastly simpler fashion. The key to this
simplicity is that in a continuous version of Nash–Moser type results there is
generally no ‘loss of smoothness’. I will try to make this clearer:

Suppose F is a function from a Sobolev space H to a Sobolev space K.
Assume that the problem of finding u ∈ H such that

F (u) = 0 (25.10)

represents a system of nonlinear partial differential equations, say of order m.
A step, starting with u ∈ H , toward finding a zero of F by the conventional
Newton’s method generally involves finding h ∈ H such that

F ′(u)h = −F (u). (25.11)

Now u usually needs (when applied to problems in differential equations) to
have some smoothness in order to get a smooth enough solution h so that
when u is updated to u + h, the new u has sufficient smoothness. If the
system is of order m, then calculating F (u) from u involves taking m deriva-
tives of u. If u has k > m derivatives, then F (u) generally would have only
k −m derivatives and one would not expect to find h with more derivatives
than this. As the iteration (25.11) progresses, the situation deteriorates to
the point where it can’t be continued. This ‘loss of derivatives’ is countered
by Moser, inspired by Nash’s work, [31]. At each step the current value u
is replaced by an approximation to u which has more derivatives. This adds
an inner loop to the process. An eventual proof of convergences is an intri-
cate process requiring a list of additional assumptions on the function F . A
close examination of Problem 401 shows that this iteration, derived from the
continuous Newton’s method, does not generally suffer this loss. The key to
avoiding this loss is found in (22.2): The right-hand side of this equation can
be fixed at −F (x) (due to (25.9)) throughout the iteration; all of the linear
systems, essentially

F ′(y)h = −F (x)

for a succession of elements y have the same right-hand side. See [48], [49],
[51], [43] (Chapter 8) for further explanation.
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Alfonso Castro, some years ago pointed out to me a relationship between
Moser’s, [30], inequalities for his inverse function theorem and some of my
thoughts on gradients inequalities in Chapter 14. This suggestion resulted in
[10] and eventually to the Nash-Moser type results in Chapter 22.

Problem 338 concerns the continuous Newton’s method and might well
belong to the present chapter.

25.22 Notes on Chapter 23

Before Chapter 23 all semigroups considered were deterministic in the sense
that they had the forward uniqueness property, i.e., for a given semigroup T
on a space X , if one knows T (t)x for some t ≥ 0, x ∈ X , then T (s)x is com-
pletely determined for all s > t (a slight modification of this statement might
be made for local semigroups). In Chapter 23 this condition is relaxed. For
p a nonconstant complex polynomial, we interpret the continuous Newton’s
method as that of finding a continuous function z : R → C so that

z(t0) = x ∈ C, p(z)′(t) = −p(z(t)), t ∈ R. (25.12)

For some x ∈ C, this problem has multiple solutions. This occurs when for
some y ∈ C, s ∈ R,

p′(z(s)) = 0, z′(s) doesn’t exist and lim
t→s

z(t) = y. (25.13)

It turns out then there are at least two ways to continue z(t) continuously
for t > s. Such a thing could never happen if (25.12) had a unique solution.
Nevertheless, (25.12) does lead to a generalized kind of semigroup, closely
following axioms given in [3].

Problem 446 Do you agree that it is reasonable to call (25.12) an equation
for the continuous Newton’s method?

The Mathematica code given in Chapter 23 is intended for use in plotting
vector fields generated by (25.12). Such plots are in marked contrast to plots
obtained with the conventional Newton’s method. There are famous plots for
complex polynomials arising from the conventional Newton’s method. For
example, if

p(w) = w3 − 1, w ∈ C,

and one colors the complex plane using red, green, blue and black according
to the following:

• Color a point red if starting with it, the conventional Newton’s method
converges to the first root of p.

• Color a point green if starting with it, the conventional Newton’s method
converges to the second root of p.
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• Color a point blue if starting with it, the conventional Newton’s method
converges to the third root of p.

• Color a point black if starting with it, the conventional Newton’s method
does not converge.

Similar plots for a Möbius transformation and for other rational functions are
of interest. One gets a great fractal mixture of red, green and blue (black ones
exist but are not seen in a plot). Such pictures are great for coffee table books,
but they are an analyst’s nightmare. I consider the ‘chaos’ represented by the
fractal nature of the plot to be an artifact of the discretization of (25.12).
Essentially the chaos seen comes from truncation error and is in a sense not
natural to the problem.

Problem 447 References in [44] point to an extension of the above results
to polynomials on higher dimensional spaces. Read these references and con-
template an extension of developments in the present chapter.

Vector fields coming from the Riemann Zeta function suggest a more qual-
itative approach to the Riemann hypothesis. An idea is this:

In an examination of vector field plots, using the Mathematica code in
this chapter but with the polynomial definition replaced by ‘Zeta’, one notes
a quite regular arrangement of arrows in the vector plot. For this I suggest a
window, say {x,−2, 12},{y, 0, 100}, maybe done in pieces which are patched
together. As one progresses upward from the real axis, staying fairly close
to the critical line, the vector field patterns become a bit more complicated,
forming discernible groups, but still quite regular. Particular attention might
be paid to the roots of the derivative of the Zeta function. These are points
where it appears, in the corresponding vector field plot, that two constant
argument lines collide and two leave. Take your choice of which path to follow
after such a collision. Now if the Riemann hypothesis is not true, it seems
likely that vector field patterns would be severely altered around such a pair
of exceptional roots of Zeta. Such a possibility might allow a more topological,
global approach to the Riemann hypothesis problem, trying to show that such
exceptions can’t occur.

25.23 Notes on Chapter 24

As a graduate student in the mid-1950s, in a seminar course under H. S. Wall
(all of his courses were like that), we were studying linear evolution equations,
essentially problems such as finding

u : [a, b] → X

so that
u′(t) = A(t)u(t) t ∈ [a, b], (25.14)
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where X is a Banach space and

[a, b] ⊂ R,A : [a, b] → L(X,X) is continuous.

Commonly, for each t ∈ [a, b], A(t) is a generator of a strongly continuous
semigroup and results in semigroup theory are applied to evolution equations.

I asked myself, ‘why does everything have to be linear?’ A result of this
query was [32], my thesis, which dealt with problems of finding

Y : [a, b] → X

such that

Y (t) = c+

∫ t

a

dF Y, t ∈ [a, b], (25.15)

where F is a given function with domain [a, b] and range a set of nonlinear
functions from X to X . I don’t mean that just F itself is nonlinear (this could
easily happen in (25.14)) but rather that F (t) itself is a possibly nonlinear
transformation for each t in the domain of F . It was at this point that I
realized that poor notation from calculus had a bad effect on the development
of nonlinear functional analysis. Someone stuck with saying things like

f = f(x)

was rather frozen out of the subject. It could easily be that f is a function,
x ∈ D(f) and f(x) is also a function, but decidedly f �= f(x). I had the good
fortune of having a rare calculus class, in 1952-53 under R. L. Moore, which
maintained good functional notation. This was crucial for me when I began
to think about nonlinear evolution equations.

In (25.15), I thought of F as a kind of nonlinear measure-valued function
and the integral in (25.15) emulating a Stieltjes integral.

I went from [32] in 1958, to [34] in 1965 (work done much earlier but was
slow to be published), in which I started with a collection of functions and
derived a function F as in (25.15). Then I wrote [35], published in 1966, in
which I found how to approximate resolvents of nonlinear transformations.

Essentially for a strongly continuous nonexpansive semigroup T on a
Hilbert space X and for λ, δ > 0, I defined

Aδ =
1

δ
(T (δ)− I)

and then thought about resolvents:

(I − λAδ)
−1,

seeking to find when
lim

δ→0+
(I − λAδ)

−1x

might exist for x ∈ X .
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In my 1966 paper, [35], there is a rudimentary exponential formula for
a nonlinear semigroup which was under, according to Brezis in 1973, [9],
‘hypothèses très restrictives’. I had assumed some differentiability which I
wanted to be able to prove (and was later proved by others—see [9], [60],[29]).
I agree with Brezis’ judgment, but point out that such criticism appeared only
after a number of years of work had given improved understanding. At the
time of [35] some told me that ‘nonlinear functional analysis’, was a contra-
diction in terms. Ten years later it was considered ‘mainstream’ (whatever
that is supposed to mean).

The problems of this chapter use freely ideas from [60] for the development
of a form of the Crandall–Liggett Theorem [12] (which in its general form
holds in any Banach space). It also uses [9]. These references together with
references in [68], [29] contain a great deal for additional study in the direction
of this chapter. Other references on monotone operators are [74] and [28] for
some very important early ideas on the subject.

After [35], for about 8 years, there was a great deal of activity on nonlinear
semigroups, attempting to develop a theory that generalized existing linear
theory. A paradigm of that era was to attempt to analyze nonlinear semi-
groups in a manner analogous to the linear theory. Starting in [38], there was
an attempt to develop a different idea of generator, one suggested by Sophus
Lie’s work in which a semigroup was not directly differentiated at zero (to get
a conventional generator), but rather to analyze the effect that a semigroup
has on real-valued functions when composed with a trajectory of a semigroup.
This activity, after about 20 years, yielded [14], in which a rather satisfactory
theory was obtained linking the set of all jointly continuous semigroups on a
Polish space with a clearly defined set of generators in the Sophus Lie sense
(Chapters 17, 19).

A quote from Lie’s work [27], near the start of his Chapter 4:
“· · · es wird sich nämlich später immer zeigen, dass alle auf

die eingliedrige Gruppe bezüglichen Probleme durch Benutzung
der infinitesimalen Transformation derselben allein gelöst werden
können.”

A translation coming from an anonymous translator at Oak Ridge National
Laboratory reads:

“· · · it will be clear later that all problems related to the one-
parameter group may be solved by use of the infinitesimal trans-
formation.”

In [55], there is a discussion of the ideas that led Gauss and Riemann to
their analysis of finite-dimensional surfaces that were not specified as a subset
of a Euclidean space. This led to Riemannian geometry, where tangent spaces
to a manifold are defined as a collection of tangent vectors, each of which is
essentially defined as a means of differentiating real-valued functions on the
manifold. Our present Lie’s generators were adapted from this idea and Lie’s
ideas underlie the theory in Chapter 17. The work in Chapters 17 and 19 uses
only metric spaces without a differential structure; it is essentially a melding



25.23 Notes on Chapter 24 133

of linear semigroup theory (in which generators are only closed and densely
defined) with fundamental ideas of Gauss–Riemann–Lie.

Problem 448 In Chapter 17, if the metric space X is required to be a Rie-
mannian manifold that is not necessarily locally compact (Hilbert manifold),
can the theory presented there be enhanced by using a differential structure
somewhat similar to what is used for a Riemannian manifold?
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