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Preface to the Second Edition1

The second edition initiative was prompted by an invitation from the publisher 
Springer to the authors on the back of favourable reviews, with an accompanied 
agreement for the publisher to arrange for more widespread availability and reader-
ship. Several other opportunities were presented. First, there was an opportunity to 
improve some presentational and layout issues to help readers better experience the 
text through both online and paper-based versions. Second, the contributing authors 
of the five core approaches had space to update their contributions whilst also pro-
viding a postscript overview of developments associated with respective approaches.

There are no changes to the essential substance of each systems approach cov-
ered in this edition. The underpinning rationale for choosing the five systems 
approaches (expanded on further in Sect. 1.4 of Chap. 1) based on robustness cou-
pled with versatility remains. Indeed, the rationale has been reinforced within a 
period of significant changes, including changes in the prominence of systems 
thinking since the first edition in 2010. These changes can generically be referred to 
as the flux of events, people and ideas (cf. Vickers, 19702). The flux is typified by 
three stories chosen by the editors at the time and retained for bookending this pub-
lication. The three stories referred to in Chaps. 1 and 7 in terms of ‘the way of the 
world’ provide short vignettes of the complex world to which systems thinking 
approaches are relevant. They capture issues prevalent at a particular time – Easter 
2009 – and in particular places: firstly, issues of seeking justice and proper account-
ability for bereaved families of victims in the Hillsborough football stadium tragedy 
in the UK; secondly, issues of personal security and plight of refugees amidst peo-
ple smuggling piracy in the seas of Somalia; and, lastly, the threat of Orangutans as 
an endangered species in the forests of Indonesia. Whilst the stories are time-

1 Since the first edition, my friend and coeditor, Sue Holwell, has retired. Whilst preferring not to 
engage with further editorial work, Sue has provided full endorsement and encouragement for this 
second edition.
2 This builds on the influential Systems Thinking Practitioner, Sir Geoffrey Vickers, who originally 
referred only to the flux of events (happenings) and ideas. I’m grateful to Christine Blackmore for 
suggesting the inclusion of ‘people’ within the flux.
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context-specific exemplars of complex issues, they are clearly interconnected, inter-
connecting with each other and with an ongoing flux of contemporary issues.

As I write in 2019, manifestations of each story are evident. Issues of ‘fake news’ 
and what may be regarded as a growing deficit in public ‘trust’ (not to be confused 
with less tangible notions of ‘truth’) have become prominent. Global turbulence and 
conflict associated with trade wars, terrorism and destabilisation have been signifi-
cantly accentuated in the past 10 years. Finally, issues of sustainability are preva-
lent. These range from extensive deforestation of Amazonia for economic growth in 
South America to contentious use of fracking for continued fossil-fuel extraction 
amongst more industrialised nations predominantly in the northern hemisphere. 
Other manifestations of the sustainability crisis include ongoing challenges of 
implementing global sustainable development goals (SDGs) in an integrated 
manner,3 amidst significant increased civil activism on climate breakdown, particu-
larly amongst young people.

Ten years on since the first publication, the underlying circumstances of the ‘way 
of the world’ remain. Our world remains complicated (with interdependent vari-
ables), complex (compounded by variable human perspectives) and conflictual 
(with contrasting perspectives based on inevitable partiality and bias). The ongoing 
‘way of the world’ challenges are evident at national and global level but also at the 
level of organisations and communities. The challenges increasingly invite attention 
from government, business and civic organisations for people with the requisite 
systems thinking in practice capabilities to help resolve such turmoil. In 2019, the 
Institute for Apprenticeships in the UK formally recognised an occupational profes-
sional role as a Systems Thinking Practitioner (STP), attracting significant govern-
ment funding support for training of STP apprentices at postgraduate level.4 For the 
first time, practitioners with requisite knowledge, skills and behaviours associated 
with being an STP can have their capabilities institutionally recognised by employ-
ers. Systems thinking in practice (STiP) tools and ideas associated with this edition 
therefore have greater chance of exercising leverage.

Amidst the ongoing flux of events, people and ideas associated with growing 
uncertainty and complexity, there are also many ideas which may not evidently be 
referred to explicitly by the terminology used in this compilation. One such idea is 
the introduction of the acronym VUCA (volatility, uncertainty, complexity and 
ambiguity) as a new way of describing the flux. Whilst some ‘new’ ideas and tools 
may be cynically viewed with providing little more than a contemporary managerial 
gloss for previous ideas and tools – a ‘reinvention of the wheel’ – most initiatives 
are genuinely innovative adaptations of ideas and tools that serve particular circum-

3 Particularly relevant to the final 17th SDG – the goal of integrating SDGs through partnership.
4 Details of the IfA Standard for STP Apprenticeship can be found on the following website: 
https://www.instituteforapprenticeships.org/apprenticeship-standards/systems-thinking- 
practitioner/
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stances (particular situations of use and particular users) at particular times.5 Where 
such adaptive tools serve the purpose of enhancing systems thinking in practice as 
outlined in Chap. 1 (understanding interrelationships, engaging with multiple per-
spectives and reflecting on boundary judgements), there is reason to be hopeful. 
Within The Open University postgraduate STiP programme, we like to refer to such 
praxis as bricolage, the continually innovative methodological practices of adapting 
tools to contexts of use, and users’ prior experiences, in order to make purposeful 
change for improvement.6 Since the first edition, nearly 1000 mature-age postgradu-
ate students from the OU have undertaken one or both of the core modules associ-
ated with the STiP programme.7 Bricolage is an integral part of their study, where 
opportunities are provided for students as Systems Thinking Practitioners to inno-
vate with the tools suggested in Systems Approaches for improving situations of 
interest relevant to students’ own particular areas of (often professional) practice. 
The outputs of bricolage might be referred to as ‘artisanal’ products, the manufac-
tured craftwork of STiP. An accompanying reader Systems Thinkers (Ramage and 
Shipp, 2020) provides some inspiring bibliographical accounts of 30 systems think-
ing practitioners along with sample short extracts from each to give the readers a 
sense of who is most relevant to their own practice.

Changes in the second edition can be summarised. Its name has slightly changed, 
from systems approaches to managing change to systems approaches to making 
change. The change reflects an ongoing better appreciation of systems thinking as a 
constructivist endeavour that actively shapes reality through shifting our epistemo-
logical furniture, an endeavour beyond the often presumed ontological endeavour 
associated with equating systems thinking with systems analysis. The change in 
name reflects a design-turn shift in attention from using ‘systems’ merely just as an 
analytical tool towards more purposeful proactive use of the systems idea. The 
mission here is captured in part by the sentiment of the young Swedish Activist 
Greta Thunberg ‘What we need is Systems Change not Climate Change’. Rather 
than managing ‘systems’ in a continuing business-as-usual mode as though such 
systems are somehow disembodied reified extant entities, what we really need are 
systems to make change for the better. Hopefully, you will find some tools in this 
book to help you construct such systems.

5 Some good examples of such innovative practices based on systems thinking can be found with 
the experimental and dissemination endeavours of the Observatory of Public Sector Innovation 
(OPSI) sponsored by the OECD.
6 Bricolage is derived from the description of skills associated with travelling craftsmen in eigh-
teenth-century French rural society, from French anthropologist Claude Lévi-Strauss.
7 The two core modules each had OU module codes TU811 and TU812 which have since been 
revised and renamed, respectively, as ‘Making strategy with systems thinking in practice’ (TB871 
previously TU811) and ‘Managing change with systems thinking in practice’ (TB872 previously 
TU812). TB871 will continue having both Systems Approaches and Systems Thinkers as Set book 
and reader, respectively.
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Postscripts provided by the authors supplement any minor changes to the sub-
stantive text. The practical guide remains essentially the same, with clear guidance 
on how tools might be enacted rather than prescribed. With each approach, the 
enactment of tools is principally subject to you the user, rather than an assumed 
prescriptive use irrespective of the context. Each postscript outlines general areas 
where tools of the systems approach have been more widely used, followed by inci-
dences of complementarity with other tools in interventions for making change and 
lastly incidences of any particular innovations that may have come to authors’ atten-
tion. The postscript is not exhaustive but rather indicative of developmental matters 
particularly since 2010.

The first edition has been well-received. For example, Mike Jackson (2019) in 
the preface to Critical Systems Thinking and the Management of Complexity lists a 
number of books which he claims provide a useful overview of the field of systems 
thinking as a whole. The list begins:

From the Open University, that long-time bastion of systems thinking, have come Reynolds 
and Holwell, eds, Systems Approaches to Managing Change: A Practical Guide (2010), and 
Ramage and Shipp, Systems Thinkers (2009). They are both very good.

This second edition of Systems Approaches is part of a four-book series includ-
ing Systems Thinkers (second edition) (Ramage and Shipp 2020), Systems Practice: 
How to Act in a Climate Change World (second edition) (Ison 2017) and Social 
Learning Systems and Communities of Practice (Blackmore 2010) which together 
support The Open University postgraduate qualifications in Systems Thinking in 
Practice. In the more promising years to come in the field of systems thinking in 
practice, we might all look forward to more systems thinking practitioners working 
as bricoleurs, using the tools in this publication for continual innovation towards 
making purposeful change in the way of the world.

Milton Keynes, UK�   Martin Reynolds
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Preface to the First Edition

We live and work in a highly complex and interconnected world. Small decisions 
made by individuals may have large effects in a wider context. Actions taken within 
one organization can have an impact upon many different organizations, on govern-
ment, on society and on the natural environment. This book has been motivated by 
a recognition that complex questions are increasingly asked of institutions and indi-
viduals in situations of change and uncertainty. The book addresses such questions 
not by offering ‘new’ tools, but rather by providing five approaches  – systems 
tools – each embodying at least 25 years of experiential use. They not only provide 
robust methods, but moreover with the benefit of time and experience, the evolution 
of these approaches in different contexts has exposed new offerings; new enlighten-
ment on how to use these approaches better in the light of experience. The five 
systems approaches presented in this compilation are presented not as ‘new’ tools 
to replace ‘old’ tools, but rather as evolving radical ways of thinking that have been 
nurtured in different contexts to complement and give added value to existing prac-
tices. They are specially updated for this publication, with each approach authored 
by the originators and/or experienced practitioners. This book is about intervention, 
or more precisely how to improve human intervention to help change situations for 
the better, to navigate the interrelated dimensions of making more effective strategic 
decisions in the twenty-first century.

The Open University, UK
	

Martin Reynolds 
	 Sue Holwell
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Chapter 1
Introducing Systems Approaches

Martin Reynolds and Sue Holwell

Abstract  The five approaches covered in Systems Approaches to Making Change 
– System Dynamics (SD) Viable Systems Model (VSM), Strategic Options 
Development and Analysis (SODA: with cognitive mapping), Soft Systems 
Methodology (SSM), and Critical Systems Heuristics (CSH) – are introduced. The 
rationale for their inclusion is described based on their (i) common historic emer-
gence in dealing with complex situations of change and uncertainty, (ii) shared 
potential and actual constructivist use of the systems idea, and (iii) pedigree of 
adaptability and versatility of tools in working with other approaches to making 
change.

1.1  �Overview

Systems Approaches to Making Change brings together five systems approaches to 
managing complex issues, each having a proven track record covering many 
decades. The five approaches are:

	1.	 System Dynamics (SD) developed originally in the late 1950s by Jay Forrester
	2.	 Viable Systems Model (VSM) developed originally in the late 1960s by Stafford 
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	3.	 Strategic Options Development and Analysis (SODA: with cognitive mapping) 
developed originally in the 1970s by Colin Eden

	4.	 Soft Systems Methodology (SSM) developed originally in the 1970s by Peter 
Checkland

	5.	 Critical Systems Heuristics (CSH) developed originally in the late 1970s by 
Werner Ulrich

The accounts of the approaches that follow draw heavily on the extensive experi-
ence of the contributing authors. They are more than experienced practitioners, they 
bring the added quality of academic rigour to the reflection on practice that charac-
terises their work. Drawing on the extensive experience of these contributing 
authors, some of whom are primary originators, this volume is an accessible exposi-
tion of the fundamentals of five compatible but different approaches, and in addition 
provides an opportunity to update guidance on the use of each approach.

We begin by examining, first, the nature of the complex situations to which sys-
tems approaches generally make a claim towards improving. Second, we examine 
how systems thinking might help manage complex situations more effectively. 
Third, some perspectives on the nature and development of systems thinking under-
pinning contemporary systems approaches are explored. Fourth, we provide our 
own perspective and rationale for the selection of the five approaches chosen. Fifth, 
a brief description of each approach is given. Finally, we outline the common fram-
ing behind each of the core chapters.

1.2  �The Way of the World

It is Easter week 2009. A quick glance at the news media reveals several stories aris-
ing from complex situations calling for better human intervention. Here are just 
three such stories:

2009 is the twentieth anniversary of the Hillsborough football stadium disaster. 
Many people in the UK are joining with the families of the ninety six football sup-
porters who were crushed to death shortly after the start of a FA Cup semi-final 
match between Liverpool and Nottingham Forest at the Hillsborough football 
ground in 1989. Although in reaction to the tragedy many improvements in the 
safety of football grounds have been generated, there remains a considerable sense 
of injustice amongst the families and friends of the deceased that no one has been 
held to account. In 1990 an official inquiry, which many considered flawed because 
it failed to give due voice to junior police officers and eyewitnesses, handed down 
the verdict of accidental death. Harrowing stories about victims who might have 
been saved continue 20  years on amidst growing evidence of confusion, non-
communication, and general lack of leadership amongst emergency services, of 
police mismanagement and a subsequent police cover-up (senior police officers vet-
ting statements presented to the inquiry), as well as some misguided tabloid news 
provocation. Aside from the bereaved families, for many groups of people associ-
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ated with the football industry including the police, the circumstances of that after-
noon, remain highly problematic.

The second story relates to a continuing saga of sea piracy – apparently the big-
gest industry for the troubled African country of Somalia. Individual pirates are 
among Somalia’s wealthiest men. Using sophisticated equipment and modern 
weaponry, the pirates hijack sailing boats and large cargo ships, treating the ship, its 
cargo and its crew as hostages for ransom. Given the open seas in which they oper-
ate, there appears to be little hope of such attacks being curtailed: there is little 
chance of an effective military reaction, and little chance of the sea bandits ever 
facing justice. Although the Easter headline news focused on the deaths and rescue 
attempts of European and American victims of piracy, the effects of Somalia’s sea 
bandits are far reaching. For the Seychelles it involves the loss of fishing grounds. 
For Kenya, there have been significant effects on tourism. Cruise ships have begun 
avoiding East Africa because of the piracy risk, thereby rendering thousands of 
Kenyan tourism workers jobless. Longer sea routes around Africa to avoid using the 
Suez Canal have increased costs for shippers and consumers. And Somalia itself is 
affected because ship owners are reluctant to take on UN contracts transporting the 
food aid that feeds half of Somalia’s eight million people. Only with an expensively 
deployed European Union naval force were ships’ crews willing to make the dan-
gerous aid run into Mogadishu.

The third story is at first sight, and in fresh contrast, more agreeable and hopeful. 
In the mountainous forests of Indonesia environmentalists have discovered a popu-
lation of Orangutans – one of the world’s most endangered species of apes. Since 
the 1990s the rainforests in Indonesia have been systematically destroyed by burn-
ing at an alarming rate as plantation owners want more land for the production of 
Palm oil. Palm oil has become very lucrative because it is classed as a clean burning 
fuel. This fuel is at a premium as an ever demanding global population wants a 
source of fuel energy not dependent on the politics of crude oil supply and/or having 
the ‘label’ of being environmentally benign. The discovery of the Orangutans brings 
in to sharp relief the politics of food production, energy production, local livelihood 
strategies (including the widespread very poor working conditions of plantation 
workers), and of course conservation. Some experts estimate that the animals could 
be wiped out within two decades given the current rate of habitat destruction.

1.2.1  �Big, Big Issues

So what might we learn from these three contrasting stories about the situations in 
which systems approaches might be helpful? Firstly, they illustrate how localised 
issues have causes and consequences that have a much wider impact. The 
Hillsborough disaster represents not just ‘a problem’ or ‘difficulty’ of infrastructure 
design and safety, but invites concerns ranging from basic community relations and 
policing methods, emergency service training, right through to the responsibilities 
of the media, politicians, and those financially benefiting from the football industry, 
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even including football sponsors. The Hillsborough story continues to unfold and its 
consequences on the culture of football are not bounded by national frontiers. 
Similarly, the localised ‘problem’ of piracy in a country torn by war and conflict 
over the past 20 years is not one confined to the offshore waters of Somalia or one 
that can be easily ‘fixed’ by military or policing actions. There are many interrelated 
and interdependent factors involved, with contrasting perspectives on the situation 
that range from the rights of law-abiding Somali citizens wishing to develop liveli-
hoods, to traders and tourists wanting to travel freely and safely, to sections of a 
community brutalised and attracted by greed into criminal activity. For the threat-
ened communities of Orangutans, and conservationists concerned with their sur-
vival, the ‘difficulty’ is not just located in the mountainous forests of Indonesia but 
extends nationally and globally; to national logging concessions and the displace-
ment of villagers from their forest dependent livelihoods, to global trade agreements 
on fuel. The ongoing, and growing, international concern and high level conversa-
tions over climate change suggest that matters of nature and conservation can no 
longer be regarded as localised issues, but rather are matters that should concern 
all of us.

In short, our three stories taken from a single day’s news coverage over an Easter 
week-end in 2009 illustrate how localised issues can be translated into many big, 
big issues. They also illustrate how big issues are characterised by multiple and 
often conflicting perspectives. There are of course other big issues confronting us on 
a daily basis. As a backdrop to Easter 2009 we were continually reminded of the 
world crises of banking collapses, alongside increased abject poverty, and ecologi-
cal dilemmas alongside increasing demand on natural resources. The G20 group of 
world leaders from the world’s most powerful 20 economies attended an economic 
summit in London in March 2009. This was a meeting to tackle the worst economic 
situation since the 1930s Depression, a situation that is affecting both developed and 
less-developed countries. Also in the news at that time and now are the increasingly 
familiar stories on the melting of huge swathes of the Antarctic ice shelf and predic-
tions of growing shortages of fresh water supply that will have consequences more 
far reaching than the shortage of oil.

These are big, global issues and could be categorised as issues of sustainability 
and development, but categorizing such issues does not give any indication about 
how they may be resolved. At the same time on a national level we face issues in our 
societies: children living in poor and violent neighbourhoods, an aging population 
with growing demands for care, how to manage policing in times of terrorist threat 
and still maintain civil liberties that have been hard won. In our organisations we are 
constantly trying to adapt to changing circumstances, whether it is for the public 
sector organisation new government legislation and/or targets forcing re-thinking of 
process, staff and structure or for the private sector organisation engaged in fierce 
competition beset by consumer demands and expectations. And for all, rapidly 
developing technologies can and do significantly change the environment for many 
organisations and their members.

And as individuals we face our own challenges, whether they be confronting our 
family concerns of ‘what to do about grandpa’ or overcoming substance abuse or, 

M. Reynolds and S. Holwell



5

on a more fortunate footing, deciding where to go on holiday given some of the big 
issues above.

Human life is not often simple and straightforward, either professionally or per-
sonally. So what is the relevance of this to a book about systems approaches? To 
answer this, look at the kind of issues above; there are no obvious answers about 
what to do, different people will see different priorities, and when we begin to make 
changes unintended (and sometimes unwelcome) consequences emerge.

1.2.2  �Messes and Difficulties

Issues of concern to us vary enormously in terms of their complexity and serious-
ness, from minor hiccups to near-catastrophe, and we can think of all issues falling 
somewhere on a continuum between minor and straightforward to very complex 
and crucial. We can label one end of the continuum as being a ‘difficulty’ and the 
other a ‘mess’ (the term coined by Ackoff 1974). We can distinguish between the 
concept of a mess, and a difficulty, in several ways.

Messes usually have more serious implications; more people are likely to be 
involved; they include many interlocking aspects and may appear in different guises. 
As our three stories illustrate, messes usually have a longer time-scale; and they are 
often more complicated in terms of having many interdependent factors, than a dif-
ficulty. In addition to these broad characteristics there is a crucial difference between 
a difficulty and a mess and that is the extent of uncertainty.

If a situation is a mess there is much about it that is uncertain. The uncertainty 
starts with the situation itself: a mess is hard to pin down; it’s difficult even to say 
what the situation of concern actually is, or what the source of the unease is, and yet 
things feel not right. With a difficulty we know roughly what an answer will look 
like: with a mess, we are not at all sure, not least because there are likely to be mul-
tiple possible trajectories. Indeed, with a mess it usually doesn’t make much sense 
to talk about ‘an answer’. It’s more a matter of coping with the circumstances as 
best one can. With a difficulty we can take for granted the overall context and pur-
pose of the activity; it’s simply a matter of how it can best be done. But a mess calls 
into question priorities and assumptions; and raises questions about how much 
weight to give to different elements and viewpoints. Moreover, with a mess more 
aspects are beyond direct control. In short, a mess includes many different and 
changing perspectives and consequential actions, which contribute towards the 
overall level of uncertainty.

Some authors characterise a mess in terms of two dimensions, rather than a sin-
gle continuum. Firstly, there is the multitude of factors that contribute to the scale of 
the situation. All three stories above have considerable histories attached to them as 
well as invoking multiple dimensions in terms of interrelated and interdependent 
human and natural variables, ideas and events. Secondly, a mess is characterised by 
significant levels of uncertainty, and this in turn is associated with there being mul-
tiple and, as evident in the three stories, often conflicting, perspectives on the situa-
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tion. The first dimension alone signals the continuum from a simple difficulty, 
where few variables are involved, to a complicated difficulty. When the second 
dimension comes into play – dealing with uncertainty and multiple perspectives – 
this signals an engagement with a complex mess. Whereas difficulties, no matter 
how complicated, can be conceptualized in a straight-forward way and then worked 
upon, messes are experienced as being much more difficult to get to grips with 
conceptually.

Systems approaches aim to simplify the process of our thinking about, and man-
aging, complex realities that have been variously described by systems thinkers as 
messes (Russell Ackoff), the swamp (Donald Schön), wicked problems (Horst 
Rittel), or in relation to environmental issues, resource dilemmas (Neils Röling). 
You may have come across the acronym VUCA (volatility, uncertainty, complexity, 
and ambiguity) sometimes used in management speak to describe messy situations. 
Systems thinking provides ways of selectively handling the detail that may compli-
cate our thinking in a transparent manner, in order to reveal the underlying features 
of a situation from a set of explicit perspectives.

1.2.3  �Traps in Conventional Thinking

Before examining how systems thinking might help our engagement with messes, 
let us look at how more conventional thinking can be counterproductive in resolving 
complex issues. Many aspects of our traditional thinking stem from confusing what 
is a mess with a simple or even complicated difficulty. For example, it is not unusual 
to approach the situations described in the three stories by adopting one or more of 
the following positions.

•	 Interconnections can be ignored – imagining that the survival of Orangutans has 
nothing to do with our own lifestyles – rather than looking at the bigger picture.

•	 A single cause may be assumed – tragic deaths of football supporters from inad-
equate physical football stadium physical infrastructure – rather than there being 
multiple interrelated causation.

•	 It may be assumed that an individual is to blame – a villainous pirate – rather 
than attempting to understand the ways in which a situation arose that led to a 
problematic outcome.

•	 There may be a focus on outcomes (and thus only on what can be measured) – 
numbers of Orangutans, all-seated football grounds, prosecution of pirates  – 
rather than the processes by which beneficial change might best occur.

This last feature of traditional thinking has widespread relevance in Western 
societies blighted by the culture of targets, performance indicators and ‘best’ prac-
tice. Simon Caulkin, commenting on targets in the British National Health Service 
in a piece titled ‘This isn’t an abstract problem. Targets can kill’ in the Observer 
newspaper on March 22, 2009 wrote:
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The Health Commission’s finding last week that pursuing targets to the detriment of patient 
care may have caused the deaths of 400 people at Stafford between 2005 and 2008 simply 
confirms what we already know. … [T]argets distort judgment, disenfranchise profession-
als and wreck morale. Put concretely, in services where lives are at stake – as in the NHS or 
child protection – targets kill. Targets make organisations stupid. Because they are a sim-
plistic response to a complex issue, they have unintended and unwelcome consequences – 
often, as with MRSA [infectious disease picked up in hospitals] or Stafford [hospital], that 
something essential but unspecified doesn’t get done. So every target generates others to 
counter the perverse results of the first one. But then the system becomes unmanageable.

In summary, the traps of non-systems thinking lie in two simple dimensions; firstly 
avoiding the inevitable interconnectivity between variables – the trap of reduction-
ism, and secondly, working on the basis of a single unquestioning perspective – the 
trap of dogmatism.

1.3  �Systems Thinking Can Help

1.3.1  �Systems Are Social Constructs

There are two major standpoints on the nature of systems that shape and distinguish 
different systems approaches. Cabrera et al. (2008) describe them in terms of the 
distinction made between ‘thinking about systems’ (e.g., accounting systems, per-
sonnel systems, ecosystems, health systems, legal systems, etc.) and ‘systems think-
ing’. Elsewhere these traditions have been similarly referred to in terms of ‘hard’ 
and ‘soft’ systems thinking (Checkland 1978; Jackson 1982). Both traditions have 
relevance and significance. More formally, the distinction is expressed in terms of 
the relative emphases of ontological traditions (systems as representing real world 
entities) and epistemological traditions (systems as learning devices to inquire into 
real world entities).

Fig. 1.1  Systems thinking 
and thinking about systems 
in a constructivist tradition
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There is now agreement amongst systems practitioners that systems are ulti-
mately conceptual constructs, and as such contemporary systems approaches can be 
regarded as belonging to a constructivist tradition. In short, ‘systems’ are constructs 
used for engaging with and improving situations of real world complexity (see 
Fig. 1.1).

Keeping this constructivist idea in mind, we can then examine two key aspects of 
systems thinking.

1.3.2  �Two Aspects of Systems Thinking

The core aspects of systems thinking are gaining a bigger picture (going up a level of 
abstraction) and appreciating other people’s perspectives (Chapman 2004, p. 14)

The perspective on systems thinking that we use builds on this simple distinction 
made by Jake Chapman, which in turn builds upon the distinction made by Richard 
Bawden in identifying two transitions implicit in the history of systems thinking: 
one, towards holism, and another towards pluralism (Bawden 1998). The two transi-
tions counter reductionism and dogmatism respectively. These two aspects are 
referred to in many guises by systems practitioners and writers. One of the most 
influential of these is C. West Churchman (1913–2004). Churchman described sys-
tems both as a process of unfolding, by which he meant heroically ‘sweeping-in’ as 
many factors as possible to our systems of concern, and as a process of looking at 
things from different viewpoints or, as he first coined the term, ‘worldviews’. In this 
latter aspect, his description of a systems approach – “A systems approach begins 
when first you see the world through the eyes of another” (Churchman 1968, 
p.  231)  – remains one of the most frequently quoted descriptions of systems 
thinking.

So how might we characterize these two aspects of systems thinking? Firstly, 
systems thinking is about gaining understanding by looking at the relationships 
between things. Most formalised thinking, including most scientific thinking and 
indeed most academic endeavour, tries to understand something by pulling it apart. 
By focusing on relationships you discover how something works by its effects on 
what surrounds it. Most people recognize they have been in situations where they 
‘can’t see the wood for the trees’. Systems thinking is precisely about changing the 
focus of attention to the forest, so that you can see the trees in their context. 
Understanding the forest gives new and powerful insights about the trees. Such 
insights are completely inaccessible if one concentrates on the individual trees. So, 
systems thinking is a way of looking at (and making sense of) the world. It is based 
on an understanding that if one considers a situation as a whole, rather than focusing 
on its component parts, then there are properties which can be observed which can-
not be found simply from the properties of the component parts.

Secondly, systems approaches start with the situation, with its complexity and 
uncertainty, where an acknowledged part of the problem is to establish and agree 
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what the problem is, and where there will rarely be a single ‘right’ resolution. So the 
language of systems is about problem-situation rather than problem, and of resolu-
tion (improving the situation) rather than solution (solving the problem). Within 
complex situations involving multiple interrelated factors including multiple human 
interests, progress can be made as part of a process of inquiry in searching for, or 
thinking of relevant wholes, what in systems terminology are sometimes referred to 
as systems of interest. These are sets of activity which could be described as being 
organised around a single/particular purpose.

Such wholes are not pre-determined or existing. Rather they are selected, or 
identified by someone for a purpose – generally to learn about the complex situation 
in order to do something about it (change it, improve it). Given that when dealing 
with a ‘mess’ what counts as resolution is not clear at the outset then progress in a 
systems inquiry comes partly from learning what will count as resolution as the 
inquiry progresses.

1.3.3  �Four Perspectives on Systems Thinking

Systems approaches have a rich historical tradition. Systems thinking in terms of 
promoting holistic views  – particularly emphasising the integral relationship 
between human and non-human nature – can be traced back to the ancient spiritual 
traditions of Hinduism (e.g., through ancient texts like the Upanishads and Bhagavad 
Gita), Buddhism (oral traditions of the Dhama), Taoism (basis of acupuncture and 
holistic medicine), sufi-Islam (in translations of the Kashf al-Mahjûb of Hujwiri, 
and the Risâla of Qushayri), ancient Greek philosophy (particularly Hericles and 
Aristotle), as well as being prevalent through the oral traditions of many indigenous 
tribal spiritual traditions which have existed for tens of thousands of years. The term 
‘systems’ as recognised in contemporary usage, predominantly in Western cultures, 
was explicitly used first in eighteenth century European philosophy rooted in the 
works of Immanuel Kant (Ulrich 1983).

Bawden’s two aspects of systems thinking – being holistic and being more plu-
ralist – can be used to review systems approaches themselves. There are many dif-
ferent strands of systems thinking, and different perspectives on how to group them. 
So much so that whilst professing to deal with the complexities of real world situa-
tions in a manageable manner, we may well have inadvertently created a complex 
clutter of systems approaches. There have been many publications about systems 
thinking and practice in the 70 years since Bertalanffy published his first papers on 
systems theory. The four volume publication Systems Thinking by Midgley (2003) 
has nearly 100 chapters each dealing with a particular method and in 2001 Eric 
Schwartz identified 1000 “streams of systems thought (http://www.iigss.net/gPICT.
jpg). The 1997 International Encyclopaedia of Systems and Cybernetics (François 
1997) had 3000 entries. So in the systems field there is no shortage of approaches; 
it is diverse with many concepts,, methods and techniques.
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With the large number of ‘systems approaches’ it is not surprising that there are 
several ways of thinking about how systems approaches relate to each other and 
doing this produces different typologies. Typologies can themselves be regarded as 
system models; particular perspectives on organizing the interrelationships between 
different entities, each associated with a particular purpose. Here we briefly look at 
four ‘typologies’ or perspectives. As with any model, viewpoints are inevitably par-
tial in the sense of being both incomplete and of being viewed from a particular or 
partisan perspective necessarily based on its own particular purpose. The following 
short overviews of these four perspectives represent a gradual shift in focus from the 
systems approach itself, to the situations in which they are used, and finally to 
the user.

Perspective 1: Three Traditions of Systems Thinking (West Churchman, Peter 
Checkland, Werner Ulrich, Mike Jackson and Others)
That traditions of systems thinking categorized as three sets  – ‘hard’, ‘soft’ and 
‘critical’, is perhaps the most widely used way of classifying systems approaches. It 
is intended to recognise prevailing systems approaches whilst also legitimizing new 
ways of thinking. The distinction is one that builds on Peter Checkland’s earlier 
distinction between hard and soft systems. Checkland (1978) suggested that sys-
tems thinking prevailing at the time had rested on an unspoken assumption that 
systems exist in the real world. Checkland’s questioning, and subsequent abandon-
ment, of this ‘hard’ systems assumption paved the way for an extensive and influen-
tial program of ‘soft’ systems action research based on the position that systems are 
epistemological constructs rather than real world entities. Meanwhile Churchman’s 
student, Werner Ulrich, and others including Mike Jackson and colleagues at Hull 

Table 1.1  Three traditions of systems thinking

Systems ‘type’ Selected systems approaches

Hard systems General systems theory (Bertalanfy 1956)
Classical (first order) cybernetics, ‘mechanistic’ cybernetics (Ashby 1956)
Operations research (Churchman et al. 1957)
Systems engineering (Hall 1962)
Socio-technical systems (Trist et al. 1963)
RAND-systems analysis (Optner 1965)
System dynamics (Forrester 1971; Meadows et al. 1972)

Soft systems Inquiring systems design (Churchman 1971)
Second order cybernetics (Bateson 1972)
Soft systems methodology (Checkland 1972)
Strategic assumption surface testing (Mason and Mitroff 1981)
Interactive management (Ackoff 1981)
Cognitive mapping for strategic options development and analysis (Eden 1988)

Critical systems Critical systems heuristics (Ulrich 1983)
System of systems methodologies (Jackson 1990)
Liberating systems theory (Flood 1990)
Interpretive systemology (Fuenmayor 1991)
Total systems intervention (Flood and Jackson 1991a)
Systemic intervention (Midgley 2000)
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University, identified the need for a distinct third systems thinking strand. Critical 
systems thinking (CST) shares the same epistemological shift as the soft systems 
tradition but addresses some of the perceived inadequacies in both hard and soft 
systems thinking, most notably the inadequate consideration of power relations. 
Table 1.1 is an example of grouping systems approaches using this schema.

Gerald Midgley uses the three distinctions in Table 1.1 to describe the historical 
evolution of current ideas of systems thinking and practice as evolving through a 
series of three “waves”, or phases of inquiry (Midgley 2000). Each wave relates to 
a particular focus of the systems field which brought with it a new set of methods. 
Wave 1 focused on concrete issues of ‘problems’ and problem solutions for issues 
where there was perceived unity of purpose. Wave 2 began with the wider soft sys-
tems perspective on people and their perspectives on issues. And Wave 3 introduced 
added emphasis to power relations and how they affect what problems are addressed, 
and how they are perceived.

Whilst the three-part model remains very influential, not least because it 
addresses similar discourses in other disciplines, particularly those sharing ideas 
from critical social theory and Habermas’ three knowledge constitutive interests 
(Habermas 1972, 1984), some difficulties are associated with the terminology of 
‘hard’ and ‘soft’ as these have particular gendered connotations which can be dif-
ficult to discard. Other terms from critical social theory like functionalist, interpre-
tivist, and emancipatory are sometimes substituted (cf. Jackson 2000). Another 
perceived difficulty is the limitation of defining systems thinking only in terms of 
these three categories. Does it not close up space for other potential synergies?

A question arising from this characterisation of systems approaches is what 
guidance would a practitioner find useful for using the different approaches in dif-
ferent situations. The focus here shifts towards the situation.

Perspective 2: Systems Thinking for Situations (Mike Jackson and Bob Flood)
The perspective here addresses the question of how might practitioners in different 
situations be guided in making use of the range of systems approaches available. 
System of systems methodologies (SOSM) builds on the triadic model associated 
with Perspective 1 with the primary aim to create a classification of systems meth-
odologies that would allow for their complementary use in specified problem situa-
tions (Jackson 1990). The important shift in focus here is towards the situations in 
which systems approaches are applied. SOSM provides a matrix for classifying 
systems methods on two dimensions: one, the level of complexity of the problem 
situation (simple or complex), and the other, the degree of shared purpose amongst 
participant stakeholders (unitary, pluralist, or coercive relationships). It is this latter 
dimension that draws on the hard, soft, critical typology using metaphors as guiding 
principles – machine for the ‘hard’, living organism for the ‘soft’ and the metaphor 
of prison for the ‘critical’ situations. The classification yields a six celled matrix as 
illustrated in Table 1.2. Each cell defines a problem situation which then invites 
particular suitable systems methods.

The two dimensions of situations are helpful in delineating the two aspects of 
systems thinking described above. The simple/complex dimension relates to levels 
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of interrelatedness and interdependencies, and the unitary/pluralist/coercive dimen-
sion relates to levels of engagement with multiple perspectives. Again such a model 
has been helpful in prompting systems practitioners to think more clearly about the 
nature of the problem situation – the ‘mess’ – in a simplified manner. It has helped 
with the appreciation that different systems methods might complement each other 
and indeed complement other approaches used for similar problem situations. Later, 
SOSM was adapted and became embedded in total systems intervention (TSI) by 
(Flood and Jackson 1991a, b)  – a methodology for drawing different methods 
together through a three-fold process of (a) creatively exploring problematic situa-
tions, (b) choosing an appropriate systems approach, and (c) implementing it.

There are two significant difficulties in using this model. One is in assuming 
from the outset that a problem situation can somehow be easily identified as 
constituting one of the six ‘problem situation’ types depicted in the cells of the 
matrix. Another difficulty is in the ‘fixing’ or pigeon-holing of particular systems 
approaches as being only suitable for specific types of situation. First, there may be 
different opinions on where different systems approaches ‘fit’ based upon actual 
experiences of using the approach. Many approaches, though understood as having 
roots in particular traditions, can be used for different purposes (Reynolds 2015). So 
for example, whilst some may classify VSM as a ‘hard’ approach – in the tradition 
of classic first order Cybernetics – others would describe the VSM as an interpretiv-
ist or even an emancipatory approach. Similar arguments may be expressed in rela-
tion to other approaches, particularly socio-technical systems and systems dynamics, 
both of which have many ‘softer’ and more ‘critical’ dimensions depending on the 
context of use and the user. Second, such pigeon-holing detracts attention from the 
potential for systems approaches to evolve and develop through use in different 
contexts by different users.

The perspective here and in the previous model prompt questions about other 
related traditions and approaches that might influence systems thinking, along with 
the influence of their domains or situations of interest. How might systems 
approaches draw upon and develop synergies with complementary traditions of 
practice and theory?

Table 1.2  System of systems methodologies (Adapted from Jackson 2000, p. 359)

Participants

Unitary ‘hard’ systems 
based on machine 
metaphor

Pluralist ‘soft’ systems 
based on organismic 
metaphor

Coercive ‘critical’ 
systems based on 
prison metaphor

Problem 
situations

Simple Simple unitary: e.g. 
systems engineering

Simple pluralist: e.g. 
Strategic assumption 
surfacing and testing

Simple coercive: 
e.g., critical 
systems heuristics

Complex Complex unitary: e.g., 
systems dynamics, 
viable systems model

Complex pluralist: e.g. 
soft systems 
methodology

Complex coercive: 
(non available)
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Perspective 3: Influences Around Systems Approaches (Ray Ison and Paul 
Maiteny)
This perspective illustrates some key relationships between different systems 
approaches and other closely related traditions. The authors were particularly con-
cerned about the tendency of systems practitioners to be self-referential and insular. 
They wanted to recapture some of the wider influences and cross-fertilisation that 
continues to generate innovative development of systems approaches. The aim was 
to broaden the understanding and practice of spheres of influence both with respect 

Fig. 1.2  An influence diagram of different systems traditions which have shaped contemporary 
systems practice (Maiteny and Ison 2000). Reprinted from Ison, R.L., Maiteny, P.T. and Carr, S., 
‘Systems Methodologies for Sustainable Natural Resources Research and Development’, 
Agricultural Systems, p259, Copyright (1997), with permission from Elsevier
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to other approaches outside the traditional systems toolbox, and to other situations 
of interest in which such approaches were evident (Fig. 1.2).

Some difficulties arising from such a perspective can be mentioned. Firstly, there 
are only one-way influences, whereas of course influences tend to be more dynamic 
(for example, family therapy has been significantly influenced by systems 
approaches). Secondly, whilst arguably casting a wider net than prevailing 
perspectives (Tables 1.1 and 1.2), some significant contributors such as C.  West 
Churchman appear not to be present. The difficulties raise some important questions 
though. A key question is how might systems practice develop synergies with other 
practices in different domains in order to keep alive its essential dynamism, and to 
maintain or raise its profile as being relevant to a range of complex situations in 
contemporary society. How might we ensure that systems thinking is not just sec-
tioned off as just another academic discipline amongst the number of candidates 
vying for attention in ever-more challenging circumstances? Another question 
relates to the role of individual users of systems approaches and the influences that 
they can bring to bear on contributing towards developing systems approaches.

Perspective 4: Groupings of Systems Thinkers (Magnus Ramage and Karen 
Shipp)
The question regarding the contextual influence of individual systems practitioners 
is one addressed in the fourth perspective presented here. In Systems Thinkers 
(Ramage and Shipp 2009 [2020]) the authors uniquely focus on the life and work of 
individuals behind the systems approaches rather than the systems approaches 
themselves. It is perhaps for this reason that their demarcation of systems approaches 
using the diagram below might be even more controversial. The prime intent behind 
this typology as acknowledged by the authors is to provide a foothold for the read-
ers’ engagement with the 30 systems thinkers covered:

We had arguments with colleagues about the idea of providing any sort of ‘map’ of the ter-
ritory. Of course there is no ‘true’ map  – an individual might lay out the connections 
between these authors in any number of ways, to reveal a different pattern. By providing a 
model we emphasise certain connections, but underplay others. Yet to offer no map at all – 
no structure – is to deny the explorer a vital aid to their journey. Without some sort of map, 
the learner cannot even start to lay down the interconnections in memory. This map, which 
over time they will refine, extend, amend, embellish, and colour with their own experiences, 
preferences and insights, can only ever be an approximation, a starting point from which the 
individual can set out. (ibid, Afterward, p. 309)

Figure 1.3 illustrates the seven groupings: early cybernetics, general systems theory, 
system dynamics, soft and critical systems, later cybernetics, complexity theory, 
and learning systems.

As the authors suggest, the perspective here is unconventional and provocative, 
but was made with the intention of privileging the individuals rather than some 
abstract notion of either systems approaches (schools of thought) or perceived situ-
ations of interest: “The groupings were created from the starting point of our chosen 
authors rather than schools of thought, and thus they do not represent a comprehen-
sive guide to a particular school of thought (for example, there are many more think-
ers who have contributed to general systems theory than the four we cover)” (ibid).
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A few other difficulties might be mentioned. For example, the grouping of soft 
and critical systems thinking together may cause some discomfort amongst tradi-
tional advocates of critical systems thinking who may prefer to hold on to a clear 
boundary of demarcation. Similarly the grouping of early (first order) and later (sec-
ond order) cybernetics may appear to mask a very distinctive traditional divide. 
However, the refreshing and appealing aspect is that the authors are very explicit 
about this being their own particular take on systems approaches. It is derived from 
a thorough reading around the personal circumstances and interrelationships of the 
systems authors in their context of practice. It raises questions regarding the role 
and circumstances of people in the development of practice.

There is a paradox here in any attempt at typography. Attempts to categorize tend 
to de-emphasise links and ultimately break links, which arguably is the very prob-
lem that gave rise to contemporary systems thinking in the first place. So what 
perspective on systems approaches have we taken as editors of this reader? Moreover, 
what is the rationale behind selecting just five systems approaches?

1.4  �Systems Thinking in Practice

1.4.1  �Systems Approaches in Practice: Our Own Perspective

These four perspectives are all helpful in generating an understanding about how 
different systems approaches may be related to each other and to other schools of 
thought and practice, and also how they may be related to the situations in which 

Fig. 1.3  The authors and groupings in Systems Thinkers (Ramage and Shipp 2009 [2020])
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they could be used. The five systems approaches presented in this reader have been 
chosen because they each demonstrate a rich interplay between the situation, the 
practitioner community, and the approach itself. This interplay has generated a con-
vincing and real sense of robustness and vigour for each approach. A second reason 
for selecting these particular five approaches relates to the different ways in which 
they take account of three motivations for the use of a systems approach in any sys-
tems intervention, namely: understanding interrelationships, dealing with different 
perspectives, and addressing power relations. All five approaches address each pur-
pose in different ways and to a greater or lesser extent.

Peter Checkland identified three recurring attributes or entities relating to any 
intervention (Checkland 2000)1: the context of use, the user and the methodical 
approach being used. The four perspectives outlined above provide different empha-
ses on these three recurring themes:

	1.	 The perceived problem situation (particularly Perspectives 2 and 3)
	2.	 The users of the systems approach (including local people participating in the 

intervention and the practitioner community who lead such interventions) in the 
context of use (particularly Perspectives 2 and 4)

	3.	 The ‘methodology’ or systems approach itself (particularly Perspectives 1 and 3)

It is the interplay between these three attributes that determine the effectiveness 
of any approach to intervention. Fig. 1.4 illustrates the dynamics of these attributes.2

The approaches described in this book have each been internationally applied, in 
a wide and diverse range of contexts by diverse sets of practitioners. They are used 
in several languages and in countries with very different traditions of thinking. They 
can be applied over different time-scales – some studies are done in 10–15 min 
whilst others may take several years. They are also used in different domains of 
activity including organisational change, information systems strategy and develop-

1 Originally sequenced by Checkland as (1) methodology, (2) users, and (3) situation. Re-sequenced 
for our purposes.
2 Later as Fig. 7.5 in the Epilogue, this mental model is further developed towards a systems think-
ing in practice heuristic.

Fig. 1.4  Three aspects of 
using a systems approach: 
situation, user and system
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ment, environmental planning, international development, business strategy, etc. In 
short, they each embody a rich inheritance from practice.

The practices also have strong theoretical underpinnings which contribute both 
to their robustness and credibility amongst practitioners from different traditions. 
But perhaps the strongest attribute shared by these five approaches is their adapt-
ability to change and modification. They have each proved resilient and adaptable 
given the challenges of different problem situations, involving different sets of 
users, bringing along different traditions of practice involving other conceptual 
approaches conventionally used for improving situations. Their value resides in 
their capacity to connect to a variety of professional traditions and schools of 
thought of different origins ranging from village-based participatory development 
initiatives in less-developed countries to multinational corporate enterprises and 
government.

1.4.2  �Towards Purposeful Systems Thinking in Practice

All five approaches in this book treat systems as social constructs. There is variation 
amongst them as to how much emphasis is put on the imperatives of thinking about 
systems as real world ontological entities, and systems thinking using systems more 
explicitly as epistemological constructs (see Fig. 1.1). Crudely, we might associate 
SD and VSM with the tradition of thinking about systems and SODA, SSM, and 
CSH with the tradition of systems thinking, though in practice there is considerable 
variability amongst individual practitioners.

But whether we consider systems as real world entities or not, we are reminded 
that any systems approach involving the conceptualization of systems might be 
characterized as serving some purpose (cf. Churchman 1968). We are also reminded 
by Churchman that purposeful intervention (where purposes can change and develop 
in the course of intervention) is preferable to purposive intervention (where pur-
poses remain fixed). Drawing on Perspective 1 above, and a particular view of the 
interrelatedness between Habermas’ three constitutive interests – technical, practi-
cal, and emancipatory – (Reynolds 2002) we suggest that any systems approach to 
intervention fulfils three generalised interrelated purposes. In serving these three 
purposes in an interrelated way, the input to intervention becomes purposeful (sub-
ject to change and modification). The outcome of purposeful intervention is sys-
temic change. The three generalized purposeful orientations can be listed.

	1.	 Purposeful orientation 1: Making sense of, or simplifying (in understanding), 
relationships between different entities associated with a complex situation. 
Notwithstanding the roots of some systems approaches in traditions of systems 
science, all systems approaches explored in this collection arguably present sys-
tems more as an ‘art’ form rather than as a ‘science’. The prime intention is not 
to get some thorough comprehensive knowledge of situations, but rather to 
acquire a better understanding in order to improve the situation.
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	2.	 Purposeful orientation 2: Surfacing and engaging (through practice) contrasting 
perspectives associated with complex situations. The success of any systems 
approach discussed in these pages is ultimately dependent on the user, applying 
the ideas in a particular context rather than something inherent in a description 
of the approach. Whilst we may discuss different approaches in an abstract sense, 
any claims towards their value in creating beneficial change in a situation is 
dependent on the context of use, the purpose for which it is employed, and the 
skill and imagination of the practitioner.

	3.	 Purposeful orientation 3: Exploring and reconciling (with responsibility) power 
relations, boundary issues and potential conflict amongst different entities and/or 
perspectives. The aim here is not to provide yet another ready-to-hand matrix to 
offer clients through a consultancy, but rather to gently disrupt, unsettle and 
thereby provoke new systems thinking.

The five systems approaches are chosen for their particular strengths in serving 
one purpose to a greater extent over the other two purposes. So SD and VSM might 
be considered as having a primary strength and focus on making sense of interrelat-
edness and interdependencies between entities in a situation. For SSM and cogni-
tive mapping associated with SODA, the primary strength and focus is on surfacing 
and engaging with different perspectives. CSH prompts particular attention to 
reflective practice and the need to address issues of power implied though our 
boundary judgements.

These particular strengths are an attribute of the historic roots of each approach. 
They do not signal a prescribed way of using the approach. Individual users of SD 
and VSM may for example experience a value in using the approaches as primary 
means of engaging with different perspectives and/or power relations. Likewise, 
users of SSM and SODA may in particular circumstances value its use in under-
standing interrelationships and interdependencies, or with engaging different 
boundary judgements. Users of CSH can sometimes attach more importance to 
understanding interrelationships and interdependencies, and/or engaging with mul-
tiple perspectives, again depending on the situation or context of use by individual 
users. Our rationale for choosing these five approaches is based not upon a prescrip-
tive idea of ‘best’ practice, but rather upon an understanding of their particular 
pedigree – including (a) the experiences of interplay between the approaches them-
selves, communities of practitioners, and the situations in which they are used, and 
(b) the original dominant purpose to which they served. It is up to you, the reader 
(and user), to determine the further value of each approach in the context of your 
own traditions of practice, amongst your own communities of practitioners, and 
with respect to improving whatever situations of interest you are engaged with 
(Reynolds et al. 2017).

M. Reynolds and S. Holwell



19

1.5  �Five Approaches Described

System Dynamics (SD) Authored by John Morecroft
System dynamics was founded in the late 1950s by Jay W. Forrester of the MIT 
Sloan School of Management with the establishment of the MIT System Dynamics 
Group (Forrester 1961). At that time, he began applying what he had learned about 
systems during his work in electrical engineering to everyday kinds of systems. It is 
an approach to understanding the behaviour of complex systems over time. It deals 
with internal feedback loops and time delays that affect the behaviour of the entire 
system. What makes using system dynamics different from other approaches to 
studying complex systems is the use of feedback loops and stocks and flows in dis-
playing nonlinearity. Forrester started work on servo-mechanism devices to control 
radar in the late 1950s, and then significantly moved into the field of, first, industrial 
relations, and later modelling global resource depletion, both of which involved 
Forrester himself (Forrester 1971). Sustainable development involved modelling of 
‘world systems’; work complemented significantly through sponsorship by the 
influential Club of Rome (Meadows et al. 1972, 1992). System dynamics later pro-
vided the crux of the systems approach advocated as the Fifth Discipline in the 
celebrated book of the same title authored by Senge (1990). This softer qualitative 
use of system dynamics modelling, as a means of progressing more meaningful 
conversation on complex issues, has developed in tandem with more advanced 
quantitative modelling (Kunc 2018).

Viable System Model (VSM) Authored by Patrick Hoverstadt
The VSM is a model of the necessary and sufficient conditions for the viability of 
systems. A viable system is a system able to keep an independent existence. To do 
so it needs to be organised in such a way as to meet the demands of surviving in a 
changing environment. One of the prime features of systems that survive is that they 
are adaptable. The model itself was developed by the cybernetician Stafford in sev-
eral publications, mainly Brain of the Firm (Beer 1972) and Heart of Enterprise 
(Beer 1979) for the theory, and Diagnosing the System (Beer 1985) for the method-
ology required for application. Beer’s ideas arose out of a synthesis of Eastern and 
Western thought. His time in India as a very young man and subsequently his inter-
est in Eastern thought, particularly Indian cultural traditions, was a very important 
factor in the emergence of the VSM. Beer’s own engagement with practicing VSM 
was most notably carried out under invitation to Allende’s Chile in the early 1970s 
before the military coup. Beer effectively founded management cybernetics – now 
known as Organisational Cybernetics – which is being developed and used exten-
sively by cyberneticians worldwide. VSM, like SD and each of the other approaches 
in this compilation, has been and is continually being moulded for a variety of dif-
ferent levels of contexts including contexts with disparate purposes (Hoverstadt and 
Loh 2017). Aside from different organisational fields, it has been used in contexts 
ranging from promoting efficiency in small organizations and communities to guid-
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ing major environmental policy at national and regional levels (cf. Espejo 1990; 
Espinosa et al. 2008).

Strategic Options Development and Analysis (SODA, with Cognitive 
Mapping) Authored by Fran Ackermann and Colin Eden
Cognitive mapping is a technique for revealing and actively shaping the mental 
models, or belief systems (mind maps, cognitive models) that people use to per-
ceive, contextualize, simplify, and make sense of otherwise complex problems. 
SODA was built on Colin Eden’s interest during the 1970s in Kelly’s psychological 
work on ‘personal construct theory’ (Kelly 1955). The notion of cognitive mapping 
is based upon a process of meaning construction to facilitate negotiation and arrival 
at some agreed plans of action. Whilst being appropriate at the individual level in 
clarifying thoughts around a particular issue, work on SODA encompasses much 
wider contexts of strategic thinking; neatly encapsulated through the software acro-
nym JOURNEY making (JOintly Understanding Reflecting and NEgotiating strat-
egY). SODA is the methodology used for cultivating organisational change through 
attention to and valuing of individual perspectives in a concerted manner. The 
importance of facilitation (process) skills in consultancy practice is thereby empha-
sised in tandem with conventional knowledge management (content) skills. The 
techniques are used in developing strategies for improvement based on three hierar-
chical systems levels: (a) goals (cf. ideal planning); (b) strategic directions (cf. 
objective planning); and (c) potential options (cf. operational planning). The two 
key source publications for SODA are Making Strategy: Journey of Strategic 
Management by (Eden and Ackermann 1988) and The Practice of Making Strategy: 
A Step by Step Guide (Ackermann et al. 2005). As noted in these publications, the 
context of their application has varied from dealing with individual decision making 
to small and large enterprises. Cognitive mapping has also been recommended and 
used for dealing with wider international inter-organisational dilemmas (Hewitt and 
Robinson 2000: Castaño et al. 2017).

Soft Systems Methodology (SSM) Authored by Peter Checkland and John 
Poulter
SSM is an approach to organisational process modelling. It was developed by Peter 
Checkland and colleagues at the University of Lancaster Systems Department 
through a 20 year program of action research (Checkland 2019). The primary use of 
SSM is in the analysis of complex situations where there are divergent views about 
the definition of the problem — ‘soft problems’ (e.g. How to improve health ser-
vices delivery; How to manage disaster planning; When should mentally disordered 
offenders be diverted from custody? What to do about homelessness amongst young 
people?). In such situations even the actual problem to be addressed may not be 
easy to agree. To intervene in such situations the soft systems approach uses the 
notion of a ‘system’ as an interrogative device that will enable debate amongst con-
cerned parties. The major texts on SSM are: Systems Thinking, Systems Practice 
(Checkland 1981) Soft Systems Methodology in Action (Checkland and Scholes 
1990); and Information, Systems and Information Systems (Checkland and Holwell 
1998). The most recent book, Learning for Action (Checkland and Poulter 2006) is 
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a ‘a short definitive account of SSM and its use’ provides the source material for this 
compilation. SSM has been used to examine organisational change in large multina-
tional corporations, with several hundred participants in the study; it can be used by 
an individual to manage, for example, personal recovery from substance abuse; it 
has been used to research Inuit fishing in Labrador; by an NGO volunteer to engage 
local people in mine clearance after war in the Middle East; by members of a wom-
en’s forum in Japan to make sense of the impacts of societal changes on their lives; 
by consultants working on information systems planning in the NHS – these are just 
some of the areas in which SSM has been applied.

Critical Systems Heuristics (CSH) with Boundary Critique Authored by 
Werner Ulrich and Martin Reynolds
Critical systems heuristics represents the first systematic attempt at providing both 
a philosophical foundation and a practical framework for critical systems thinking. 
CSH is a framework for reflective practice based on practical philosophy and sys-
tems thinking, developed originally by Werner Ulrich. The basic idea of CSH is to 
support boundary critique – a systematic effort of handling boundary judgments 
critically. Boundary judgments determine which empirical observations and value 
considerations count as relevant and which others are left out or are considered less 
important. Because they condition both ‘facts’ and ‘values’, boundary judgments 
play an essential role when it comes to assessing the meaning and merits of a claim. 
Critical heuristics of social planning: a new approach to practical philosophy 
(Ulrich 1983) is the principle text on this approach. CSH like SSM emerged from an 
ethical systems tradition promoted through the works of the American systems phi-
losopher C. West Churchman. Werner Ulrich’s own work in developing CSH as a 
means of supporting social planning was rooted in traditions of Churchman’s sys-
tems philosophy (particularly Churchman 1971, 1979) along with American philo-
sophical pragmatism and European critical social theory. Whilst the CSH case 
studies described in this compilation are rooted in environmental management, 
CSH has been deployed in a wide range of significant contexts ranging from health 
care planning, city and regional planning, and energy and transportation planning 
(Ulrich 1987, p. 276), enhancing prison service support (Flood and Jackson 1991b), 
towards promoting an alternative lens for corporate responsibility (Reynolds 2008a) 
and informing international development initiatives (McIntyre-Mills 2004; Reynolds 
2008b; Stephens et al. 2018).

1.6  �Framing the Chapters

The core chapters in this compilation are summarized contemporary versions of the 
five approaches. For ease of comparison, each chapter is based on a template com-
prising three substantive parts:

	 (i)	 Description of whole approach in broad terms: what it is (nature/ essence of 
method); and what it looks like (basic characteristics/ attributes)
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	(ii)	 Detailed descriptor of the parts: how it works (tools, concepts) together with 
the basic techniques, procedures and traps. In fulfilling the mission to be ‘A 
Practical Guide’, this part comprises most of the sections in the chapter provid-
ing guidance on practising the systems approach

	(iii)	 Descriptor of whole approach in context of use: why it is significant; a retro-
spective review of the rules of skilled practice in the application of the approach. 
What are the minimum claims that might be made on the use of the approach 
by a skilled practitioner?

Whilst the restricted space does not allow detailed expositions of the theoretical 
underpinnings of each approach, we trust that the reader will gain an appreciation 
of both theoretical foundations and practice. The experiences provided in these 
pages cannot possibly encompass the whole user experience, let alone all users’ 
experiences over the past decades. Additional experiences of the use of tools from 
these approaches might be sought from the many readings associated with each 
approach. But no experiences are more valuable than your own. The approaches 
described here are not suggested replacements for your own skills, but rather sources 
for enhancing your skills for managing complex situations and making purposeful 
change for the better.
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Chapter 2
System Dynamics

John Morecroft

Abstract  System dynamics is an approach for thinking about and simulating situa-
tions and organisations of all kinds and sizes by visualising how the elements fit 
together, interact and change over time. This chapter, written by John Morecroft, 
describes modern system dynamics which retains the fundamentals developed in the 
1950s by Jay W. Forrester of the MIT Sloan School of Management. It looks at feed-
back loops and time delays that affect system performance in a non-linear way and 
illustrates how dynamic behaviour depends upon feedback loop structures. It dem-
onstrates improvements as part of the ongoing process of managing a situation in 
order to achieve goals. Significantly it recognises the importance of context, and 
practitioner skills. Feedback systems thinking views problems and solutions as being 
intertwined. The main concepts and tools: causal loop diagrams, feedback structure 
and dynamic behaviour, are practically illustrated in a wide variety of contexts from 
a hot water shower through to a symphony orchestra. The application of the approach 
is described through several real examples of its use in strategy development includ-
ing a model and gaming simulator of growth strategy for a low cost airline.

2.1  �What Is the Perspective Behind System Dynamics (SD)?

2.1.1  �Ways of Interpreting Situations in Business and Society

The idea there is an enduring structure to business and social systems, that somehow 
predetermines achievable futures, is not necessarily obvious. Some people argue 
that personalities, ambition, chance, circumstance, fate, and unforeseen events hold 
the keys to the future in an uncertain world. But an interpretation of what is happen-

This chapter uses edited excerpts and selected figures from my book Strategic Modelling and 
Business Dynamics (2007), copyright John Wiley & Sons Limited. Reproduced with permission.
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ing around you depends on your perspective. What appears to be chance may, from 
a different perspective, have a systemic cause. For example, when driving on a busy 
highway you may experience sporadic stops and starts. Does that mean you are at 
the mercy of random events like breakdowns or accidents? Not necessarily. Trapped 
in a car at ground level you don’t see the waves of traffic that arise from the collec-
tive actions of individual drivers as they try to maintain a steady speed while keep-
ing a safe distance from the car in front. There is an invisible structure to the ‘system’ 
of driving on a crowded motorway that causes sporadic stops and starts, without the 
need for accidents (though, of course, they do happen too). You can sense such 
structure, or at least something systemic, in the pattern of traffic density (alternating 
bands of congestion and free flow) observable from a nearby hillside overlooking 
the motorway, where you have the benefit of an overview. The same benefit of per-
spective applies to all kinds of business and social problems. In particular there are 
two contrasting perspectives that people bring to bear on policy and strategy devel-
opment: an event-oriented approach and a feedback (or joined-up) approach that 
underpins system dynamics. In many ways they are polar extremes.

2.1.2  �Event-Oriented Thinking

An event-oriented perspective is pragmatic, action oriented, alluringly simple and 
often myopic. Figure 2.1 depicts this mindset in the abstract. It reflects a belief that 
problems are sporadic, stemming from uncontrollable events in the outside world. 
Life is capricious. Events come out of the blue or at least there is no time to worry 
about their causes. What’s important is to fix the problem as soon as possible.

The typical thinking style here is linear – from problem-as-event to solution-as-
fix. The problem presents itself as a discrepancy between an important shared goal 
and a capricious current situation. Through decision and action those responsible 
for the shared goal arrive at a solution and then move on to the next problem. Event 
oriented thinking is widespread and often compelling. It can lead to swift and deci-
sive action. But there are limitations to this open-loop, fire-fighting mode of 
intervention.

Consider a few practical examples depicted in Fig. 2.2. Binge drinking is often 
in the news. Among other things it leads to unruly behaviour in towns and cities late 
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Problem as Event

Decision Action 
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at night. A local solution is to deploy more police to arrest the main troublemakers. 
Such an approach may reduce violence and accidents on a given night, but it does 
not get to grips with why people are binge drinking in the first place. Similarly a 
quick fix solution to drug related crime is to deploy more police in order to seize 
drugs and arrest drug dealers, but that does not deter addicts. In a totally different 
area of public policy, traffic congestion is a chronic problem for motorists and trans-
portation planners alike. One practical solution is to build new roads, an approach 
that does work, at least in the short run. However experience suggests that in the 
long run congestion returns – as in the case of the M25 orbital motorway around 
Greater London, originally a six lane highway with a circumference of 160 miles, 
completed in the mid-1980s. More than 20 years later there are sections with 12 
lanes and still it is overcrowded.

2.1.3  �Feedback Systems Thinking

A feedback approach is different from event-oriented thinking because it strives for 
solutions that are ‘sympathetic’ with their organisational and social environment. 
Problems do not stem from events, and solutions are not implemented in a vacuum. 
Instead problems and solutions coexist and are interdependent. There is a long his-
tory to these ideas. They were lucidly brought to the attention of policy makers and 
business leaders in Senge’s influential book The Fifth Discipline published in 1990. 
He presents four core ‘disciplines’ of successful organisational change that include 
team learning, shared vision, personal mastery and mental models. The fifth disci-
pline is systems thinking which, by uniting the other disciplines, provides concepts 
and tools to visualise complexity and better understand sources of resistance to 
organisational change.1 Although there are no formal simulation models or equations 
in the Fifth Discipline its approach to systems was inspired by the field of system 
dynamics, beginning with Forrester’s seminal book Industrial Dynamics published 
in 1961 and further developed in the many ways described in the 50th anniversary 

1 Here I use the term ‘feedback systems thinking’ to avoid confusion with ‘systems thinking’ often 
used in connection with Soft Systems Methodology (SSM), as described elsewhere in this book.
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review of the field (Sterman 2007). Moreover, system dynamics itself can be mean-
ingfully placed among intellectual traditions that contributed to the evolution of feed-
back concepts in the social sciences, as described by Richardson (1991).

2.1.4  �An Illustration of Feedback Systems Thinking

Consider Fig. 2.3, which is a causal loop diagram of factors contributing to road use 
and traffic congestion (Sterman 2000). The rules for constructing such a diagram 
are introduced later, but for now just focus on the cause and effect links that depict 
far-reaching interdependencies between highway capacity and traffic volume.

Four feedback loops are shown. The top loop depicts road construction by the 
government agency responsible for transportation. As motorists experience an 
increase in travel time relative to desired travel time (the amount of time they are 
willing to spend on travel) there is growing pressure on planners to reduce conges-
tion. This pressure leads to road construction which, after a time delay of several 
years, results in more highway capacity. More highway capacity reduces travel time 
as motorists are able to reach their destinations more quickly on less crowded roads. 
The four links described so far make a closed feedback loop labelled capacity 
expansion. Interestingly this loop includes an event-oriented link from ‘pressure to 
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reduce congestion’ to road construction which is similar to the connection in Fig. 2.2 
from congestion to ‘build new roads’. But this isolated connection is now placed in 
context of many other factors, or side-effects, deemed relevant to the big picture.

One important side effect is shown in the middle loop labelled ‘discretionary 
trips’. Here a reduction in travel time leads to an increase in the attractiveness of 
driving. Attractiveness itself depends on a variety of factors including desired travel 
time, adequacy of public transit and public transit fare. The greater the attractive-
ness of driving then (eventually) the more trips per day taken by motorists, the more 
traffic volume and the higher the travel time, thereby closing the loop. Here already 
is a vital side effect that can, in the medium to long term, defeat the objective of new 
road building programmes aimed at reducing congestion. Bigger and better roads 
make it more attractive to drive. So people make extra journeys. This particular side 
effect is largely responsible for the failure of London’s M25 orbital motorway to 
relieve traffic congestion in and around the Greater London area, as drivers took to 
commuting regularly between places they would otherwise seldom visit.

The lower middle loop shows a related side effect labelled ‘extra miles’. For the 
same attractiveness reasons drivers not only make extra journeys, they also take 
much longer journeys. The aggregate traffic effect is similar. Traffic volume 
increases leading to longer journey times.

The bottom loop labelled ‘take the bus’ shows another side effect, a potential 
long-term impact from public transit. Here, as the attractiveness of driving increases, 
public transit ridership decreases, causing cars per person to increase. (The direc-
tion of these causal effects can be read accurately from the diagram, but first you 
have to be familiar with the meaning of the ‘+’ and ‘−‘signs near the arrow heads 
which is explained later in the chapter.) With more cars per person there are more 
cars in the region and traffic volume increases, thereby closing the bottom loop.

If you reflect for a moment on the picture as a whole you realise it is a sophisti-
cated view of the congestion problem. There are 15 concepts connected by 19 links. 
A lot of complexity is condensed into a small space. Compare the picture with the 
single stark arrow in Fig. 2.2 from an event oriented perspective. Obviously there is 
much more to think about and discuss in the causal loop diagram. Such richness is 
typical of good feedback systems thinking. The approach gives pause for thought by 
showing that often there is more going on (in public policy or in business strategy) 
than people first recognise. Where exactly to draw the boundary on the factors to 
include is a matter of judgement and experience. Usually there is no one right 
answer and therefore the process of constructing diagrams, and tying them to a 
dynamic phenomenon, is important too.

2.1.5  �A Shift of Mind

People responsible for strategy development and facing problem situations often 
have in mind partial and conflicting views of these situations. It is therefore well 
worth spending time to capture their individual perspectives, develop an overview, 
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share the big picture and thereby try to anticipate the ramifications, knock-on con-
sequences, and side-effects of strategic change. These are the advantages of feed-
back systems thinking. In The Fifth Discipline, Peter Senge (1990) makes the point 
that feedback systems thinking is a ‘shift of mind’, a new way of interpreting the 
business and social world, and a kind of antidote to silo mentalities and narrow 
functional perspectives often fostered (inadvertently) by organisations and by our 
tendency to carve-up problems for analysis. Figure  2.4 summarises this shift of 
mind. Essentially problems and solutions are viewed as intertwined. The typical 
thinking style here is circular – starting from a problem, moving to a solution and 
then back to the problem. The important point, as shown on the right of the figure, 
is that problems do not just spring from nowhere, demanding a fix. They are a con-
sequence of the cumulative effect of previous decisions and actions, sometimes 
intentional, but often with hidden side-effects.

As before, a problem presents itself as a discrepancy between an important goal 
and the current situation. Those responsible for achieving the goal arrive at a solu-
tion in the form of a decision leading to action and results that change the current 
situation. If all goes to plan then the current situation moves closer to the goal, the 
size of the discrepancy is reduced and the problem is alleviated. But this feedback 
response is not viewed as a once-and-for-all fix. It is part of a continual process of 
‘managing’ the situation in order to achieve an agreed goal (or goals). Moreover, 
there is a recognition that other influences come to bear on the current situation. 
There are other stakeholders, with other goals, facing other situations and taking 
their own corrective action as shown on the left of Fig. 2.4. The performance of the 
enterprise as a whole arises from the interplay of these interlocking feedback pro-
cesses, just as we saw in the transport example where the stakeholders included 
motorists, transportation planners, bus companies and bus passengers.

Fig. 2.4  A feedback perspective
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2.2  �Practising SD: Causal Loop Diagramming (CLD)

2.2.1  �Feedback Structure and the Dynamics 
of a Slow-to-Respond Shower

A causal loop diagram is a visual tool for the feedback systems thinker. As in the 
transportation example, such diagrams show cause and effect relationships and 
feedback processes. All causal loop diagrams are constructed from the same basic 
elements: words, phrases, links and loops – with special conventions for naming 
variables and for depicting the polarity of links and loops. Figure 2.5 is a very sim-
ple causal loop diagram, just a single loop, connecting hunger and amount eaten.

Deliberately there is very little detail. Imagine the situation for yourself. You are 
hungry, so you eat. How would you describe the process that regulates food intake? 
Common sense and experience says there is a relationship between hunger and 
amount eaten and this is shown by two causal links. In the top link hunger influences 
amount eaten, while in the bottom link amount eaten has a reverse influence on 
hunger. Each link is assigned a polarity, either positive or negative. A positive ‘+’ 
link means that if the cause increases then the effect increases too. So an increase in 
hunger causes an increase in the amount eaten. A negative ‘−’ link means that if the 
cause increases then the effect decreases. So an increase in the amount eaten causes 
a decrease in hunger. In fact the assignment of link polarity is just a bit more sophis-
ticated. In general it is better to imagine the effect (whether an increase or decrease) 
relative to what it would otherwise have been, in the absence of an increase in the 
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cause. This turns out to be a more robust test.2 In any case the two concepts, hunger 
and amount eaten, are mutually dependent, and this two-way dependence is shown 
as a closed feedback loop. The feedback loop represents, in outline, the control of 
food intake.

There are a few more details to explain in the diagram. The bottom link contains 
a box labelled ‘DELAY’. This symbol shows a time delay in a causal link where a 
given cause leads to an effect, but not immediately. There is a lag. So here the more 
you eat the less hungry you feel, but it takes a while for hunger pangs to diminish. 
Such time delays add dynamic complexity because cause and effect is less obvious. 
Where eating is concerned a time delay of 20 min or so can make it much more dif-
ficult to regulate food intake. Overeating is a common result. In the centre of the 
diagram there is another special symbol, a ‘B’ inside a small curved arrow, a loop 
identifier to indicate a balancing feedback loop. Generally speaking a feedback loop 
can be either balancing or reinforcing. The names give a clue about the way the 
feedback process operates. In a balancing loop a change in the condition of a given 
variable leads to a counteracting or balancing change when the effects are traced 
around the loop.

A simple thought experiment illustrates the idea. Imagine you take a long walk 
and return home feeling hungry. Hunger rises and the feedback loop swings into 
action. Amount eaten rises and eventually hunger declines. The feedback effect of 
the loop is to counteract the original rise in hunger, which is a balancing process. By 
comparison a reinforcing loop amplifies or reinforces change. In a realistic multi-
loop system, such as the transport example mentioned earlier, behaviour through 
time arises from the interplay of balancing and reinforcing loops. So it is useful 
when interpreting a web of causal connections to identify the main loops as a way 
of telling a story of what might unfold. At the same time it is a good discipline to 
name each loop with a mnemonic for the underlying feedback process. In Fig. 2.5 
the balancing loop is called ‘control of food intake’. Similarly in Fig. 2.3 a feedback 
view of road congestion is depicted vividly as the interplay of balancing loops for 
capacity expansion, discretionary trips, extra miles and ‘take the bus?’

Causal loop diagrams are a stepping-stone to interpreting and communicating 
dynamics or performance through time. The best way to appreciate this point is to 
see a worked example. Here I present a hot water shower like the one at home or in 
a hotel room. In this example we start from dynamics of interest and then construct 
a causal loop diagram that is capable of explaining the dynamics. Our analysis 
begins with a time chart as shown in Fig. 2.6. On the vertical axis is the water tem-
perature at the shower head and on the horizontal axis is time in seconds. Imagine it 
is a hot summer’s day and you want to take a nice cool shower at 25 °C. When you 

2 This more sophisticated assignment of link polarity works equally well for normal straightfor-
ward causal links and for links that correspond to stock accumulation processes. The distinction 
will become clear when stock accumulation is introduced as a vital concept for modelling and 
simulating dynamical systems.
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step into the cubicle the shower is already running but the water temperature is 
much too cold.

The time chart shows three alternative time paths or trajectories for the water 
temperature labelled ‘ideal, ‘common sense’, and ‘most likely’. The ideal outcome 
is that you quickly adjust the tap setting by just the right amount and the water tem-
perature immediately rises to the desired 25° after which it remains rock steady. You 
are comfortably cool. Common sense says this ideal can’t happen because, like 
most showers, this one is slow to respond. There is a time delay of a few seconds 
between adjusting the tap and a change in the water temperature. To begin with the 
common sense trajectory is flat and the water temperature remains too cold. Then 
after a while the temperature begins to rise and quite soon settles at the desired 25°. 
Unfortunately experience contradicts this common sense outcome. The most likely 
trajectory is much different. Again the temperature starts too cold. You adjust the tap 
and gradually the temperature rises. After a few seconds the temperature is just 
right. But annoyingly it continues to rise. Before long you are much too hot, so you 
reverse the tap. It makes no immediate difference. So you reverse the tap even more. 
At last the temperature begins to fall and after a few more seconds you are again 
comfortably cool at 25°. However, your comfort is short-lived as the water tempera-
ture continues to fall and you are right back where you started – too cold. The cycle 
continues from cold to hot and back again.

The most likely trajectory is a classic example of puzzling dynamics, performance 
over time that is both unintended and surprising. Who would deliberately set-out to 
repeatedly freeze and scald themselves? The feedback systems thinker looks for the 
structure, the web of relationships and constraints involved in operating a shower, that 
causes normal people to self-inflict such discomfort. It is clear from Fig. 2.6 that the 
dynamic behaviour is essentially goal seeking. The shower taker wants the water tem-
perature to be 25 °C, but the actual water temperature varies around this target. The 
feedback structure that belongs with such fluctuating behaviour is a balancing loop 
with delay, and that’s exactly what we are looking for in modelling or representing the 
shower ‘system’. This notion of having in mind a structure that fits (or might fit) 
observed dynamics is common in system dynamics modelling. It is known formally 
as a ‘dynamic hypothesis’, a kind of preliminary guess at the sort of relationships 
likely to explain a given pattern of behaviour through time.

Time in seconds

25
Water

Temperature
common sense

most likely

ideal

Fig. 2.6  Puzzling 
dynamics of a slow-to-
respond shower
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Figure 2.7 shows a causal loop diagram for a slow-to-respond shower. First con-
sider just the words. Five phrases are enough to capture the essence of the trouble-
some shower: desired water temperature, actual water temperature, temperature 
gap, the flow of hot water and the flow of cold water. Next consider the causal links. 
The temperature gap depends on the difference between desired and actual water 
temperature. The existence of a temperature gap influences the flow of hot water. 
This link represents the decision making and subsequent action of the shower taker. 
You can imagine a person turning a tap in order to change the flow of hot water and 
to get comfortable. The flow of hot water then influences the actual water tempera-
ture, but with a time delay because the shower is slow-to-respond. Also shown is a 
separate inflow of cold water, represented as a link on the left. The water tempera-
ture obviously depends on both water flows, hot and cold.

The end result is a balancing feedback loop, labelled ‘comfort seeking’, which is 
just what we are looking for to explain cyclical behaviour. The loop-type can be 
confirmed by adding signs (positive or negative) to each link and telling a ‘story’ 
about the process of temperature adjustment around the loop. For convenience 
imagine the desired water temperature is greater than actual at time zero – in other 
words the shower taker feels too cold and the temperature gap is greater than zero. 
Now consider the polarity of the first link. If the temperature gap increases then the 
flow of hot water becomes greater than it would otherwise have been. This is a posi-
tive link according to the polarity conventions. In the second link, if the flow of hot 
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water increases, then the actual water temperature increases, albeit with a delay. 
This too is a positive link. (Note that in making the polarity assignment the flow of 
cold water, which also affects water temperature, is assumed to be held constant.) In 
the third and final link, if the water temperature increases then the temperature gap 
becomes smaller than it would otherwise have been. This is a negative link accord-
ing to the polarity conventions. The overall effect around the loop is for an increase 
in the temperature gap to result in a counteracting decrease in the temperature gap, 
which is the signature of a balancing loop.

Incidentally, there is another way to work out loop polarity besides telling a story 
around the loop. It is also possible to simply count the number of negative links 
around the loop. An odd number of negative links (1, 3, 5, …) signifies a balancing 
loop while an even number of links (0, 2, 4, …) signifies a reinforcing loop. The 
reason this rule-of-thumb works is that any story about propagation of change 
around a loop will result in a counteracting effect for an odd number of negative 
links and a reinforcing effect for an even number. In this case there is one negative 
link around the loop (between actual water temperature and the temperature gap) 
and so it is a balancing loop. The other negative link in the diagram (between flow 
of cold water and actual water temperature) does not count since it is not part of the 
closed loop.

2.2.2  �Processes in a Shower ‘System’

A typical causal loop diagram shows a lot about connectivity in a small space. It is 
a purely qualitative model, a sketch of cause and effect, particularly good for high-
lighting feedback loops that contribute to dynamics and to dynamic complexity. 
Usually there are many practical operating details that lie behind the scenes of cau-
sality. Although not shown in the diagram it is important to be aware of this detail, 
particularly when building an algebraic simulator of the same feedback structure. 
Then it is vital to be clear and precise about how such links actually work in terms 
of underlying behavioural responses, economic and social conventions, and physi-
cal laws. It is also important to know the numerical strength of the effects. This skill 
of seeing the big picture while not losing sight of operating detail is a hallmark of 
good system dynamics practice, known as ‘seeing the forest and the trees’ (Senge 
1990; Sherwood 2002). It is a skill well-worth cultivating.

One way to forge the connection from feedback loops to operations is to ask 
yourself about the real-world processes that lie behind the links. In the case of the 
shower there is an interesting mixture of physical, behavioural and psychological 
processes. Take for example the link from the flow of hot water to actual water 
temperature. What is really going on here? The diagram says the obvious mini-
mum: if the flow of hot water increases then sooner or later, and all else remaining 
the same, the actual water temperature at the shower head increases too. The sooner-
or-later depends on the time delay in the hot water pipe that supplies the shower, 
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which is a factor that can be estimated or measured. But how much does the tem-
perature rise for a given increase in water flow? The answer to that question depends 
on physics and thermodynamics – the process of blending hot and cold water. In a 
simulation model you have to specify the relationship with reasonable accuracy. 
You do not necessarily need to be an expert yourself, but if not then you should talk 
with someone who knows (from practice or theory) how to estimate the water tem-
perature that results from given flows of hot and cold water – a plumber, an engi-
neer or maybe even a physicist. Consider next the link from actual water temperature 
to the temperature gap. Algebraically the gap is defined as the difference between 
the desired and actual water temperature (temperature gap = desired water tempera-
ture – actual water temperature). But a meaningful temperature gap in a shower also 
requires a process for sensing the gap. The existence of a temperature gap alone 
does not guarantee goal-seeking behaviour. For example, if someone entered a 
shower in a winter wetsuit, complete with rubber hood and boots, they would not 
notice a temperature gap, and the entire feedback loop would be rendered inactive. 
Although this case is extreme and fanciful, it illustrates the importance of credibly 
grounding causal links.

The final link in the balancing loop is from temperature gap to the flow of hot 
water. Arguably this is the single most important link in the loop because it embod-
ies the decision making process for adjusting the flow of hot water. There is a huge 
leap of causality in this part of the diagram. The commonsense interpretation of the 
link is that when any normal person feels too hot or too cold in a shower, he or she 
will take corrective action by adjusting the flow of hot water. But how do they judge 
the right amount of corrective action? How quickly do they react to a temperature 
gap and how fast do they turn the tap? All these factors require consideration. 
Moreover, the key to over-reaction in showers arguably lies in this single step of 
causality. Why do people get trapped into a repetitive hot-cold cycle when all they 
normally want to achieve is a steady comfortable temperature? The answer must lie 
in how they choose to adjust the tap setting, in other words in their own decision-
making process.

2.2.3  �Simulation of a Shower and the Dynamics of Balancing 
Loops

Figure 2.8 shows the simulated dynamics of a slow-to-respond shower over a period 
of 120 s generated by a simulation model containing all the processes mentioned 
above. As before the desired water temperature is a cool 25 °C. However in this 
scenario the water temperature starts too high at 40°. Corrective action lowers the 
temperature at the shower-head to the desired 25° in about 10 s, but the temperature 
continues to fall, reaching a minimum just below 24° after 12 s.

Further corrective action then increases the temperature, leading to an overshoot 
that peaks at 27° after 21 s. The cycle repeats itself twice in the interval up to 60 s, 
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but each time the size of the temperature overshoot and undershoot is reduced as the 
showertaker gradually finds exactly the right tap setting for comfort. In the remain-
der of the simulation, from 60 to 120 s, the temperature at the shower-head remains 
steady at 25°. The overall trajectory is a typical example of goal-seeking dynamics 
arising from a balancing loop with delay.

It is worthwhile to remember this particular combination of feedback structure 
and dynamic behaviour because balancing loops crop up all over the place in busi-
ness, social, environmental and biological systems. Wherever people, organisations 
or even organisms direct their efforts and energy to achieving and maintaining spe-
cific goals in the face of an uncertain and changing environment there are balancing 
loops at work. Companies set themselves sales objectives, quality standards, finan-
cial targets and goals for on-time delivery. Governments set targets for economic 
growth, inflation, hospital waiting times, literacy, exam pass rates, road congestion, 
and public transport usage. The human body maintains weight, balance, tempera-
ture, and blood sugar. The ecosystem sustains an atmosphere suitable for the ani-
mals and plants within it. The vast global oil industry maintains a supply of oil 
sufficient to reliably fill our petrol tanks. The electricity industry supplies just 
enough electricity to keep the lights on. Economies generate enough jobs to keep 
most people employed. The list goes on and on. In some cases, like people’s body 
temperature or domestic electricity supply, the balancing process works so well that 
it is rare to find deviations from the ‘goal’ – a degree or two from normal body tem-
perature is a sign of illness and, in the electricity industry, it is unusual (at least in 
the developed world) for the lights to dim. In many cases, like sales objectives or 
hospital waiting times, the goals are known, but performance falls chronically short 
or else gently overshoots and undershoots. But in other cases, like employment in 
the economy or inventory levels in supply chains, the balancing process is far from 
perfect. Performance deviates a long way from the goal, too much or too little. 
Corrective action leads to over and under compensation and the goal is never really 
achieved, at least not for long.
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2.3  �Practising SD: Causal Loop Diagrams and Drug Related 
Crime

2.3.1  �From Events to Dynamics and Feedback Structure

A shift of mind (from event-oriented thinking to feedback systems thinking) is not 
easy to achieve. The best way to make progress is through examples of feedback 
systems thinking applied to real-world situations. So, instead of hot water showers 
we now consider something entirely different  – drug related crime. A typical 
description of the problem, by the victims of crime, might be as follows.

Drugs are a big worry for me, not least because of the crimes that addicts commit to fund 
their dependency. We want the police to bust these rings and destroy the drugs. They say 
they’re doing it and they keep showing us sacks of cocaine that they’ve seized, but the crime 
problem seems to be getting worse.

Expressed this way drug related crime appears as a series of disturbing events. 
There is a concern about crime among the members of the community affected by it. 
They want action backed-up with evidence of police attempts to fix the problem by 
busting rings and seizing drugs. But, despite these efforts, more crimes are happen-
ing. The feedback systems thinker re-interprets the description and draws out those 
aspects concerned with performance through time (dynamics) that suggest an under-
lying feedback structure, one or more interacting feedback loops, capable of generat-
ing the dynamics of interest. Of particular significance are puzzling dynamics, 
performance through time that people experience but do not want or intend. Some of 
the most interesting and intractable problems in society and business appear this way.

Figure 2.9 shows the unintended dynamics of drug related crime that might be 
inferred from the brief verbal description above. This is just a rough sketch to pro-
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vide a focus for structuring the problem. On the horizontal axis is time in years. On 
the vertical axis is drug related crime defined in terms of ‘incidents per month’. 
There are two trajectories. The upper line is a sketch of crime reported by the 
community. We assume a growth trajectory because ‘the crime problem seems to be 
getting worse’. The lower line is a sketch of tolerable crime, a kind of benchmark 
against which to compare the actual level of crime. We assume a downward sloping 
trajectory because the community wants less crime and fewer drugs, and the police 
are taking action to achieve this end by seizing drugs and arresting dealers.3

The divergence between reported and tolerable crime is of particular interest to 
the feedback systems thinker. What feedback structure could explain this phenom-
enon? Reported crime is growing and we know that growth arises from reinforcing 
feedback. So where could such a malignant feedback process come from and why 
would it exist at all if those involved want less crime, not more? The persistence of 
unwanted growth in crime suggests a feedback loop that weaves its way around 
society (crossing the boundaries between police, the community and drug users) 
and by doing so it goes unnoticed.

2.3.2  �Feedback Loops in Drug Related Crime

Figure 2.10 is a causal loop diagram for drug related crime. First consider the words 
and phrases alone. They provide the basic vocabulary of the causal model, the fac-
tors that drive-up crime, or at least are hypothesised to do so. They also give clues 
to the boundary of the model, which parts of society are included. Of course there 
is drug related crime itself, the variable of central interest and concern to the com-
munity. There is a ‘call for police action’ and drug seizures that take us inside the 
police department. Then there is supply, demand and price that belong in the world 
of drug users who commit crime.4

These factors join-up to make a closed loop of cause and effect. The loop brings 
together disparate parts of society to reveal a surprise. Hidden in the connections is 

3 You may be thinking this method of creating time charts is rather loose and in a sense you are right 
because we have very little data about the problem. But even in practice, with real clients, the 
information sources for modelling are always a pragmatic blend of informed opinion, anecdote, 
objective facts and clear reasoning. For a good example of this balanced approach in the area of 
drug policy, see Homer (1993) and Levin et al. (1975).
4 Notice that all the terms in the diagram are nouns or so-called ‘noun-phrases’. This is an impor-
tant diagramming convention because you want concepts to denote things, attributes or qualities 
that can, in imagination, be unambiguously increased or decreased. Then, and only then, is it pos-
sible to cleanly assign polarity to causal links and thereby deduce the loop types – balancing or 
reinforcing. Take for example price and drug related crime. It is easy to imagine the price of drugs 
going up or down and separately to imagine drug related crime increasing or decreasing. Therefore, 
when a causal link is drawn between these two concepts, it is meaningful to ask whether an 
increase in one leads to an increase or decrease in the other. This thought experiment would make 
no sense if one or other concept were labelled as an activity, say pricing instead of price.
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a reinforcing feedback process responsible for (or at least contributing to) escalating 
crime. To confirm let’s trace the effect around the loop of an imagined increase in 
drug related crime. In this kind of analysis the reason for the initial increase does not 
matter, it is the feedback effect that is of central interest. The story begins at the top 
of the diagram. An increase of drug related crime leads to a call for more police 
action. More police action (raids and arrests) leads to more drug seizures. So far so 
good. But the paradox lies in what happens next as available drugs are traded on the 
streets. An increase in drug seizures causes the supply of drugs to decrease. This 
supply cut then causes the price of drugs to increase, just like any traded goods 
subject to market forces, assuming of course that higher price does not depress 
demand. And crucially for illegal drugs, price has little effect on demand because 
most users are addicts, dependent on their daily fix. So an increase in price merely 
boosts crime as desperate drug users steal even more to fund their addiction. The 
reinforcing loop is plain to see. There is a ‘crime spiral’ in which any increase of 
drug related crime tends to amplify itself through the inadvertent actions of police, 
drug dealers and addicts.

2.3.3  �Scope and Boundary of Factors in Drug Related Crime

There could be more, much more, to the problem situation than the six concepts 
shown. So I am not saying these six factors and this single reinforcing loop is a 
perfect representation of escalating crime in a community plagued with drug addicts. 
Rather it is a useful way of thinking about the problem that raises the perspective 
above the narrow confines of a single stakeholder. In fact three stakeholders are 
united in this particular view. And, just as we noted in the shower case, there is a lot 
going on behind the scenes of the stark causal links; detail that would need to be 
fleshed out in thinking more carefully about the problem and in building a simula-
tion model to test alternative intervention policies. There is the community suffering 
from crime and calling for police action. There is the police department, concerned 
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with all sorts of law enforcement, allocating police officers to priority tasks, among 
which is drug busting. And then there is the shady world of drug dealers sourcing 
drugs and covertly selling them to addicts who must consume, no matter what the 
cost. Later in the chapter we see how this qualitative feedback diagram is trans-
formed into a full-blown simulator. But for now I want to end the discussion of drug 
related crime by inviting you to think about what else might be included in a con-
ceptual model of the problem.

One place to expand the diagram is with demand and supply. (Another good idea 
in practice is to gather more time series data to help refine the dynamic hypothesis, 
but we will by-pass that step in this small illustrative example.) What if there is 
growth in demand because addicts and dealers themselves recruit new users? This 
possibility adds a whole new dimension to escalating crime not dealt with in our 
current picture, a new theory if you like. What if, as is surely the case, the available 
supply of drugs increases as the price rises? Does that mean drug seizures per-
versely expand the whole illegal drug industry (in the long run) by artificially boost-
ing prices? Such industry growth could exacerbate the crime problem, particularly 
if the relevant time frame is a decade or more rather than just a few years. These 
questions, and others like them, are worth probing and may usefully expand the 
scope and boundary of our thinking. The point however, in any such conceptualisa-
tion task, is to avoid unnecessary complexity and focus on finding plausible loops, 
often unnoticed in the pressure of day-to-day operations, that not only challenge 
conventional event-oriented thinking but also produce dynamics consistent with the 
observed problem.

2.3.4  �An Aside: More Practice with Link Polarity and Loop 
Types

I have explained the origin of the reinforcing loop in Fig. 2.10 by tracing an imag-
ined change in crime all the way around the loop and showing it leads to even more 
crime. As mentioned earlier, another way to find the loop type is to use the counting 
rule. Count the negative links around the loop. If the number of links is odd then the 
loop is balancing and if the number is even the loop is reinforcing. Let’s do this 
exercise now. First we need to assign link polarities using the standard test. Any 
individual link connects two concepts A and B where A is the cause and B is the 
effect. For each link imagine an increase in the cause A and then work out the effect 
on B. In this thought experiment all other influences on B are assumed to remain 
unchanged, the ceteris paribus assumption. The link is positive if, when A increases, 
B increases above what it would otherwise have been. The link is negative if, when 
A increases, B decreases below what it would have been. Note that the mirror image 
test works too. So when A decreases and B also decreases the link is positive, but 
when A decreases and B increases the link is negative. What matters for polarity is 
whether or not there is a reversal.
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We start at the top. All else equal, if drug related crime increases then the call for 
police action (complaints from the community) increases above what it would oth-
erwise have been, a positive link. When the call for police action increases then drug 
seizures increase, another positive link. Note there is a large leap of causality here 
that relies on all else remaining equal, ceteris paribus. We implicitly assume that a 
call for action really leads to action (in this case more police allocated to drug bust-
ing), rather than being ignored. Moreover, we assume that more police leads to more 
seizures. In the next link an increase in seizures leads to a decrease in supply, below 
what it would otherwise have been, a negative link. Then a decrease in supply leads 
to an increase in price, another negative link coming this time from a mirror image 
test. Here there is a particularly clear instance of ceteris paribus reasoning because 
price depends both on supply and demand. The assumption behind the polarity test 
is that demand remains constant. An equivalent test on the demand-to-price link 
shows it is positive: an increase in demand leads to an increase in price, assuming 
supply is held constant. Finally an increase in price leads to an increase in drug 
related crime, a positive link that completes the loop. Counting-up there are two 
negative links around the loop, an even number, so the loop type is reinforcing.

2.3.5  �Purpose and Use of Causal Loop Diagrams: A Summary

As we have seen, causal loop diagrams offer a special overview of business and 
society, showing what is connected to what and how changes in one part of the sys-
tem might propagate to others and return. People often say we live in an intercon-
nected world. But we have no way, other than words, to express this complexity. 
Causal loop diagrams, concise and visual, reveal the interconnections, both obvious 
and hidden. Moreover, they can be used to elicit and capture the mental models of 
individuals or teams and to expand the boundary of people’s thinking beyond the 
parochial.

Causal loop diagrams also capture hypotheses about dynamic behaviour. Here is 
the beginning of the shift of mind so vital to feedback systems thinking. The future 
time path of any organisation is partly and significantly pre-determined by its struc-
ture, the network of balancing and reinforcing feedback loops that drive perfor-
mance through time. Causal loop diagrams embody this important philosophical 
view by making plain the important feedback loops believed to be responsible for 
observed performance.

2.3.6  �Basic Tips: Picking and Naming Variables

The choice of words is vital. Each variable must be a noun. Avoid the use of verbs 
or directional adjectives. For example a causal diagram can use the word ‘sales’ but 
not ‘sales planning’ or ‘increased sales’. Simple nouns like ‘accounts’ or ‘staff’ can 
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be augmented with adjectives to give phrases like ‘large accounts’ or ‘experienced 
staff’. Sticking to these simple naming rules helps when assigning polarity to causal 
links and explaining how changes propagate around loops.

Words are versatile, but they should also be grounded in facts. The range of con-
cepts that can be included in causal loop diagrams extends from the hard and easily 
measureable, such as ‘new products’ and ‘recruits’, to the soft and intangible such as 
‘morale’ or ‘customer perceived quality’. A powerful feature of feedback systems 
thinking and system dynamics is its ability to incorporate both tangible and intangible 
factors. However, for any variable no matter how soft, you should always have in mind 
a specific unit of measure, a way in which the variable might be quantified, even if 
formal recorded data do not exist. So you might imagine morale on a scale from 0 
(low) to 1 (high) or product quality on a scale from 1 (low) to 5 (high). And be sure to 
pick words that imply measureability, such as ‘delivery lead time’ thought of in weeks 
or months, rather than a vague concept like ‘delivery performance’.

2.3.7  �Basic Tips: Meaning of Arrows and Link Polarity

Arrows show the influence of one variable on another – a change in the cause leads 
to a change in the effect. The assignment of link polarity (+) or (−) makes the direc-
tion of change clear. So in Fig. 2.11 an increase in marketing budget leads to an 
increase in sales, which is a positive link.

Polarity assignment works equally well for intangible variables such as industry 
reputation in the lower half of Fig. 2.11. Industry reputation here is an intangible 
concept measured on a scale from 0 to 1. An increase in industry reputation leads to 
an increase in customers interested.

A useful refinement in polarity assignment is to note whether the effect of a given 
change is an increase (or decrease) more than it would otherwise have been. The use 
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of this extra phrase avoids ambiguity in situations where the effect is cumulative. 
For example customers are likely to be accumulating over time and therefore the 
effect of rising industry reputation is to attract more customers than there would 
otherwise have been.

2.3.8  �Basic Tips: Drawing, Identifying and Naming Feedback 
Loops

For the systems thinker, feedback loops are the equivalent of the sketches created by 
political cartoonists. They capture something important about the situation or object 
of interest. Just as a few bold pen lines on a canvas can characterise George Bush, 
Osama bin Laden, or Margaret Thatcher, so a few feedback loops on a whiteboard 
can characterise an organisation. Like celebrity sketches feedback loops should be 
drawn clearly to identify the dominant features, in this case important loops. 
Sterman (2000) identifies five tips for visual layout:

	1.	 Use curved lines to help the reader visualise the feedback loops
	2.	 Make important loops follow circular or oval paths
	3.	 Organise diagrams to minimise crossed lines
	4.	 Don’t put circles, hexagons, or other symbols around the variables in causal 

diagrams. Symbols without meaning are ‘chart junk’ and serve only to clutter 
and distract.

	5.	 Iterate. Since you often won’t know what all the variables and loops will be when 
you start, you will have to redraw your diagrams, often many times, to find the 
best layout.

As we have already seen, for the hot water shower and drug related crime, there 
are two main loop types, balancing and reinforcing. A loop type is identified by imag-
ining the effect of a change as it propagates link-by-link around the loop. A reinforc-
ing loop is one where an increase in a variable, when traced around the loop, leads to 
a further increase in itself. Such an outcome requires an even number (or zero) of 
negative links. A balancing loop is one where an increase in a variable, when traced 
around the loop, leads to a counterbalancing decrease in itself. Such an outcome 
requires an odd number of negative links. Once you have identified loop types it is 
good practice to label them R for reinforcing and B for balancing, the letter encircled 
by a small curved arrow drawn clockwise for clockwise loops (and vice versa).

By following these tips and by studying the examples in the chapter you should 
be able to create, label and interpret your own causal loop diagrams. Often you will 
end-up with multiple interlocking loops that reach across conventional organisa-
tional boundaries. Then it is particularly important to follow the five tips for visual 
layout mentioned above. A good example can be found later, in Part 2.7, based on a 
study of orchestra management. Selected feedback loops show that factors affecting 
the success of an orchestra reach well beyond the boundaries of the concert hall.
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2.4  �Practising SD: Simulation Models

Causal loops diagrams are very effective for expanding the boundary of your think-
ing and for communicating important interdependencies. But they are not espe-
cially good as the basis for a full-blown model and simulator that computes 
dynamics and performance through time. For a working model we need better reso-
lution of the causal network. It turns out there is more to causality and dynamics 
than words and arrows alone. The main new concepts required to make simulators 
are introduced in this section. They transform a simple sketch of causality into a 
portrait (or better still an animation) that brings feedback loops to life, by specifying 
the realistic processes that lie behind causal links as the basis for an algebraic model 
and simulator.

2.4.1  �Asset Stock Accumulation

Asset stock accumulation is a very important idea in system dynamics, every bit as 
fundamental as feedback and in fact complementary to it. You can’t have one with-
out the other. Asset stocks accumulate change. They are a kind of memory, storing 
the results of past actions. When, in a feedback process, past decisions and actions 
come back to influence present decisions and actions they do so through asset 
stocks. Past investment accumulates in capital stock – the number of planes owned 
by an airline, the number of stores in a supermarket chain, the number of ships in a 
fishing fleet. Past hiring accumulates as employees – nurses in a hospital, operators 
in a call centre, players in a football squad, faculty in a university. Past production 
accumulates in inventory and past sales accumulate in an installed base. All busi-
ness and social systems contain a host of different asset stocks or resources that, 
when harnessed in an organisation, deliver its products and services. And, crucially, 
the performance over time of an enterprise depends on the balance of these assets 
and resources (Warren 2008). An airline with lots of planes and few passengers is 
out of balance and unprofitable. Empty seats bring no revenue. A factory bulging 
with inventory while machines lie idle is out of balance and underperforming. 
Inventory is expensive.

To appreciate how such imbalances occur we first need to understand the nature 
of asset stock accumulation – how assets build and decay through time. A process 
of accumulation is not the same as a causal link. Accumulations change according 
to their inflows and outflows in just the same way that water accumulates in a bath-
tub. If the inflow is greater than the outflow then the level gradually rises. If the 
outflow is greater than the inflow then the level gradually falls. If the inflow and 
outflow are identical then the level remains constant. This bathtub feature of assets 
in organisations is depicted using the symbols in Fig. 2.12. Here an asset stock or 
resource is shown as a rectangle, partially filled. On the left is an inflow comprising 
a valve or tap superimposed on an arrow. The arrow enters the stock and originates 
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from a source, shown as a cloud or pool. A similar combination of symbols on the 
right represents an outflow. In this case the flow originates in the stock and ends up 
in a sink (another cloud or pool). The complete picture is called a stock and flow 
network.

Consider for example a simple network for university faculty as shown in 
Fig. 2.13. Let’s forget about the distinction between professors, senior lecturers and 
junior lecturers and call them all instructors. Instructors teach, write and do research. 
The stock in this case is the total number of instructors. The inflow is the rate of 
recruitment of new faculty – measured say in instructors per month, and the outflow 
is turnover – also measured in instructors per month. The source and sink represent 
the university labour market, the national or international pool of academics from 
which faculty are hired and to which they return when they leave. The total number 
of instructors in a university ultimately depends on all sorts of factors such as loca-
tion, reputation, funding, demand for higher education and so on. But the way these 
factors exert their influence is through flow rates. Asset stocks cannot be adjusted 
instantaneously no matter how great the organisational pressures. Change takes 
place only gradually through flow rates. This vital inertial characteristic of stock 
and flow networks distinguishes them from simple causal links.

2.4.2  �Accumulating a ‘Stock’ of Faculty at Greenfield 
University

The best way to appreciate the functioning of stocks and flows is through simula-
tion. Luckily it is only a small step from a diagram like Fig. 2.13 to a simulator. Use 
this URL http://www.iseesystems.com/community/downloads/OpenUniversity.
aspx to find the model called Stock Accumulation – Faculty and open it. A stock and 
flow network just like Fig. 2.13 will appear on the screen. To make this little net-
work run each variable must be plausibly quantified. Imagine a new university 
called Greenfield. There is a small campus with some pleasant buildings and 
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grounds, but as yet no faculty. The model is parameterised to fit this situation. Move 
the cursor over the stock of instructors. The number zero appears meaning there are 
no instructors at the start of the simulation. They will come from the academic 
labour market. Next move the cursor over the valve symbol for recruitment. The 
number five appears. This is the number of new instructors the Vice Chancellor and 
Governors plan to hire each month. Finally move the cursor over the symbol for 
turnover. The number is zero. Faculty are expected to like the university and to stay 
once they join. So now there is all the numerical data to make a simulation: the start-
ing size of the faculty (zero), intended recruitment (five per month) and expected 
turnover (zero per month).

Press the Run button. What you see is stock accumulation as the ‘bathtub’ of 
instructors gradually fills-up. This steady increase is exactly what you expect if, 
each month, new instructors are hired and nobody leaves. Now double click on the 
graph icon. A chart appears, just like Fig.  2.14, that plots the numerical values 
through time of instructors (line 1), recruitment (line 2) and turnover (line 3). The 
horizontal time axis spans 12 months. The number of instructors begins at 0 and 
builds steadily to 60 after 12 simulated months. Meanwhile recruitment remains 
steady at five instructors per month and turnover is zero throughout. Numerically 
the simulation is correct and internally consistent. Recruitment at a rate of 5 instruc-
tors per month for 12 months will, if no-one leaves, result in a faculty of 60 people.

That’s all very obvious, and in a sense, stock accumulation is no mystery. It is 
simply the result of taking the numerical difference, period by period, between the 
inflow and the outflow and adding it to the stock size. An equation shows the simple 
arithmetic involved:

	

instructors t instructors t dt recruitment turnover dt( ) = −( ) + −( )∗
IINIT instructors = 0 	

Fig. 2.14  Faculty size at Greenfield University – a 12 month simulation
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Here the number of instructors at time t (this month) is equal to the number of 
instructors at time t-dt (last month) plus the difference between recruitment and 
turnover over an interval of time dt. The interval is a slice of time convenient for the 
calculation, the so-called delta-time dt. So if dt is equal to 1 month then the calcula-
tion is a monthly tally of faculty. The initial value of instructors is set at zero.

All stock accumulations have the same mathematical form, no matter whether 
they represent tangible assets (machines, people, planes) or intangible assets (repu-
tation, morale, perceived quality). The relationship between a stock and its flows is 
cumulative and naturally involves time. It is not the same as a causal link. The stock 
of instructors accumulates the net amount of recruitment and turnover through time. 
Mathematically speaking the stock integrates its inflow and outflow. The process is 
simple to express, but the consequences are often surprising.

To illustrate let’s investigate a 36  month scenario for Greenfield University. 
Recruitment holds steady at five instructors per month throughout, but after 
12 months some faculty are disillusioned and begin to leave. To see just how many 
leave double click on the turnover icon. A chart and table appear. The chart on the 
left shows the pattern of turnover across 36 months and the table on the right shows 
the corresponding numerical values at intervals of 3  months. For a period of 
12 months turnover is zero and faculty are content. Then people start to leave, at an 
increasing rate. By month 15 turnover is two instructors per month, by month 18 it 
is four instructors per month, and by month 21 it is six instructors per month. The 
upward trend continues to month 27 by which time faculty are leaving at a rate of 
ten per month. Thereafter turnover settles and remains steady at ten instructors per 
month until month 36. (As an aside it is worth noting this chart is a just an assump-
tion about future turnover regardless of the underlying cause. In reality instructors 
may leave Greenfield University due to low pay, excess workload, lazy students, etc. 
Such endogenous factors would be included in a complete feedback model.)

To investigate this new situation it is first necessary to extend the simulation to 
36 months. Close the turnover chart by clicking the OK button. Then find Run Specs 
in the pull-down menu called Run at the top of the screen. A window appears con-
taining all kinds of technical information about the simulation. In the top left there 
are two boxes to specify the length of simulation. Currently the simulator is set to 
run from 0 to 12 months. Change the final month from 12 to 36 and click OK. You 
are ready to simulate. However, before proceeding, first sketch on a blank sheet of 
paper the faculty trajectory you expect to see. A rough sketch is fine – it is simply a 
benchmark against which to compare model simulations. Now click the run button. 
You will see the ‘bathtub’ of faculty fill right to the top and then begin to empty, 
ending about one quarter full. If you watch the animation very carefully you will 
also see movement in the dial for turnover. The dial is like a speedometer, it signifies 
the speed or rate of outflow. Now move the cursor over the turnover icon. A minia-
ture time chart appears showing the assumed pattern of turnover. Move the cursor 
over recruitment and another miniature time chart appears showing the assumed 
steady inflow of new faculty from hiring. Finally move the cursor over the stock of 
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instructors. The time chart shows the calculated trajectory of faculty resulting from 
the accumulation of recruitment (the inflow) net of turnover (the outflow).

All three trajectories can be seen in more detail by clicking the graph icon. The 
chart in Fig. 2.15 appears. Study the time path of instructors (line 1). How does the 
shape compare with your sketch? For 12 months the number of instructors grows in 
a straight line, a simple summation of steady recruitment (line 2). Then turnover 
begins to rise (line 3). The faculty therefore grows less quickly. By month 20 turn-
over reaches five instructors per month, exactly equal to recruitment, and line 3 
crosses line 2. The process of accumulation is perfectly balanced. New faculty are 
arriving at the same rate existing faculty are leaving. The number of instructors 
therefore reaches a peak. Beyond month 20 turnover exceeds recruitment and con-
tinues to rise until month 27 when it reaches a rate of ten instructors per month, 
twice the recruitment rate. The faculty shrinks even though turnover itself stabilises.

Notice that although the number of instructors gently rises and falls, neither the 
inflow nor the outflow follow a similar pattern. The lack of obvious visual correla-
tion between a stock and its flows is characteristic of stock accumulation and a clear 
sign that the process is conceptually different from a causal link. You can experience 
more such mysteries of accumulation by redrawing the turnover graph and re-
simulating. Double click on the turnover icon and then hold down the mouse button 
as you drag the pointer across the surface of the graph. A new line appears and 
accordingly the numbers change in the table on the right. With some fine-tuning you 
can create a whole array of smooth and plausible turnover trajectories to help 
develop your understanding of the dynamics of accumulation. One interesting 
example is a pattern identical to the original but scaled down, so the maximum turn-
over is no more than five instructors per month.
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Fig. 2.15  Faculty size at Greenfield University – a 36 month simulation
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2.4.3  �The Coordinating Network

Feedback loops are formed when stock and flow networks interact through causal 
links, in other words when the inflows and outflows of one asset stock depend, 
directly or indirectly, on the state or size of other asset stocks. In principle all the 
stocks and flows in an organisation are mutually dependent because conditions in 
one area or function may cause or require changes elsewhere. Coordination is 
achieved through a network that relays the effect, direct or indirect, of particular 
stocks on a given flow. The symbols used for the coordinating network are shown on 
the left of Fig. 2.16. A causal link is drawn as an arrow with a solid line, exactly the 
same as in a causal loop diagram. An information flow is drawn as an arrow with a 
dotted line. It too depicts an influence of one variable on another though in a subtly 
different way.

A converter represents a process that converts inputs into an output and is 
depicted as a circle. Converters receive causal links or information flows and trans-
form them according to whatever rules, physical laws or operating policies apply. In 
a simulator there is an equation behind each converter that specifies the rules, as we 
will see shortly.

The diagram on the right of Fig. 2.16 shows how all the symbols fit together. 
There are two stock and flow networks joined by a coordinating network containing 
three converters. This is a feedback representation because the two flow rates not 
only accumulate into the two stocks but are themselves regulated by the magnitude 
of the stocks. The picture can readily be extended from 2 to 20 stocks or more 
depending on the complexity of the situation at hand. No matter how large the pic-
ture, it captures an elaborate process of bootstrapping that arises from nothing more 
than cause, effect, influence and accumulation found in all organisations.

converter

causal link

information flow

Fig. 2.16  Symbols in the 
coordinating network
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2.4.4  �Modelling Symbols in Use: A Closer Look at Drug 
Related Crime

To see all the modelling symbols in use we revisit the problem of drug related crime. 
Recall the original intention was to identify systemic factors that explain growth in 
drug related crime despite the drug busting efforts of police. Figure 2.17 shows the 
sectors of society involved and one important feedback loop, a reinforcing crime 
spiral. There are four sectors: the community itself (suffering from crime), the 
police department (trying to control crime), the street market for drugs and the 
world of the drug user. A simulatable model of this situation represents the stock 
accumulations, causal links, information flows and operating policies that lie behind 
the reinforcing crime spiral. The model is presented sector by sector.

Figure 2.18 shows the causal links in the community. The community is con-
cerned about drug related crime and raises its collective concern through a call for 
police action. Notice that each concept is accompanied by units of measure that help 
ground the model and subsequently aid quantification. The search for practical and 
consistent units of measure is an important modelling and thinking discipline. Drug 
related crime is expressed as incidents per month. A practical measure of the com-
munity’s ‘call for police action’ is complaints per month. The link here is the same 
as in the causal loop diagram. But the difference in units between the cause and 
effect shows the need for another concept, community sensitivity to crime, to opera-
tionalise the original link. Community sensitivity can be thought of in terms of 
complaints per incident. A community that is very sensitive to crime will generate 
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Fig. 2.17  Drug related crime – sectors and causal loop
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more complaints per incident than a community resigned or indifferent to crime, 
thereby bringing to bear more pressure for police action.

Figure 2.19 takes us inside the police department. Notice that the police depart-
ment converts the call for police action (in complaints per month) into drug seizures 
(in kg per month). In the causal loop diagram this conversion of complaints into 
seizures is achieved in a single causal link. The stock-and-flow diagram reveals the 
operating detail behind the link. In the middle of the diagram there is a stock accu-
mulation representing the number of police allocated to drug busting.

The policy controlling the allocation of police is in the top half of the diagram 
and is a typical goal-seeking adjustment process. Call for police action leads to an 
indicated allocation of police – the number of police officers deemed necessary to 
deal with the drug problem. This goal is implemented by reallocating police between 
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Fig. 2.18  Community 
reaction to crime
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Fig. 2.19  Inside the police department
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duties. The change in allocation of police (measured in police officers per month) 
depends on the difference between the indicated allocation, the current number of 
police allocated to drug busting and the time it takes to move staff. In reality the 
process of reallocating police takes time and organisational effort, all of which is 
captured by the stock and flow network for number of police.

Incidentally, the ‘cloud’ on the left of this network represents the total pool of 
police in the department, currently working on other duties, who might be called 
into drug busting.5 The amount of drug seizures is proportional to the number of 
police allocated. To operationalise this link it is necessary to introduce a new con-
cept ‘police effectiveness in drug busting’ measured in kilograms per officer per 
month – a kind of drug busting productivity.

The street market for drugs adjusts the street price of drugs according to the sup-
ply and demand of drugs, as shown in Fig. 2.20. The supply of drugs on the street is 
equal to the total supply of drugs less drug seizures. The drug supply gap is the dif-
ference between demand for drugs and supply on the street (all measured in kilo-
grams per month). The existence of a supply gap generates pressure for price change 
which in turn drives the change in street price that accumulates in the street price 

5 By using a cloud symbol we assume that the pool of police officers assigned to duties other than 
drug busting is outside the boundary of the model. If for some reason we wanted to track the num-
ber of officers in this pool, then the cloud symbol would be replaced by a stock accumulation with 
its own initial number of officers. It would then be apparent from the diagram that shifting more 
officers to drug-busting reduces the number available to work on other duties.
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Fig. 2.20  The street market for drugs
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(measured in £ per kilogram). The pricing ‘policy’ here is informal – an invisible 
hand. Note there is no target price. The price level continues to change as long as 
there is a difference between supply and demand.

In Fig. 2.21 we enter the world of drug-dependent users with an addiction and 
craving that must be satisfied at all costs, even if it involves crime. Addicts need 
funds (in £ per month) to satisfy their addiction. In a given geographical region the 
funds required by addicts are proportional to their collective demand for drugs (in 
kilograms per month) and the prevailing street price (in £ per kilogram). Drug 
related crime is the amount of crime (in incidents per month) necessary to raise the 
funds required. This conversion of funds into crime depends also on the average 
yield per crime incident (measured in £ per incident), which is a measure of criminal 
productivity and reflects the wealth of the burgled community.

2.5  �Practising SD: Equation Formulations

The final step in developing a simulator is to write algebraic equations. Full struc-
tural diagrams are a good starting point because they show all the variables that 
must appear in the equations. Nevertheless there is skill in writing good algebra in 
a way that properly captures the meaning of the relationships depicted.

2.5.1  �Drug Related Crime

Consider the formulation of drug related crime. We know from the diagram that 
drug related crime depends on the funds required (by addicts) to satisfy their addic-
tion and on the average yield per crime incident. These two influences are reproduced 
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Fig. 2.21  World of the 
drug users
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in Fig. 2.22. But how are they combined in an equation? Should they be added, 
subtracted, multiplied or divided? The top half of Fig. 2.22 is a plausible formula-
tion where drug related crime is equal to funds required divided by average yield. 
This ratio makes sense. We would expect that if addicts require more funds they will 
either commit more crimes or else operate in a neighbourhood where the yield from 
each crime is greater. So funds required appears in the numerator and average yield 
in the denominator. The ratio expresses precisely and mathematically what we have 
in mind.

An alternative formulation, such as the product of ‘funds required’ and ‘average 
yield’, contradicts commonsense and logic. A simple numerical example shows just 
how ludicrous such a multiplicative formulation would be. Let’s suppose there are 
ten addicts in a neighbourhood and collectively they require £1000 per month to 
satisfy their addiction. On average each crime incident yields £100. A multiplicative 
formulation would imply that drug related crime in the neighbourhood takes a value 
of (1000  ∗  100), in other words one hundred thousand  – which is numerically 
implausible and wrong. The correct formulation results in (1000/100), or ten inci-
dents per month.

There are numerous guidelines for equation formulation to help modellers write 
good algebra that means what they intend. One of the most useful is to ensure 
dimensional consistency among the units of measure in an equation. This guideline 
is always useful in situations like the one above where the main formulation chal-
lenge is to pick the right arithmetical operation. Dimensional consistency requires 
that the units of measure on left and right of an equation match. In this case ‘drug 
related crime’ on the left is measured in incidents per month. So the operation on the 
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Fig. 2.22  Equation formulation for drug related crime
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right must combine ‘funds required’ and ‘average yield’ in such a way as to create 
incidents per month. Taking the ratio of funds required [£/month] to average yield 
[£/incident] achieves this outcome, as shown in the dimensional analysis box of 
Fig. 2.22. No other simple arithmetic operator such as +, −, or ∗ leads to this result. 
For example the units of measure for a multiplicative formulation would be £2 per 
month per incident, a bizarre and meaningless metric that reveals a fatal formula-
tion error.

2.5.2  �Funds Required to Satisfy Addiction

The formulation for funds required is shown in Fig. 2.23. We know from the dia-
gram that ‘funds required’ depends on demand for drugs and the street price. The 
greater is demand, or the higher the street price, the more funds required. Moreover, 
a combination of greater demand and higher street price calls for even more funds 
and therefore suggests a multiplicative formulation. So the equation for ‘funds 
required’ is expressed as the product of demand for drugs and the street price. A 
dimensional analysis shows the units of measure are consistent in this formulation.
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[£/month]

= Demand for
Drugs
[kg/month]

Established Street Price
[£/kg]

Dimensional Analysis

Left hand side: [£/month]

Right hand side: [kg/month]*[£/kg] = [£/month] 

*
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Fig. 2.23  Formulation of funds required
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2.5.3  �Street Price and Price Change

The street price of drugs is a stock that accumulates price changes. The change in 
street price is a function of street price itself and ‘pressure for price change’. This 
pressure depends on the drug supply gap, in other words whether there is an ade-
quate supply of drugs on the street. The diagram and corresponding equations are 
shown in Fig. 2.24. The first equation is a standard formulation for a stock accumu-
lation. The street price this month is equal to the price last month plus the change in 
price during the month.

The change in street price arises from informal, covert trading of illegal drugs on 
street corners. It is an important formulation that depends both on street price itself 
and the pressure for price change. This pressure is itself a function of the drug supply 
gap, a graphical function whose shape is sketched in the lower left of Fig. 2.24. To 
understand the price change formulation, first imagine the drug supply gap is zero – 
so there is just enough volume of drugs being supplied by dealers to satisfy demand. 
Under this special condition the pressure for price change is logically zero and so too 
is the change in street price itself. The multiplicative formulation ensures no price 
change when the pressure for price change is zero. Now suppose there is a shortage 
of drugs on the street. The drug supply gap is positive and, through the graph, the 
pressure for price change is also positive. Moreover, as the gap grows the pressure 
rises more quickly than a simple linear proportion. The relationship is non-linear, 
with increasing gradient. A mirror image applies when there is a surplus of drugs and 
the drug supply gap is negative. Pressure for price change is expressed as a fraction 
per month, so the resulting change in price is the street price itself multiplied by this 
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fraction per month. The units of price change are £/kilogram/month and an inspec-
tion of the price change equation shows the required dimensional balance.

Notice that the price itself feeds back to influence price change. This is quite a 
subtle dynamic formulation and has the curious, though realistic, implication that 
there is no pre-determined market price or cost-plus anchor toward which price 
adjusts. The only meaningful anchor is the current price. So if there is a chronic 
undersupply the price will relentlessly escalate, and conversely if there is a chronic 
oversupply the price will steadily fall. Price settles at whatever level it attains when 
supply and demand are balanced, no matter how high or low.

2.5.4  �Allocation of Police

The formulation for the allocation of police is shown in Fig. 2.25. It is a classic 
example of an asset stock adjustment process. At the heart of the formulation is a 
stock accumulation of police officers guided by an operating policy for adjusting the 
allocation of police. The first equation is a standard stock accumulation in which the 
number of police allocated to drug busting this month is equal to the number allo-
cated last month plus the change in allocation during the month. The second equa-
tion represents the policy for redeploying police to drug busting. The change in 
allocation of police depends on the gap between the indicated allocation of police 
and the current number of police allocated to drug busting. If there is pressure from 
the community on the police department to deal with crime then this gap will be 
positive and measures how many more police officers are really needed. However 
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officers are redeployed gradually with a sense of urgency captured in the concept 
‘time to move staff’. The greater this time constant, the slower the rate of redeploy-
ment for any given shortfall of police officers. The formulation divides the shortfall 
by the time to move staff, resulting in a dimensionally balanced equation with 
appropriate units of police officers per month.

2.6  �Practising SD: Modelling Low-Cost Air Travel

A modelling project is iterative. It begins with a concern about dynamics (perfor-
mance over time) in the real world and preliminary ideas about feedback structure. 
Then gradually, in stages, a model takes shape that clarifies the concern and sharp-
ens ideas about structure. But the purpose is not to create a perfect model that repli-
cates the real world situation in every detail. Rather it is to use modelling as a 
learning process to investigate, discover and clarify feedback structure and the 
dynamic behaviour it implies.

To illustrate we examine a model about the early growth strategy of easyJet, one 
of the UK’s most successful no-frills airlines, at the dawn of low-cost flights in 
Europe. To appreciate the model’s boundary and scope it is important to imagine the 
European airline industry not as it is today but as it was back in the mid-1990s when 
full-service air travel was the norm and low cost flights were a new and unproven 
business concept.

2.6.1  �easyJet: A Bright Idea, but Will It Work?

The historical situation is described in an article called ‘easyJet’s $500 Million 
Gamble’ (Sull 1999). The opening paragraph sets the scene.

This case study details the rapid growth of easyJet which started operations in 
November 1995 from London’s Luton airport. In 2 years, it was widely regarded as 
the model low-cost European airline and a strong competitor to flag carriers. The 
company has clearly identifiable operational and marketing characteristics, e.g. one 
type of aircraft, point-to-point short-haul travel, no in-flight meals, rapid turnaround 
time, very high aircraft utilisation, direct sales, cost-conscious customer segments 
and extensive sub-contracting. easyJet’s managers identified three of its nearest 
low-cost competitors and the strategy of each of these airlines is detailed in the case 
study. But easy Jet also experienced direct retaliation from large flag carriers like 
KLM and British Airways (Go). These challenges faced easyJet’s owner, Stelios 
Haji-ioannou, as he signed a $500 m contract with Boeing in July 1997 to purchase 
12 brand new 737 s.

Imagine yourself now in Mr. Haji-ioannou’s role. Is it really going to be feasible 
to fill those expensive new planes? In his mind is a bright new business idea, a cre-
ative new segmentation of the air travel market to be achieved through cost leadership 
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and aimed at customers who are interested in “jeans not business routines”. 
Feasibility checks of strategy are natural territory for business simulators, especially 
dynamic, time-dependent, strategy problems such as rapid growth in a competitive 
industry. At the time there were differences of opinion within the industry and even 
among easyJet’s management team. Some industry experts had a dismal view of 
easyJet’s prospects (in stark contrast to the founder’s optimism), dismissing the 
fledgling airline with statements such as “Europe is not ready for the peanut flight”.

To bring modelling and simulation into this debate we have to visualise the 
dynamic tasks that face Mr. Haji-ioannou and his team in creating customer aware-
ness (How do you attract enough fliers to fill 12 planes?), and dealing with retalia-
tion by rivals (What if British Airways or KLM engage in a price war, could they 
sustain such a war, what would provoke such as response?). The starting point is a 
map of the business, a picture created with the management team, to think with 
some precision about the task of attracting and retaining passengers and the factors 
that might drive competitor retaliation.

2.6.2  �Winning Customers in a New Segment: A Process That 
Involves Stock Accumulation and a Reinforcing 
Feedback Loop

Recall that the building blocks of system dynamics models are stock accumulations, 
causal links and feedback loops. Causal links show simple cause and effect relation-
ships. Feedback loops depict closed paths of cause and effect and are of special 
importance because they generate dynamics. Feedback loops can be either reinforc-
ing or balancing. Reinforcing loops are responsible for growth dynamics whereas 
balancing loops are responsible for goal-seeking dynamics and oscillations. By 
combining stock accumulations, causal links and feedback loops it is possible to 
create visual models of a wide variety of dynamic strategic business situations, 
including easyJet’s $500 million gamble.

Figure 2.26 uses one stock accumulation, one reinforcing feedback loop and 
several causal links to show how a start-up airline attracts new passengers and com-
municates its new low-cost, no-frills service to the flying public. The marketing task 
is far-from-trivial, because when you think about it (and modelling really forces you 
to think hard about the practical details that underpin strategy) the company has to 
spread the word to millions of people if it is to fill 12 brand new 737 s day after day.

Potential passengers are shown as an asset stock representing the cumulative 
number of fliers who have formed a favourable impression of the start-up airline. 
Note that these passengers have not necessarily flown with easyJet, but would if 
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they could.6 This rather abstract way of thinking about passengers is a convenient 
simplifying assumption that enables us to focus on growth of interest in low-cost 
flights without the need to model the detailed operations of the company. Bear in 
mind however that the scope of a model always depends on its purpose. For example 
a model to study the growth of the whole airline (rather than simply growth of 
potential passengers) would include the company’s internal operations such as hir-
ing and training of staff and investment in planes, as in Sterman’s (1988) well-
known People Express Management Flight Simulator.

The number of potential passengers starts very small (just 5000 in the model) 
and grows over time. But how does growth take place? The remaining parts of the 
figure show the factors that determine both the increase and loss of passengers. In 
practice this information comes from the management team, coaxed-out by a facili-
tator who is helping the team to visualise the business.

The driver of growth is a reinforcing feedback loop shown at the centre of 
Fig. 2.26 and labelled ‘Growth Engine’. In this loop potential passengers attract new 
converts through positive word-of-mouth. The more potential passengers, the 
greater the rate of increase of potential passengers. The increase of potential pas-
sengers then accumulates in the stock of potential passengers leading to even more 

6 We are drawing a distinction between wanting a product or service and actually buying it. The 
distinction is important in practice because customers often go through stages of adoption. First 
they become aware and interested. Then, with more time and further persuasion, they buy. The 
most basic feasibility check is whether the firm can generate enough interested customers to fill 12 
planes.

Potential Passengers(t) = Potential Passengers(t-dt) + (Increase of Potential Passengers –Loss
of Potential Passengers) * dt
INIT Potential Passengers = 5000
Increase of Potential Passengers = Potential Passengers *Conversion Ratio + Marketing
Spend*1000*Marketing Effectiveness 
Conversion Ratio = GRAPH(Relative Fare)
Marketing Spend = 2500{£thousands per year}
Marketing Effectiveness = 0.05  {Passengers wooed per £spent}
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Fig. 2.26  Creating awareness of low-cost flights among potential passengers: word-of-mouth and 
marketing
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potential passengers and a greater rate of increase in potential passengers, thereby 
completing the reinforcing loop. The strength of word-of-mouth is captured in a 
concept called the conversion ratio, which itself depends on relative fare. As relative 
fare increases the conversion rate decreases, a causal link with a ‘−’ sign on the 
arrow head to indicate negative polarity.

These effects are captured algebraically in the equation for increase of potential 
passengers. The first part of the equation states that the increase of potential pas-
sengers depends on the product of potential passengers and the conversion ratio. 
Intuitively the lower easyJet’s fare relative to established rivals the higher the con-
version ratio and the more potent is word-of mouth. An exceptionally low fare is a 
talking point among the travelling public, just as happened in real life.7 Such a 
relationship would normally be sketched as a graph, based on expert opinion from 
the management team. The shape of the graph can be seen by browsing the Fliers 
Mini-Sim on the website at http://www.iseesystems.com/community/downloads/
OpenUniversity.aspx. The graph shows that when easyJet’s fare is just 30% of 
rivals’ fare the conversion ratio is 2.5, meaning that each potential passenger con-
verts 2.5 new potential passengers per year. However at 50% of rivals’ fare the 
conversion ratio is reduced to 1.5 and at 70% it is only 0.3. Eventually, if easyJet’s 
fare were to equal rivals’ then the conversion ratio would be zero because a standard 
fare cannot sustain word-of-mouth.

The increase of potential passengers is also influenced by marketing spend, 
another causal link. This link is formulated as the product of marketing spend and 
marketing effectiveness (shown in the second part of the equation for increase of 
potential passengers). Marketing spend is set at a default value of £2.5 million per 
year. Marketing effectiveness represents the number of new potential passengers per 
marketing £ spent. It is set at 0.05 passengers per £, so marketing brings 125,000 
potential passengers per year (2.5 million per year ∗ 0.05).

The loss of potential passengers depends on service reputation. The lower ser-
vice reputation, the greater the churn. The greater the churn the more the loss of 
passengers. Industry specialists say that service reputation depends on ease-of-
booking, punctuality, safety, on-board service, and quality of meals. For short-haul 
flights punctuality is often the dominant factor. The model does not represent all 
these factors explicitly but simply represents service reputation as a stock accumu-
lation that can be initialised anywhere on a scale between 0.5 (very poor) and 1.5 
(very good). If reputation is very good then fliers retain a favourable impression of 
the airline, so the annual loss of potential passengers is small, just 2.5% per year – 
an assumption made in the graph function for the churn. If reputation is poor then 
the loss of potential passengers per year is damagingly high, up to 100% per year. 
Notice there is no inflow or outflow to reputation even though it is a stock variable. 
The reason is that the factors driving change in reputation are outside the boundary 
of the model.

7 In some cases very low fares may deter passengers due to concerns about safety. But in this par-
ticular case easyJet was flying a fleet of brand new 737 s which instilled confidence.
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2.6.3  �Retaliation by High-Cost Rivals: A Process That Involves 
Stock Accumulation and a Balancing Feedback Loop

Figure 2.27 shows one possible way to visualise the retaliatory response of powerful 
European flag carriers to low cost airlines in the early years. It is important to 
emphasise here the phrase one possible way, because there are many ways that a 
management team such as easyJet’s might think about competitors. Part of the team 
model-building task is to achieve the simplest possible shared representation, draw-
ing on the sophisticated (and sometimes conflicting) knowledge of the team mem-
bers. A fundamental question is whether it is necessary to model competing firms 
in-depth. Do you really need a detailed portrayal of British Airways or KLM to 
understand the threat such rivals might pose to the feasibility of easyJet’s growth 
strategy?

The leader of a team-modelling project should not impose a rigid answer on this 
question of how much detail to include. The modeller should be sensitive to the 
opinions of the management team while always striving for parsimony. After all to 
achieve buy-in the model must capture managers’ understanding of their world in 
their own vocabulary. In these situations it is useful to bear in mind that experienced 
business leaders themselves simplify their complex world. If they did not then it 
would be impossible to communicate their plans. Good business modelling, like 

Rivals Fare(t) = Rivals Fare(t - dt) + (Change in Rivals Fare) * dt
INIT Rivals Fare =  .25  {£/passenger mile} 
Change in Rivals Fare =  (Fare Set by Startup – Rivals Fare)/Time to Change Costs
Fare Set by Startup = .09  {£/passenger mile}
Time to Change Costs = 4  {years}
Relative Fare =  Fare Set by Startup / Rivals Fare  {dimensionless}
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Fig. 2.27  Rivals and relative fare
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good business communication, is the art of leaving things out – focussing only on 
those features of reality most pertinent to the problem at hand.

Figure 2.27 shows just enough about competitors to indicate how, collectively, 
they could stall easyJet’s growth ambitions.8 Recall that word-of-mouth feedback 
relies for its contagion on the start-up’s fare being much lower than rivals. But what 
if competing firms try to match the start-up’s low price? The figure shows how such 
price equalisation might take place. At the heart of the formulation is a balancing 
loop labelled ‘Restructuring’. Rivals’ fare is shown as a stock that accumulates the 
change in rivals’ fare which in turn depends on three factors: the fare set by the 
startup, rivals’ fare and the time to change costs, all depicted as causal links. The use 
of a stock accumulation implies that it takes time and effort for the established air-
lines to lower their fares. They cannot reduce fares until they cut costs, and a flag 
carrier like BA may take years to achieve cost parity with a low-cost start-up. The 
process of achieving cost parity is essentially a goal-seeking process represented by 
the balancing loop.

To understand the operation of the balancing loop let us suppose, for the sake of 
argument, that rivals begin with an average fare of 25 pence (£0.25) per passenger 
mile and set themselves a goal for average fare of only nine pence (£0.09) per pas-
senger mile – equal to the average fare set by the start-up. (Of course nowadays all 
airlines use revenue management systems with variable fares. But our focus is on 
the huge discounts originally offered by low-cost airlines that were available on 
most seats and enabled easyJet to grow. So a very low fixed fare for the start-up is a 
reasonable simplifying assumption.9) The magnitude of the underlying cost equali-
sation task is now clear – it is the 64% difference between rivals’ initial fare of 25 
pence (£0.25) and easyJet’s fare of nine pence. Such an enormous change can only 
be achieved through major restructuring of the business. The change in rivals’ fare 
is controlled by the ‘restructuring’ balancing loop that gradually reduces the fare to 
equal the fare set by the start-up. The pace of restructuring depends on the time to 
change costs. Normally one would expect this adjustment time to be several years, 
and in the model it is set at 4  years.10 The equations show a typical asset stock 
adjustment formulation. The change in fare is equal to the difference between the 
start-up’s fare and rivals’ fare divided by the time to change costs. This expression 

8 Rivals are portrayed at a high level of aggregation. The purpose is to capture in broad (but dynam-
ically accurate) terms how rival airlines respond to price competition.
9 Large carriers will match low seat prices regardless of cost by providing some seats at a discount. 
Price cuts can be implemented very quickly through on-line yield management systems that allow 
dynamic pricing according to load factors. But narrowly targeted discounts are an ineffective 
weapon for companies like BA and KLM in the competitive fight with low-cost airlines. For exam-
ple, out of 150 seats there may be only 15 cheap ones. For very popular flights there are no cheap 
seats at all. Only cost parity can deliver competitive prices and profitability in the long-term for 
large carriers catering to a growing population of price-conscious fliers.
10 An empirical study of cost and productivity convergence among US airlines, conducted by Peter 
Belobaba from MIT’s International Centre for Air Transportation, confirms significant cost conver-
gence between Network Legacy Carriers and Low Cost Carriers spread over several years.
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takes a negative value as long as rivals’ fare exceeds the start-up’s fare, thereby 
leading to a fare reduction. So, at the start of the simulation, the change in fare is 
(0.09–0.25)/4 which is a brisk reduction rate of £0.04 per passenger mile per year. 
This rate prevails over the first computation interval to arrive at a new and lower fare 
for the next computation interval, and so on as the simulation proceeds.

2.6.4  �Feedback Loops in the easyJet Model

Figure 2.28 summarises the main feedback loops in the model, including the two 
loops described above and two more loops that capture route saturation and churn. 
In the centre of the figure is the reinforcing growth engine from Fig. 2.26. More 
potential passengers lead to more conversion from word of mouth, a greater increase 
of potential passengers, more potential passengers, and so on.

In the bottom right of the figure is the important balancing loop from Fig. 2.27, 
involving restructuring of costs, which determines rivals’ fare. There are just two 
concepts in the loop: rivals’ fare and cost cutting rate. The dynamic significance of 
the balancing loop is that it tends to equalise rivals’ fare with the start-up’s fare. As 
a result relative fare (defined as the ratio of start-up’s fare to rivals’ fare) converges 
gradually to parity thereby reducing the strength of word-of-mouth in the reinforc-
ing loop.

These two loops form the core of the model and are central to the evaluation of 
easyJet’s start-up strategy. Qualitatively, if the reinforcing loop is strong (and stimu-
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lates rapid growth) while the balancing loop is weak (and leads to very slow price 
equalisation) then easyJet’s $500 million gamble is likely to succeed and the 
company will fill its planes. However, if the balancing loop is strong (and price 
equalisation happens quickly) then the window of opportunity for rapid growth is 
much reduced and easyJet’s gamble may fail.

In addition to the two loops depicted in bold there are two further loops in 
Fig. 2.28 that capture the effects of route saturation and churn on passenger interest. 
These extra loops are peripheral to the immediate question of whether or not easyJet 
can fill 12 planes, but are important in the long run to ensure realistic limits to the 
growth of potential passengers in the region served by the fledgling airline. At the 
top of the figure is a balancing loop (labelled ‘Limiting Process’) in which route 
saturation eventually restricts the increase of potential passengers. Finally in the 
centre-right is a balancing loop (labelled ‘Churn’) showing the effect of the start-
up’s service reputation on the loss rate of potential passengers.

Of course this brief model of passengers and fares is a sketch of a more complex 
reality. Nevertheless, it contains sufficient detail for an informative team discussion 
about passenger growth and price retaliation. And when simulated the model con-
tains sufficient dynamic complexity to yield thought-provoking growth scenarios 
that help management to rehearse strategy.

2.6.5  �Strategy and Simulation of Growth Scenarios

The purpose of the model is to investigate easyJet’s $500 million gamble to pur-
chase twelve brand new Boeing 737 s. Is it wise to order so many planes? Will it be 
possible to fill them? And assuming a large potential market for low-cost air travel, 
will easyJet be able to capture a big enough slice? A rough calculation suggests the 
airline needs one million fliers if it is to operate 12 fully-loaded aircraft11 – which is 
a lot of people. What combination of word-of-mouth and marketing will attract this 
number of potential passengers? How long will it take? What are the risks of price 
retaliation by rivals? These are good questions to explore using the what-if capabil-
ity of simulation.

Figure 2.29 shows simulations of the growth of potential passengers over the 
period 1996–2000 under two different approaches to marketing spend (bold and 

11 Let’s assume each aircraft carries 150 passengers and makes three round-trip flights a day. So a 
fully loaded plane needs 900 passengers each day (150∗3∗2). A fully loaded fleet of 12 planes 
needs 10,800 passengers a day, or 3,888,000 passengers each year, which is very nearly four mil-
lion. If we make the further assumption that each potential passenger is likely to fly the available 
routes twice a year on round-trip flights, then the start-up airline needs to attract a pool of almost 
one million fliers to ensure commercially viable load factors. This rough calculation is typical of 
the sort of judgmental numerical data required to populate an algebraic model. Perfect accuracy is 
not essential and often not possible. The best estimates of informed people, specified to order-of-
magnitude accuracy (or better), are adequate, drawing on the informal but powerful knowledge 
base derived from experience.
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cautious) and under the assumption of slow retaliation by rivals. Bold marketing 
spend is assumed to be five times greater than cautious spend (at £2.5 million per 
year versus £0.5 million per year). In both cases the horizontal straight line shows 
the ‘required’ number of passengers to fill 12 planes. This line is a useful reference 
against which to compare the number of potential passengers. If and when potential 
passengers exceed required passengers, the strategy is deemed feasible.

Consider first the timeline for bold marketing in the top half of the figure. The 
simulation begins in 1996 with a very small number of potential passengers – just 
5000. The fledgling airline is virtually unknown to the flying public, despite its 
ambitions. In the first year of operation, bold marketing brings the airline to the 
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attention of a growing number of fliers. By the end of 1996 there is a band of several 
hundred thousand enthusiastic supporters. Moreover, this band of supporters is 
beginning to recruit more followers through positive word-of-mouth. In the interval 
1997–1998 the number of potential passengers rises sharply as word-of-mouth con-
tinues to stoke exponential growth. By mid-1997 the number of potential passen-
gers has reached the target of one million required to fill the fleet. In the remainder 
of the year, reinforcing growth continues. There is a huge leap of more than one 
million potential passengers in the last 6 months of 1997 as the powerful engine of 
growth continues to gather momentum. Then, in the second quarter of 1998, growth 
ceases abruptly as the airline’s message reaches all 3.5 million fliers in the imagined 
catchment region it serves.

The strategically important part of the timeline is the growth phase between the 
start of 1996 and early 1998. Bold marketing coupled with strong word-of-mouth 
unleashes a powerful engine of growth which, in classic exponential fashion, begins 
small (and therefore invisible) and snowballs rapidly after 18 months.

Now consider the timeline in the bottom half of Fig. 2.29, which traces the build-
up of potential passengers from cautious marketing. Spend is cut by four-fifths from 
£2.5 million a year to only £0.5 million a year. As before, the simulation starts in 
1996 with only 5000 potential passengers. In the first year the airline wins few pas-
sengers – not surprising because marketing spend is much reduced. In the second 
year there is healthy growth in passengers, despite the low marketing spend. Word-
of-mouth is now beginning to draw-in lots of new passengers. Once the growth 
engine is primed it gets rolling and in the second quarter of 1998 carries the airline’s 
passenger base beyond the target required to fill the fleet. Growth continues into 
1999 until nearly all 3.5 million fliers are aware of the new low-cost service. 
Cautious marketing simply defers growth (by comparison with bold marketing) but 
doesn’t seem to radically alter the ultimate size of the passenger base. One can 
begin to appreciate a persuasive rationale for caution. By the year 2000 the simu-
lated airline has saved £eight million in marketing spend (4 years at an annual sav-
ing of £two million) yet has still got its message out to 3.5 million fliers!

Figure 2.30 shows the same two marketing approaches (bold and cautious) under 
the assumption that rivals retaliate quickly. Price equalisation happens in half the 
time previously assumed and as a result both timelines are noticeably changed by 
comparison with the base case. But from the viewpoint of strategic feasibility the 
bold marketing timeline tells much the same story as before. At the start of 1996 the 
airline is almost unknown among the flying public, and by the third quarter of 1997 
it has attracted enough potential passengers to fill 12 planes. Fast-acting rivals seem 
unable to prevent this rise of a new entrant from obscurity to commercial viability, 
though price equalisation measures do curtail the ultimate dissemination of the 
start-up airline’s low-price message.

A strategically significant change is observable in the timeline for cautious mar-
keting. The startup airline is no longer able to fill its planes because it is unable to 
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attract passengers. The rise from obscurity to prominence never happens. Cautious 
marketing attracts few converts and fails to ignite word-of-mouth. By the time the 
low-price message has reached a few hundred thousand fliers (at the end of 1997) it 
is no longer distinctive. Rivals are low price too. If this future were easyJet’s its 
planes would be flying half-empty and it would be losing money. Fast retaliation 
can prove fatal in a word-of-mouth market.
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2.6.6  �Using the Fliers Simulator to Create Your Own Scenarios

The Fliers simulator enables you to explore a variety of scenarios for a start-up low 
cost airline. You can replay the simulations shown above, create new scenarios, and 
investigate the behaviour of many more variables. Open the model called Fliers 
Mini-Sim on the website at http://www.iseesystems.com/community/downloads/
OpenUniversity.aspx to see the opening screen as shown in Fig. 2.31. There is a 
time chart for potential passengers and required passengers, numeric displays for 
potential passengers and relative fare, and slide bars for marketing spend and time 
to change costs. Marketing spend is 2500 (in £ thousands per year) and the time to 
change costs is 4 years. These are the conditions for the base case scenario of bold 
marketing and slow retaliation already seen in Fig. 2.29.

To get started press the ‘Run’ button without altering either of the slide bars. The 
first year of the simulation plays out. Scroll through the time charts to view the 
behaviour of the conversion ratio, the effect of route saturation, churn and the 
increase/loss of potential passengers. Press the Run button again to see the next 
simulated year and so on to the end of the simulation in the year 2000. For a guided 
tour of the simulation press the scenarios button on the left. A new screen appears 
containing a menu of pre-prepared scenarios. Press the large green button for a year-
by-year analysis of the base case. At the end of the analysis press ‘scenario explorer’ 

Fig. 2.31  The opening screen of the fliers simulator
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to return to the opening screen. Then conduct your own experiments with other 
combinations of marketing spend and time to change costs. At any time you can 
learn more about the simulator by pressing the navigation buttons on the left of the 
screen. The introduction is a review of the easyJet case and the feedback structure 
of the model. The scenarios button offers a guided tour of the four pre-prepared 
scenarios already covered in Figs. 2.29 and 2.30. ‘Browse model’ allows you to see 
the detailed model structure and documented equation formulations.

2.7  �Practising SD: ‘Orchestras in a Complex World’

Sometimes casual loop diagrams are used in a purely qualitative way, without alge-
braic modelling and simulation. Although the emphasis of this chapter has been on 
mapping that leads to simulation, it is also useful for readers to see that conceptual 
maps are helpful in their own right: for expanding the boundary of people’s thinking 
about organisations; and for providing an overview from which novel insights 
may arise.

To illustrate I present an application to orchestra management carried out by 
Bernhard Kerres while he was an associate with Booz-Allen Hamilton in Munich. 
Over a period of 3 years he worked with various orchestras in Europe to assist in the 
development of their strategic agendas. In the course of the study he spoke with 
orchestra managers, concert promoters, musicians, agents and others close to the 
industry. Together they explored the questions of what is success for an orchestra 
and how can an orchestra become successful. Drawing on his experience as a pro-
fessional musician and knowledge of system dynamics from an MBA at London 
Business School he was in a good position to help orchestra managers and other 
stakeholders to address these questions.12 Collectively the interviewees identified 
five major indicators for successful orchestras:

–– High quality orchestral concert performances with the ability to attract and retain 
excellent orchestra musicians, as well as guest artists and conductors

–– Challenging and interesting programming which attracts audiences and raises 
the interest of new audiences

–– Attracting well-qualified managers and staff, and also enthusiastic volunteers 
and supportive sponsors

–– Maintaining a media profile, including recordings and broadcasts, as well as 
favourable reviews

12 I am grateful to Bernhard Kerres (1999) for this example which is based on excerpts from an 
article entitled ‘Orchestras in a complex world’ first published in Harmony, 8, pp. 45–58 (Forum 
of the Symphony Orchestra Institute). Bernhard is now Intendant and CEO of the Vienna 
Konzerthaus, one of the most active concert houses in the world.
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–– Successful outreach and education work through provision of musical services to 
their communities, with an outcome of raising the understanding and apprecia-
tion of music

Causal loop diagramming was used to show how these indicators are related to each 
other. Here I present an edited subset of the diagrams that appeared in Bernhard 
Kerres’ published article. Note how he communicates complexity. He adds 
interlocking loops one-by-one and writes a vivid accompanying narrative that is 
well-grounded in the real-world situation.

2.7.1  �Success of Performances and Quality of Orchestra

To build a conceptual map for orchestras in larger cities, the success of metropolitan 
performances seems to be a good starting point. What is a successful performance? 
What makes it successful? Successful performances can be seen mainly in two 
ways: artistic success and financial success.

Artistic success includes the quality of the performance and the challenge of the 
programme. Financial success includes the ability to sell tickets for the performance 
and to attract sponsorship. The comparable dimension of intermediate or longer-
term artistic and financial success would be the ability to sell season subscriptions 
and to increase the audience base.

When considering what makes the actual success, audience attraction is a major 
point as shown in Fig. 2.32. Financial and artistic success can only be achieved if 
audiences are attracted. Audiences are often attracted by their interest in the pro-
gramme and/or the attraction artists hold, including the fundamental quality of the 
orchestra. Programmes and artists are often cited as the main reasons why audiences 
attend concerts. Sometimes the venue itself plays a role. The state-of-the-art 
Benaroya Hall in Seattle, Symphony Center in Chicago, or the Konzerthaus in 
Vienna are attractive and unique places in themselves, and attract audiences who 
want to say “I’ve been there”.

And one should remember that audiences are not the only people who come to 
listen to a concert, broadcast, or recording. Audiences also include supporters, 
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volunteers, and others who endorse the work of an orchestra. This wider definition 
of audience is critical for the success of orchestral institutions. Without the support 
from the wider audience, an orchestra would be limited to silent listeners. It would 
be hard for an orchestral institution to become a lively organisation which attracts 
great artists and musicians, or to be successful in the longer term.

And undoubtedly the media have a role in attracting audiences for performances. 
But what exactly is that role? Media includes print, as well as recordings, broadcasts 
and many other forms. Media is a very large industry in itself and often crosses 
paths with the music industry. Media attention includes not only reviews, but also 
any form of publicised information about the orchestral organisation’s activities. 
This can range from advertising at the local bus station to dedicated slots on the 
local radio station.

Technical developments in the media industry over recent years have lowered 
barriers to the media world, but also raised the level of competition. Orchestral 
institutions face the challenge of how to use these developments to their advantage. 
The options are immense, and might include selling recordings over the internet or 
entering into partnerships with various media companies. Just consider the Berlin 
Philharmonic which has recently started to make all their concerts available on the 
internet with great sound and video quality in a subscription model.

With these thoughts in mind we have now covered the first part of the conceptual 
map shown in Fig. 2.32. The map establishes connections between the quality of an 
orchestra and the success of performances. However it does not adequately explain 
the influence of the media on success (shown as a dotted line with an accompanying 
question mark). Neither does the figure yet show any reinforcing feedback loop. If 
one or more such loops can be established for an orchestra, that orchestra would 
have found a success engine to drive growth.

2.7.2  �The Importance of Brand

So far we have not spoken about the “brand” of the orchestra. In today’s world a 
brand for an orchestra is just as important as for any other good. Such examples as 
Virgin demonstrate how powerful brands can be. But there are also examples of 
powerful brand names in the orchestra world. Such orchestras as the Vienna 
Philharmonic or the Berlin Philharmonic are associated with world-class quality 
and other attributes. The names of these orchestras have developed into brand 
names, even if these orchestras do not actively promote their brands. And so have 
certain artists like Anna Netrebko, Lang Lang and many others.

But what lies behind a brand name? A brand relies on the image it generates in 
people’s minds. A brand links the values of a product or organisation with the quali-
ties people associate with the product or the organisation. We therefore should con-
sider not only such well-known brands as Coca-Cola. The local shop in a small town 
actually has a brand because the local population links the image of the shop with 
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the values the shopkeeper represents. The only differences are that fewer people 
know the brand, and it may not be as well managed as Coca-Cola.

One example of an orchestra developing its image into a brand is the Detroit 
Symphony. With its surprise encores and the friendliness it exhibits towards its 
audiences, the Detroit Symphony is creating a certain favourable image in the minds 
of its audiences. It is building a brand with this image to differentiate itself from 
other orchestras, and from other performing arts groups in Detroit. The correct 
conclusion is that orchestral institutions in any city have to think hard about the 
qualities and values they want people to think of when they hear or see the orchestra.

Take the example of the Florida Orchestra, which works hard on its image of 
being informal and creative. On one occasion the orchestra performed an all-Frank 
Zappa concert as part of its frequent testing of the boundaries among classical 
music, jazz and pop music. The Washington Post reported that. “Roars of applause 
followed every piece.… Symphony patrons in tuxedos edged past colourful eccen-
trics decked out in Willie Nelson braids and Harley leathers”.

We now add brand to the conceptual map as shown in Fig. 2.33. Because brand 
recognition can be measured, it is a good parameter for a conceptual map. Brand 
establishes the first feedback loop in our model: the stronger the brand recognition 
of an orchestra, the higher the attraction to audiences and the better the success of 
performances. This feedback loop is represented by the symbol R1 on our map and 
is labelled ‘Brand Growth Engine’ to indicate its potential to generate growth. 
However it is important to note that the same loop could change from a virtuous 
circle to a vicious circle under adverse circumstances. For example if the success of 
performances is low, then brand recognition could decline and even become nega-
tive. Negative brand recognition can lead to lower audience attraction, which in turn 
can lead to less successful performance. Keep in mind this possible switch in behav-
iour as we extend the map by adding more reinforcing loops.

Figure 2.33 also helps to better understand the media’s role in the success of 
performances. Media – in its full variety – directly influences brand recognition and 
indirectly affects success through loop R1. The more an orchestral institution 
appears in articles, broadcasts, shows and reviews, the higher the brand recognition 
and the greater the knock-on consequences to success.
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2.7.3  �Attracting Musicians

So far the map is missing one element vital for an orchestra’s success. An orchestra 
could not exist without its musicians. Figure  2.34 shows how musicians can be 
attracted. Musicians consider important the orchestra for which they play. They take 
into consideration the brand of the orchestra as well as the soloists and conductors 
with whom they work.

If an orchestra is attractive to well-known conductors, it will also be attractive to 
musicians. Attracting good and enthusiastic musicians is critical for the success of 
an orchestra and its performances and establishes a second reinforcing feedback 
loop R2, labelled ‘Best Musicians’.

2.7.4  �Success with Fundraising

Our map so far has not touched upon a very important issue for any arts organisa-
tion: fundraising. In general, few orchestras in the United States ever really experi-
enced the system of public funding which was well known until recently in Europe 
and Canada. In Europe, funding for the arts was historically reserved for the sover-
eign. The shortfalls in state households and the focus on other issues have led to a 
steady decrease in public funding in most European countries. Private fundraising 
has now become as important in Europe and Canada as it has been historically in the 
United States. A conceptual map for orchestra organisations needs to take this 
development into account.
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Fundraising success – from individual, corporate and public sources – depends 
heavily on the brand recognition of the arts organisation. An organisation with a 
good brand recognition will also be able to attract the right supporters and volun-
teers to make fundraising a success. The success of the orchestral institution itself 
depends on the ability to raise sufficient funds. Fundraising success must therefore 
be included in the conceptual map.

As Fig. 2.35 shows, fundraising success depends heavily on brand recognition. It 
is easier to raise funds for an organisation which is well known and well thought of 
than for an unknown organisation. Well-known orchestras can attract higher levels 
of funding and can also attract prominent individuals to leadership of their fundrais-
ing campaigns.

Survival for lesser-known organisations is a real issue, especially in Europe. 
Lesser-known organisations in countries which traditionally had high public fund-
ing face not only drastic reductions in public funding, but also see corporate spon-
sors attracted to the top institutions (which, ironically, still receive a certain level of 
public funding). Public and private funding become focussed on a few well-known 
organisations, leaving fewer funds available for lesser-known institutions.

Success in fundraising starts another reinforcing feedback loop R3. Only if 
enough funds are available will well-known soloists, conductors and musicians be 
attracted to perform with the orchestra. High-level artistry is necessary to develop 
audiences and to generate sufficient media interest. This process again leads to bet-
ter brand recognition.
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Fig. 2.35  Success in fundraising
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Similar to brand recognition, fundraising seems to be a key success factor for 
orchestras in today’s environment. Many orchestral organisations in the United 
States have professional fundraising staffs, either in-house or outsourced. Orchestra 
organisation board members in the United States take active roles in fundraising, 
often giving significant donations to their organisations.

Private donors are the strongest supporters of US arts organisations. They may 
not necessarily be interested in a well-marketed brand, but they are interested in the 
image behind the brand. If they see their own interests and values represented in the 
image behind the brand, they will be inclined to support a particular orchestral 
institution.

The climate in Europe is very different. Fundraising is rather new. Some organ-
isations in the United Kingdom are taking the lead. Nevertheless, many boards, if 
they exist at all, see their roles primarily in governance and not in fundraising. A 
learning process will obviously be necessary.

2.7.5  �Conclusions from Orchestra Study

A conceptual map represents ways in which the organisation’s main features and 
activities interrelate with one another, and with the environment in which the organ-
isation functions. Building a conceptual map is normally done in an iterative team 
effort. The map represents the group’s consensus of the operating environment.

A successful conceptual map requires the support of the whole team. Therefore, 
it is valuable to work not only with the management and the board of an orchestral 
organisation, but also to include supporters, sponsors and representatives of audi-
ences. The success of an orchestra is not based on a few people on the orchestra’s 
payroll. In today’s world, staff, musicians, volunteers, audiences, supporters, and 
many others take an active interest in the future of their orchestral institutions. 
Incorporating their views, with the help of a trained facilitator and map builder, 
increases the chances for a successful process.

2.8  �Reflecting on System Dynamics

The previous examples have covered the main concepts and tools used in system 
dynamics. In summary, five steps of modelling can be identified as shown in 
Fig. 2.36. Usually there is lots of to-and-fro between the steps as understanding of 
the situation improves by sketching diagrams, quantifying concepts, writing friendly 
algebra, and making simulations. Step 1 is problem articulation. It is the most 
important step of all because it shapes the entire study. Here the modeller or model-
ling team identify the issue of concern, the time frame, the level of analysis (busi-
ness unit, firm, industry, etc.), the boundary of the study and the likely scope of 
factors involved. Step 2 is a dynamic hypothesis, a preliminary sketch by the mod-
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eller of the main interactions and feedback loops that could explain observed or 
anticipated performance. Step 3 is formulation, the transformation of a dynamic 
hypothesis into a reasonably detailed diagram of feedback processes and corre-
sponding algebraic equations. Step 4 is testing. The model is simulated to see 
whether or not its behaviour over time is plausible and consistent with available 
evidence from the real world. Step 4 fixes errors and begins to build confidence in 
the model’s integrity. Step 5 is policy formulation and evaluation. By now there is 
confidence that the model’s structure is sound and that it is capable of reproducing 
the dynamic symptoms of the original problem. So attention shifts to policy changes 
intended to improve performance and to alleviate the perceived problem. The new 
policies are then simulated to see how well they work.

Notice these steps are shown as a cycle and not as a linear sequence. The web-
like symbol in the middle of the diagram and the circle of arrows around the edge 
mean that iteration is a natural and important part of the process. For example it is 
common for modellers to revise the problem and model boundary as they develop a 
dynamic hypothesis and causal loops. So step 2 influences step 1. Similarly formu-
lation and testing can reveal the need for new equations or new structure because 
simulations contradict common sense or else reveal that the original dynamic 
hypothesis is incapable of generating observed or expected behaviour over time. So 
steps 3 and 4 can influence steps 1 and 2 or each other.

Consider such iterations as they arise in the drug-related crime model. According 
to the dynamic hypothesis, escalating crime is attributable to police drug busting 
that removes drugs (and drug dealers) from the streets. A side-effect is to push up 
the street price of drugs and this price inflation inadvertently forces addicts to com-
mit more crime, leading to more drug busting and so on. The structure is a reinforc-
ing loop and the resulting simulator (based on formulations outlined in Figs. 2.18, 
2.19, 2.20, 2.21, 2.22, 2.23, 2.24, and 2.25) shows that crime escalation is possible 
given reasonable operating assumptions about the police department, street market, 
the community and addicts themselves. However, when the simulator is run for 5 or 
more years this logic is pushed beyond the limits of common sense and reveals a 

1. Problem Articulation
(Boundary Selection)

3. Formulation4.Testing

5.Policy
Formulation
&Evaluation

2.Dynamic
Hypothesis

Fig. 2.36  Modelling is an 
iterative learning process 
(Sterman 2000). Business 
Dynamics: Systems 
Thinking and Modeling for 
a Complex World, McGraw 
Hill, with permission from 
The McGraw-Hill 
Companies
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world in which the price of drugs is sky high, crime has increased sixfold and the 
supply of drugs on the street is negative!13

A modeller faced with these contradictions returns to the model’s assumptions to 
find the fallacy. A few possibilities come to mind. The simplest, and least disruptive 
to the integrity of the model, is that police effectiveness in drug busting is not con-
stant (as assumed) but depends on the supply of drugs on the street. As supply is 
reduced through drug seizures it becomes more and more difficult for police to trace 
the few drugs that remain – an example of the ‘law of diminishing returns’. This 
formulation requires a new causal link and a graphical converter that shows police 
effectiveness as a non-linear function of the supply of drugs on the street. Another 
more radical idea is to include the dynamics of supply. The current model assumes 
the total supply of drugs is fixed, so drug seizures create a permanent shortage on 
the street. But if the street price is high then, sooner or later, the supply of drugs will 
increase to compensate for drug busting, thereby re-establishing an equilibrium of 
supply and demand. In other words the dynamic hypothesis needs to be modified 
and the boundary of the model expanded in order to create plausible long-term 
dynamics.

2.8.1  �Dynamic Hypothesis and Fundamental Modes 
of Dynamic Behaviour

From a modeller’s perspective a dynamic hypothesis is a particularly important step 
of ‘complexity reduction’ – making sense of a messy situation in the real world. A 
feedback systems thinker has in mind a number of structure-behaviour pairs that 
give valuable clues or patterns to look for when explaining puzzling dynamics. 
Figure 2.37 shows six fundamental modes of dynamic behaviour and the feedback 
structures that generate them.

The trajectories in the top half of the diagram arise from simple feedback pro-
cesses. On the left is pure exponential growth caused by a single reinforcing feed-
back loop in isolation. In the centre is pure goal seeking behaviour caused by a 
balancing loop. On the right is s-shaped growth that occurs when exponential 
growth hits a limit. In this case a reinforcing loop dominates behaviour to begin 
with, and then later (due to changing conditions) a balancing loop becomes more 
and more influential.

The trajectories in the bottom half of the diagram arise from more complex feed-
back processes. On the left is classic oscillatory, goal-seeking behaviour with 
repeated overshoot and undershoot of a target, caused by a balancing loop with a 
time delay. In the centre is growth with overshoot, a pattern of behaviour where 
growth from a reinforcing loop hits a limit that is not immediately recognised. This 

13 The simulations are not included in this chapter. Readers who wish to see them should refer to 
Chap. 3 of Strategic Modelling and Business Dynamics.
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lagged limiting effect is represented as a balancing loop with delay. On the right is 
overshoot and collapse, which is a variation on growth with overshoot. But here the 
limit itself is a floating goal that adds an extra reinforcing loop. This set of six 
structure-behaviour pairs is not exhaustive but illustrates the principle that any pat-
tern of behaviour over time can be reduced to the interaction of balancing and rein-
forcing loops.

Some of the most intriguing and complex dynamics arise in situations where 
multiple feedback loops interact and each loop contains time delays and non-
linearities. Even quite simple models with two or three interacting loops can prove 
to be very interesting as we saw in the airline model presented earlier. The main 
point for now is to realise that all such models take shape in a structured yet creative 
process of discovering feedback processes in everyday affairs.

2.8.2  �A Spectrum of Model Fidelity

Models range in size from large-and-detailed to elegantly small and metaphorical. 
The spectrum is illustrated in Fig.  2.38. On the left-hand side are realistic high-
fidelity simulators epitomised by aircraft flight simulators used to train pilots. They 
are realistic enough for pilots to practice take-offs and landings and to prepare for 
emergencies such as engine failure. Often people expect business and public policy 
models to be similarly realistic; the more realistic the better. But very often small and 
simplified models are extremely useful as metaphors for more complex situations.

My favourite example of a metaphorical model is a simulator of Romeo and 
Juliet intended for high school students studying Shakespeare in English literature 

Fig. 2.37  Dynamic hypothesis and fundamental modes of dynamic behavior (Sterman 2000). 
Business Dynamics: Systems Thinking and Modeling for a Complex World, McGraw Hill, with 
permission from The McGraw-Hill Companies
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classes. Clearly a simulator cannot possibly replicate Shakespeare’s play, but it can 
encourage students to study the play more closely than they otherwise would. By 
simulating the waxing and waning of love between Romeo and Juliet, students 
become curious about romantic relationships, both in the model and the play. A 
metaphorical model is small and can be explained quickly. The Romeo and Juliet 
simulator fits on a single page and involves just a handful of concepts,14 a far cry 
from the large and detailed model that lies behind an aircraft flight simulator. It is 
important to realise that business and public policy models typically lie somewhere 
in the middle of this spectrum of model fidelity, as indicated by the oval in Fig. 2.38.

2.8.3  �Growth Strategy in Low-Cost Airlines: A Small Model 
and a Much Larger One

The easyJet case gives us a taste of a small but nevertheless quite insightful model – 
‘a back of the envelope model’ – to address a dynamic challenge in a rapidly evolv-
ing market where timing to market is very important. The easyJet model condenses 
this core timing issue in just a few variables and feedback loops allowing quick 
feasibility tests of the strategic initiative to complement managerial judgement and 
to challenge prevailing wisdom. This type of model rehearses the basic intuition of 
the manager in order to find out hidden pitfalls. It is also small enough to illustrate 

14 The Romeo and Juliet simulator is described in Chap. 6 of an edited book entitled Tracing 
Connections, Voices of Systems Thinkers (Morecroft 2010). See the list of references for a full 
citation.

Fig. 2.38  Modelling and realism – a spectrum of model fidelity
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fundamental concepts in system dynamics such as stock accumulation and feedback 
loops and therefore serves a useful pedagogical purpose too.

In contrast Sterman’s People Express Management Flight Simulator, about the 
growth strategy of a US low-cost airline in the 1980s, is a much larger model of 
several hundred equations. It examines the problem of coordinating investment and 
hiring in a fast-growth no-frills airline (a service business) while maintaining staff 
motivation and high-quality service. The scope of the problem situation is defined 
more broadly than for easyJet and the dynamic phenomenon to be explained  – 
growth and unintended collapse of the firm – requires a more sophisticated dynamic 
hypothesis and model.

2.8.4  �Public Policy: A Medium-Sized Hospital Model

In 2004, the European Working Time Directive EUWTD, a measure intended to 
limit the working week to 48 h for all workers within the European Union (EU), 
became mandatory for junior doctors working for the National Health Service 
(NHS) in Britain. The intuition behind this piece of health and safety legislation was 
to reduce the fatigue experienced by junior doctors by limiting doctor’s working 
hours and so improve the quality of patient care. This rationale, though compelling, 
does not address the non-clinical effects of the EUWTD, in particular, the funda-
mental change that the directive has on doctors’ working patterns, in-service train-
ing and work-life balance.

These concerns were of personal and professional interest to Dr. Mark Ratnarajah, 
a paediatric specialist registrar based in London who, at the time, was also enrolled 
on the Executive MBA programme at London Business School. He decided to con-
duct a project to consider the effects of the directive on junior doctors’ career deci-
sions and the consequences of these decisions on the medical workforce and quality 
of patient care. Based on his experience and knowledge of the UK National Health 
System NHS he developed a system dynamics model to consider the broad implica-
tions of the directive and to explore alternative courses of action.15

The project was conducted in two stages. In stage one a workforce planning 
model was built to explore how hospitals will cope with the expected loss of junior 
doctor cover and the transition to full-shift work patterns. This model focuses on the 
tangible effects of the directive on the total hours available from junior doctors. In 
stage two the model was extended to include intangible effects of the working time 
directive on the work-life balance and morale of junior doctors and potential 
knock-on consequences to doctors quitting the medical profession. The models’ 
structure was derived from the modeller’s own decade of personal experience as a 
physician trained in the NHS. Parameters were gleaned from government healthcare 
policy documents and from journal articles about the medical profession.

15 For more information about the model see Chap. 9 of Strategic Modelling and Business 
Dynamics.
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2.8.5  �Reflections on Model Fidelity and Size

These examples show that system dynamics models of varying fidelity can support 
the process of strategic development. There is no one perfect model of an organisa-
tion that will reveal the future outcome of strategy and policy with certainty. 
Modelling is fundamentally the art and science of interpreting complexity, and there 
is always a choice about how much detail to include, depending on the purpose. On 
the one hand there are small scale models, mere sketches of a complex reality, 
whose purpose is to reflect managerial intuition and rehearse the implications. On 
the other hand there are larger, more sophisticated models whose purpose is to facil-
itate strategic change by developing shared understanding of complex situations and 
by testing the effect of specific policies.

2.8.6  �Required Skills of Practitioner

The skills needed to conduct projects depend on the problem situation, model size 
and whether or not a simulator is required. Someone who is familiar with the rules 
of causal loop diagramming (and who is confident with group facilitation) can con-
duct projects of similar scope to Bernhard Kerres’ study of Orchestra Management. 
However the expertise necessary to create clear and insightful loops should not be 
underestimated.

Simulators, both large and small, require skills in formulation, equation writing 
and simulation analysis. As the drug related crime model shows, there is a signifi-
cant step in going from a causal loop diagram to a full-fledged simulator of the same 
feedback structure. Normally such work is done with project teams that include 
both policymakers and expert modellers/facilitators. The relevant modelling exper-
tise can be found among members of the system dynamics community, in niche 
consulting companies, and among graduate students who have specialised in system 
dynamics. Useful gateways to members of this community are the websites of the 
System Dynamics Society www.systemdynamics.org and the Society’s UK Chapter 
www.systemdynamics.org.uk.

I should emphasize that is not easy to build full-blown simulators and there is 
always room to improve modelling skills. Even small metaphorical simulators pres-
ent significant formulation challenges for the novice as the following story about the 
Romeo and Juliet model illustrates. The tiny model contains just two stocks: 
Romeo’s love for Juliet and Juliet’s love for Romeo. They are mutually dependent. 
Two strikingly simple connections are all that is needed to produce a cyclical pattern 
of love in the time chart. At least that is the dynamic hypothesis. If the change in 
Romeo’s love for Juliet depends on Juliet’s love for Romeo, and vice-versa then an 
endless cycle of waxing and waning love is possible. This hypothesis comes as a big 
surprise to many people.
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From the stock and flow diagram it is a further step to a full-blown simulator. In 
my experience this step is not easy. In executive education programmes I sometimes 
ask participants to formulate equations themselves. First they write equations for 
the two stock and flow networks (copying the standard syntax that applies to all 
stock accumulations). Then they tackle the tricky task of formulating equations for 
causal links between the two lovers. I allow participants the freedom to introduce 
auxiliary concepts in order to operationalise the links. This exercise, conducted in 
pairs, provokes a lot of thinking and discussion. Participants try their best to capture 
the imagined sensitivity of lovers and argue whether Romeo and Juliet respond to 
being loved in exactly the same way or somehow mirror each other’s affections. The 
model is small enough that everyone manages to formulate a full-set of equations 
and run simulations. The result is a wide variety of time charts. Some charts show 
escalating growth of love while others show a collapse of love to a permanent state 
of cold lovelessness (zero units of love).

In the limited time available it is very rare indeed for anyone’s model to repro-
duce the intended cyclical pattern of love (although the exercise provokes much 
fruitful thought about the relationship between Romeo and Juliet, just as a meta-
phorical model should). Nevertheless participants learn a useful cautionary lesson. 
The exercise shows that it is difficult to write equations that mean what you intend 
(and of being absolutely clear about what you really mean). Herein lies an enduring 
challenge of good system dynamics modelling. The same challenge applies to busi-
ness and public policy models, only more-so. It can take 2 or 3 days of the project 
team’s time to come-up with a conceptual model worthy of the problem situation. It 
can take weeks or months more of the modellers’ (or modelling team’s) time, 
depending on model size, to formulate equations and then create a calibrated and 
fully-tested simulator suitable for evaluating new policies and strategies. In other 
words, don’t expect a credible simulator to appear overnight. It is necessary to care-
fully work through all five iterative steps described earlier in order to build confi-
dence in the model, its structure, equations and fitness for purpose.

2.8.7  �Enhancing Your Skills in Feedback Systems Thinking 
and System Dynamics

This chapter on system dynamics is necessarily condensed. If you wish to learn 
more about the subject then there are several good sources to consult. My own book 
Strategic Modelling and Business Dynamics (Morecroft 2015) covers all stages of 
model building from problem articulation to mapping, equation formulation and 
simulation. It includes a range of in-depth practical examples that vividly illustrate 
important or puzzling dynamics in business, society and everyday life. The book 
also includes software and simulators that allow readers to run models described in 
the text and to role-play in dynamically complex systems.

J. Morecroft
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Another good source is Business Dynamics (Sterman 2000). This comprehensive 
and definitive textbook thoroughly explains the philosophy, theory and practice of 
system dynamics modelling and simulation. It is exceptionally well written and 
provides a wealth of case model examples from business and society. Although the 
book is used in advanced courses on system dynamics, several chapters are well-
suited to beginners. For example, causal loop diagramming is covered in Chap. 5, 
with many well-documented examples. Then, in Chaps. 6 and 7, there is an excel-
lent treatment of stocks and flows and the dynamics of stock accumulation.

For those who are interested in strategy and system dynamics there is Strategic 
Management Dynamics (Warren 2008). This textbook provides the basis for an 
entire strategic management course based on sound dynamic principles of asset 
stock accumulation. It includes explanations of how these principles connect with 
many of the most widely used frameworks in the strategy field. There are also exten-
sive worksheets and exercises to develop skills in mapping a firm’s strategic archi-
tecture in terms of interlocking tangible and intangible asset stocks. Simulations 
show how this architecture delivers performance through time.

A final suggestion is to sample a PhD dissertation with the intriguing title “How 
and Under What Conditions Clients Learn in System Dynamics Consulting 
Engagements” (Thompson 2009). The author tackles the important yet slippery 
topic of model-based learning drawing on his considerable experience as a busi-
nessman, keen observer of system dynamics, serious student in the field and system 
dynamics consultant. The work involves documented histories, from ten consulting 
engagements, of clients’ learning experiences in modelling projects they themselves 
initiated. A combination of direct observation, survey, interview and personal reflec-
tion provides compelling stories of client insights, significant learning events, ‘aha’ 
moments, and some setbacks. Among the client organisations are a pharmaceutical 
company, a medical care provider, a development bank, a medical insurer, a mem-
ory device firm, a community hospital, a shipyard and a manufacturer of steel balls 
or “boules” (used in the bowling sport of petanque). With applications spanning 
service and manufacturing, private and public sector, system dynamics is indeed a 
versatile systems approach to managing change.

Postscript
System dynamics has become truly internationalised with applications ranging 
from many Public Health interventions, as identified for example by the UK Health 
Foundation (2018), to conflict issues in Nigeria (Ferrer and Wisniewski 2018), 
youth unemployment in Saudi Arabia (Assidmi and Wolgamuth 2017), electronics 
manufacturing in Brazil (de Lima et al. 2017), fishing in India (Prusty et al. 2017), 
and agriculture in Indonesia (Setianto et al. 2014). Innovative areas of application 
are often to be found in the System Dynamics Review.16 Two areas contemporary to 

16 The System Dynamics Society maintains a bibliography at https://www.systemdynamics.org/
bibliography. Also, there are several good online courses for students who wish to learn more about 
system dynamics. Further details can be found on the website for the System Dynamics Society at 
https://www.systemdynamics.org/distance-learning. (accessed 19 August 2019) Also, instructors 
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this postscript, for example, are the dynamics of aging and climate education. 
Matchar et  al. (2018) model the interaction of physiological loss, stressors and 
endogenous responses of aging people to produce a familiar variety of trajectories 
that depict a person’s declining functional ability over time. Simulations help to 
identify clinical and public health polices to facilitate successful aging. Kumar and 
Dutt (2018) demonstrate a stock-and-flow simulation model that can help to allevi-
ate misconceptions about the dynamics of climate change. Simulations of the model 
demonstrate cause-and-effect relationships in the Earth’s climate that learners can 
reliably transfer to a separate pencil-and-paper exercise on climate stabilisation.

An edited book compiled by Kunc (2018) presents an insightful collection of 
articles about system dynamics and its relationship to contemporary operational 
research, both soft and hard. Using papers originally published in the Journal of the 
Operational Research Society the collection includes business applications to the 
balanced scorecard, supply chains and diversification strategy. There are also indus-
try applications to tourism, broadband adoption and energy policy as well as a selec-
tion of papers about system dynamics in its most promising area, healthcare. The 
book nicely illustrates the complementarity of system dynamics with other systems 
and OR methods through the range of topics it can address. SD tools are often used 
alongside other problem structuring methods, as with Setianto et  al. (ibid), for 
example, who use SD in conjunction with SSM and CSH to explore small scale beef 
farming in Indonesia.

The SD approach lays strong emphasis on clear visualisation and documentation 
of real-world feedback structure backed-up by rigorous yet easy-to-read equation 
formulations as the basis for a simulation model. Understanding of dynamics comes 
from careful narrative interpretation of feedback loops and simulated trajectories.

For system dynamics the process of problem structuring has been improved with 
significant advances in so-called ‘group model building’. The essential idea is to 
actively involve stakeholders in the development of a conceptual model (even if 
they have no prior modelling experience), in the expectation that a more relevant 
final model will result, with implementable insights. Principles for the design and 
delivery of successful group model building workshops have become an important 
area of research and practice in system dynamics. For example, specific protocols 
and scripts for group model building were first described in Andersen and Richardson 
(1997). Since these early beginnings a rich literature in ‘participatory modelling’ 
has taken shape as reported in Hovmand (2014) and creatively adapted for use in 
‘community based system dynamics’.

can access and share online video lectures that accompany my 2015 textbook Strategic Modelling 
and Business Dynamics (second edition). Several of the lectures fit closely with the material here 
in Chap. 2. See in particular Lecture 2 (Quick Review of Feedback Systems Thinking), Lecture 3 
(Modelling Dynamic Systems) and Lecture 6.4 (SD for Strategic Development – Part 1) which are 
available for streaming on the Instructors website at http://bcs.wiley.com/he-bcs/Books?action=in
dex&bcsId=9580&itemId=1118844688 (accessed 19 August 2019). In addition, case studies com-
bined with web-based simulators can help learners develop an intuitive feel for ‘dynamics’ – how 
and why things change through time. Such interactive educational materials suitable for strategy 
and sustainability are described in Sterman (2014a, b).

J. Morecroft
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Chapter 3
The Viable System Model

Patrick Hoverstadt

Abstract  The Viable System Model (VSM) is a conceptual model which is built 
from the axioms, principles, and laws of viable organisation. It is concerned with 
the dynamic structure that determines the adaptive connectivity of the parts of the 
organisation or organism; what it is that enables it to adapt and survive in a changing 
environment. It can be used as a comparison against an actual organisation in order 
to identify weaknesses, mismatches or missing elements in diagnosing a problem 
and then as a framework for organisation design to resolve a diagnosed problem. 
Also it can be used for purposes of design from a clean-sheet. At the foundation of 
the model is the concept of variety, the number of possible activities of the parts and 
the necessity to limit these to those required for survival. The breakthrough in devel-
oping the model was the understanding that this could only be achieved with a 
fractal (recursive) layered structure. Furthermore at each level the pattern of the 
regulation of the variety of possible activities must be fractal. The chapter takes the 
reader through the development of the model and shows how the VSM supports 
autonomy and adaptability.

This chapter, written by a highly experienced practitioner, Patrick Hoverstadt, 
describes the model and its elements from a practitioner perspective supported by 
practical advice and helpful recommendations on its use.
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3.1  �What Is the Viable System Model (VSM)?

3.1.1  �The Purpose of VSM

In the 1950s Stafford Beer was a senior manager in a steel company and began to 
develop new thinking in management by drawing on his understanding of control 
systems as described by the then new science of cybernetics and on systems theory, 
particularly from the fields of social research and biology. The complete VSM 
model was first published in 1972 in ‘Brain of the Firm’ where he first set out the 
development of the model through an application of cybernetic principles to the 
functioning of the human body. When he developed the Viable System Model 
(VSM), Stafford Beer was seeking to develop a “science of organisation”, using 
systems and cybernetic principles that underpin all organisations (Beer 1959, 1966, 
1974, 1978, 1979, 1981, 1985, 1994). His criterion was how organisations create 
viability, which is the capacity to exist and thrive in sometimes unpredictable and 
turbulent environments. This requires that organisations are or become ultra-stable, 
that is capable of adapting appropriately to their chosen environment, or adapting 
their environment to suit themselves, even if they find themselves in a situation that 
has not been foreseen. This doesn’t just mean that we are looking at a system to 
fulfil some given or ascribed purpose, we are also looking at how systems create 
their own purposes and maintain or change those through time.

I’m going to concentrate on the use of VSM to model human activity systems, 
though as I mention in the “reflections” at the end, there are a number of other uses 
it can be put to and is put to. In using VSM with Human Activity Systems–organisa-
tions as the term is commonly used there are three principle uses: diagnosis, design 
and self knowledge. Diagnosis and design are fairly self explanatory. In diagnosis, 
the modeller uses VSM as a normative model to compare against the real world situ-
ation to look for weaknesses, mismatches or missing systemic elements that explain 
the problem being experienced or at least give a handle on it. Design can either be a 
clean sheet exercise (let’s sit down and design this new organisation), or following 
on from diagnosis (let’s redesign this part of the organisation to deal with the prob-
lem). The third common use comes from Conant–Ashby Theorem (Conant and 
Ashby 1970), one of the basic tenets of systems and part of the internal logic of the 
VSM. Conant–Ashby says that “every good regulator of a system must be a model 
of that system” – in other words, your ability to manage an organisation depends on 
how good your model of that organisation is. Overwhelmingly, the most common 
organisational model in use is the hierarchical model. Hierarchy is originally a reli-
gious concept and is about “nearness to god”. The fundamental belief is that the 
higher up you are, the closer you are to infallibility. In practice, what a hierarchical 
model actually models is the overt power structure or more prosaically, the blame 
structure. It doesn’t model a number of quite important things you need to know to 
understand an organisation, such as: what it does, how it does it, how and where 
performance is managed, how the parts are coordinated, how the organisation 
adapts, how or where it takes decisions, and on what information those decisions are 
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taken. All of which the VSM does cover. The reason I came to use VSM was simply 
that it allowed me to understand how organisations work when they do and why 
they don’t work when they don’t – far better than anything else I had come across. 
And so far, I haven’t found anything else that comes close to it in dealing with prob-
lems to do with organisation.

3.1.2  �Overview of the Model

The VSM is presented as a graphical model – a picture with a number of critical 
components (five sub-systems and an environment) that are connected together in a 
particular way and are needed for viability (see Fig. 3.1). The subsystems are:

•	 System 1 – the set of activities that the organisation does which provide value to 
its external environment, the primary operations (System 1 is drawn in the stan-
dard diagram below as a set of circles)

•	 System 2 – the set of activities or protocols to coordinate operations that are 
needed to stop the different operations causing problems for one another (repre-
sented by the triangles on the right hand side of the diagram)

•	 System 3 – the management activities to do with allocating resources to opera-
tions and ensuring they deliver the performance the organisation needs, which 
we might call ‘managing delivery’

•	 System 4 – the management activities to do with understanding the environment 
and the future, with planning and change, the outcome of which is to develop the 
organisation

Environment
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4 Development

5  Policy

1  Operations

2  C
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Fig. 3.1  Viable systems 
model
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•	 System 5 – the set of management activities to do with ensuring that the organ-
isation works as a system, specifically that there is a balance in decision making 
between Systems 3 and 4, and also maintains the organisation’s identity and 
ensures that activities undertaken are consistent with acceptable practice, what 
we would normally call governance.

The environment is modelled as outside the system in focus and conventionally is 
represented as an amorphous blob.

I’ve gone into these sub-systems in more depth in the following sections. The 
five subsystems are different types of activity that are connected together in a par-
ticular way. They aren’t necessarily different people or teams or departments. 
Particularly in a small organisation one person can be performing several of the 
functions identified above and can be active in several areas of the model if they do 
different types of activity. Conversely, one circle on the diagram might represent the 
activity of a whole division of a multi-national organisation. So the model is funda-
mentally different to a conventional organisation chart in that it represents types of 
activity rather than “things”.

3.1.3  �Key Concepts

Beyond this basic graphical model which shows the static systemic structure of the 
organisation, broken down by type of activity and by the connections between those 
activities, there are a number of key concepts that we need to address. Mostly these 
have to do with complexity and the ways in which VSM handles complexity.

The basic VSM model with its five subsystems is fairly simple, how then to deal 
with a large complex organisation? VSM does this by being a recursive or fractal 
model. This means that within the “operations” circle of System 1, there will be a 
set of operational sub-activities, each of which will also be a viable system with 
exactly the same systemic needs and systemic structure as the whole. So, we have 
viable systems made up of viable systems which are made up of viable systems and 
all of which use the same systemic architecture (see Fig. 3.2).

So, a team needs to manage its resources and performance and change, just as the 
department it‘s part of does, just as the division the department sits in does, just as 
the corporation the division is part of does. In practical terms then, we can use a 
relatively simple model to deal with organisations of any degree of complexity.

The connections in the VSM diagram are just shown as lines, but they actually 
represent two way communication channels and “variety equations”. The VSM is a 
working through of Ashby’s Law of Requisite Variety (Ashby 1956) which says that 
“only variety can absorb variety”, where variety is a measure of complexity – “the 
number of possible states of the system”. What this means is that if we have an 
environment that demands six varieties of service or product from us and we can 
deliver all six, then we have “requisite variety”, whereas if we can only deliver five 
we don’t have “requisite variety”. Which seems pretty obvious – about as obvious 
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as Newton’s observation that apples fall from trees  – and in management terms 
about as significant as Newton’s Law of gravity was to physics. Why? Because, the 
environment our system sits in and relates to has much higher variety than the 
organisation’s operations and the operations have higher variety than management, 
so the question of how to balance these inherently unbalanced variety equations so 
that the organisation can be managed to carry on delivering what the environment 
needs is a non-trivial one and the fundamental problem that VSM sets out to address.

This problem of balancing variety equations which are intrinsically weighted 
against the management of the organisation drives the two most critical tensions in 
the VSM: the tensions between the autonomy of the parts versus the cohesion of the 
whole and the tension between current delivery and future need. Both of these have 
their own section in what follows.

They are also intensely relevant to two of the fundamental concepts in systems 
generally: wholeness and emergence. The original basic tenet of systems approaches 
is that there are attributes – emergent properties – that systems have as a whole that 
they do not have as components. So, they can only really be understood as cohesive 
wholes. The autonomy  – cohesion tension within VSM is about this. Too much 
autonomy and all cohesion – the wholeness is lost. Too much cohesion, too little 
autonomy and emergence is reduced and “wholeness” is impoverished. VSM pro-
vides a language to debate how to set this critical balance.

Fig. 3.2  A fractal structure
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3.2  �Exploring VSM: Autonomy Versus Control

3.2.1  �The Horns of the Dilemma

There are few issues in management that are quite as contentious, quite as likely to 
trigger strong emotional reactions as the question of authority and autonomy. Even 
within the same organisation, you can find managers who argue passionately that 
centralised control by a hierarchy is critical and next to them managers who are 
equally passionate that centralised control dooms organisations to fatal rigidity in a 
fast changing world. The two sides often caricature one another. The advocates of 
hierarchy complain about anarchists and the advocates of greater autonomy depict 
the supporters of hierarchy as slightly sinister control freaks.

The passion betrays the underlying fears on both sides of the debate. Both sides 
know that the other’s arguments have some validity, but aren’t completely right. 
Organisations that are too centralised are too rigid, do find it difficult to adapt to 
changes in their environment and do die as a result. Organisations that have no cen-
tralising decision making structures are incapable of acting as coherent wholes and 
do fall apart. The problems are real. The dilemma is real and part of the reason for 
the emotions is that many managers recognise that they are caught in a dilemma – 
which is not a comfortable position to be in.

3.2.2  �The Complexity Equation

When Henry Ford started production of the Model T Ford, the world’s first mass 
produced car, he was famously reported as saying that his customers could have it 
“any colour – so long as it’s black”. His manufacturing philosophy was in line with 
Frederick Taylor (1911) the great advocate of management control. Taylor reasoned 
that one of the principal roles of management was to control work practices to 
reduce proliferating variety. Following the Taylorist line, several generations of 
managers sought to set down and control how staff did their job, sometimes in 
great detail.

For many years now, Taylorism has been seen as outdated, as an approach that 
inhibits change and innovation. For me, the interesting question, and one that is 
frequently ignored is “what has changed?” For make no mistake, if Taylorism is 
rightly seen nowadays as generally being an unhelpful approach in today’s environ-
ment, it wasn’t always so. Time was when it worked and worked well. The stunning 
success of Henry Ford’s Model T – 15 million were made between 1908 and the late 
1920s at a time when most other makers’ models were produced in hundreds or 
fewer – proves just how successful the Taylor approach was. So if it did work once 
and doesn’t now, why is that? What has changed? The answer is two things, one 
external to organisations and one internal.
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Internally what changed to make the Taylorist formula redundant was increased 
complexity of technology and skills. At the beginning of the twentieth century, it 
has been estimated that 95% of workers couldn’t do their job as well as their imme-
diate boss. At the beginning of the twenty-first century, it is estimated that this sta-
tistic has pretty much reversed, so that 95% of workers can do their job better than 
their boss. A century ago, when a factory needed to appoint a new supervisor for a 
machine shop, they would simply promote the best machine operator working in the 
shop and they would become the new supervisor. Because the most skilled were 
promoted, of course they could do the job better than their staff. In that context, the 
Taylorist approach of managers dictating not just what was to be done, but how it 
was to be done made sense.

Nowadays, it is normally the case that staff understand how to do their job better 
than their bosses and management is seen as a separate skill-set in its own right, not 
just something that the best operators will acquire through osmosis. In this context, 
the idea that managers can centrally control all aspects of operations is simply non-
sensical and the level of autonomy of staff has to be radically different from the 
Taylorist model.

Externally what has changed is the complexity of the environment we operate in. 
No car company these days could realistically survive, never mind prosper to 
become the biggest car manufacturer in the world if it was only prepared to offer 
cars in one single colour. A market that Henry Ford was able to treat as if it was 
largely homogenous has become progressively more and more segmented and frag-
mented – more complex. Henry Ford’s dream was to bring car production to a posi-
tion where it could create a new mass market. Whilst other producers were hand 
crafting individual commissions at luxury prices, the Model T was designed and 
built by semi-skilled workers and was sold at a price to compete with horse drawn 
buggies. The market accepted the Model T as a basic no frills product because cus-
tomers were new to the car market and had low expectations. So out in the environ-
ment, the market was simple for the Model T and Ford was keen to keep it that way, 
hence “any colour – so long as it’s black”. The problem that Ford did face in his 
environment was sheer volume, how to build something as complicated as a car in 
millions, not tens or hundreds. The answer was in the simplification and standardi-
sation of the production process – the Taylor solution.

What Ford created was a balanced equation: outside, a simple undifferentiated 
market demanding high volume and inside a standardised process capable of pro-
ducing standard products in high volume. The internal organisation was able to 
match the complexity of needs of the market by treating customers as essentially the 
same and offering a simplified product in great numbers. Where there were differ-
ences in customer needs, these were not addressed by Ford. They were dealt with by 
a huge sub-industry that sprung up to service, maintain and customise the basic car. 
For Ford, business success came from getting the right balance of complexity either 
side of the equation between the company and its environment.

Of course this equation wasn’t stable through time. Increasing customer diversity 
between customer groups increased the complexity of the market. With the Model 
T, Ford had effectively been able to ignore differences between customers (other 
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than geographic ones), but as the market matured, customers increasingly wanted 
not just a basic machine, but one that was suited to their needs and their tastes. To 
address this emerging problem, Alfred Sloan (1962) developed the divisional organ-
isation model used by General Motors. This brought in an organisational structural 
for GM that had specific units within GM each with its own branding and tasked 
with servicing a specific market segment. The increased complexity of the market 
environment was matched by a corresponding increase in the complexity of the 
organisation and so the equation between operations and environment was balanced 
once again. To do it, Sloan had to develop new managerial practices. These were 
designed specifically to cope with the autonomy divisions needed to cope with their 
different markets. The divisional management structure allowed a degree of auton-
omy for divisions whilst still retaining overall cohesion. So as well as the complex-
ity equation between environment and operations being in balance, the complexity 
equation between management and operations was also re-balanced. The formula 
was successful and propelled GM to become the biggest car manufacturer in the 
world (Fig. 3.3).

The next revolution came with the creation of the Toyota Production System 
(Monden 1983; Liker 2003) and here again there was an increase in autonomy to 
deal with an increase in complexity and now Toyota took over from GM to become 
the biggest car manufacturer in the world.

In the development of the car industry from 1908 we can see three huge shifts in 
organisational model. In each case, the change was designed to balance the funda-
mental problem of matching environmental complexity with an adequate opera-
tional response that could cope with the complexity of market demands. At the same 
time, increasing operational complexity demanded an increase in management 
response and this response was in the form of increased autonomy. The problem the 
industry faced was a simple problem of balancing complexity using Ashby’s Law of 
Requisite Variety, which simply states that “only variety can absorb variety” which 

Fig. 3.3  Balancing the complexity equation
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means that complex environments need organisations that are sufficiently complex 
to match those environments, and organisational complexity needs to be matched by 
management. Failing to match environmental complexity means that organisations 
fail to meet what the world demands of them and fail. Failing to match organisa-
tional complexity means that management cannot manage effectively, takes arbi-
trary decisions and fails. The problem is that simple. The same fundamental dynamic 
that has driven the development of the car industry affects every organisation of 
every size and in every sector. Every organisation faces the challenge of matching 
environmental complexity.

The trouble is that the complexity of the environment is theoretically infinite, so 
we have to be selective as to which aspects of the environment we are bothered 
about. Similarly, the organisation is more complex than management. Reconciling 
what is a fundamental set of imbalances is what the VSM is all about. The balance 
can only be achieved by amplifying management’s variety and attenuating that of 
the organisation and by amplifying the response of the organisation to the environ-
ment whilst attenuating environmental variety. Typical attenuators are to standardise 
and group. So we group individual customers into market segments and the organ-
isation treats them as if they were the same. Similarly management groups complex 
tasks into divisions and departments and treats them as production systems with 
common reporting standards, not as individual tasks. Typical amplifiers include 
advertising to the market, but the most important is probably increasing the auton-
omy of operational units to address differences in demand. Understanding the level 
of environmental complexity that needs to be absorbed gives us a practical metric – 
admittedly a fairly crude one – for understanding the degree of autonomy we need 
for any organisation. The tension between sub-system autonomy and system cohe-
sion is one of the most important tensions in the VSM.

3.2.3  �Recognising Autonomy

One of the problems with hierarchy is that it is often an illusion. Even if you take an 
extremely coercive system such as a prison, where it would appear that the prison 
staff have huge power over prisoners, the reality is that the system can only function 
on a consensual basis. If the prisoners really decide they aren’t going to play the 
game, then the system breaks down very quickly. This is even more true in more 
ordinary organisations where the apparent power of the hierarchy is very often more 
illusion – or at least consensual, than real.

In a large service organisation, the senior executive team operated a tight control 
regime. All decision making was centralised including detailed operational and 
resourcing decisions. There was absolute control of processes in the best Taylorist 
fashion, with detailed descriptions of how every aspect of operations was supposed 
to be carried out. Some of the executive team and senior and middle management 
argued they needed to get away from this “command and control culture”. But, you 
didn’t have to look very far before you came across lots of examples of staff ignoring 
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the rules to ensure that the job got done. Overwhelmingly, when staff could see that 
the prescribed process was dysfunctional and where they could, they exercised the 
autonomy which was officially denied to them and went outside the official process. 
Procedures were regularly ignored and processes changed, steps omitted and others 
introduced. All this was done despite management decree. This wasn’t a culture of 
“command and control”, it was a culture of “command and ignore”. The senior 
managers responsible for laying down the processes were blissfully unaware that 
middle managers were routinely taking control of their own processes. It was all 
done with the best of intentions and for the benefit of customers.

Leave aside any moral questions about the rights or wrongs of managers wrest-
ing control of their processes from senior managers, these managers were exercis-
ing their autonomy. They weren’t gifted this autonomy. They weren’t “empowered” 
to do it. It wasn’t sanctioned. They just did it because they thought it was the right 
thing to do. They had the power to do it and their bosses didn’t actually have the 
power to stop them – because they didn’t know it was happening.

This was Ashby’s law at work again – as inexorable as the law of gravity. There 
was a mismatch between the complexity of the operational situations these manag-
ers were confronting and the responses provided by the officially endorsed pro-
cesses. So given spare management decision-making capacity in the form of a 
bunch of smart well educated middle managers, they filled the vacuum and exer-
cised their autonomy. People have autonomy to act whether we like it or not. As 
managers, we can choose to utilise that capacity, or to try to stifle it, but it exists and 
when we try to restrict it too much, it will find other outlets.

3.2.4  �The Resolution of the Dilemma

So what’s the difference between a hierarchy and VSM as far as autonomy and con-
trol are concerned? The fundamental difference is that in the VSM, it is clear that 
different levels of the organisation deal with different aspects – different types of 
complexity. This means that as the organisation is built up from its basic operations, 
there is a clear focus for management decision making at each level, and generally 
it isn’t about the same things as at the level above or below. This gives a clear 
marker as to what management at each level should be focused on and what they are 
equipped to take decisions about and just as importantly, what they aren’t competent 
to take decisions about. This is quite different from a hierarchy where the assump-
tion is that senior managers know more than juniors about everything – down to 
knowing more about how to shovel coal into a boiler than the guy doing the shovel-
ling. Using VSM, managers at different levels see different issues in the complex 
world they manage (both organisation and environment) from those at other levels. 
This means there is a need to have conversations between levels about how to pro-
ceed, if decisions at one level are not to destabilise decisions at another level. This 
doesn’t imply that one level is subservient to another, since each is, or needs to be 
the expert in their particular environment.
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The hierarchical model is about power. About who has the power to take deci-
sions and it carries with it the assumption that higher in the hierarchy means better 
equipped to decide. The VSM is about managing complexity and difference and it 
carries the assumption that different managers in different parts of the organisation 
will be best placed to take decisions about their part of the organisation. Neither 
hierarchy nor anarchy, VSM provides a solution to the perennial debate about 
autonomy and hierarchy.

Many people have come to the study of VSM with one of two preconceptions. 
The first is that it is a hierarchical model and it has been severely criticised for this – 
quite unjustifiably. The second preconception is the exact opposite; that this is a 
model for organisation without control – almost an anarchist’s charter. Both views 
are wrong. Viability demands that organisations have the capacity to balance the 
demands of their environment – which in complex environments rules out central-
ised hierarchies but it also demands systems that can act coherently so as to be 
effective – which rules out anarchy.

So our attack on the variety problem, requires that management at a particular 
recursive level agree with its operational subsystems a set of frameworks within 
which the operational subsystems should operate. The frameworks can only be 
obtained and maintained by agreement since the knowledge and expertise necessary 
to manage the whole system lies both in the management and in the operational 
subsystems. To set up and maintain this set of frameworks is the purpose of 
system two.

3.3  �Exploring VSM: Value Creation (System 1)

3.3.1  �Primary and Support Activities

Organisations are difficult things to build and run so there has to be a good reason 
for having one. The main reason for having an organisation is to do things that an 
individual cannot do on their own because the task is too complex. Either it is too 
big, requires more diverse skills than that individual has, or it needs to be carried out 
in several different places or at different times. In other words organisations are 
simply a way of coping with different types of complexity.

One of the critical steps in modelling an organisation either for design or diagno-
sis is to understand the structure of how the organisation deals with the complexity 
of the tasks it carries out. When I say tasks here, I’m referring specifically to “pri-
mary activities”. These are the tasks that the organisation does that deliver value to 
the external “customers” of the system and I’m specifically not referring to all the 
tasks the organisation has to do to keep itself in being. In VSM, this is a vital distinc-
tion and however we choose to define identity, the distinction between primary and 
support activities is at the heart of understanding identity – of understanding “what 
business are we in” (Hoverstadt 2008; Beer 1985). There are different ways of 
distinguishing between primary and support functions, but the definition I use is 
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based on the concept that there is some sort of value exchange between an organisa-
tion and its environment that keeps the organisation in being and that the activities 
that deliver this value are primary.

As an example, if we take the task of doing accounts in a building contractor, this 
is not a primary activity. It isn’t the accounts that deliver value to the builder’s cus-
tomers. What they value is the building work the company does. By contrast, if we 
take the task of doing building maintenance in a firm of accountants, the building 
work isn’t a primary activity, whilst doing accounts for customers is primary, 
because that is the service that external customers value. This distinction between 
primary and support activities is roughly analogous to the distinction of profit and 
cost centres in management accounting.

The term primary is a statement of the purpose the organisation exists to fulfil 
and the expectations that customers have of the organisation. It isn’t a comment on 
the importance of tasks. Doing the accounts in the building company may be vitally 
important to ensuring that the company stays in existence and is able to service its 
clients, just as maintaining the building may be equally vital to the firm of 
accountants.

3.3.2  �Organisation Structure and Complexity Drivers

So, starting with the primary activities of the organisation, the next question is 
“what is the best way of structuring these?” Each primary activity is made up of 
other sub-activities which in turn are made up of sub-sub-activities and we can 
decompose the tasks as far as we need to go to understand it. Building houses may 
be a primary activity of our building contractor, and that might be split down by 
building site, by individual building plot, by the different trades involved. If we 
wanted, we can carry on the task decomposition to the point where we are focused 
on the task of laying an individual brick, or knocking in a nail. Similarly with the 
firm of accountants, we could split the task up by specialism: tax, audit, manage-
ment accounting etc. We can split the task up by sector, by customer, by geographic 
area: the London office or the New York office and just like the building company, 
we can carry on breaking down the task to the point where we focus on an individual 
calculation or check carried out. Since the organisation exists to do tasks more com-
plex, more diverse in terms of skills, geography or time than an individual can cope 
with, the way primary activities break down level by level reflects the sort of com-
plexity the organisation is trying to address. There are four principal drivers of com-
plexity in primary activities (Espejo and Harnden 1989):

Technology
Geography
Customers
Time
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“Technology” is about doing different things, so plumbing is a different job to 
bricklaying in the building firm and auditing is a different job to personal tax advice 
in accountancy – these are “technology” differences.

“Geography” is about structuring the organisation according to geographic dif-
ferences: different teams working on different building sites, or in different offices 
in the accountants.

“Customers” fairly obviously is about structuring activities according to customers, 
so our accountancy firm might have a team specially set up to deal with big accounts 
and keep that quite separate from the team dealing with small clients. The builders 
might have a team dealing exclusively with “executive developments”. In both cases, 
the rationale might be the specialist skills required for those sorts of customers.

“Time” is about continuing the job beyond the staying power of the individual or 
single team. So the most common example is shift systems in manufacturing or in 
24 h services such as the emergency services, but it can take many forms such as 
having a duty officer to deal with “out of hours” emergencies.

Whatever the drivers of complexity, in modelling any primary activity, it is 
important to realise that we are simply repeating the modelling process in unpack-
ing the complexity. The resulting layered structure of system, sub-systems, and sub-
sub-systems, etc. is called a recursive structure. The word ‘recursive’ indicates that 
the structure has the same pattern and properties at each level.

3.3.3  �The Impact of Complexity Drivers

Primary activities are broken down into sub-activities according to one of these four 
drivers at each level. The order in which this is done – in other words the order in 
which the organisation’s structure unfolds the complexity that it faces, can have an 
absolutely massive impact on how the organisation performs.

Let’s take as a hypothetical example a government’s provision of roads. This 
might involve two activities – road construction, and roads maintenance, giving us 
two organisational units using the same technology and in the same geographical 
area and for the same customers. Most likely one road repair team and one construc-
tion team will not cover the whole country, it may only operate in a particular loca-
tion, let us say Erehwon. So to cover the whole country, there may be many such 
units that are divided by geography, perhaps on a county basis, all contained within 
the “Roads” agency, and each in turn containing a road construction and a road 
maintenance unit.

The “Roads” agency will itself of course be a part of a larger public sector body, 
say “Transport Infrastructure”. In this case, it will be just one of several units that 
may be differentiated on the basis of technology, so roads may be one agency, rail-
ways another, urban light railways another. In this scenario, the diagram shows how 
the provision of roads is structured from the level of central government to an 
individual road project, and most importantly, the way that the complexity of this 
provision has been handled (Fig. 3.4).
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Although we have postulated this as a possible way of carrying out the structural 
division of transport infrastructure, it is by no means the only way of doing this. It 
could be done on a regional basis, with each county managing its own infrastruc-
ture: rail, roads, light rail, airports, etc. Or alternatively, it could be that regional 
division is done at the lowest level, and that all road infrastructure, both construc-
tion and repair is centrally controlled. A model for this might look like Fig. 3.5.

The critical issue is that the provision of roads to all areas of the country is a 
complex task, and the way that this complexity is dealt with has profound implica-
tions for the way that the organisation operates and the way that it is managed.

For example, in the first model in which we postulated an Erehwon Roads 
Agency that handled both maintenance and construction, we can easily imagine that 
it would be possible for the two to coordinate resource usage and swap both person-
nel and plant as needed. The implications of this may be a more efficient use of 
resources, but a drop in the speed of response of the road repairs service when 
maintenance resources were committed to construction.

In contrast, such a pooling of resources would be near impossible using the sec-
ond model, since construction is controlled centrally, and only maintenance is man-
aged at a local level. There are of course many other implications not only for the 
operations but also for the management. It is necessary to unfold the organisation’s 
complexity in this way if we are to understand what these implications are for any 
organisation. In particular, this method allows us to start to look at where within an 
organisation decisions can be taken, and how resources may be allocated.
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One common example of changing the order in which complexity is unfolded in 
an organisation’s structure and the dramatic effects it can have is the switch in man-
ufacturing organisations from functional departments to “cellular manufacturing”. 
Back in the first half of the twentieth century, it was the norm that engineering fac-
tories were laid out in functional departments. So typically, there might be a turning 
department, full of lathes, a milling shop with milling machines, a drilling shop etc. 
Jobs would be passed back and forth between these shops having a series of separate 
operations done on them. This derived in part from the Tayloristic tradition of job 
specialisation and description which took task decomposition to extreme and 
assumed that restricting workers scope of work to a relatively few simple tasks 
would result in greater standardisation and improved productivity. Having worked 
on a production process with a cycle time of around 90 s I can vouch from personal 
experience that you do indeed get very good at doing it and you do get very fast, but 
it does get just a trifle boring.

The logic that this sort of task specialisation would be the most efficient seemed 
irrefutable, until firms started experimenting in the 1950s and 1960s with what was 
then variously called “group engineering” or as became more commonly known 
“cellular manufacturing”. In this approach, groups of machines were put together in 
“cells”. So rather than different types of machines being used in separate functional 
departments, there might be a mixture of lathes, millers, saws, drills etc. grouped 
together, with all the machines being used by a small team of multi-skilled operators. 
Each cell had the equipment necessary to carry out all the operations to make either 
a complete product or a complete sub-assembly that would go into a finished prod-
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uct. The results were dramatic. The accompanying table from a study of typical 
improvements with cellular manufacturing comes from a study done by London 
Business School of ten engineering companies (Table 3.1).

Don’t forget, these improvements came simply from altering the structure of the 
organisation and therefore the way work was done. Some of the improvements are 
not too surprising. Reductions in work-in-progress, stocks and throughput time are 
easily accounted for; in functional departments, delays between operations in differ-
ent departments are inevitable. A component would sit in one department while all 
the components in that batch were finished and would then wait (in some cases for 
days or weeks) till it was sent off to another department to have the next operation 
in the process done on it. By contrast, in a cell, as soon as each operation was carried 
out on a component it could be passed directly on to the next machine. In some 
cases, process cycle times were slashed from weeks to minutes. This meant that at 
any time, there was drastically less WIP hanging round, fewer jobs in process (so 
less stock) but all of them moving very much faster.

Reduction in overdue orders is also easily explained, as production planning is 
very much easier and predictable. If a process that used to take several days because 
of all the delays built in now takes minutes, it becomes much easier both to accu-
rately predict finish dates and also easier to push through a rush job.

Exactly the same design principles but applied to business process instead of 
manufacturing, formed the basis of the BPR revolution in the 1990s. Often the 
results were similarly dramatic, but often, the significance of the fact that what was 
now being streamlined were now often not primary, but support processes was lost. 
Very often, there were two ensuing problems: business processes that were hope-
lessly out of balance with the rest of the organisation and collateral damage to other 
processes as a result of not recognising the systemic role the process played. An 
Arthur D. Little survey of BPR initiatives found that of the successful ones, 68% 
threw up unforeseen harmful side effects.

3.3.4  �Unpacking Complexity: Diagnosis and Design

Changing the order in which complexity drivers are addressed can change the 
organisation and its performance dramatically. Many corporate restructurings are 
about changing this order. Very often though, this is done without any clear rationale 
as to the relative benefits, or any method for working out why or indeed how one 
formulation will be better than another. The VSM provides a clear way of address-

Table 3.1  Improved 
performance from 
manufacturing cells

Maximum % Average %

Reduction of WIP 85 62
Reduction in stocks 44 42
Reduction in throughput time 97 70
Reduction overdue orders 85 82
Increase in sales 32 –
Increase in output per employee 50 33
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ing this issue and a framework for working out the relative pros and cons of each 
structural option. There is never one single answer but in considering changes, we 
can be guided by the natural flow of the work. Each of the tasks we identify as a part 
of a primary activity is itself a primary activity. It will have its customers within the 
organisation.

Whenever we make decisions about how an organisation unpacks its complexity, 
this should be done by mapping this against the complexity of the environment and 
the complexity drivers operating there. But this isn’t a static decision; each organ-
isational response redraws the boundary between the organisation and its environ-
ment. When we do that, we can create or shut down opportunities. Each has its 
opportunities and dangers, but understanding what those are is critical to the deci-
sion. Changing the organisation to match unmet need in the environment – address-
ing a new or different complexity driver – has the effect of enlarging the organisation 
and changing the organisation’s boundary with its environment. Changing the 
boundary means changing the organisation’s exposure to its environment and so can 
lead to new opportunities or dangers. In health provision, research on new treat-
ments which are intended to address unmet need often end up creating the possibil-
ity for yet more research into even more illnesses. Health provision is locked into a 
cycle of each new treatment creating the possibility for other new treatments, so the 
“market” for healthcare grows. This is not necessarily a bad thing, but it is certainly 
a factor that needs to be considered when deciding on the organisation’s basic oper-
ational structure. Some choices will expose the organisation to areas of the environ-
ment with many opportunities and dangers, others will offer far fewer.

In modelling an existing organisation, when looking at how the basic structure 
deals with the complexity drivers in the environment, as well as looking for the 
stress each option would put on System 2, we need to check how well each option 
addresses the complexity of the environment. Are we ignoring important distinc-
tions between customers? Beyond the complexity drivers the organisation needs to 
address in the here and now, there is also the issue of what direction this will take 
the organisation in for the future, will it open up or close down future options. We 
like to think that we direct our organisations, and in a sense we do, but it is also true 
that our organisations circumscribe the sorts of strategy we are able to envisage and 
pursue. Our current decisions about how we deliver what we need today will largely 
determine how we relate to the world and that in turn will determine the future we 
are able to create. Mostly these choices are unconscious; they need to be conscious 
if we are not to have organisations that are simply driven by their history.

3.4  �Exploring VSM: Maintaining Balance (System 2)

3.4.1  �Identifying Needs

We like to think of our organisations working as well oiled machines, where all the 
parts fit together, working in harmony with one another. Of course, it doesn’t always 
work quite like that. Whenever we have a set of primary operational activities oper-
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ating with any degree of autonomy, there is the possibility that one operation will do 
something that will disrupt the activities of another. The function of System 2 is to 
reduce or prevent inter-operation disruption (Hoverstadt 2008; Beer 1985).

The need for coordination increases with three factors:

	1.	 The number of operational activities
	2.	 The degree to which these can affect one another, or are interdependent
	3.	 The degree to which they affect the same parts of the environment

The more integrated and more numerous our operations are, the more likely this sort 
of disruption becomes. The integration may be within the organisation, so if opera-
tion “A” supplies operation “B” they need to be coordinated. Equally, the connec-
tion can be through the environment. If two departments of the same organisation 
compete for the same customer, or send contradictory messages to the same market, 
that’s a coordination issue. To prevent this sort of internally generated disruption we 
need some form of coordination between the operational activities at each level of 
recursion.

An extreme example of coordination problems was a large teaching hospital. 
With 60 service delivery units, there were too many different disciplines for practi-
tioners to understand what all the other departments were doing. This might not 
have mattered, if the care each offered was a discrete care pathway, but of course, 
because they were treating patients, they were related. Patients were no respecters 
of clinical boundaries. The patient who had come in with a broken hip was the same 
patient as suffered with Parkinson’s disease and dementia, was malnourished and 
was in the process of getting bedsores. In this sort of situation, coordination prob-
lems go way beyond purely administrative issues such as having common standards 
for patient’s notes. Different care needs can conflict and so need some way of sort-
ing the prioritisation of clinical needs. Similarly, for a patient presenting at a hospi-
tal with a complaint that cannot be easily diagnosed, coordinating different 
disciplines to get the right specialist to correctly diagnose and prescribe the appro-
priate care pathway can be a very hit and miss affair.

Coordination problems have many symptoms that help in identifying them once 
they’re happening:

•	 Oscillations in performance – the “shock wave” problem
•	 Low level ongoing chaos
•	 Cyclical recurring problems in operations – having to solve the same problem 

repeatedly
•	 Turf wars and inter-team or interdepartmental disputes

These are all classic indicators of missing or failing coordination. Of course it is 
always better to identify potential problems before they happen, so look for where 
there are connections between operational units, either where these are interdepen-
dent, or need to be but aren’t.

Coordination problems rarely go away on their own. They tend to either occur 
periodically, simmer away constantly under the radar of management or are esca-
lated to higher management for resolution. When this happens, they often trigger 
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the “control dilemma” which can in turn jeopardise management including threat-
ening strategy, so what appear to be low level and even insignificant operational 
issues can have a damaging effect on the organisation at a strategic level (Fig. 3.6).

Whenever organisations change, there will be a shift in coordination needs and 
addressing these will be a critical success factor for achieving change. Where they 
aren’t addressed, they can prevent change happening and in a high proportion of 
change projects failure to plan new coordination is a key cause of failure. If depart-
ment “A” is trying to change, but is also dependent on department “B”, and there is 
no way of handling new aspects of their interdependence, managers are faced with 
changing and risking a breakdown of delivery or of staying with the status quo. 
Almost invariably given this choice managers opt for the status quo and change 
programmes stop. So anticipating coordination needs is important for both smooth-
ing operations in the present and for enabling future change.

3.4.2  �Coordination Mechanisms

Coordination failure, or rather the absence of coordination mechanisms, is one of 
the three most common systemic problems we see in diagnosing organisations. 
Generally, coordination is taken for granted when it is effective and is not correctly 
identified as the problem when things go wrong. It isn’t as glamorous as heroic fire 
fighting for managers, but it is vastly more effective. We tend to praise and reward 
problem solving in organisations, but far more powerful than problem solving is 
problem anticipation and avoidance and this is what coordination does. The reason 
we take it for granted is because good coordination is so much a part of the infra-
structure that we hardly notice it. Imagine a school without a timetable and the 
chaos that would follow trying by any other means to get 100 teachers synchronised 
with 1200 pupils in each of 40 periods in the week to do the right one of 30 different 
subjects at three different levels in 45 different classrooms. Yet the miracle of organ-
isation that is the school timetable does this and is taken totally for granted (apart of 
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course from by the individuals who slave through the summer holidays to put them 
together). And it is the same for most coordination mechanisms. We don’t notice 
them when they work and we don’t always recognise the need for them even when 
they aren’t present and we are frantically trying to solve the problems the lack of 
them has caused.

The school without a timetable may seem like a fanciful example, but perhaps no 
more fanciful than the bank that didn’t coordinate training between branches. They 
sent all its customer service staff off on a 3-day customer care course at the same 
time so there was nobody actually left to do any customer care. Failed or missing 
schedules are very common. Production scheduling is one of the most common 
areas of failure, and particularly the need to keep different operations “balanced”. 
When this fails, we get overproduction in some areas and underproduction in others 
and work-in-progress piling up in factories.

As well as scheduling, production or otherwise, typical coordination mecha-
nisms include: protocols, mutual adjustment, boundary agreements, common stan-
dards, common language, and culture.

In a training department, individual trainers decided what courses they thought 
were needed, and then designed, set up and ran courses. Trouble was that they actu-
ally needed the cooperation of their fellow members of the training team to deliver 
the courses and they needed access to shared training resources such as the training 
suite and facilities. Because they operated independently without coordination, 
facilities and people would be double booked. Each time was treated as a new 
occurrence, with arguments and appeals to the head of training to sort out the mess. 
In this case there was clearly a need for some sort of schedule for use of shared 
facilities but also for some protocols for negotiating and contracting colleagues to 
work on one another’s projects.

Boundary issues are a frequent coordination problem. One of the areas where 
this is most prevalent is in sales territories. Where the boundaries are geographic, 
this is fairly easy to define, but where the boundaries are more nebulous, it is obvi-
ously harder.

An IT company increased the autonomy of its operational units but failed to put 
in adequate coordination. A salesman turning up at a client to sell a document man-
agement package could find that two competitive offerings from the same company 
had already been offered to the client. With no coordination, the company was com-
peting against itself and wasting resources duplicating development, sales and 
support.

In a hospital, there was no coordination mechanism for handling the boundary 
between cardiac surgery and cardiac medicine. If a patient got referred to a cardiac 
surgeon, then they invariably got sent for surgery. Occasionally the cardiac medics 
would refer patients for surgery, but generally, they prescribed drugs. Patients pre-
senting with heart problems could end up in either surgery or medicine. The basis 
on which this life critical decision was taken was the length of the waiting list for 
the surgeons. If there was a gap in a surgeon’s waiting list, then the next patient 
would be sent in that direction. Coordination problems can have serious and some-
times bizarre repercussions.
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In 1999, NASA had the embarrassing and expensive experience of crashing a 
probe into Mars. It emerged that the problem had been that two teams were using 
different measurement systems, one metric and one imperial. The thrust applied by 
rockets to control the probe’s position for entering Mars atmosphere was calculated 
by one group in Newtons and by the other group in pounds force. Each assumed 
they were both using the same common measurement standard, but they weren’t 
and because there are just over 4 lb. force to the Newton, the probe wasn’t where it 
should have been. The issue of coordination by common standards or rather a lack 
of them is very common and isn’t limited to tangible things like measurement stan-
dards. Within one single company of just 60 staff, the five operational departments 
each used different standards for management accounts. With no common basis for 
comparison, it was impossible to establish which operations were actually profit-
able. This generated a series of ill-judged investment decisions that destabilised 
operations when some departments were under-funded whilst others were over-
funded. Inevitably, it also created political turmoil.

Working on restructuring a bank in a post-communist eastern European country, 
a team of western consultants were disconcerted part way through the project to 
discover that whenever they’d talked with the bank’s management about “cash”, 
they had been talking about completely different things. To the westerners, cash was 
actual tangible money. To the eastern bankers, it was any money that wasn’t part of 
the government’s planned economy.

This sort of problem over common language isn’t limited to national differences. 
Amongst a group of pharmacists operating within the same hospital, there wasn’t 
common use of language – not even of their specialised technical language. Different 
individuals used a range of different terms for the same thing and used the same 
technical term to mean different things. This is a little disconcerting when we are 
talking about a group of people trained to be precise and scientific, all working in 
the same discipline in the same organisation, and especially when they are dealing 
with potentially life critical treatments. Problems over common language are even 
more common between departments and different technical disciplines and extend 
to the choices we make about using the same IT platforms and programmes and of 
course to the mental models we use. Wherever a message crosses a system bound-
ary: between two individuals, two departments or two companies, it undergoes 
“transduction” a process of translation in which it inevitably gets changed to some 
extent. The distortion can be trivial or critical, but the purpose of creating common 
languages is to build effective transducers that reduce distortion as far as possible.

3.4.3  �System 2 and the Design of Structure

Within many organisations there is a constant battle going on between support func-
tions trying to get operations to adopt common languages and standards and opera-
tions seeking to go their own way. This is one facet of the autonomy – cohesion 
dilemma. Finance wants everyone to do their budgets and reporting in the same 
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way. IT departments want everyone to use the same programs so support is easier, 
whilst operational departments often find reasons why they need a non-standard IT 
program. Both sides of this tension can be legitimate, although it’s hard to see the 
validity of having 400 different knowledge management systems within the same 
organisation, as one high tech company did. Especially since the purpose of knowl-
edge management is to allow knowledge sharing and this is prevented by system 
fragmentation.

Sometimes this tension which manifests as a sort of guerrilla warfare over 
System 2 coordination mechanisms is actually a sublimation of the autonomy  – 
cohesion tension at the level of strategy. Operational departments denied autonomy 
in the direction of their operations, sometimes exercise autonomy in subverting the 
common standards that IT, finance, or other departments seek to impose. Whatever 
the politics, coordination is explicitly about restricting complexity and autonomy. 
The trick is to identify where there is unnecessary complexity that is destabilising 
operations and remove that whilst leaving differences that reflect genuine differ-
ences between operations. The payback for operational managers of accepting the 
reduction in their autonomy represented by coordination mechanisms is a reduction 
in disturbance to their operation by other departments, less conflict and much less 
fire fighting.

As well as being significant in their own right, System 2 mechanisms are also 
important in helping to work out the optimal solution to the question of how to 
organise the structure of value creation. Wherever possible, the basic structure of the 
organisation should be worked out to reduce System 2 issues. In my view the load-
ing on System 2 is one of the most critical design features and is probably the single 
most important factor in deciding between structural options.

One of the reasons that cells are so much more productive than functional layouts 
in engineering is because the structure eases System 2 coordination issues between 
operations.

3.5  �Exploring VSM: Managing Delivery (System 3)

3.5.1  �Line Management

The structure of value creation breaks the organisation down, operational level by 
operational level and provides the basic seed structure for the viable system 
(Hoverstadt 2008; Beer 1985). The essential function of line management is to build 
these component operations back up into a cohesive coherent organisation that can 
create synergy. I use the term line management in its traditional sense, management 
responsible for a set of operations – sometimes the term is used to describe someone 
who has a personnel management role over an individual. In essence, line manage-
ment is a relationship between an individual, or a team, department or division and 
the organisation of which it is a part, in which an agreement is made that the organ-
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isation will provide X resources in return for the individual, team or department 
delivering Y performance. This basic equation of resources for performance is key.

The basic design concept is extremely simple, but conventional practice goes 
against it in several ways, some of them fairly obvious, some of them quite subtle 
and mistakes in designing a structure to deliver synergistic performance are more 
than common.

For each set of operational activities identified in the basic operational structure, 
there needs to be a corresponding set of management activities, starting with the line 
management role to build cohesion. The purpose of this is to take a set of operations 
and to create synergy from them. Each level of the organisation delivers some aspect 
of performance that its individual components can’t provide on their own. To do 
this, management has to ensure that when the performance of the operational sub-
systems it manages are combined, they will deliver the performance this level of the 
organisation itself is responsible for (Fig. 3.7).

The twin strands involved in managing this relationship are resources and perfor-
mance. The combination of the two into a negotiated agreement between, say, a 
departmental management and its constituent sub-systems is critical.

For this to work, what is needed is agreement rather than imposition. Arbitrarily 
imposing performance targets or budgets risks loading impossible burdens onto 
operations and also risks management basing their decision making and strategy on 
levels of performance that are not achieved and which may have been totally 
unrealistic.

The traditional approach to managing resources is the annual budgeting cycle. So 
prevalent is this approach that it may come as a surprise to many that it is relatively 
new and grew to popularity in the post war drive for strategic planning. Relying on 
a plan meant that both performance and the resources that drive performance also 
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had to be planned. This planning and budgeting system has become a monster that 
has taken over much of managers’ lives – typically between 20% and 30% of senior 
manager’s time. As well as consuming valuable management time, it encourages all 
sorts of dysfunctional behaviour, particularly gaming and “creative” accounting in 
resource negotiations. The alternative model being developed by the members of the 
Beyond Budgeting Round Table is one that will be familiar to many smaller entre-
preneurial businesses (Hope and Fraser 2003). Typically, it uses a much more flex-
ible approach to decide on and manage resource deployment –a combination of 
discretionary agreements that allow managers more autonomy within agreed limits 
and with the option to decide on new resourcing commitments whenever circum-
stances demand rather than being locked into a fixed planning cycle. This allows 
managers more autonomy to manage their resources flexibly whilst still leaving 
them accountable for results and also allows the organisation to respond quickly to 
any opportunities or threats that may emerge in their environment.

The key to understanding the autonomy within the recursive structure is the reali-
sation that the management at any one level manages a set of subsystems which (a) 
operate within the agreed operational framework established and maintained 
(System 2), and (b) operate to the resource bargain agreed (System 3) beyond that 
the subsystems have autonomy in the way they achieve their purposes. By these 
means the operational variety is absorbed at each recursive level in a combination of 
management and self-management.

3.5.2  �Common Failures in the Performance Management 
Structure

Organisations that do not measure performance do not and cannot know how well 
they are doing whatever it is that they do, so performance measurement has an abso-
lutely key role to play in building an effective organisation. Which is easy to say, but 
is very often not done well.

The first structural element to getting it right is to not miss out performance mea-
sures. In a lot of organisations, performance measures are generalised and are not 
designed as specific links between elements of the organisation. For every opera-
tional element at every level of recursion, there needs to be adequate and appropri-
ate performance measures. This means performance measures specific to each level. 
Performance measures follow and define the line management structure. They are 
one of the fundamental links between a set of operations and management at the 
next level. Missing out levels undermines the viability of the organisation. Missing 
performance measurement from one or more levels means that there are managers 
at that level who do not know how well the operations they are supposed to be man-
aging are doing. This is pretty fundamental to doing the job of a line manager which 
is to take the resources provided by the organisation and use these to deliver 
performance.
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The second common problem is to split resourcing decisions from performance 
measurement. Often operations find themselves negotiating the performance levels 
they are supposed to deliver, quite separately from the negotiation about the 
resources necessary to achieve that level of performance. Since resources come in 
many forms – people, skills, infrastructure, equipment, IT, money etc. all of which 
may be managed quite separately, combining all these resources together with an 
agreement about performance is not always a simple task. Where this fails, then one 
of two outcomes is likely, either over-resourcing  – certain activities have more 
resource than they can use effectively, or under-resourcing – which leads to a failure 
to deliver performance, or at least considerable stress in trying.

Problems of misattribution are extremely common in organisations. Measures 
that are actually about the process carried out by department “A” are attributed to 
department “B”. Although this may sound unlikely and the sort of thing that should 
be easy to spot, it is actually endemic. The reason is that predominantly, perfor-
mance measurement systems are not built as feedback systems to inform decision 
making about specific processes and specific units. The traditional model increases 
the probability of sloppy attribution, because hierarchical structural models give 
little clue as to where processes sit and who is actually responsible for which aspects 
of performance.

In a small national supermarket chain, the performance of both stores and their 
managers were measured by sales. This is a common conflation between measuring 
an area of activity or process and measuring the management of that process. In this 
case, the measure was intended to inform the board about the performance of the 
store managers so that the board could take decisions about both them and their 
stores: which managers to promote, or fire, and which stores to expand, change or 
close. In reality, a store manager’s area of discretion had very little impact on sales. 
Overwhelmingly, the decisions that did affect this measured output were taken by 
buyers and marketers at central office. What store managers could actually decide 
about were issues around managing their staff. They couldn’t decide what was sold 
in their store, or for what price, or how it was presented, or where it would sit in the 
store or when to run promotions, or any of the things that have the biggest impact 
on sales. These key decisions were all taken centrally. So, the performance mea-
sures attributed to store managers were actually measures of central staff functions 
As a result, there were critical control deficits at two levels: at the level of the store 
and at the level of the central marketing and purchasing functions. At both these 
levels, appropriate performance measures were not being used to inform manage-
ment decision making. The store manager’s actual performance wasn’t being mea-
sured, but the board thought it was and made judgements accordingly. At the same 
time, the set of measures that actually measured the central staff functions weren’t 
used in taking decisions about them. Using a systemic model allows us to look at the 
systemic consequences of this sort of failure, and in particular what decision pro-
cesses and hence what decisions are undermined by a lack of information, or misin-
formation. In this case, that was a whole series of judgements and decisions about 
individual managers, their stores, and about the management and effectiveness of a 
set of central functions such as buying, marketing and product positioning. In addi-
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tion to the diagnostic advantage, this modelling also provides a design template for 
the design of more appropriate performance measures that do actually provide 
information where it is needed about the activities that are supposed to be being 
measured.

The most common problem though is the “control dilemma” (Espejo et al. 1996). 
Usually regarded by those experiencing it as a personality issue, it is also a struc-
tural problem and the structural solution lies in getting the structure of performance 
management right and specifically in monitoring. The control dilemma occurs when 
management worries about its loss of control over operations and so burdens opera-
tional staff with more and more demands for performance reporting. The increase in 
demands for performance reports is usually driven by a lack of trust that the infor-
mation being given is providing either a complete picture or indeed is giving man-
agers the answer they want. The solution is not simply to ask for more reports and 
more detailed or frequent performance reports, but to monitor. There is a clear dis-
tinction between ‘performance measuring’ and ‘monitoring’.

The word “monitoring” is fairly loosely used in management. Here, I am using it 
to describe a particular set of activities conducted in a particular way. It is an in 
depth, occasional check by management, not of what their immediate subordinates 
are doing, but of the reality of their operations. Where performance reporting is by 
its very nature largely quantitative, monitoring is largely qualitative. A performance 
report may tell you that late deliveries go up at the end of the month. What monitor-
ing does is let the manager who gets those reports every month, experience the 
semi-chaos of the shopfloor on the last Friday of the month as production tries to 
juggle a deluge of increasingly fractious customers and managers demanding that 
their job be prioritised before the weekend. Armed with that experience, the reports 
take on a completely different meaning. What seemed perverse and frustrating 
behaviour by your operations team that prevented you from hitting your target and 
keeping your promise to your boss is now seen for what it is, a hopeless task in the 
face of impossible pressures (Fig. 3.8).

The requirements of good monitoring can be summed up in four simple rules:

	1.	 It needs to be sporadic.
	2.	 It needs to be unannounced.
	3.	 It needs to skip a level of management.
	4.	 It needs to be in depth.

Monitoring needs to be sporadic if it isn’t to become too heavy handed and leave 
staff feeling as if they are being constantly watched. It needs to be unannounced if 
it is to show reality, if its predictable, then “window dressing” can hide what’s really 
going on and the exercise becomes destructive. It needs to bypass a level of 
management if it is to reassure both staff and managers that management has a real-
istic view of what is going on in the organisation. Whole organisations have col-
lapsed because this simple rule was ignored and managers thought that it was more 
comfortable just to rely on reports without checking out the reality. If monitoring 
doesn’t jump a level of management, it provides a cover that allows unscrupulous 
managers to engage in all sorts of unsavoury practices from bullying, through finan-

P. Hoverstadt



115

cial irregularity to major undeclared changes in objectives, strategy or working 
practices.

3.6  �Exploring VSM: Managing Development (System 4)

3.6.1  �Systemic Function

The systemic role of System 4, the development sub-system is to ensure that the 
organisation maintains a healthy fit with its environment (Hoverstadt 2008; Beer 
1985). In other words it has to ensure that the organisation is doing the right things 
and able to maintain some sort of value exchange with its environment so that it can 
remain viable into the future. Essentially, this involves preparing the organisation to 
deal with changes in the environment and preparing the environment for changes in 
the organisation, so, predicting and creating the future (Fig. 3.9).

To do this, it has to fulfil several connected but subtly different roles, all of which 
relate to understanding: the future, the environment outside the organisation and the 
fit between organisation and environment. Typically these involve:

	1.	 Scanning the external environment for changes or potential future changes and 
specifically scanning for strategic risks

	2.	 External communications (other than those directly related to operations)
	3.	 Innovation
	4.	 Managing change
	5.	 Building and holding the organisation’s model of itself

Failure or weakness in System 4 is endemic in organisations and is one of the com-
monest pathologies encountered in looking at organisations. This is true for com-
mercial organisations, public sector organisations and also for the third sector. To 
some extent, this bias against dealing with the future has been enshrined in conven-
tional management doctrine with its emphasis on efficiency.
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The failure rates of commercial organisations are evidence of just how common 
this systemic problem is. Of the original S&P 500 index (the Standard & Poor index 
of the top 500 US companies) 85% were no longer in business in 2007, so they had 
failed to survive 40 years. The median life expectancy of European companies used 
to be 60 years, it has fallen to 12.5 and is still going down. Commercial companies 
are failing to adapt to their environments at an increasing rate. In the public sector 
of course, organisational failure rarely leads to bankruptcy.

Where the System 4 sub-system is weak, disconnected or missing entirely, there 
are problems, both passive and active. Passively, organisations are unable to antici-
pate changes coming from their environment, are surprised when they happen, are 
unable to adapt to these changes and fail. In failing to be active, organisations don’t 
innovate, fail to create changes in themselves or in their environment and their rela-
tionship with their environment atrophies. Where the capacity to adapt is missing or 
weak, systems tend to fail when their circumstances change. Of course the more 
complex the system the more there is that may need to adapt. So large complex 
systems can collapse spectacularly quickly, although it’s usually easy to see their 
blind spots, or lack of capacity for adaptation and consequent vulnerability, well in 
advance.

Where System 4 fails, there are a set of mostly very common symptoms.

•	 Creating new products with no markets for them
•	 Creating markets without products to fit them
•	 Failing to adapt to changing markets
•	 Failing to adapt to changing technology
•	 Persisting with outdated products
•	 Overcome by Strategic Risks

Although, these are couched in commercial terms, exactly the same types of failure 
apply to the public and third sectors, so for example, an international development 
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charity that created a type of intervention that could not be “sold” to intended users 
in the theatre of operations and simultaneously was failing to recognize or address 
new crisis areas that had opened up. International development agencies are often 
unable to match their response times to the pace of unfolding events – a simple lack 
of requisite variety.

Where development management fails, the organization fails. Often this can be 
seen long in advance of the actual failure and can be addressed, but many organisa-
tions with a lack of development capability are disasters waiting to happen.

3.6.2  �Managing Change

The statistic generally quoted is that around 80% of change projects fail and when I 
ask groups of change agents about this, they generally agree that this figure is about 
right. Clearly, there is something fundamentally wrong with an approach that fails 
most of the time – if my car didn’t get me to my destination 80% of the time, I’d 
think seriously about an alternative….

The traditional model for managing change not surprisingly is based on hierar-
chy: change is planned and implemented from the top across the whole of the organ-
isation and cascaded down through successive tiers of management.

It is my experience that traditional change programmes ignore the essential dif-
ferences between departments or teams and treat the whole organisation as if it was 
the same. But of course, organisations are not the same throughout. In any change 
programme, there are always parts of the organisation that can change more easily 
than others and parts where there is a greater impetus for change. These natural dif-
ferences mean that change programmes always fragment and this causes two prob-
lems. First is the perception that there is resistance. Second is the problem of 
consistency across the boundaries between parts of the organisation that have 
changed and those that haven’t. These boundary issues become the grit in the change 
process that creates friction and drives resistance. Gaps quickly develop between 
teams and departments that are engaging with change and those that are not. These 
gaps fragment change programmes. Invariably at this stage of programme failure, 
managers responsible for change switch their efforts away from those areas where 
they are failing into the areas where they are enjoying relative success. As well as 
being a pragmatic response to a difficult situation, and a sensible use of their inad-
equate resources, this is also a very human response. Faced with a task with a high 
failure rate and given the option between nurturing those parts of the programme 
that show some hope and those where change is proving difficult, it is entirely natu-
ral to support the successes rather than confront the failures. The effect of this focus 
on the easy targets is to amplify the differentials that emerge, thereby further frag-
menting the homogeneous nature of the programme.

In effect, change programmes that are intended to be homogeneous and ‘whole 
company’ programmes break down into discrete patches of change. This concen-
trates the impetus and resources for change coming from management on to just a 
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few individuals or teams. Homogeneous undifferentiated change becomes in prac-
tice, heterogeneous, highly differentiated and discrete change. This is an entirely 
natural process and seems almost inevitable given the circumstances.

This isn’t primarily a problem of leadership and it isn’t primarily or initially a 
problem of resistance. In practical terms, problems occur where processes cross 
organisational boundaries. Where a process crosses two departments, so department 
‘A’ hands information or components over to ‘B’ and where ‘A’ is trying to change 
to the new way of working and ‘B’ isn’t, then managers are faced with a dilemma. 
If they carry on with change, the process will fail and if they stick with the existing 
process, then the change will be reversed or stalled. Faced with the dilemma – carry 
on with change and break a critical work process or forget the change and carry on 
with business as usual – managers generally take the only possible decision – go 
back to business as usual.

In Viable Systems terms of course, this problem of resolving cross boundary 
conflicts is a failure to manage the co-ordination issues and since coordination is 
one of the three most common pathological archetypes, it isn’t very surprising that 
this happens.

But of course for the plan to succeed, all parts of the organisation would have to 
move all together and at the same pace. This is clearly unrealistic. Each department 
is different. Its operational demands and constraints are different. Its people are dif-
ferent. Their ability to handle change is different and the number of changing pro-
cesses they may be handling at any one time is also different. So of course it is 
absolutely inevitable that they will change at different rates. Once again, Ashby’s 
law applies, any plan that assumes change will be uniform, lacks requisite variety.

A VSM based approach to organisational transformation approaches the problem 
in quite a different way. It involves breaking change down into discrete, “do-able” 
packets and introducing these in a sequence of planned initiatives. These allow man-
agers to concentrate on changing elements of the organisation in a discrete way, 
whilst managing the interfaces between that element and the rest of the organisation 
so that change is not prevented by resistance through boundary issues. The sequence 
of change needs to be planned so that each stage helps prepare for subsequent 
changes either by creating structural redundancy (often in the form of management 
time released from fire-fighting) or by removing structural obstacles to subsequent 
changes.

The two key elements in this “mosaic” approach to system transformation are 
utilising structural redundancy and discrete packets of change. Change a component, 
and any other components it directly interfaces with, don’t change everything 
at once.

Structural redundancy is about having spare capacity in the system and the 
amount and rate of systemic change is directly related to structural redundancy. 
Change requires requisite variety in the form of spare resources. The scale of change 
will depend on the availability of resources. Release more, and you can change 
more. Tackle too much and the resource will be spread too thin and nothing will 
work. This is of course pure Ashby’s Law.

P. Hoverstadt



119

Planning mosaic change starts with a Viable Systems Model of the organisation, 
both in its current state and its desired future state. Mapping these two organisa-
tional models against one another gives you a list of those bits of the organisation 
that will be directly affected – in other words all the parts that need to change. As 
well as giving you this list of potential change packages, it should also tell you 
about all boundary issues involved in carrying out change. There are direct trans-
fers, such as department “A” being upstream in the same process as department “B”, 
so if you change “A” you know “B” may well be affected. In addition, the VSM 
should give you all the known connections that department has with others. Existing 
or future co-ordination issues are particularly sensitive and important.

Following a systemic overview, the next stage is deciding where to start change. 
This can involve several factors. The general rule is that change must be practicable 
and worthwhile. Assessing practicability should include evaluating the relative 
capacity for change of the units concerned. The factors that affect this include:

•	 Group cohesion
•	 Experience of and attitude to change
•	 Skill at changing
•	 Quality of leadership
•	 Number and severity of probable boundary problems
•	 Management resources available to assist change

Assessment of which changes are most worthwhile at any point in the process must 
take into account both the intrinsic value of the change – i.e. how far it takes the 
organisation towards the intended destination – and critically, the capacity of the 
change to create structural redundancy or other factors to aid subsequent stages of 
mosaic transformation. The factors that aid further development will include 
removal of structural or process obstacles to subsequent change.

Weighing up these various factors presents quite a complex decision. In many 
cases, there will be an option between an initiative that is more easily achievable, 
but less desirable, and one that is more difficult, but will yield bigger dividends. 
Although, in many cases this will be a matter of judgement, there are some hard 
rules that will need to be obeyed. First, the proposed change must be matched by the 
resources available. Although this “mosaic” approach inherently reduces the prob-
ability of management overstretch, it doesn’t eliminate it. In some organisations, 
management resources available to effect change are so stretched that only the 
smallest systemic changes are practical. Second, there is often in major systemic 
change a natural chain of progress. This is almost a critical path within the plan of 
change, such that ‘A’ has to be changed before ‘B’ becomes practicable. This inter-
dependency of issues or problems is a systemic feature, and is one reason for the 
need for a systemic overview of the organisation. Once these two basic rules have 
been applied, the major consideration is the creation of structural redundancy, since 
this can be used to create the momentum for further change.

Once change is being undertaken, boundary problems can become as big an 
issue as the change itself. As well as a functional analysis to identify where these are 
likely to occur, consideration also needs to be given to non-functional relations, and 
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in particular the political dimension of the context needs to be considered. By mak-
ing change incremental and planned, a mosaic approach helps to concentrate change 
management resources, so these can be more tightly focused on the interfaces of the 
change area and manage boundary disputes.

3.7  �Exploring VSM: Strategic Balance

3.7.1  �The Traditional Strategy Model

The traditional model for strategy development has three principal features. It is 
linear, it is deterministic and it is based on a hierarchical model. In other words, a 
management team or board decide a fixed goal or vision and set down a straight path 
of things the organisation needs to do to move towards this fixed goal and hopefully 
arrive at the desired destination.

This linear deterministic approach to strategy has been the prevailing paradigm 
since the 1960s and is based on an assumption that management can reasonably 
decide on a set of goals about the future of the organisation and that performance 
can then be measured relative to these goals. This deterministic approach is usually 
encapsulated in some sort of methodology that follows a linear path that runs: 
vision, mission, strategy, targets, performance measures. Each step is determined by 
reference to the previous step (Fig. 3.10).

The three basic elements, determinism, linearity and hierarchy are mutually sup-
porting and consistent. If you can determine a goal – your vision – then logically the 
rest of the strategic process should be a linear development that follows from that 
vision to get you there. So determinism requires linearity and of course, linearity 
requires determinism. You can’t have a linear process unless you know the destina-
tion. Similarly, hierarchy supports them both. It’s difficult to get a large group to 
agree on a single vision. For that, you need a small group of decision makers or even 
a single (preferably inspirational) leader. Once fixed, the rest of the organisation is 
targeted by the hierarchy to meet the vision. It is difficult (but not impossible) to do 
deterministic strategy without a hierarchy and its difficult for a hierarchy to do strat-
egy in any other way.

Unfortunately though, this traditional model has several very major shortcom-
ings. The most important of which is that it very rarely works. Figures vary, but 
most surveys conclude that over 90% of strategic plans are never implemented and 
one survey found that 98% of strategic plans were not carried out.

Fig. 3.10  Traditional model – strategy and performance management
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The roots of failure of the traditional model are found in its features, its linearity, 
its determinism and hierarchy. Firstly, the deterministic approach assumes a degree 
of environmental stability that is rarely found today. Following a goal that was set 
in a strategy formulated often years earlier is only sensible if the world still looks 
the same as it did when the strategy was decided. In many environments, in both the 
public and the private sector, this is rarely the case. If our strategic environment 
changes faster than we can achieve our strategy, then that goal based strategy is 
likely to be irrelevant and can even deliver us prepared for a world that no lon-
ger exists.

Take for example a leading electronics firm specialising in defence systems. 
They followed a goal centred strategy to become a global player in the communica-
tions market and invested heavily in a market that was new to it  – optical fibre 
technology. By the time the strategy was fulfilled, the market for optical fibre had 
already peaked and the company was poised for a world that no longer existed. 
Typically, the planning cycle is run on an annual basis, which means that there can 
be a very long time lag in the feedback process that tells you that the plan isn’t 
working. In the case of the electronics company, the strategy proved fatal.

Secondly, because it is a linear model, it has performance measures as an output 
of strategy. You set measures that tell you whether your strategy is working. So this 
approach ignores the need for performance measures to inform the strategic process 
as an input. In the absence of suitable performance information, strategy is inevita-
bly misinformed and the result is a proportion of strategic plans that the organisa-
tion does not have the capability to deliver. Performance measures need to be, not 
merely an input to strategy rather than an output of the strategic process, but also 
designed specifically to provide the information that strategic decision making will 
need. So a strategic process that reduces performance measures to being an output 
has problems.

The problems with the linear deterministic model are compounded because of its 
connection with the hierarchical model of organisation. This may seem paradoxical 
because the whole point of a hierarchy is to centralise decision making, precisely to 
make it easier to set strategy. Hierarchies are designed specifically to be unstable 
structures that allow a single individual or small team to move a whole organisation. 
So, it may seem odd that in practice, they aren’t actually very good at formulating 
strategies that actually work. What hierarchies are really good at is taking decisions. 
What they aren’t good at is taking decisions that actually get implemented. There is 
a strong inverse correlation between involvement in a decision process and rejection 
of the decision or resistance to it. The more hierarchical the decision process, the 
fewer people involved. The fewer people involved, the less the rest of the organisation 
will trust it. The less they trust it, the less likely they will be to carry it out and actu-
ally implement it.
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3.7.2  �Strategy as an Emergent Property of Structure

The connection between strategy and structure is both complex, and dynamic. 
Strategy often determines structure, and drives changes to the organisational struc-
ture. Less obviously, organisational structure also has an enormous effect on strat-
egy. The two are linked together not just at any one point in time, but also through 
the passage of time, and this is the dynamic that drives the evolution of 
organisations.

It is easy to see how strategy drives organisational change. The outcome of strat-
egy is often either a new direction for the organisation or a change of pace. To put 
these into effect requires some changes either to formal structures (departments, 
teams etc.) or at least to work patterns and communications.

What is often unseen is the opposite, the way in which the organisation’s struc-
ture and the wider system determine strategy. The strategic options open to an 
organisation are limited by the structure and dynamics of its environment and by the 
information that is fed into the strategic decision making process. These limitations 
are not arbitrary, they are structural. Messages come in to the organisation from its 
environment all the time, some good, some bad, but the organisation can only hear 
the sorts of messages it is structured to hear. If there isn’t a part of the organisation 
that is tasked with hearing messages on a particular set of topics, then the organisa-
tion will not hear those messages. The information may come in to an individual in 
the organisation but then it just dissipates through the organisation unless there is 
somewhere for it to go.

This may seem bizarre, but we experience it on a regular basis. Ever tried com-
plaining to an organisation that doesn’t have a customer complaints department? 
Gradually it dawns on you that you are engaged in a totally futile exercise. As you 
try to explain to someone in the organisation what has gone wrong, they wait for 
you to get off the phone so they can get on with their job – which isn’t dealing with 
your problem. The poor employee has heard your problem, but without a structure, 
it rarely gets any further because they have nowhere to send the information. Exactly 
the same principles apply to strategic topics. Without some part of the organisation 
tasked with understanding the market, or changes in technology or economic trends 
or competitive pressures, decisions will be taken in absolute or relative ignorance of 
those key topics. Decision making is a “garbage in garbage out” process and if you 
know the information going into a decision, its possible to work out what decisions 
are likely to come out, with a fair degree of reliability.

So, the classical assumption that the organisation is an outcome of the strategy 
because you change the organisation to suit the strategy is true, but it’s only half-
true. The reverse is also true, because the organisation’s strategy is also an outcome 
of its structure.

That is part of the story, but the other half concerns the relationship between the 
organization and its environment. Here, Maturana’s concept of structural coupling 
is helpful. Systems are coupled to their environments in such a way that changes in 
the system change the environment – structurally and reciprocally, changes in the 
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environment change the system – structurally. So in the biological domain, the hum-
ming bird’s beak evolves to fit the flower and the flower evolves to fit the humming 
bird’s beak. Through time each drives the direction of evolution of the other. If you 
transfer the model to the world of organisations, then you can see how the structure 
and dynamics of the system – within its environment – drive the strategic direction 
the organization is likely to take, often irrespective of the plans of senior manage-
ment teams. Organisations are locked into sets of key relationships, with markets, 
competitors, partners and regulators, each of these structural coupling relationships 
will have a default trajectory and you have to work quite hard to escape that. And 
that of course is an explanation for why strategic plans fail quite as often as they do. 
The world is not linearly deterministic driven by our goals, its largely determined by 
the choice, structure and dynamics of relationships. This systemic view of strategic 
formulation and direction are explored more fully in “Patterns of Strategy”.

3.7.3  �Strategic Conversations

Systemically, good strategic decision making relies on balancing the capabilities of 
the organisation as it is now, in its current strategic environment, against the demands 
that it needs to address in its environment and in the future. As the environment 
changes, as demands change, those changes need to be detected, or better still antic-
ipated, and brought into the strategic debate. Seeing a need for change creates a 
“strategic gap”, a gap between what we can currently do, and what we have identi-
fied that we are going to need to be able to do in the future. The process of strategic 
decision making is then to work out which of the identified strategic gaps the organ-
isation should close, and how this should be done. And this is what strategic deci-
sion making does, it opens and closes the strategic gap to drive the organisation’s 
continuous evolution and adaptation through time. Closing the gap is primarily the 
job of “delivery management” (System 3). Opening up the gap, in the sense of per-
ceiving it, making it explicit to the organisation, and making change practicable is 
the job of “development management” (System 4).

All management disciplines tend to have their own areas of interest and their own 
language. Consequently communication between them can be difficult. Marketing 
and operations don’t talk the same language. They don’t see the world in the same 
way and indeed aren’t even looking at the same bits of the world. Both are different 
from the finance department who speak another language and view another land-
scape. And yet, despite these very real differences, we need all these different spe-
cialist interests and others to come together if we are to come up with strategies that 
are practicable and appropriate. Robust decision-making, coming up with a strategy 
that actually gets implemented, requires that all aspects of the strategy are examined 
(Fig. 3.11).

If our strategy involves introducing a new product currently in R&D for example, 
then R&D (System 4) need to check with operations (System 3) that they can pro-
duce it. Finance needs to be involved over both short term cashflow implications 
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(System 3) and longer term investment planning (System 4). HR may well need to 
be involved on short term staffing arrangements for operations (System 3) and for 
either recruitment or training (System 4) if current capability doesn’t already exist. 
Similarly marketing (System 4) needs consulting early on about market opportuni-
ties for the new product and sales (System 3) about how the new product might 
disrupt existing sales. This is a complex set of conversations and not one that can 
follow any pre-set process. In reality, these are interdependent not independent 
issues and the outcome of one conversation may require us to go back and revisit 
another. So operations may agree with HR that they need to recruit new staff and 
retrain others to make the new product, but a conversation with finance may force 
them both to think again.

3.7.4  �Getting the Balance

Within this decision structure there are two very different types of management 
behaviour. On the one hand, there is that part of management engaged in running the 
organisation as it is now, and all the behaviours that go with that. Trying to optimise, 
measuring performance and resource usage and seeking greater efficiency. On the 
other hand, there is that part of management engaged in developing the organisation 
and creating the future. This involves scanning trends, assessing market needs, cre-
ating options, researching and developing products, technologies and markets and 
planning how to move forward into the future. These two sets of activity are both 
essential, but are pulling in opposite directions.

Finance

FinanceSales

Marketing

Operations HR

HR
Product Development

POLICY

Performance Information from Operations

In
fo

rm
at

io
n 

on
 E

nv
iro

nm
en

t &
 F

ut
ur

e 5

4

3

Fig. 3.11  Management decision structure. Typical set of strategy conversations, connecting differ-
ent disciplines on a range of interdependent issues. With System 5 ensuring the decision structure’s 
integrity by integrating internal and external issues
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Good management of the organisation as it is now, so it operates efficiently is 
essential. Without it, the organisation will struggle to survive in the short term and 
as the saying goes “without a short term, there is no long term”. Equally important 
however is the need to envisage and create a future for the organisation. Without 
development and adaptation, the organisation will lose its “fit” with its environment. 
It, will fail to provide goods or services that a changing world values and will die. 
So both types of management activity are essential to survival.

The problem is that whilst both are essential, they are also in tension, and in 
several different ways. They require different types of thinking, so individual man-
agers are predisposed to one or the other. They require different types of informa-
tion, so the organisation’s management information system can provide biased 
support. Most obviously, they are in tension because creating the future inevitably 
involves reducing the efficiency of the present.

Any action to change the organisation to meet future needs, inevitably involves 
using resource. No adaptation  – not even one aimed at improving efficiency is 
entirely cost free. There always has to be at least some “pump priming” and if we 
are talking about major strategic change in the direction or identity of the organisa-
tion, then this generally requires a significant call on resources and particularly 
management resource. All of this inevitably reduces the short term efficiency of the 
organisation and disrupts managers’ attempts to run a “well oiled machine”. As well 
as diverting resource, it also diverts attention away from the efficiency issue and so 
has a political effect of tending to undermine the importance of those managers 
focused on the here and now.

The result of this dynamic tension between stasis and change is that organisa-
tions are often unbalanced to either one side or the other. This strategic balance is 
acted out in the 3–4–5 homeostat. Where this favours System 3, strategic decisions 
tend to be of the “do more of the same” or “do less of the same” variety, so strategies 
are about growth or retrenchment, but not about doing something different. This can 
be fatal if the nature of the environment has changed and requires something differ-
ent from the organisation. Where the imbalance is in favour of System 4, then 
organisations can develop strategies that involve changes of direction, the develop-
ment of new markets, new innovations, or new technologies. This can be fatal if the 
new direction isn’t within the capability of the organisation and the strategy is unre-
alistic or unachievable. Where it is in balance, organisations are able to develop 
strategies that do involve genuine changes of direction but ones that are within their 
capacity for change.

3.8  �Exploring VSM: Identity and Governance (System 5)

This is a tricky section both to write and to get to grips with, because we need to 
address two different issues in parallel. Firstly there is the issue of “how to analyse/
design System 5 of the VSM” – the bit responsible for governance and identity. 
Secondly there is the issue of “how do we define the identity of the system we are 
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modelling/designing using the VSM so we know what we are looking at”. This is a 
paradox, because in the VSM we are not just talking about modelling a system to 
which we have ascribed an identity – as you might do in SSM, we are looking at 
how an organisation modelled as a system creates, maintains and recreates its own 
identity for itself. Inevitably then, these two: the identity ascribed by the modeller 
and the identity the organisation creates for itself, connect at some point and need to 
connect. So in this section I’ll be flipping between these two perspectives. In prac-
tice, this flipping is a necessary sense check – is the model of the system we are 
building actually aligned with the organisation’s own self construction of identity. 
This does not mean, modelling the system as it has been described in some sort of 
“mission statement”. Organisational identity isn’t the prerogative of senior manage-
ment, so the comparison is between the view of identity the modeller started with 
and what the model reveals of how the organisation builds its identity. A further 
complication is that there are different ways of defining identity depending on the 
purpose of modelling.

3.8.1  �Defining Identity

When building a VSM I use two different approaches for defining the identity of an 
organisation as a system, depending on the purpose of the modelling exercise 
(Hoverstadt 2008). The first is a fairly conventional one which is to define the sys-
tem by “purpose”, by what the system does. The second is to define it by its “struc-
tural coupling”.

The first uses a formula “a system to do x by means of y for purpose z”. This type 
of definition is embedded in a set of stakeholder relationships which can be catego-
rised using the mnemonic TASCOI (Espejo et al. 1999)

T = Transformation, what the system changes from what into what
A = Actors, those carrying out the transformation
S = Suppliers to the transformation process
C = Customers, those in receipt of the transformed product
O = Owners, those responsible for ensuring it happens
I = Interveners, those with an interest in the process

I use the approach of defining by purpose when designing a new system and when 
problem solving. In this latter case, because problems are not things in the real 
world, they are essentially a gap between how someone thinks the world should be 
and how they perceive it to be, defining perception is critically important. More 
specifically the perception of the person who wants their problem solved as to the 
purpose of the system is critically important.

I use definition by structural coupling in any other situation and specifically 
when modelling an existing organisational system. Rather than looking at purpose 
and from a specific viewpoint, this is definition by relationships. So the organisation 
is defined as a system that has a set of relationships with different parts of its envi-
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ronment in which some value exchange happens which affects the structure of activ-
ities (in other words causes you to do something different). The advantage of this 
approach is that it involves modelling the same organisation from multiple view-
points at the same time. The organisation will have multiple relationships each of 
which may have radically different perspectives of purpose, value and significance. 
Since the interaction of these perspectives and value judgements may be significant, 
this approach gives a more rounded model than modelling from a single named 
perspective.

Defining identity by structural coupling is actually to define the system in a very 
literal sense – to define by its de-fined limits, by its boundaries. Whenever we put a 
boundary around something, and in our case around a part of an organisation, we are 
defining something. We are deliberately separating what is inside from what is out-
side the boundary. We are saying that inside the boundary is different in some way 
from everything else outside. This creates an identity for what is inside. This hap-
pens whether we like it or not, every time we build a boundary. Every time we set 
up a new team or department, or business unit, we create a new identity. So, identity 
is an aspect of structure and the boundaries we create or the ones that we or other 
people recognise.

The significance of boundaries and identity here is that confusion over boundar-
ies and therefore identity is becoming an increasingly common source of misman-
agement as organisations adopt new forms in an increasingly complex global 
environment. From a modelling point of view, when you have an organisation that 
has outsourced key systemic functions, there are sometimes difficult decisions to be 
taken as to where you define the boundary of the organisation.

3.8.2  �Systemic Function of System 5

The systemic function of “System 5” is to do three distinct but related things. Firstly 
it has a governance role for the organisation, ensuring that the organisation is func-
tioning as a system capable of managing itself and of steering a course that will keep 
a healthy fit between the organisation and its environment (occasionally, this will 
involve dissolving the organisation if that is the most appropriate thing to do). 
Secondly, it needs to create, maintain, or recreate the identity of the organisation. 
Thirdly it needs to maintain an understanding of the relationship between the 
system-in-focus and the meta-system, the system within which it is embedded.

Each of these roles is fairly nebulous and in practice, this is often the most dif-
ficult of the VSM sub-systems to identify, not least because when it’s working well, 
it’s nearly invisible.

Given the elusive nature of System 5, it is often difficult to spot where the capac-
ity is that performs its roles and in practice, it’s often easier to look for connections 
than actual tangible resources like a team. Once we get high up an organisation, 
we’d expect some sort of “board” which should be fulfilling some of these roles. If 
we look at the specific System 5 task of ensuring there is a balanced debate between 
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System 3 and System 4, within a board (where we might expect such a debate to 
take place) this is the role fulfilled by a good chairman.

In formalised project management environments, “project boards” nominally at 
least play some of these roles, although often this is pretty nominal. Once we get 
down to the level of a department or team though it may be much less formalised.

If we think about the roles of System 5 in the context of a board (because that’s 
where it’s most obvious) and the connections needed, and how we might spot those, 
then there are three we need to look at:

	1.	 The governance connection  – specifically to maintain the balance between 
System 3 and System 4 in formulating strategy.

	2.	 The governance connection into lower levels of recursion in the organisation to 
hear alarm calls that levels of management might filter out.

	3.	 The connection to the wider system within which our system-in-focus is 
embedded.

In looking at the connection to ensure a balanced board debate to create a viable 
strategy, when you watch a well chaired meeting of this sort, the role of the chair is 
almost invisible, but everyone has had space to voice their views, and been lis-
tened to.

There has been much talk in the public sector about whistle-blowers. Much of 
this has been slightly schizophrenic, they are approved of by ministers when the 
whistle is being blown on public sector bodies behaving in a way ministers don’t 
approve of, whilst they are pilloried when the whistle is being blown on ministers 
themselves. Part of the System 5 governance role is to be able to hear these mes-
sages from deep in the organisation that things are not as they should be. External 
whistle blowing  – going public is a sure sign that this function isn’t being dis-
charged. There is no single right answer as to how this particular connection should 
operate, some CEO’s and chairmen do it effectively by “walking the floor” by phys-
ically making themselves available to staff, but there is a limit on the size of organ-
isation you can cover effectively in this way. Informal networks can work well and 
in organisations, there often are particular individuals or chains of individuals who 
fulfil this systemic role, conveying messages up the organisation that all is not as it 
seems or is reported and that there are problems being hidden.

The third connection is to understand the system-in-focus’s place within the 
wider system in which it’s embedded – which of course impacts on its understanding 
of its own identity. Formally, this includes things like engagement in industry bodies, 
professional or trade associations and societies. Benchmarking exercises to compare 
your organisation to others in the same sector can also help. It explains the systemic 
role or potential systemic value of the time CEOs and chairmen spend on golf 
courses and other similar apparently trivial activities. This sort of networking with 
peers outside of the organisation’s immediate stakeholder network is vital to the role.

For each of these types of connection, there are equivalents at any level of recur-
sion. Some of these will be easier to assess (like being accessible to danger mes-
sages) others less so.
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3.8.3  �Symptoms of Failure and Pathologies

Where governance fails, we see the disintegration of the organisation. The most 
sensitive areas are the balance between delivery (maintaining the status quo) and 
development (change) and the measuring and monitoring of performance. Where 
either of these are under-resourced, disconnected or simply missing, the organisa-
tion is likely to fail whenever circumstances become unfavourable. These are disas-
ters waiting to happen. A common manifestation of this is the “Death Spiral”. 
Systemically, the problem starts with a failure of governance to ensure that there is 
a balance of strategic decision making and specifically a failure to address external 
and future factors. When the complexity of the environment changes, this isn’t 
noticed. Because of the failure to prepare adequately, operations respond to the 
environmental changes erratically. This triggers either inter-unit instability or inter-
vention by higher management (control dilemma) or both. This reduces the ability 
of the organisation to respond at both the operational and the strategic level. As a 
result, operational responses to environmental change are inadequate and the organ-
isation starts to fail. If management notices – and often they don’t – they usually go 
into crisis mode – bunker mentality. This further reduces their ability to address the 
problems and reinforces the initial isolation from external intelligence. At this point, 
the organisation can usually only be saved by external intervention. Either an injec-
tion to the management team, or a further change in the environment is needed. In 
other words, organisations in this state only survive by luck. The process starts with 
a failure of governance (Fig. 3.12).

Fig. 3.12  The death spiral
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For me, the Death Spiral illustrates two things well – apart of course from show-
ing this all too common mode of collapse for organisations. The first is just how 
critical Governance is for the sustainability of organisations and the second is the 
systemic nature of organisations and the problems they have.

Where governance is weak or focused on compliance or on internal control, in 
other words for most organisations, the death spiral is a disaster waiting to happen. 
As our organisations become increasingly complex internally and operate in increas-
ingly uncertain and turbulent environments externally, failures in the critically impor-
tant role of governance will continue to drive up the failure rate of organisations.

The Death Spiral is also a good example of how organisations operate and fail 
systemically. Failure of one part of the organisation can cause a chain reaction 
throughout the rest of the system. A possibly long standing failure of governance 
creates a flawed strategic decision structure, which goes unnoticed until the environ-
ment changes which then causes a sudden failure in operations which in turn trig-
gers a collapse of strategic response. As the spiral winds its way inexorably inwards, 
so the time the organisation has to react shortens. Usually, the governance problem 
could have been addressed years in advance of the crisis, but by the time the crisis 
hits the senior management team cut off in their mental bunker, there may be only 
days or occasionally even hours to save the organisation.

This means that understanding these systemic linkages is critically important and 
also that doing so gives us the opportunity to deal with many organisational weak-
nesses well in advance of their manifesting as actual problems. This all relies on 
understanding how different aspects of decision making need to interact, under-
standing how these relate to operations and to the environment. In short it depends 
on understanding how the organisation operates as a system. In this way, the model 
of organisations outlined in this book is totally different to other models of organisa-
tion such as the hierarchical model which model organisations as static structures. 
The essence of this approach is that it models organisations as dynamic systems 
co-evolving with their changing environments. The Death Spiral provides a nice 
example of how unmanaged variety flows around systems creating havoc on its 
way – an environmental signal that should have been picked up and attenuated by 
system 4, instead explodes into system 1 and triggers a shift in variety there, which 
then drags down levels of management into a control dilemma. What should have 
been a managed shift in environmental variety flowing through a system in an 
orderly way becomes an uncontrolled flood.

3.9  �Reflections on VSM

3.9.1  �Model or Methodology

It’s easy (particularly in this sort of context) to lose sight of the fact that the VSM 
itself is a conceptual model not a methodology – you do need some sort of method-
ology to apply it, but it is not itself a methodology, it’s a model of organisation. As 
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a model, it encapsulates some principles, laws and axioms of organisation, but it 
isn’t itself a methodology – a way of addressing a situation, much less a method – a 
step by step process of investigation. The differences this makes are profound. A lot 
of systems knowledge is bound up in methodologies and some of the rest of this 
reader covers some popular methodologies, but VSM isn’t really like that. It has 
often been criticised for not being a methodology on the grounds that this makes it 
harder to use. Well it does and it doesn’t.

I think there are two reasons why VSM practitioners have often been reluctant to 
go down the methodology route. The first is that methodology tends to be focused 
around one type of application – say problem solving, whereas people use the VSM 
in a very wide range of fields and for a very wide range of purposes, so methodology 
can be perceived as restricting. The second is that the basic methodology for VSM 
is so simple that it hardly warrants the term. Essentially VSM methodology consists 
of pattern matching – you take a real world situation, compare it to the VSM as a 
normative model, see where there are differences between what you perceive in the 
world and the normative model, and then see whether those differences tell you 
anything useful or interesting about what you see as this real world situation. Which 
is pretty simple, but also pretty non-specific.

Beginners often struggle with the question “so where do I start then?” and of 
course the one sentence methodology above doesn’t help you with that. The good 
news is that it doesn’t necessarily matter where you start although some routes to 
building a model will take you much longer than others. Some practitioners have 
resorted to some quite linear methods to help and these take you through a series of 
modelling steps to build up a “complete” model. Some of them are even quite good.

But, if you talk to seasoned users, they don’t usually do that. They very often 
don’t even bother building a “complete” model. They just seem to go quite quickly 
to the core of the organisational issue, whether this is to do with diagnosis or design 
and they focus on that. Part of the reason is that they tend not to use linear method-
ologies and partly it’s that they often start their modelling in a completely different 
way to beginners.

Beginners to the VSM will often see it as a sort of static model, maybe not much 
more than a rather complex organisational chart, and proceed by doing a “filling in 
the boxes” exercise. But of course this is only part of the picture. Systems models 
tend to be more about the connections than the things they connect – after all, it’s 
the way things are connected that gives rise to emergent properties. In the VSM, 
although it’s presented as a graphical model and the connections between the com-
ponent sub-systems of the model are shown as lines or arrows, what each of these 
represents is a feedback loop and a complexity equation. What we are actually look-
ing at is how the organisation reconciles the fact that the environment is more com-
plex than itself and that its operations are more complex than management. Each of 
these complexity equations has a dynamic or expresses a dynamic tension. If we can 
maintain requisite variety, we have some degree of order, if we don’t have requisite 
variety then we have chaos. In the terms used by complexity theorists, Ashby’s law 
defines the edge of chaos and what the VSM models is the organisation’s ability to 
walk the edge of chaos. It’s very far from being a static model. So, experienced 
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modellers become acutely sensitive to spotting chaos or stasis, either actual or 
potential and identifying the systemic roots of these two weaknesses. At the same 
time as they are “filling in the boxes” they look for these imbalances and focus their 
attention around those. In problem solving of course this is particularly useful, most 
presenting problems in organisations have a requisite variety component – either as 
their root cause or as a symptom, so sniffing these out and chasing them down can 
often provide blisteringly fast diagnosis.

So the pattern of investigation is often much more of a “natural” hunting pattern 
than a linear methodology. Different areas of the model may be briefly explored – 
maybe an initial sketching in of the boxes, and if that shows up a missing connection 
or a lesser failure to maintain requisite variety, then that deserves deeper attention, 
otherwise move onto another area of the model and sketch that out.

The dynamics of complexity imbalances also provide a rich source of prediction. 
If for example you know the environment is changing faster than the organisation 
can plan its response, it isn’t hard to work out the sorts of symptoms you are likely 
to find and to check out whether those are present. As well as being a reassuring 
sanity check for the modeler, this loop from initial analysis, through checking 
symptoms and feeding back into the model can have dramatic impact with anyone 
in the organisation. Being able to explain the systemic causes of existing pain and 
predict future problems can have a very strong emotional impact and help “buy in” 
to the model and the modelling process.

So experienced modellers tend to flip between modelling the static elements of 
the model (people and teams fulfilling specific systemic roles at particular levels of 
recursion), to the dynamics and back again. To the untrained observer this process 
can appear rather arbitrary. The comforting thing is that while in any particular situ-
ation there are some routes though a modelling exercise that may be very much 
faster than others, the slow routes should still work, they just take longer. This 
means that for the inexperienced practitioner, the question of “where do I start?” is 
much less important than with many systems approaches.

Following a “dynamic” approach is easiest when problem solving, as very often 
the presenting problem will be identifiable as a variety imbalance issue. Once this is 
established, the next step is to model which variety balance it is, so where in the 
VSM it fits – for example, is it between two operations or between operations and 
the operating environment, and then to model the static elements around that 
imbalance.

When tackling modelling from the other direction, starting with the static struc-
ture, most people may start by defining the identity and then unfold the recursive 
structure of primary activities that fulfil that identity. From there the other subsys-
tems from 2 to 5 are added. One approach is to progress from static to dynamic 
across the subsystems. So once the identity and recursive structure are defined, first 
look at whether there is capacity to fulfil the systemic role of each of the five sub-
systems, then whether it has the connections it needs as set down in the graphical 
model, then whether there is requisite variety across each of these relationships. 
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This progressive approach has two advantages, it’s thorough and it can save time by 
leading you quickly into an analysis of requisite variety and therefore of dynamics. 
Obviously, if there is no capacity to maintain a systemic link, there can’t be any 
connection and if there isn’t a connection where there needs to be one, then the 
system cannot have requisite variety. So this approach can lead you fairly quickly 
from tangible aspects of diagnosis – “is there anyone fulfilling this systemic role?” 
through to “if not then we can’t have requisite variety so are these sorts of issues 
being dealt with?” to “so does that explain the chaos/pain/uncertainty?”

3.9.2  �VSM as a Source of Methodology

VSM has been described as a “master organising idea” and what was meant by that 
was that in providing a model of organisation, it offers a framework to understand 
how other management approaches fit together (or don’t). This can be massively 
important. For example in a 2009 project on Business Intelligence in commission-
ing in the NHS, the distinction which is very clear in the VSM, between Business 
Intelligence information (System 4 to the environment) and performance manage-
ment information (System 3 to System 1), was critical in the diagnosis that some 
trusts were missing the intelligence information altogether because they’d confused 
the two. With no clear model of the difference between intelligence and perfor-
mance measurement, all “data” was treated as if it was the same – irrespective of its 
source or true meaning. What this meant was that instead of taking decisions based 
on System 4 intelligence about the health needs of the population and commission-
ing services to address those, they were taking decisions based purely on how hos-
pitals performed in discharging their contracts. The implications of this were that 
they would base their decision making purely on performance management data 
about the status quo, leading to a cycle of repeating old patterns. With no intelli-
gence to tell them when provision was out of step with need in the environment, the 
status quo could not be successfully challenged and areas of health inequality could 
not be addressed. In practice, this diagnosis was confirmed, trusts that didn’t incor-
porate intelligence, but only relied on performance data were unable to take “cycle 
breaking” decisions.

As well as acting as a framework that provides a context for other approaches, 
the VSM has also been a fruitful source to develop methodology for some common 
management issues. So there are “VSM” derived methodologies for: software 
development, change management, performance measurement, strategy develop-
ment, strategic risk, innovation strategy, knowledge management, finance manage-
ment, management accounting, and governance. Generally these are radically 
different to the traditional models and methodologies which tend to be linear and 
deterministic rather than systemic.
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3.9.3  �Different Applications

I’ve talked about VSM in terms of an organisational model to look at “human activ-
ity systems” and the emphasis has been on formalised systems that the casual 
observer would recognise as entities in the real world – companies, hospitals, chari-
ties, that sort of thing. But of course, VSM isn’t just a model of organisations it’s a 
model of organisation and it’s relevant in many other domains.

Firstly it’s widely used to model systems made up of a number of organisations, 
from the socio economic system that is a nation state downwards. So for example 
one project I was involved with was to model the system for decision making about 
nuclear waste in an EU country. This wasn’t a single “organisational entity” it was 
a system composed of around 20 different organisations interacting to do decision 
making about what to do (or indeed not to do) with nuclear waste. Whereas other 
organisational models really struggle with this sort of situation, the power of the 
VSM to make sense of big complex systems really comes into its own.

The first book Stafford Beer wrote on the VSM was “Brain of the Firm”. In it he 
mapped the VSM to a known viable system – a human being. The VSM is a model 
of the human nervous system. For many years, “Brain of the Firm” a book on man-
agement was a standard teaching text in medical schools as the best available text 
on the working of the human nervous system. In fact more copies were sold to medi-
cal schools than to business schools. Since then, it’s been used to model a number 
of biological systems, from single celled organisms to bee colonies. The “mosaic” 
approach to change which is based in VSM is also the way species evolve – structur-
ally redundant components get recycled and used for new and different functions to 
create new capabilities.

As well as being a biological model of the individual human, VSM can also be 
used to understand individuals as activity systems. A whole variety of personal 
issues such as identity – the maintenance of structural coupling, personal integrity, 
“work life balance”, personal decision making, managing personal change and rela-
tionships can all be usefully modelled with VSM. I personally struggle to maintain 
a balance between System 3 and System 4 – I find it all too easy to create more new 
opportunities and developments than I can deliver on. In true Conant–Ashby style, 
modelling that dynamic does help me to manage it better.

The VSM has also been used to design software. There have been databases and 
operating systems designed using VSM as a structural model. Two of the holy grails 
of software development are adaptive self regulating software and reusable soft-
ware. Operating systems designed using VSM made significant steps towards those 
goals. The database design approach that uses VSM allows for a much more evolu-
tionary approach to handling big systems development and integration than conven-
tional approaches. The adoption path here has been software designers and computer 
scientists looking for a model that would allow them to do what they needed and 
finding VSM rather than VSM enthusiasts running off to develop some software in 
a fit of enthusiasm – in other words, it has been adopted by necessity.
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To my eyes the oddest application of VSM has been in the arts. Whatever you 
think of their music, once you know that both Brian Eno and David Bowie are VSM 
aficionados, its hard not see their musical careers in a completely different light. In 
the visual arts, there have been a number of artists who have incorporated some of 
the concepts underlying VSM into their work and more broadly, cybernetics have 
been widely taught in art colleges where it gave a handle on the issues of how iden-
tity, the mutability of identity and meaning is constructed. In popular culture, cyber-
netic concepts have been a major influence on science fiction, not merely at the very 
superficial level, but again in the issues of the construction and self construction of 
identity and meaning.

3.9.4  �Ethics

It may seem odd that quite a lot has been talked about and written on the VSM and 
ethics. Indeed some of the early critiques of the VSM were based on an ethical criti-
cism of what it was supposed (incorrectly) that the VSM represented – an improved 
model of hierarchy that would help those in power to control people more easily. 
Conversely, some have seen the VSM as negating all centralisation and taken the 
handle it gives on the significance of autonomy as an anarchist’s charter. In fact of 
course the VSM is not a charter for either anarchists or dictators and in both these 
cases, it will show the limitations of each position, although the “anarchistic” fac-
tion have been less sensitive to the messages the VSM has about the limits of anar-
chy than the dictators have about what it has to say about the limitations of 
totalitarianism. But then I guess you only get to be a dictator by being intolerant of 
any limit to your power, real or implied, so they would be sensitive.

There’s another aspect to the ethical debate which rarely gets mentioned and 
that’s to do with ethics and recursion.

As you go up levels of recursion, you go up levels of logical concern. If you take 
a particular level of recursion as your system-in-focus and define its identity in 
terms of “what” it does, then the level below will be defined by “how” it does it and 
the level above by “why”. These are different levels of logic and at each level the 
system engages with different issues and looks at a slightly different bit of the envi-
ronment. What may seem appropriate at one level may seem very inappropriate 
when viewed from a different level even within the same system, because another 
level of recursion will see different consequences of the same action. A lot of com-
mon ethical problems fit into this architecture, something which is seen as a good at 
one level of the system which is seen as bad at another. This isn’t just a phenomenon 
you can observe, it provides a basis for predicting and modelling ethical issues, both 
their appearance and their structural and systemic drivers. This in turn feeds into the 
design and running of governance.
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Postscript
From the outset, VSM was applied to a huge range of types and scales of system – 
from Beer’s modelling the socio-economic system of a nation, its sectors and organ-
isations in 1972 and in contrast, its use training doctors about the human nervous 
system – mark the breadth of application from the beginning. So, most of the devel-
opment in usage has been about depth of application rather than new domains. It 
continues to be used for organisations of all scales and types: private, public, third 
sector, and societal, and in every continent.

The biggest change over the last decade is in accessibility. Once, it was almost 
impossible to talk about VSM to managers – the concepts were alien to their think-
ing about organisations. That hasn’t been the case in the last decade because sys-
temic concepts have seeped into management thinking. In particular, the basic 
systems concept of using models to understand the world is more widely under-
stood, and complexity is recognised as something that needs to be grappled with. So 
engaging teams in using VSM is now relatively easy. One indicator of this is that 
VSM is increasingly used with people with no managerial training from community 
development projects (Espinosa and Walker 2011, 2013) to training Armenian farm-
ers in VSM (Kirkanian 2018).

In terms of scale, VSM is increasingly used in multi-agency situations, with proj-
ects involving hundreds of NHS organisations (Hoverstadt and Loh 2015) and 
defence sector systems of several hundred thousand people. There has also been an 
increase in the depth of use, as VSM has become a standard approach in some sec-
tors, e.g. in the defence sector in the UK.

With an increase in usage comes a need to align with other mainstream 
approaches. VSM has been used in Enterprise Architecture (Bean et al. 2013) and 
formed the foundation for the MSc in EA at IT University of Copenhagen. Less 
overtly, it provided an underlying structure and principles in the development of 
Beyond Budgeting (Morlidge 2017) and the ISO standard on governance (ISO 
37000). The basic problem Beer sought to solve – “what do systems need to be able 
to adapt to turbulent environments” – is as current as ever, so VSM is being used 
within the Agile movement, both for scaling Agile software projects (Appelo 2014; 
Renwick 2017; Lambertz 2018; Burrows 2019) also in the definition and conditions 
for business agility (Hoverstadt 2011; Hoverstadt et al. 2016; Hoverstadt and Loh 
2019) and for disaster management (Preece et al. 2015).

Twelve new books on VSM have been published since 2010 as well as hundreds 
of papers, including two Phds which have provided significant empirical evidence 
that validate the theoretical claims of VSM.

Pfiffner (2017) demonstrated empirically the claim that VSM does actually 
model the criteria of viability. He studied 137 organisations, and the correlation of 
−0.71 between conformance to VSM and the probability of succumbing to existen-
tial crises. In other words, the more “VSMy” the less likely organisations are to fall 
into crisis to a confidence of 71%.

Marguet (2017) studied how management teams make sense of strategic deci-
sions. In every case studied, the dynamics of the management team followed the 
pattern of the 3,4,5 homeostat shown in VSM.  There were arguments driving 
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towards change, arguments for maintaining stability and in every case, System 5 
emerged to resolve the tension.

In terms of practical use Hoverstadt et al. (2018) and Lassl (2019) have devel-
oped more robust approaches to using VSM for organisational design and Hoverstadt 
& Loh have developed a survey based approach to measuring organisational viabil-
ity for large organisations.

One of VSM’s abiding problems has been the traditional graphical representa-
tion  – which many find arcane. Several people have developed alternatives e.g. 
Brewis “snowflake” model of British telecom from 2009 to 2019 and Hoverstadt 
and Loh’s (2015) hybridised VSM – Capability model – which sacrifices some of 
VSM’s rigour for a representation that is easier for non-systems people to use.

VSM has long had a role in developing other approaches  – as with Beyond 
Budgeting. It was used in the development of “Patterns of Strategy” (Hoverstadt and 
Loh 2017) – the first systemic approach specifically designed for the formulation of 
strategy – an approach that has been used with around 100 organisations.

Looping back to Beer’s seminal work in Chile that centred around a national 
“operations room”, both Patterns of Strategy & VSM have been incorporated into 
Strategy War Rooms – where teams manipulate models of their environment, strat-
egy, organisation and change on large touchscreens, making strategy a fully inte-
grated approach done in real time and much faster than traditional approaches.
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Chapter 4
Strategic Options Development 
and Analysis

Fran Ackermann and Colin Eden

Abstract  Strategic Options Development and Analysis (SODA) enables a group or 
individual to construct a graphical representation (map) of a problematic situation, 
and thus explore options and their ramifications with respect to a complex system of 
goals or objectives. In addition the approach aims to help groups arrive at a negoti-
ated agreement about how to act to resolve the situation. It is based upon the use of 
causal mapping – a formally constructed means-ends network. Because the map has 
been constructed using the natural language of the problem owners it becomes a 
model of the situation that is ‘owned’ by those who define the problem. The use of 
formalities for the construction of the model makes it amenable to a range of analy-
ses encouraging reflection and a deeper understanding. These analyses can be used 
in a ‘rough and ready’ manner by visual inspection or through the use of specialist 
causal mapping software. Each of the analyses helps a group or individual discover 
important features of the problem situation, and these features facilitate agreeing a 
good solution. The SODA process is aimed at helping a group learn about the situ-
ation they face before they reach agreements. Most significantly the exploration 
through the causal map leads to a higher probability of more creative solutions and 
promotes solutions that are more likely to be implemented because the problem 
construction process is more likely to include richer social dimensions about the 
blockages to action and organizational change. The basic theories that inform 
SODA derive from cognitive psychology and social negotiation, where the model 
acts as a continuously changing representation of the problematic situation (a tran-
sitional object) – changing as the views of a person or group shift through learning 
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and exploration. This chapter, jointly written by two leading practitioner academics 
and the original developers of SODA, Colin Eden and Fran Ackermann, describe 
the SODA approach as it is applied in practice.

4.1  �What Is Strategic Options Development and Analysis 
(SODA)?

The underlying essence of SODA is that it is an approach that enables problematic 
situations to be explored more fully before making a decision. This process is car-
ried out using a technique called cognitive or cause (or causal) mapping which is a 
fundamental part of the SODA approach. Cognitive mapping seeks to depict the 
thinking of an individual (their cognition) and causal mapping that of a group. 
Mapping allows views to be captured and structured in a ‘means-end’ format (for 
example, this issue might lead to that outcome) thus generating chains of argument. 
Therefore a map can be seen as a representation of how somebody or a group con-
strues a situation – the map helping them make sense of it before considering action. 
In the figure below some of the considerations surrounding the issue of writing a 
good second edition of a book can be seen. The central statement (statement number 
1) is the issue of concern and was the starting point for the discussion. Statements 
linking out (consequences) reflect the objectives, and statements linking in are 
options and constraints. Where there are minus signs at the head of the arrow, this 
symbol represents a negative link namely managing teaching and admin demands 
may lead to NOT finding the time. It is important to note that the causal links show 
means to ends rather than reasons for action.
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The unfolding map thus enables fuller exploration of the situation. This can be 
done through a simple visual examination of the map, or when working with a large 
model, can be assisted through the use of specific analyses designed for mapping. 
By capturing the full extent (as much as is possible given time and resource con-
straints) the approach helps enable participants to take a more holistic view allow-
ing the analyses to reveal the ‘nub of the issue’ – the one or more statements that are 
central to the map’s structure and which have a significant impact upon desired ends 
(individual values or organizational goals). The exploration will also highlight 
options, causes and constraints. The analyses may also uncover self-sustaining 
vicious or virtuous cycles suggesting dynamic behaviour. When working with large 
maps (comprising the views of many participants) specially designed mapping soft-
ware can be used.

Although SODA is most commonly used with groups, the approach has also 
been used at the individual level to explore how best to manage a problematic situ-
ation (whether it be personal or managerial) (see Bryson et al. 2004 for examples). 
However, one of the key emphases of SODA is the capture and structuring of mul-
tiple perspectives, and to facilitate this emphasis, there are a number of different 
modes to enable this emphasis. These modes range from manual interventions to 
those that are extensively supported through technology.

In most of the modes of working, the capturing, and knitting together, of perspec-
tives is carried out in a publicly viewable manner which ensures that participants 
feel that the process is procedurally just (Kim and Mauborgne 1995; Tyler and 
Blader 2000, 2003) through all being involved in contributing and engaging with the 
map. Furthermore by opening up the apparent problem situation and exploring more 
of its facets, participants gain a wider and more sophisticated appreciation of the 
problematic situation and feel that the resultant direction appears more robust and 
procedurally rational (Simon 1976). As such, participants are more likely to feel 
both emotional and cognitive commitment to the outcomes, increasing their likeli-
hood of implementation. Widening the scope and involving participants therefore 
helps avoid making poor decisions that are either unsustainable or not owned (Nutt 
2002). It also helps to protect against the traps of reductionism and dogmatism.

Thus SODA is an approach which aims to encourage the facilitator/consultant to 
bring together two skills. Firstly, skills relating to the processes involved in helping 
a problem solving team to work together efficiently and effectively in reaching 
workable – politically feasible – agreements (Eden and Ackermann 1998). Secondly, 
skills pertaining to the construction of a model comprising the content – the inter-
connected issues, problems, strategies and options – which members of the team 
wish to address.
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4.1.1  �Basic Characteristics and Attributes of SODA

The SODA framework constitutes four important and interacting theoretical per-
spectives. These perspectives include: the individual (cognitive psychology); the 
nature of organizations and groups (as negotiated enterprises); consulting practice 
(the interaction between a facilitator and client group); and the role of technology 
and techniques (to allow the construction of a visually interactive model). Each of 
these perspectives leads to the core notion that drives SODA: the application of a 
facilitative device. This comprises the construction of a publicly viewable model 
amenable to continuous change and analysis to support group working – a transi-
tional object (transitional due to the model reflecting the group’s thinking over time).

Recognition of the individual implies drawing on a theory of cognition particu-
larly in relation to the psychology and social psychology of problem solving. This 
is evidenced in SODA through one of the main tenets underpinning the approach, 
that of the Theory of Personal Constructs (Kelly 1955, 1963). Within SODA, con-
struct theory has practical significance through cognitive mapping (Eden 1988).

As noted above, the ‘cognitive map’ is a model of the ‘system of statements (or 
concepts) used by a person to describe the nature of the situation – the way they 
make sense of their world’. The model represents the meaning of a statement by its 
relationship to other statements – providing context – and through an action orienta-
tion. Thus, any statement about an aspect of the situation is given meaning either by 
suggesting consequences/purposes – why this ‘fact, assertion, proposal’ is impor-
tant, or by providing explanations for the statement being made – how this circum-
stance or proposal has been derived or come about. In other words, statements are 
made as a way of representing a person’s ‘making sense’ of the situation/problem 
they believe is faced by the group.

Thus, in an organizational setting the manager is taken to be involved actively in 
the psychological construction of the world rather than the perception of an objec-
tive world (Berger and Luckmann 1966; Thomas and Thomas 1928). So it is the 
interpretation of an event that is reality. Action arises out of the meaning of situa-
tions, and the meaning will vary from one person to another even if the summary 
descriptor of the event is agreed by both individuals to be similar. Thus individual-
ity  – expertise, wisdom and experience  – is legitimate and allowed to blossom 
within a SODA intervention.

In organizations, teams are created in order that each member of the team may 
bring a different perspective to an issue. A different construction of a problematic 
situation comes from having a different role and from a different set of experiences 
and wisdom. Individuals, within an organizational setting, thus will use all methods 
of communication they have to hand in order to negotiate with and persuade others 
to their viewpoints. However, exploiting individuality implies deliberately encour-
aging more richness in problem construction by accentuating complexity within 
problems – complexity of multiple perspectives and complexity from more data. 
Moreover, a view of organizations which focuses on the individual will inevitably 
also focus on the organization as a changing set of coalitions in which politics and 
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power are significant explanations of decision making. In addition, it is important to 
recognize that different perspectives and aspirations are likely to result in the use of 
coalitions and other forms of behaviour – politics and power are significant influ-
encers over decision making.

Consulting practice centres on the role of negotiation in effective problem solv-
ing. The consultant is the instrument for facilitating the negotiation, and for manag-
ing consensus and commitment. The consultant is taken to have a central professional 
role in both designing and managing this negotiation. Finally the tools and tech-
niques employed by SODA comprise the use of cognitive or causal mapping and 
possibly associated software. Whilst manual methods using post-its or ovals can be 
very effective (Bryson et al. 2014) the use of software provides the group visual 
interactive modelling facilities (Ackermann and Eden 1994) and in both circum-
stances (manual or software supported) analysis.

4.1.2  �What Is SODA’s Significance (Why Use It)?

SODA’s main contribution is that the approach helps individuals and groups man-
age complexity inherent in messy complex problems – balancing the management 
of content with the management of process and in the case of groups reach a negoti-
ated agreement about how to act. It pays explicit attention to all three of the pur-
poses argued to be behind systems thinking in Chap. 1.

Underlying this notion of success is a view of problem solving that focuses on 
the point at which people feel confident to take action that they believe to be appro-
priate. The use of SODA recognizes that there is never a right answer to complex 
problems but rather a better or worse answer. Complex situations suggest dilemmas 
and paradoxes for a team, and consequently approaches such as SODA encourage 
informed judgment as opposed to a search for optimal solutions. As well as problem 
solving SODA has also been used extensively for: strategy making, conflict resolu-
tion, risk management, and problem structuring as a preface to the use of simula-
tion models.

4.2  �Practising SODA: Concepts and Technique

SODA has its foundation in working with ‘multiple perspectives’ in order to more 
fully understand a situation. Each member of a client group is held to have his or her 
own personal subjective view of what they regard as the ‘real’ problem(s). Thus 
tapping the wisdom and experience of participants is a key element in developing 
decisions with which participants feel confident. And, it is because of the complex-
ity and richness that arises from attention to subjectivity that SODA provides a 
means for managing process as well as content. Thus, SODA through attending to 
behaviour, judgement, and decision making in organizations, sees experience-
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gathering as an act of ‘scientific’ endeavour, where managers experiment with their 
organizational world, learn about it, develop theories about how it works, and seek 
to intervene in it.

To facilitate an appreciation of both the approach and its practice, we begin with 
a short introduction to the approach before examining each of its constituent parts. 
Commencing with an examination of the cognitive/cause mapping technique (its 
formalisms and benefits), we will then address the analysis of maps, before con-
cluding with the processes and considerations of working with groups.

4.2.1  �Where Has SODA Been Used?

The SODA approach was initially developed in the 1980s (Eden et al. 1983) and has 
been used extensively with organizations public and private, large and small, at 
senior and middle management levels. Example organizations include those in 
Europe, North America, Asia-Pacific, and the Middle East; Public and Not-for-
Profit include: Prison Services, Health Services, Police, Security Agencies, 
Government Departments, City policy groups, Trade Unions, School Boards, 
Charities; and For-Profit include the following sectors: Oil, Transport, Publishing, 
Construction, Satellites, Aerospace, Technology, Telecoms, Start-ups, Railways. A 
SODA intervention may take as little as half a day where there is urgency or signifi-
cant resource constraints or can encompass a number of days. SODA has also been 
used for individual problem structuring for both personal and managerial situations 
(see Bryson et al. 2004).

4.2.2  �Conceptual Background

Alongside taking cognisance of the four perspectives as noted in the summary, the 
overall approach is essentially based on the framework shown below (see Fig. 4.1). 
The framework draws on the theoretical frameworks discussed earlier and illus-
trates how the tools and techniques support the overall approach.

As can be seen from the framework, the bedrock of the methodology is based on 
theories relating to psychology (Personal Construct Theory) and organizational 
behaviour. These theories are augmented by further concepts relating to both the 
intervention impact (the role of the consultant/facilitator in an organization) and its 
implementation. In the middle of the framework is the approach – which not only 
takes cognisance of the theories but also recognises the need to manage environ-
mental considerations, client objectives, and effective group working. The tools and 
techniques support the approach. Below are further details for each of the five 
elements.
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4.2.3  �The Theoretical Framework

Personal construct theory: This theory was developed by a psychologist called 
George Kelly who argued that people continually and actively anticipate events 
through a process of hypothesising what might occur in the future based on existing 
experience and subsequently testing out these hypotheses (Kelly 1955, 1963). From 
this experience new constructs are added to the existing set of constructs. Thus, 
people make sense of their world by comparing and contrasting events, observa-
tions, facts, etc. to determine their meaning and to help navigate the future. The 
body of knowledge, what Kelly referred to as a “construct system”, is finite, and is 
made up of bipolar constructs. A bipolar construct is one which contains the con-
trasting or opposite pole and can be expressed as “this rather than that”. For exam-
ple, I wish to study Management Science rather than Financial Accounting.

Kelly proposed 11 corollaries, five of which are particularly pertinent to SODA’s 
focus on problem solving and are;

Theoretical
Framework

Conceptual
Framework

Method

Technique

Tool 

 Personal Construct Theory
 Social & Political interactions in organizations

 Role of consultant/facilitator in organizations
 Incremental nature & development of strategy

 Using SODA to design and manage relationships
between process, content, context and outcomes

Use of cognitive mapping & cause mapping to model
qualitative data

 Use of Decision Explorer to manage ideas

Fig. 4.1  A Framework illustrating the various theories, techniques and processes underpinning 
SODA
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Construction: constructs are used to model an individual’s experiences and build 
up a worldview. This relates closely to Karl Weick’s notion of sense making (Weick 
1979) which was influenced by the work of Kelly.

Organization: individuals organize constructs hierarchically; they have super 
ordinate, core and peripheral constructs. As such at the top of the SODA hierarchy 
are values/beliefs – driving forces for us as individuals – with those further down the 
hierarchy either representing issues (events that affect positively or negatively our 
values) or options/constraints (explanations and alternative courses of action). This 
structure helps us organize and make sense of the constructs and experiences.

Individuality: individuals construe events differently through differently perceiv-
ing and interpreting things from a situation. An example here might be that it is 
raining (something it does frequently in Glasgow). One person might construe this 
as being a good thing (maybe they are from a water board) as it ensures that the 
reservoirs and dams are filled. Another might perceive it as a bad thing – they have 
forgotten their umbrella. Finally a third, particularly if it is winter, might perceive it 
as a good thing – if it is raining in Glasgow then there is a good chance it is snowing 
in Glen Coe and they can go skiing this weekend. Each has an entirely different 
interpretation of the same event. Recall a meeting you have recently attended. Was 
your view of what occurred during the meeting the same as others? Did the minutes 
of the meeting bear any resemblance to your understanding of what was agreed?

Commonality: the success of a decision making team depends upon the ability of 
member’s to understand how each interprets the situation as there will be similari-
ties and differences between their experiences. Returning to the exercise suggested 
above (thinking about a meeting), by surfacing and understanding the different 
experiences gained, a shared or common language can be developed. A good article 
to read for further insights on intersubjectivity is Eden et al. (1994).

Sociality: which relates to the fact that decision makers need to find a common 
way of not only construing events (especially future events) but also in designing 
and working with options in order to be able to reach a consensus.

4.2.4  �The Conceptual Framework

Social and political interactions in organizations: As noted in Sect. 4.1.2, rational 
analysis alone does not achieve change – organizations are made up of people who 
are persuaded to carry out some activity or change some operation. Thus organiza-
tions might be considered as “political cauldrons” where different and shifting 
coalitions emerge in order to get things done. Understanding who has power (in its 
different forms) is key to making changes – if any meaningful changes are to occur 
then there will be winners and losers (Eden and Ackermann 1998) and thus a change 
in the balance of power. Some will work to stop the changes going ahead and others 
will work towards ensuring their implementation. Understanding who these stake-
holders are, and what their bases of power are, is an important aspect of change 
management. (For an understanding of stakeholders and their management, see 
Ackermann and Eden 2011b, c).
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Role of consultant/facilitator: There are two important aspects of facilitation 
worth considering when planning a SODA (or any) intervention. Firstly any inter-
vention made by a consultant/facilitator (regardless of whether they are internal or 
external to the organization) raises expectations that something might change (for 
the better or worse) (Eden and Ackermann 2004). This has a number of conse-
quences. One is that those involved will act to ‘manage’ this intervention in a way 
that is most beneficial to them. Another is that expectations will be established that 
need to be dealt with by both the facilitator and client.

Secondly the act of expressing views about a problematic situation changes what 
a person thinks about the situation. As Huw Wheldon of the BBC put it: “How can 
I know what I think until I hear what I say?” (Huw Wheldon of the BBC quoted in 
Life on the Air, by David Attenborough BBC books, London, 2002, p. 216), and 
notably paraphrased by Weick as – ‘how do I know what I think until I see how I act’ 
(Weick 1979). For an example of this at work, think back to when you have had a 
problem and you have gone to talk it over with a colleague. Half way through your 
explanation, you see the way forward; thank your colleague and leave. The very act 
of having to frame/structure the problem in a way your colleague can understand 
and therefore help you, may provide sufficient aid to help you move forward.

Incremental nature and development of strategy: As noted above, change is dif-
ficult and the greater the change, the more resistance will be exhibited. Therefore it 
is important to find ways of gaining the commitment of those involved through 
involvement and understanding. As Lindblom (1959) wrote “often constant nib-
bling is a better substitute for a large bite” and so may small incremental changes 
towards a shared goal can be more effective than radical change.

4.2.5  �The Method

Process, content, context and outcomes: SODA comprises paying attention to both 
Process (considering power, politics, personalities, and people – the skills tradition-
ally encompassed by Organizational Development facilitators) and Content (tradi-
tionally Operational Research skills of capturing, structuring and analysing problem 
statements). The significant aspect being that one informs or influences the other – 
P × C (see Fig. 4.2 from Eden 1990). An example of this might be that as a result of 

P x C
informs

informs
Fig. 4.2  The relationship 
between process management 
and content management
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the analysis of the data one particular issue emerges as central and therefore the 
most appropriate place to start the workshop – content is therefore informing pro-
cess design. However an alternative might be where one particular issue is conten-
tious and therefore should not be tackled first as the emotional state of the group is 
not ready – here process is informing content management.

Understanding the context is also important. Attending to context along with 
reflection on the outcomes agreed during the intervention requires decision makers 
to consider (a) whether there are sufficient resources available – both in terms of 
cash and staff time and (b) whether there is sufficient support for it – from both up 
(senior management) and down (staff) the organization and wider stakeholder con-
siderations (Ackermann and Eden 2011b, c). Most of the contextual implications 
arise as participants discuss the nature of the problem situation – thus, options are 
contextualized through beliefs about the possibility of their implementation. The 
‘outcomes’ attend to what the ‘client’ (the person initiating the intervention) hopes 
to achieve. It is important to spend time exploring the aims and objectives of the 
intervention in order to ensure that SODA is best suited to help resolve the situation. 
(For further information see Eden and Ackermann 2004).

4.2.6  �The Technique

Cognitive mapping and cause mapping: This technique, the bedrock of SODA, 
encapsulates the strongest link to Kelly’s work. Building on the Repertory Grid 
technique developed by Kelly (Eden and Jones 1984), cognitive mapping was 
designed to enable a representation of an individual’s construal of an issue. It is 
important to note that both representation and construal are significant to the pro-
cess. Returning to the corollary of individuality – construal deals with how the per-
son whose views are being ‘mapped’ sees the world. It is a subjective picture (rather 
than an objective truth) – what Berger and Luckmann (1966) refer to as a social 
construction of reality – and one that gives insights into how the particular individ-
ual might act in the manner articulated by Thomas and Thomas, namely “if men 
define events to be real, they are real in their consequences” (Thomas and 
Thomas 1928).

Maps in essence are networks comprising nodes (constructs/statements) and 
links (causal arrows). As such, chains of argumentation are built up revealing both 
the richness of the area of concern and also particular characteristics of it  – for 
example, different aspects or themes, dilemmas, significant concerns and 
contradictions.

Cognitive maps are those maps that attempt to represent cognition – and there-
fore are focused on a single individual. Causal maps are those that are produced 
either from the amalgamation of cognitive maps, or from using the Oval Mapping 
Technique (Bryson et al. 2014) or mapping live using mapping software (see later 
on in the chapter). The notion of group cognition is problematic as even if the con-
structs being captured appear to say the same thing, the map will not reflect a single 
cognition but rather fragments of a number of different cognitions.
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Cognitive Mapping has been used extensively and not just in problem structuring 
(Ackermann and Eden 2004; Bryson et al. 2004b). The mapping technique, its use, 
attributes, and guidelines will be presented in the next section along with some 
exercises. For further information on the origins and theoretical underpinning of 
cognitive mapping see Eden (1988) and (Eden et al. 1979, 1983).

4.2.7  �The Software Support Tool

Mapping software enables rapid search and analysis, and provides the means to 
view as much or little of the captured material as desired. Working as a form of 
relational database, the software allows maps to be viewed and amended (either in 
groups or individually) and helps manage the complexity of the situation at hand 
(rather than simply reducing the complexity).

4.3  �Practising SODA: Cognitive/Cause Mapping

4.3.1  �Mapping: What Is It? Where Can It Be Used?

There are many forms of cognitive or cause mapping each corresponding to a differ-
ent theoretical basis. Whilst all forms of mapping aim to elicit some form of causal-
ity they do so using a variety of coding procedures. Some examples include the 
work undertaken by Bougon et al. (1977), Laukannen (1998), Langfield-Smith and 
Wirth (1992), Huff (1990), and Huff and Jenkins (2001), Sheetz et  al. (1994), 
Tegarden and Sheetz (2003). Understanding that the nature of cognitive and cause 
maps can vary will avoid later confusion when reading around the field.

Mapping has been used to great effect for a wide range of different purposes and 
applications. Below are a few of the main reasons mapping is used in the SODA 
approach:

•	 To structure thinking through capturing chains of argumentation, dilemmas, etc. 
By being able to capture all of the statements (constructs) along with their rela-
tionships (causal relationships) maps present the means of being able to identify 
the key issues, consider the breadth of considerations, and identify inconsisten-
cies in our arguments. This relates back to the corollary of construction and orga-
nization. Let’s look at an example experienced by one of the authors:

A while back a member of our department had a messy problem. She was a lec-
turer (on probation), who was working on her PhD, whilst looking after her 18 month 
year old son. In addition, her husband was working in the Middle East and her main 
home was in Cumbria (around 2 h drive away from where she was working). Things 
were tough. Whenever she thought about her job she remembered that she needed 
to get the PhD completed in order to get off probation. However that meant working 
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in the evenings and weekends. Having Raymond (her son) however meant that if she 
was working full time as a lecturer along with completing her PhD she needed to 
keep on the nanny. In fact a large percentage of the money she earned went to pay 
for the nanny! Her husband couldn’t help – he was too far away. And then there was 
the issue of the house and all the things to do there. She found herself awake at night 
constantly worrying about the situation. Knowing I used mapping to help decision 
makers she asked me to do a map for her. Over the course of an evening we produced 
a map. There was nothing new on the map – she was aware of all of the statements 
captured. However the fact that the map did capture all of the concerns, assump-
tions, aspirations and issues in one place and showed how they impacted one another 
meant that she could stand back and see the ‘wood for the trees’. Her immediate 
response was a sense of relief, now she could begin to make sense of it all and plan 
appropriately. She could see the implications of doing option A compared with 
option B, she could understand exactly what it was that she wanted (her goals) and 
identify the major issues. After some time deliberating upon the map, and another 
evening spent adding further material to it, she made her decision. She went and saw 
the Head of Department and stated that she was resigning. She explained why she 
was doing this, and showed him the map along with the concerns and options to 
demonstrate the rationality of the decision.

It is not untypical for the nodes/statements on the map to be well known and 
understood – the advantage lies in taking what is often a mess and reformulating it 
into a structure that can then be worked with. Complex problems like these, with 
lots of interconnected issues or decision areas (Friend and Hickling 1987), are 
sometimes referred to as ‘wicked’ (Rittel and Webber 1973) or ‘messy’ (Ackoff 1981).

The map also provides insights and a sense of control that can sometimes result 
in there being enough clarity to move forward to action without doing any further 
analysis – ‘finishing’ with the problem (see Eden 1987).

•	 To present ideas in a graphical, rather than traditional text based form. In many, 
if not all, situations there are links between the various statements. Think back to 
when you take notes: often you find yourself drawing a link in from one point to 
another to show a relationship. The graphical format not only allows some rough 
analysis to be carried out (see next point) but also enables more material to be 
captured on a single sheet of paper facilitating further exploration. In this type of 
use there is some similarity with ‘mind mapping’ (Buzan and Buzan 1993), 
although mind maps are not constructed in a formal manner and so are not ame-
nable to analysis.

•	 To carry out ‘rough’ analyses. For example by looking at a completed map it is 
possible to determine which are (a) the potential key issues (those with lots of 
statements linking to and from them), (b) potential goals/values (those that are at 
the top of the map hierarchy with statements only linking in to them), as well as 
(c) properties such as self-sustaining or controlling feedback loops. This scan of 
the map to detect its emerging properties often can be a powerful way of effec-
tively summarizing what has been said as it provides added value and highlights 
areas not yet captured. When doing it for yourself it also provides the opportu-
nity for further reflection.
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•	 To share different perspectives more easily, through capturing the statements and 
links on one single A4 page. Connecting with the idea of presenting statements 
in a graphical form, not only does the map help its constructor understand the 
situation better but also it will help others appreciate the perspective of others. 
For example, when working with a group from a large multinational organization 
involved in the development of an Expert System, one of the comments from a 
member of the group involved in the project was that maps for him were a great 
way of (a) ensuring that the knowledge captured from the expert was valid and 
comprehensive as the map reflected what had been said in a natural and transpar-
ent manner, and (b) sharing the complexity of this knowledge with colleagues. 
This, he argued, was because all the statements were on one page together with 
how they related to one another. Meaning could be deduced from statements that 
were linked to, or from, one another.

•	 To allow a more ‘objective’ stance to be taken. Returning to the earlier example 
about the benefits of structuring thinking, one of the advantages of mapping is to 
be able to stand back, to reflect on the various explanations and consequences 
and therefore take a view that is more ‘objective’. It is possible to ‘play’ with the 
material, exploring how different options might achieve objectives and reflecting 
on which are the significant or busy statements.

•	 To capture wisdom, ‘tacit’ knowledge and experience. One of the difficulties 
experienced when trying to understand a situation is that the material provided 
by an individual, at least in the first instance, can be fairly superficial. People 
often revert to well-rehearsed scripts. Think about a particular event currently 
unfolding – it might be something global, like climate change, or it might be 
something more local and relevant to your organization. In either case, you have 
probably had numerous conversations about this to the point that whenever any-
one asks you about it, you are easily able to respond, without much cognitive 
effort. Essentially you have built up a repeatable script.

•	 Mapping however enables further exploration of the issue or problem through its 
focus on teasing out explanations (laddering down) for particular assertions/
statements along with determining the reasons why (laddering up) particular 
issues matter. In this way a deeper level of insight is gained.

•	 Improve interviewing capability. It is often very difficult to do a good interview. 
If the interviewee speaks in a monotone, and it is a warm sunny afternoon, and 
you are tired, then the propensity to mentally ‘drop off’ or begin thinking about 
something else is very high. Moreover, taking linear notes is very passive – you 
don’t have to understand what is being said – just note them down. Mapping 
however demands that more active listening takes place. As such, there is an 
overhead in terms of effort because it forces you to not only capture the points 
but understand what they mean – otherwise it is not possible to be able to capture 
the relationships. As a result you are likely to understand far better what is being 
proposed rather than finding yourself in the position of either not understanding 
your linear notes (or the point being made) or realising that you missed a vital 
question, such as whether one aspect had an impact on another.
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4.3.2  �Building a Map: How a Map Is Constructed

There are a number of aspects to consider when mapping. If we go back to the point 
about mapping’s origins being based on Kelly’s Personal Construct Theory and that 
each construct can be seen as bipolar then we need to attend to the content of the 
statement. But we also need to consider the context of the statement.

A good way of illustrating context is to consider a simple attribute map (see 
Fig. 4.3). In the centre is the focus of the map – ‘good rather than other teachers’. 
The three dots (an ellipsis) is used as a short hand for ‘rather than’. Having the con-
trast to ‘good’ namely ‘other’ provides some additional meaning by providing con-
tent. For example, the contrast could have been ‘poor’, ‘excellent’, or ‘innovative’. 
In each case the contrast implies further meaning and so adds depth to our under-
standing. If we then look at the attributes surrounding this statement (the context) 
we can see that they are also bi-polar giving the reader more of an understanding of 
what is meant by each of them, and an enhanced understanding of what is meant by 
a good teacher. Try thinking of a few more attributes that might denote a good 
teacher along with their opposite poles.

If we take seriously the premise that meaning can be derived from context let’s 
look at Fig. 4.4. We can see that in both instances the same central focus (A) has 
been used. However, the context around it (B, C, & D or Q, R & P) is different 

Fig. 4.3  An attribute map. 
(From Eden et al. 1979, 
p. 45). Reprinted from 
Eden, C., Jones and Sims, 
D., ‘Messing About in 
Problems: An Informal 
Structured Approach to 
Their Identification and 
Management’, p. 45, 
Copyright (1983), with 
permission from Elsevier

A

R

P

Q

A

C

D

B

Fig. 4.4  Two attribute maps that appear to have the same central focus (A) (see Eden et al. 1979, 
p. 46). Reprinted from Eden, C., Jones and Sims, D., ‘Messing About in Problems: An Informal 
Structured Approach to Their Identification and Management’, p. 45, Copyright (1983), with per-
mission from Elsevier
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suggesting quite different meanings. Let’s consider an example. Imagine we are all 
together at the end of a class and we agree that it would be nice to have a great eve-
ning together – this seems very straightforward until we try to implement it. What 
does a great evening constitute? Going to the Pub for lots of drinks? Having a meal 
in an expensive and high-class restaurant? Trying out the latest ethnic food café? We 
would get more understanding from knowing the contrasting pole, the attributes of 
purpose of the evening (for example – getting to know each other better) and the 
attributes that would create it (for example sitting around a round table). Frequently 
we find ourselves in the situation where language itself is very imprecise (in terms 
of meaning) and can cause complications re action.

Keeping this in mind, now consider the alternative (see Fig. 4.5). Here we have 
differently worded central foci, X and Y, but the context surrounding them is identi-
cal (J, K & L). This too can cause problems. Reflect back, have you ever been in the 
middle of a good argument with someone only to find you are both arguing the same 
point! You are in violent agreement! What has happened is that through the argu-
ment, you have provided one another with the context and thus realised that although 
the words are different the meaning is the same. This situation is common particu-
larly as we work with those from different backgrounds (national, industrial, com-
munal, etc.).

Moving on from content and context let’s begin to consider the relationships. In 
the previous examples, the links have simply been attributes. However when under-
taking cognitive and cause mapping the arrows have a particular meaning – that of 
causality – A may lead to B, or this ‘Option’ may lead to this ‘Outcome’ or this 
‘Means’ may lead to this ‘End’. However the direction of the arrow will depend on 
the value system of the individual (or group) being mapped. Let’s consider Fig. 4.6.

The two statements on the left hand side might be from an interview with an IT 
manager. Here he is arguing that because the backlog of processing is too big, they 
should buy a new computer (he is interested in getting one of the latest machines 
with extremely fast processing time and various other features). However on the 
right are three statements from the Finance Manager. Her view is that buying a new 
computer is only one option for reducing the backlog and that there are others.

X

J

K

D
Y

D

K

J

Fig. 4.5  Two attribute maps with what appear to be different central foci (see Eden et al. 1979, 
p. 46). Reprinted from Eden, C., Jones and Sims, D., ‘Messing About in Problems: An Informal 
Structured Approach to Their Identification and Management’, Copyright (1983), with permission 
from Elsevier
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Thus we see two things here. The first is a difference in values/aspirations and 
the second is that you can have negative links. In reviewing the Finance Manager’s 
map note that the arrow linking from ‘buy a new computer’ to ‘backlog of process-
ing is too big’ has a minus sign at its head. This indicates a negative link and can be 
read as A leads to [not] B (in this case ‘buy a new computer’ may lead to NOT 
‘backlog of processing is too big’). Thus, we can capture statements that have both 
positive and negative ramifications thus illustrating dilemmas.

4.3.3  �Guidelines for Mapping

So let’s have a look at a map in a little more detail. What does it look like? Figure 4.7 
is part of a map produced when working with a group of staff interested in develop-
ing a new Information System for monitoring students. The map was created using 
mapping software and has used various styles of statement to denote constituencies. 
For example, those statements which are in shaded rectangles emerged from the IT 
staff who would be responsible for managing the system and those that are in italics 
represent the views of academics. In addition there are numbers attached to each of 
the statements e.g. 10 reduce rates … drop out rates are too high. These numbers are 
simply tags or reference numbers to allow effective manipulation of the each of the 
statements. They do not have any weighting except to reflect when in a conversation 
the statement was made relative to others.

The arrows can be read as “may lead to” therefore the chain of argument shown 
by statements 62, 63, 68 and 37 reads ‘being able to archive old data’ may lead to 
‘avoid clogging up the system’ which in turn may lead to ‘able to get fast and easy 
access’ and therefore lecturers being ‘able to access student records while counsel-
ling’. Finally the dotted arrows with numbers show that there are other statements 
within the whole map which are linked to the material shown in the map but which 
are not at this point displayed on this extract of the whole map. Thus it is possible 
to show as little or as much detail to be revealed as demanded.

Fig. 4.6  Exploring 
causality (see Eden et al. 
1979, p. 49). Reprinted 
from Eden, C., Jones and 
Sims, D., ‘Messing About 
in Problems: An Informal 
Structured Approach to 
Their Identification and 
Management’, p 45, 
Copyright (1983), with 
permission from Elsevier

F. Ackermann and C. Eden



155

The map (Fig. 4.7) shows the hierarchy with goals/values at the top (boxed state-
ments) and assertions at the bottom (dotted boxes).

Some of the cognitive (and causal) mapping guidelines (Bryson et al. 2004) to 
watch for therefore are:

	1.	 Separate sentences into distinct phrases. Frequently when we speak we encap-
sulate three or four causally linked phrases into a single utterance. For example 
“we need to expand our business into new areas, and therefore must focus on 
building strategic alliances, and tapping and developing our skills base”. Here 
there are four potential linked statements: expand our business into new areas, 
build strategic alliances, tap our skills base and develop our skills base. Note that 
the last part has been separated into two – tapping the skills base and developing 
it – this is because different activities are needed in order to do either of these and 
also they are likely to have different ramifications. A common pair that benefits 
from separation is “improve and increase” – what you do to increase something 
doesn’t necessary lead to improvement. An example of separating sentences 
from the above map might be “if we can stop inaccurate entries through having 
a data checking facility then we will be able to increase staff productivity”.

	2.	 Build up the hierarchy. As noted above (Sect. 4.3.1) when discussing the second 
of Kelly’s corollaries, laddering up and down the chains of argument enables a 
more complete representation to be captured. Questions such as “how might that 
be done” or “what are some of the constraints preventing that from happening” 
help ladder down to options; whereas “why is that important” helps tease out 
ramifications. Therefore, returning to the above map, one question that might be 

Fig. 4.7  An example of a cause map
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asked is “why do you want to increase staff productivity”? (laddering up) and 
another might be “how could you have a data checking facility?” (laddering 
down). Note that the interviewee might legitimately argue that increasing staff 
productivity is the end point  – the ultimate goal  – and so there is no ladder 
upwards.

	3.	 Identify the option and outcome (means and ends) within each pair of ideas. 
Checking the direction of the link is important. For example, consider the two 
statements ‘buy Microsoft Office’ and ‘standardise our software’. For most peo-
ple ‘buy Microsoft Office’ is one option/route to ‘standardise our software’ – but 
there may be others. However it is unlikely that you would ‘standardise our 
software’ in order to (may lead to) ‘buy Microsoft Office’. Another example from 
the above map – 49 and 51 – might be do you ‘improve the visibility of cross 
organizational activities’ to ‘increase coordination between admissions staff’ or 
the reverse.

	4.	 Watch out for values/beliefs/goals and strategic/key issues and mark them. 
Values and goals are statements that can be seen as ‘good in their own right’. An 
obvious private sector candidate might be ‘build shareholder value’ and a per-
sonal goal might be ‘feel fulfilled at work’. Strategic or key issues tend to be 
those that either have a lot of links around them or a lot of emotion behind them. 
In an interview setting watch out for the non verbals, namely the gestures made 
and tone of voice as they provide a lot of useful information that can lead to 
converting a non-verbal ‘statement’ into a verbal statement on a map. There is no 
prescribed way of marking them. One method might be to use an asterisk for key 
issues and circle goals but it is up to personal preference. In the above map, the 
software allows us to identify these using particular styles e.g. goals are black 
text in a rectangular box.

	5.	 Add meaning by wording the statements in an imperative form. By making the 
statement action oriented, that is an imperative, it is usually much easier to cor-
rectly link the statement. Thus the verb is quite significant. Whereas a statement 
that simply contains the word ‘marketing’ could probably be linked throughout 
the map as it has multiple interpretations, identifying the action e.g. “improve 
marketing’s resources” or “outsource the marketing department” or “develop a 
marketing campaign” helps make sure that the appropriate links are captured. 
Look at the map in Fig. 4.7 to see how many of the statements commence with 
verbs. Where they don’t e.g. ‘too many ad hoc systems’ then these might be 
assertions or assumed facts. Typically these appear at the bottom of the chain of 
argument as they are usually uttered as being an explanation for a particular 
action.

	6.	 Use the person’s own language. There is always the temptation to paraphrase, 
particularly if you know the issue/subject well. However it is important to cap-
ture exactly what is said (as much as possible given the above guideline) so as to 
ensure that the map is recognisable to the interviewee. Furthermore, paraphras-
ing might result in a different meaning being derived from that which the person 
being mapped had in mind.
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	7.	 Capture contrasting poles. Not every single statement will have one, but where 
they are provided make sure you capture and reflect these on the map. Sometimes 
they are immediately obvious. For example ‘we need to do this rather than that’. 
At other times however the first pole is noted and subsequently elaborated before 
the ‘rather than’ is mentioned. Be alert to this possibility. Finally using this 
device as a means for better understanding what is being said can be helpful. 
Where a statement is not immediately clear, try asking the question “rather 
than…?” This can often provide the clue.

	8.	 Tidy up your map by looking for isolated statements and examining heads and 
tails. Look for statements that have no arrows linking them to other statements. 
Where these do occur, ask the person being mapped more about them. For exam-
ple, “I notice that you mentioned ‘X’, I wonder if you could explain to me how it 
relates to the other material we have already discussed”. This usually leads to 
more information being surfaced along with gaining an understanding of the 
particular statement’s position in the map. Checking whether the end points – the 
heads (those with no links leaving from them) – are goals/values will enable 
these to be determined, or further questioning to take place. Likewise exploring 
tails (those statements with no links going into them) and checking to see if they 
can be further developed in terms of options will help build the map.

	9.	 Consider the following tips including: (a) use blank paper, (b) start two-thirds up 
the page, (c) write in rectangular blocks of text and (d) use a propelling or 
mechanical pencil. Blank paper is useful because it allows statements to be posi-
tioned in a more appropriate place rather than feeling constrained to writing on 
the line! We are so well trained from childhood that we can find it hard to stop 
writing on lines so as to allow a more graphical representation to unfold. Starting 
two-thirds up the page (and usually in a portrait orientation) works well as most 
interviewees’ start with the main issues bothering them and thus there is more 
detail supporting them (explanations, options, constraints, facts) than ramifica-
tions and consequences. Working in rectangular blocks of text enables links to be 
drawn in so that the flow is retained – it is easy to see the chain of argument – 
whereas if the statements are one long sentence then arrows will have to ‘wiggle’ 
around them giving no visible assistance. Finally a propelling or mechanical 
pencil is best as mistakes can be rubbed out whilst always being sharp enough to 
write clearly.

4.3.4  �Have a Go!

Below is a piece of text. Have a go at mapping it. It is probably best to first read it 
through once to understand what is being said. Then underline what you see as the 
phrases. Finally write these on a blank piece of paper and capture the links that are 
contained in the text – map just what is in the text. Once you have done this, return 
to the above coding guidelines, and check whether you have taken them all into 
account.
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The text is based on some work that the authors did with Scottish Natural 
Heritage.

To influence the attitude and policy of others to care for the natural heritage, 
SNH could well be advised to use those protected areas owned by SNH as demon-
strators for good care of the natural heritage. To meet this need and to secure practi-
cal management of the natural heritage (another of SNH’s goals) SNH must develop 
and deliver a strategy for protected areas. Various ideas such as gaining a general 
awareness of global resource depletion, SNH addressing sustainability (they are 
currently the only organization doing so) and using their knowledge of how the 
natural heritage is changing with time may go some way towards achieving a strat-
egy for protected areas. Management of the marine environment, and of those spe-
cies which cause conflict, for example deer and seals may go some way towards 
balance maintaining natural heritage features with addressing increasing complex 
environmental problems which adds to the knowledge of the natural environment 
(Fig. 4.8).

4.3.5  �Comments on the Map

How did your map look? Did you get the values/goals (there were some hints). Did 
you manage to break down the text into statements? Did you find it easy? If you 
answer ‘no’ then that is pretty typical. Most of us actually find mapping text harder 

Fig. 4.8  A possible map from the SNH text
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than mapping discussion. This is because we can ask questions in a discussion to 
ascertain the links. Furthermore, the temptation to add our own links (which appear 
to be obvious and natural) is considerable – particularly as we want to make sense 
of the argument. See Eden and Ackermann 2003 for further discussion on map-
ping text.

Hopefully the above map should also have prompted you to ask

•	 “Shouldn’t ‘developing’ and ‘delivering strategy for protected areas’ be 
separated?”

•	 “Shouldn’t ‘influence the attitude and policy of others …’ be split?”

In the first case you would be absolutely right – they should. The actions that 
might be necessary to achieve ‘developing a strategy’ are quite different from those 
of ‘delivering it’. However, in the second case, interestingly enough the answer is 
no. The person whose views/perceptions it represents felt that they were not sepa-
rable. In his mind they were two sides of the same coin and separating them would 
add complexity and be a false image. This highlights an important point that the 
interviewee (whose map it is) is the only one who can say what is right and what isn’t.

Probably the hardest of the statements to capture correctly is the one reflecting 
the ‘balance’. Don’t worry, this is usually the case.

4.3.6  �Additional Coding Guidelines

The coding guidelines below extend those noted above. They are taken from a book 
on mapping called Visible Thinking by Bryson et al. (2004).

4.3.7  �Getting the Wording Right

•	 Try to use around six to eight words for each statement – by including more 
words you will have a better sense of what was meant, BUT including too many 
words may mean that there are multiple statements.

•	 As part of the above guideline, think about incorporating who/what/when into 
the statement.

•	 As much as possible avoid words such as ‘should’, ‘ought’, ‘must’, etc. as these 
are both prescriptive and unnecessary. Instead of capturing ‘we must invest in a 
new information system’, simply note down ‘invest in a new information sys-
tem’ – it saves time!

•	 Check your statements to see if they include phrases such as “in order to”, “due 
to”, “through”. These all imply a link and therefore comprise two statements 
rather than one.

Don’t forget the earlier guidelines, that of using their language, and adopting an 
action orientation.
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4.3.8  �Direction of the Arrow

•	 Make sure links are causal, showing means to ends or options to outcomes. 
Frequently novice ‘mappers’ end up producing a more chronological or flow 
diagram type of representation.

•	 Check that you really have options leading to outcomes – when getting started it 
is not unusual to produce ‘upside down’ maps where the links flow from out-
comes to options (as this is the way people speak). Often when learning mapping 
the bottom of the map will show the goal and this then causally leads to the 
options.

•	 As a rule of thumb, link specific instances into generic statements. For example 
you might have ‘privatise prison services’ as the generic with ‘privatise clean-
ing’, ‘privatise catering’ and ‘privatise maintenance’ as specific options.

•	 Seek to have those statements that appear to be assertions or facts at the bottom 
of the map. These often are not action oriented but they matter to someone 
because they imply action is necessary, and so the action is higher up the map.

•	 Avoid double-headed arrows and check feedback loops. Double headed arrows 
imply feedback (i.e. dynamic behaviour). However as only two statements are 
involved it is difficult to (a) determine whether they are ‘true’ feedback loops and 
(b) if they are loops, how best to manage them. Try to explore how A might lead 
to B by adding an intervening statement and do the same for elaborating the link 
between B to A. This loop, now containing four statements, is more amenable to 
review. Once this is done, or where you have a feedback loop – check whether it 
makes sense. For example are you developing a marketing plan in order to create 
more awareness in the market so as to get more products sold, and thus have 
more revenues, which in turn can be spent on developing a marketing plan. At 
first glance this might look like a feedback loop. However the second mention of 
marketing plan is a redevelopment of the first and therefore chronologically 
inconsistent.

Remember you are working to build an understanding of the particular issue fac-
ing the person being mapped (or yourself if the map is about your issue). By know-
ing what facts mean and why they fit together as they do – the mechanism and the 
structure – we are able to determine the basis for pulling a mess into a system of 
interacting issues.

4.3.9  �Developing Practice

There are a number of ways you can gain more practice in mapping. Three are listed 
below – each providing different benefits.

The first method is to try to map another piece of text and see how you get on, 
and whether it gets any easier. A good source of text might be to use an article in a 
well written newspaper which is discussing a particular current concern with its 
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attendant issues, values and options. However, don’t worry if you find that many of 
your statements are unlinked – this is likely to say as much about the structure of the 
writing as the quality of your mapping!

The second method is to try the technique out on an issue that you are currently 
grappling with. Start by capturing the main issues (using an action orientation as 
this will stimulate a better understanding of the issue) and how they relate to one 
another. If, in linking them together, further statements are needed to explain the 
relationship note these too. Next consider why they are issues – are the issues either 
attacking or supporting some desired outcomes – thus eliciting some of your per-
sonal values (laddering up). Finally think about what might be some of the options 
and constraints and capture these (laddering down). This material will give you 
some idea of the consequences of each option, helping arrive at one that is poten-
tially more sustainable as it addresses more of the goals. Throughout the process use 
the guidelines to help you sharpen your thinking.

A third method is to try creating a map through an interview. Here the aim is to 
find a colleague, friend, or family member who currently is wrestling with a difficult 
issue and try interviewing him or her whilst building a map to record and guide the 
interview. Try to make sure that the issue is something that is ‘live’ rather than past 
as this will provide a more realistic event (post rationalising an issue can result in 
the interviewee talking very fast but also in a structured manner). Review your map 
together and find out if it helped their thinking about the issue. Alternatively, try 
mapping a television presentation or a work presentation. However, as with the text 
option, this option does not provide the benefits of being able to ask questions to 
elicit relationships and enhance understanding.

4.3.10  �Reflections on Mapping: Some Hints and Tips

Don’t worry about appearance. One of the most common concerns particularly 
regarding sharing the map with the interviewee is “but it looks so messy”. It is worth 
bearing two things in mind here. The first is if the interviewee is struggling with the 
issue because it is difficult and messy, the chances of you being able to produce a 
perfect map are extremely small (and if you did manage it, would be very humbling! 
Why couldn’t they unravel the problem themselves?). Secondly, as long as it cap-
tures their language (rather than yours) then in our experience interviewees are 
happy to work with the messy handwritten image. Allowing them to see the map is 
also a great way to validate what you have captured and demonstrate that you have 
been actively listening. Often interviewees are curious about the different form of 
note taking being used, which gives you a perfect opportunity to start explaining the 
process – and get some confirmation of the captured material. A tip here is, where 
you can, sit at right angles to the person you are interviewing – this way you can 
both read the map, but you don’t encroach onto the interviewee’s personal space.

Capture the constructs/statements first. By doing this, you can begin to gain an 
understanding of what is being said and as you begin to get an overall understanding 
of the material, you can begin the process of linking one statement to another. It is 
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far easier to add links once the statements are captured than the other way around. 
Imagine the statements as landmarks. However, if statements are very obviously 
linked then put in the arrows immediately.

Use natural breaks productively. When the interviewee pauses, having contrib-
uted a number of ideas, use these breaks to feedback material to him/her. This will 
provide a number of benefits. The first is that it will demonstrate you really have 
been listening and capturing their views thus gaining you more credibility and 
building the relationship. This is important if you want to come back and interview 
them a second time. Secondly it enables you to test your understanding of the mate-
rial and get feedback if it isn’t correct or there is more to add. You are therefore more 
likely to get a better understanding of how the issue is understood.

Finally, and sometimes the most important reason, as you are feeding back the 
material make sure you write down what you are saying which is in your brain but 
hasn’t yet been transcribed onto paper – before you forget it! Often, particularly at 
the beginning of an interview, there isn’t time to write down all the material and so 
the statements are ‘half formed’. Use these opportunities to flesh these statements 
out more fully ensuring that they adhere to the guidelines.

Build in time for review. Before ending the interview try to ensure you have at 
least 5 min to review the map with the interviewee. Start by recounting what appear 
to be the key issues (those with lots of links in and out) to ensure that all have been 
captured. Next check whether there are any ‘orphans’ – statements that have no 
other statements linking to them – and enquire how they might be woven into the 
map. Finally review the apparent goals (statements that are “good in their own 
right” and typically have no statements linking out from them) and whether they are 
goals or need further laddering up to a goal/aspiration. By taking the interviewee 
through the map you are not only able to further validate the representation, but also 
to provide him/her with an intuitive understanding of how mapping works. This can 
be useful if a workshop is to follow. It also provides value for the interviewee as they 
are able to see the particular situation structured and thus more amenable to 
management.

Consider the shape of the map. Is your map very broad but somewhat shallow 
(not having lengthy chains of argument)? This usually suggests that the perspective 
being mapped is one that encompasses a very wide range of the issues and concerns 
(perhaps a senior managerial perspective). This is in contrast to a map that is narrow 
and deep suggesting in-depth knowledge of a relatively small part of the business.

Make sure you capture the interviewee’s (not your) key issues. Sometimes when 
you are doing a series of interviews and someone else has already mentioned a par-
ticular option or issue, it is tempting to skip capturing it again. However, the inter-
viewee does not know this, so the omission may raise anxieties. Rather than follow 
your agenda, always ask the interviewee what he/she sees as the key issues – this 
way you will develop a far better understanding of what they see as important.

Consider how you manage the interview. Starting with a very broad question 
(one that does not result in a ‘yes/no’ answer) is best. For example, “how can the 
organization grow its business over the next 3 years” allows interviewees to surface 
all of their concerns and opportunities and therefore provides the agenda for subse-
quent questions (e.g. how might an issue be resolved, what are some of the con-
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straints, what are the consequences, etc.). Don’t feel the need to prepare lots of 
questions, question emerge as the map does as there are always uncertainties about 
meaning and structure.

Carefully introduce the process. Don’t spend time at the beginning explaining 
that you are using cognitive mapping. This is partly because in saying you are going 
to use “cognitive mapping” interviewees might feel concerned about what this actu-
ally entails and so feel a little constrained, and partly because you may end up 
spending time explaining the technique which reduces the amount of time you have 
building the map. Wait until they comment on your unusual note-taking format and 
then explain the process – but don’t necessarily say it is cognitive mapping, but 
rather a two-dimensional way of taking notes. The more you can jointly develop the 
map, the better the representation will be and the more shared.

Manage multiple ‘opposite poles’. If you find yourself with a statement that 
seems to have more than one ‘opposite pole’ then this might mean you have a series 
of options. For example, you might start off with ‘centralise marketing rather than 
have a profit centre’. However, later on in the interview the interviewee notes that it 
might be beneficial to have marketing as a cost centre rather than a profit centre. 
There are now three different options – have a centralised marketing department, or 
set up marketing as a cost centre or as a profit centre.

A few final pointers: Try not to learn all of the guidelines at once. Start by just 
noting down statements and drawing in some rough links. Then move to thinking 
about causality i.e. which way the link should be positioned. Finally consider the 
action orientation. Always try to avoid writing down statements that simply com-
prise one or two words as the more complete the statement the better the under-
standing. As a final tip, try to write in lower case rather than capitals – not only is it 
quicker but some handwriting experts believe it to be more readable.

Sometimes an interviewee will take no interest in the map you produced; very 
often this is because you have produced a map that belongs to you rather than to the 
interviewee. There is always a great danger in translating the words used by the 
interviewee into something that is more meaningful to you. Often the maps that are 
of no interest to interviewees turn out to be summary maps. For example, we have 
often found that we might produce a map comprising 60 statements from a 45 min 
interview where a novice interviewer, in the same interview, might produce a map 
with only 15 statements. This is because many of the statements are summarised 
rather than captured with their richness and subtlety.

4.3.11  �How Does Mapping Compare with Other Graphical 
Processes?

There are a number of different graphical representation modes ranging from the 
well known Mind Maps (Buzan and Buzan 1993) to influence diagrams (Richardson 
and Pugh 1981; Morecroft and Sterman 1994; Wolstenholme 1985). Table 4.1 com-
pares three common diagrammatic forms (word and arrow diagrams) against a few 
characteristics.
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4.4  �Practising SODA: Use of Causal Mapping

4.4.1  �To Elicit Representations of Individual Thinking

As noted above, mapping can provide a very powerful means of understanding your 
own thinking or helping someone else develop theirs. Remember the example ear-
lier of the lecturer trying to manage the job, her PhD and her personal life. Being 
clear about your (or others) goals  – and the various options and dilemmas that 
exist – can help provide a sense of relief as the map’s structure helps make sense of 
the complexity. Some consultants use mapping as a way demonstrating their skills 
to clients. Through building a model of the client’s thinking of the issue the consul-
tant is seen to be able to provide added value. Another example is when commenc-
ing a project – spending time mapping out the objectives of the particular project, 
the issues and options can help clarify the situation. For further examples see 
Ackermann and Eden (2004) which provides examples of three different individual 
uses of mapping.

4.4.2  �To Support Group Working

When working on developing strategy or resolving messy complex problems typi-
cally groups – rather than an individual – are involved. This is for two reasons. The 
first relates to the fact that organizations are political and social constructions (as 

Table 4.1  Comparison of three diagramming forms

– Cause mapping Mind maps Influence diagrams

Nodes Formal guidelines for capturing 
material i.e. action orientation 
and six to eight words

No formality – anything 
goes

Formal guidelines for 
capturing material i.e. 
variables

Links Formal guidelines for linking 
material i.e. hierarchical 
causality

No formality – anything 
goes

Formal guidelines for 
linking material – flows 
of a single unit of 
analysis

Size Aims to build up rich and 
detailed pictures – individual 
maps may comprise 100 
statements, group maps 1000

Usually fairly small – 
around 30 or 40 
statements

Focuses on only 
capturing the stocks, 
flows and intervening 
variables

Analysis Open to analysis – including 
detecting feedback, identifying 
central statements

No analysis usually 
carried out

Analysis crucial

Format Graphical format – so easier to 
remember and understand 
underlying structure

Graphical format – so 
easier to remember and 
understand underlying 
structure

Graphical format – so 
easier to remember and 
understand underlying 
structure
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noted above when discussing the framework). Many researchers argue that in order 
to get things done in organizations, participants have to ‘own’ or ‘buy into’ the 
change – and therefore it is important to attend to ensuring the outcomes are ‘politi-
cally feasible’(see Eden and Ackermann 1998). The importance of ensuring com-
mitment was well expressed by Machiavelli who noted that “It must be remembered 
that there is nothing more difficult to plan, more doubtful of success, nor more dan-
gerous to manage than the creation of a new system. For the initiator has the enmity 
of all who would profit by the preservation of the old institutions and merely luke-
warm defenders of those who would gain by the new ones”. Paying attention to 
gaining emotional commitment through building in the means to allow participants 
to ‘have their say’ and be listened to -  procedural justice (Kim and Mauborgne 
1995; Thibaut and Walker 1975; Lind and Tyler 1988; McFarlin and Sweeney 1992; 
Konovsky 2000; Tyler and Blader 2003; Colquitt et al. 2005) is thus important. The 
mapping process – using the group methods discussed below – provides this.

The second reason focuses on the added value gained from eliciting and structur-
ing the contributions from a range of different perspectives and enabling the model 
to facilitate an action plan that is more robust. In the decision making literature this 
could be seen as ensuring that the process used is procedurally rational (Simon 
1976). Moreover, and returning to earlier comments, surfacing and structuring the 
issues, goals, options and assertions of different participants can help the group as a 
whole begin to develop a shared sense of understanding and a common language. 
This facilitates negotiation and therefore increases the likelihood of a successful 
outcome.

4.4.3  �To Analyse Models

Models can often became very large – group models in particular reaching up to 
1000 nodes. As such it becomes difficult, if not impossible to be able to effectively 
examine manually the structures to determine emergent properties and gain insights 
into ways forward. However, computer-based analyses can yield important insights 
into significant emergent properties that can either reveal counter intuitive and dam-
aging outcomes or offer up new and creative opportunities. A sample of the analyses 
techniques available has therefore been provided below (in the next section).

4.4.4  �To Support Other Forms of Modelling

Whilst SODA (and any form of modelling) can be used on their own and provide 
significant value, combining SODA with either more quantitative models or other 
qualitative processes can extend the use and power of the approach. SODA – par-
ticularly causal mapping – has been used as a starting point for modelling complex 
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projects that have experienced considerable disruption and delay (Ackermann et al. 
1997; Eden 1994), or are seeking to manage risks (Howick et al. 2006; Pyrko et al. 
2019) and multi-criteria decision making (Belton et al. 1997) amongst a range of 
other applications.

4.5  �Practising SODA: Analyses

Regardless of the particular method for generating the initial map (see the next sec-
tion on different options of using mapping/SODA with groups) the following ana-
lytical routines provide a powerful means of exploring a causal model’s structure 
and properties and gaining insight into possible avenues of action. These analyses 
are typically carried out using software1 but could be undertaken manually  – 
although for some analyses it would be a time consuming and potentially laborious 
job. In this section we outline the general principles of the analysis routines, so that 
visual analysis can be tried where possible (see for example the strategy develop-
ment case outlined in ‘Visual Strategy’ Bryson et  al. 2014). The analyses range 
from simple routines for tidying and structuring the map to more complex ones 
assisting examining the underlying structure.

The analyses are dependent on the coding formalisms being adhered to. One 
particular characteristic that occurs when mapping is when duplication of links 
occurs through redundancy. For example, the chain of argument might be A 
→ B → C → D however there might also be links from A → C and B → D. In this 
case it is worth checking whether these two further links are unique in their own 
right, rather than duplications of the full chain – e.g. a summary link where A → C 
summarizes A → B → C. It they are unique, could further material be added show-
ing the variation? If not, then consider removing. This process avoids the model 
having extraneous links and thus ensures clarity of thinking.

As the maps may represent a single interview or a series of interviews or work-
shops they may contain anywhere from a few dozen to several thousand statements. 
As the number of statements increases, the ‘map’ usually starts being referred to as 
a ‘model’ because it can no longer be represented as one single easy-to-read docu-
ment and analysis becomes more difficult. Views on a part of the map/model allow 
aspects/themes/areas to be explored and amended as required. Changes made to the 
statements and links must be reflected throughout the model, though changes to the 
content of the views are local. Thus views can have material either made visible or 
hidden without copying or deleting statements from the model.

Although the analyses have been used for a range of different purposes, the ana-
lytical processes covered in this section particularly relate to the resolution of messy, 
complex and often strategic problems, and strategy development. Thus Fig.  4.9 
depicts a three stage process. The first stage centres on the analysis of the model 

1 For example strategyfinder, Decision Explorer, or CMAP: see note at end of chapter
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(although obviously some capture of the information, knowledge, wisdom and 
experience needs to have been already taken place  – maybe through individual 
interviews or a group modelling process). This first stage is typically carried out in 
the ‘back room’ enabling the analyst/facilitator to both tidy the model and review its 
structure in preparation for a workshop. The analysis process is iterative (although 
below it is presented in a linear form) and often helps the facilitator/analyst to gain 
a good understanding of the whole in preparation for facilitating a group workshop.

4.5.1  �Identifying Goals

Identifying candidate goals is usually a good place to begin – remembering that a 
goal, according to SODA principles, is something that is “good in its own right”. An 
example of a goal in a University setting might be ‘be research excellent’; for a 
private sector organization it might be ‘become No 1 in the market’. Each of these 
goals may also support other goals and/or be supported by other goals, creating a 
system of goals (Bryson et al. 2016; Eden and Ackermann 2013). Understanding the 
goals (or values) can provide assistance in understanding the objectives of the 
individual(s) and thus allow for exploration of their variety and coherence. To find 
the goals, an obvious starting point, therefore, is to examine the ‘top’ of the map/
model. Reviewing the results usually provides a mix of statements, some of which 
are candidate goals whilst others are issues, options, and assertions, etc. that have 

Fig. 4.9  Developing agreement for the direction
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not yet been laddered up to goals. Those that are candidate goals (‘candidate’ until 
confirmed by the group) can be given a particular style/font or marked with an aster-
isk to easily distinguish them. Those that are ‘heads’ but not goals can then be 
examined to determine whether there are missing links and dealt with accordingly. 
This is particularly the case when weaving together material from different indi-
vidual interviews as it is possible to miss capturing some of the links.

4.5.2  �Identifying Issues

The next stage is to determine which of the statements are key, or central, issues. An 
issue can be seen as something that is broad, requires resources (time and money) 
and may take a while to put in place. An example might be ‘keep good people’ or 
‘avoid being taken over by a competitor’. Issues can be positive or negative but 
either way should be of some concern to those involved. There are two analyses that 
help here (see Fig. 4.10).

4.5.3  �Carrying Out a Domain Analysis

The first analysis – Domain – examines each statement and calculates the number 
of links in and out (essentially determining how busy it is). Those that have a high 
score are considered as potential key issues. If the model is around 200 statements 

Fig. 4.10  A comparison between the central and domain analysis results
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and the analysis depicts that there are three statements that have eight links around 
them, five that have seven links around them and 19 that have five links around 
them, then a natural breakpoint is evident and the top eight are selected as being 
candidate key issues. This is obviously dependent on the size of the model and will 
also reflect the adherence to the coding rules. Those identified as issues can be 
attributed with a specific style or character (for example marked with a #). This 
analysis can be conducted visually.

4.5.4  �Carrying Out a Central Analysis (Using Software)

A second way of considering issues (and one that both reinforces the domain analy-
sis as well as suggesting new issues) is to review the overall model’s structure to see 
which statements are ‘central’. To understand this analysis, consider the structure of 
a molecule (see Fig. 4.10). Here elements are connected to one another with bonds – 
with some of the elements being relatively peripheral with few bonds connecting 
them whilst others are more central. By identifying those statements that are both 
busy and central a greater sense of confidence in revealing the key issues is acquired.

It should be noted that the results of the central analysis provide a more ‘accu-
rate’ view of potential key issues than domain analysis. This is because the domain 
analysis results can be influenced through a participant spending a considerable 
amount of time on a single topic that is currently of concern to them – a hot button – 
but which is peripheral to the whole, and which later on becomes less significant. 
This analysis is usually impossible to do without the software.

To confirm the emergent set of key issues two further analyses are useful. The 
first ‘slices’ the model into clusters (possible themes) through comparing how simi-
lar each pair of statements are. The second analysis uses a different approach to 
‘slice’ the model – that of producing sets comprising all of the supporting material 
for each of the potential key issues, or goals, and thus provides hierarchical sets or 
clusters. Both provide useful ways of feeding back information to participants.

4.5.5  �Carrying Out a Cluster Analysis (Using Software)

The clustering analysis works using an algorithm to check link similarity. Two state-
ments are ‘similar’ if they have many linked statements in common. It is rather like 
having shared friends. If I am friendly with A, B, C, and D, and you are friendly 
with B, C, D, and E, then we both ‘share’ friendships with B, C, and D. The higher 
the proportions of our friends we share, the more ‘similar’ we would be on this 
measure. Figure 4.11 shows that when you have a number of statements with many 
shared links amongst them, but few links with other statements, you can think of it 
as a cluster. In Fig. 4.11 the dotted and lined selected pairs have little similarity and 
therefore are components of two separate clusters. Thus the material within the 
clusters is closely related (due to the linking) enabling the clusters to reveal the 
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emergent themes in the model. Each theme potentially contains at least one key 
issue. If there isn’t a key issue within the cluster then examination might suggest 
further candidate key issues.

This analysis, more than any other, relies on good mapping coding – particularly 
avoiding redundant links. It is also affected by any feedback loops (see below) as 
these tend to result in large clusters as everything that is captured in the loop is 
placed into a single cluster. It is difficult to undertake this analysis without the soft-
ware. However, the principle of causally related clusters (as opposed to topic based 
clusters) is an important one, and it is possible to undertake rough cluster analyses 
based on visually reviewing the structure. Note that although the analysis is based 
on structure, the structure was based on content, and so clustering is a form of con-
tent analyses.

4.5.6  �Carrying Out a Hierarchical Set Analysis

Hierarchical sets – as their name suggests – take each member of the seed set (usu-
ally the key issues) and drills down the chains of argument. Each of the statements 
linking into the seed (see Fig. 4.12), along with all of the material that links into 
them is captured, essentially producing a tear-drop shaped set.

As with clustering, where the resultant hierarchical set is very large (over 40 
statements) consideration should be given to whether a further key issue exists 
within the set. Reviewing the results of the central and domain analyses with respect 

Cluster 1 Cluster 2

Selected pairs
for analysis

Tight intra-cluster links with few inter-cluster links (bridges)

Fig. 4.11  Cluster analysis: Tight intra-cluster links with few inter-cluster links (bridges)
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to the cluster or hierarchical sets can give insights into which might be further can-
didate key issues (i.e. those that are relatively busy or central). Likewise if the set is 
very small (less than 10) then examining whether the issue is a key issue  – for 
example does it directly relate to another similar statement that is key  – can be 
helpful.

As with the cluster analysis, these hierarchical sets are also useful for providing 
feedback to those involved in the strategy development or problem solving as they 
reveal each key issue with all its attendant supporting material. Hierarchical sets are 
NOT mutually exclusive as are cluster sets. Undertaking this analysis with software 
is quick and easy. However, as with cluster analysis, the principle of hierarchical 
sets is an important one because it seeks to show all of the options that can influence 
a chosen outcome (key issue or goal).

4.5.7  �Finding Options

�Identifying Potent Statements (Using Software)

Once a hierarchical set analysis has been carried out, it is possible to determine 
which options are ‘potent’ (i.e. those that have consequences for a number of key 
issues or goals are more potent than those that support only one or two). This is a 
means of prioritising options. Figure 4.12 shows those statements in the light shaded 
area having an impact on three of the key issues.

Fig. 4.12  Hierarchical sets 
drilling down from the 
potential issues and 
producing tear drops of 
supporting material

4  Strategic Options Development and Analysis



172

�Identifying Composite Tails

Another analysis that helps both with determining options and giving some insights 
into the key issues is the composite tail analysis. A composite tail is where a state-
ment has multiple out-bound arrows but only a portfolio of other chains of explana-
tion (options)  – hence being labelled composite. The analysis thus starts at the 
‘bottom’ of the model examining tails and laddering up until a branch point is 
reached. This is then noted and the analysis starts with the next tail. The results 
provide a source of useful information as they suggest less detailed options that if 
not acceptable ensure time is not wasted considering the more detailed options 
below. Any options beneath them only hit the potent option identified and so can be 
chosen as implementation strategies for the composite tail. For example, in Fig. 4.12 
there are two statements that are potent, however, it is the top one of the pair that is 
of significance as it represents the branching point – the lower is simply elaboration.

�Detecting Feedback Loops

Identifying whether there are any feedback loops in the model can not only give 
valuable, and very important, insights into the structure, but can also help tidy up the 
structure of the model. Once detected it is worth checking that any loops found are 
legitimate – sometimes when weaving the maps from several individuals together 
errors can occur through incorrect causal links being made.

Where loops are valid, then the loops must be examined further to determine 
whether they are controlling loops (negative feedback) or vicious or virtuous cycles 
(positive feedback loops). Loops can give powerful insights as they depict the 
potential of a dynamically changing situation. Feedback loops are not easy for peo-
ple to identify in their mental models (Diehl and Sterman 1995) and so using a map 
to help individuals and groups address the disaster that might gradually unfold from 
a vicious cycle, or exploit a virtuous cycle can be a very important aspect of prob-
lems solving. Moreover, identifying loops and the events that are triggering them 
can provide a powerful way of providing the structure for a System Dynamics simu-
lation model (see Eden 1994; Ackermann et al. 1997; Bennett et al. 1997; Howick 
et al. 2008a, b).

Finding feedback loops manually is notoriously difficult – loops are often missed. 
However, their identification and exploration is usually very important and so the 
effort is worthwhile, even if some loops might be missed.

�Producing an Overview of the Model’s Content

As noted above, developing the model and then working on the model with the 
group tends to take the form of a three stage process with the analysis aiming to 
ready an analysis of the model for the next group workshop. (Although it is impor-
tant to note that all the analyses are fast enough to be undertaken by the software 
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with the group, and visual analysis can often be usefully carried out by the group – 
see Visual Strategy by Bryson et al. 2014)

As a last step before bringing the model to the group, to review the material and 
negotiate a set of outcomes, some further means of helping those participating navi-
gate maps is helpful. Therefore constructing an overview ‘road map’ of the model 
is carried out. This is similar in concept to a road atlas, which on the front cover 
depicts the country along with the major cities/towns and their apparent associated 
road connections. However this picture typically suggests direct routes between the 
major cities (for example a direct route between Glasgow and Edinburgh) which 
when examined in further depth prove not to be the case (e.g. the Glasgow to 
Edinburgh route actually travels through Linlithgow, Falkirk, etc.). The same pro-
cess is possible with the model, resulting in a ‘collapsed’ picture of the goals and 
key issues (Cities and towns) with the various chains of argument (routes) between 
them (both those that are direct as well as those that traverse additional argumenta-
tion). The contents of the overview typically contain goals, key/central issues and 
potent options.

4.5.8  �Summarising Analyses

To summarise, analyses of a map/model provide the means of making sense of a 
large amount of qualitative data through being able to tidy the model along with 
gaining new insights from the emergent properties that unfold. As a result they usu-
ally give helpful clues regarding how best to act in the situation. Moreover, the 
analyses make it possible to test thinking and reveal uncertainties. However two 
things should be noted; firstly that all the analyses are based on the structure of the 
model and therefore vulnerable to the quality of the mapping coding, and secondly 
that analysis of models isn’t easy – the first few times it is often overwhelming to 
keep in mind the mapping guidelines, software commands and underlying purposes 
of the analysis.

For additional reading on analysis see Bryson et al. (2004), Eden (2004), Bryson 
et al. (2014) and Eden and Ackermann (1998).

4.6  �Practising SODA: Group Problem Structuring 
and Resolution

4.6.1  �Introduction

Although SODA has been used to support individual working, its predominant use 
is with groups. As such, consideration has to be given to assessing which of the dif-
ferent possible modes of working is best suited to the group in question. Issues 
worth reflecting upon include:
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•	 The degree of openness within the participant group. In some organizations (or 
countries) participants are more constrained by social conformity pressures. As 
such they are hesitant to raise contradictory views and the material generated 
therefore does not reflect the situation accurately.

•	 Related to the above concern, participants may believe that their view is ‘out on 
a limb’ from the rest of the group, and so feel they may be subject to ridicule for 
expressing an alternative view (it is possible that everyone in the group feels this 
way also) (Harvey 1988).

•	 Existing social and political relations. Participants may have ‘trading agree-
ments’ with others in the group which would be broken if they expressed a view 
which opposes that of their trading partners – to do so would have consequences 
for support on other issues.

•	 To dissent from the view of the group may risk damaging team cohesiveness … 
the camaraderie of being a team (Janis 1972).

•	 Time available. In some circumstances the situation demands a fast response. 
Sometimes the complexity of getting the appropriate people together results in a 
constrained duration for working.

•	 Resources available. There may also be limitations in other resources, such as 
consultant time, or facilities and equipment.

•	 Objectives of the client. Whilst there is usually a prime objective which centres 
around the situation of concern, there may be other objectives such as building 
teams, etc.

•	 The skills and abilities of the facilitator. Where the facilitator is a novice, starting 
with a mode of working that reduces the amount of load is likely to be helpful.

•	 The context. This goes beyond basic issues of time and resources, to consider the 
culture of the organization, the views of other stakeholders (particularly those 
more senior in an organization), other organisational concerns, etc.

•	 The participants. Paying attention to the personalities of those involved along 
with their ability to work together will also shape the intervention.

These issues influence which of the possible modes for working with groups 
should be adopted. However, combinations of the modes are possible. Also perti-
nent is recognising that whilst the above considerations might suggest a particular 
design for the intervention, this design might change sometime during the interven-
tion as the process of working together suggests different options. Therefore paying 
attention to the pre-workshop phase is very important and is part of the facilitation 
process (Ackermann 1996).

The modes of working centre on the level of ‘technology’ used in each. One 
mode of group working is essentially manual. This might involve interviewing each 
of the participants (using cognitive mapping) before weaving together the views or 
it might involve manual group mapping using the Oval Mapping technique (see 
below). Another mode is where the facilitator, using mapping software and a public 
screen (through a projector), allows the group to interact with the model in terms of 
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editing, adding and exploring emergent properties. Each has its own benefits and 
disadvantages and therefore careful consideration regarding their fit with the 
particular group and issue being considered is important (see Ackermann and 
Eden 2001).

Figure 4.13 provides one possible design, although it must be noted that there are 
many others (another is provided in Pidd 2003). This figure shows a combination of 
manual and computer supported working taking place. Starting initially with inter-
views a software model is built combining all of the views. This is followed by an 
oval mapping workshop – maybe with the more junior members – to elicit further 
views. These views are added to the software model. Finally, a workshop with the 
decision making team is undertaken. Here the facilitator operates the software on 
behalf of the group allowing for changes as the group negotiates a way forward. The 
resultant model then allows easy assessment of progress. Particularly powerful is 
the ability to determine whether the actions agreed are done in relation to the objec-
tives they have been set up to achieve  – the relationship  – the arrow  – being 
significant.

6 develop and secure
employment

opportunities for
local people {15,10}

19 improve living &
working environment

of Govan

52 pursue quality
and excellence

relentlessly and at
all levels {2,12}

71 maximise earned
income sources

{11,4}210 develop a highly
skilled appropriate
and flexible/ mobile

workforce {19,3}

240 create a
learning community
(both business and

residential)

483 continually
improve GI company

performance

485 work to
regenerate local
Govan economy

612 provide for the
long term financial

security of the
company {0,0}

617 provide
opportunities to

Govan people thro
social & economic

prosperity

653 establish &
maintain GI as a
leader in econ dvpt
thro its excellence,

effectiveness,
innovation &
collaboration

757 improve quality
of living {3,13}

766 bring investment
into Govan {4,12}

767 maintain &
develop a large &
diverse base of

dynamic companies
{10,5}

778 support the
development &

implemention of area
regeneration

strategy {5,6} (Ron)

One possible route…

Stage 1
The interviews

Stage 2
computer modelling and
analysis using Decision
Explorer

Stage 3
the focus group
meeting

Stage 4
computer modelling
and
analysis using
Decision
Explorer

Stage 5
Group Decision Support
Workshop

Stage 6
Control and
review

Fig. 4.13  One possible route (Microsoft Clipart)

4  Strategic Options Development and Analysis



176

4.6.2  �Working Manually: Using the Oval Mapping  
Technique (OMT)

�The Benefits of Oval Mapping

Oval mapping is initially much like brainstorming, except that very significantly it 
is not about lateral thinking but about surfacing current aspects of the problem 
(Bryson et al. 1995; Bryson et al. 2014 takes the reader through a real strategy mak-
ing case using oval mapping). It depends on participants contributing their views 
directly through writing them on to an oval shaped adhesive, or sticky putty based, 
card and posting them publicly (see Fig. 4.14).

There are a number of benefits including:

•	 Building teams – as the process is manual, interactive, and participatory partici-
pants begin to learn more about one another’s roles and responsibilities and gain 
a wider appreciation of the organisation as a whole. From this they can develop 
a sense of being part of a team. This ties into the above comment about client’s 
having more than one objective – sometimes more covert in nature.

•	 Providing a social context – which not only helps build teams but also provides 
participants with a means of learning more about the organisation, contributing 
to the outcomes as well as having fun.

•	 Relatively little role ambiguity – most groups have experienced some forms of 
brainstorming and so are less concerned about their relative performance.

Fig. 4.14  Getting started – writing, reading and placing ovals
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•	 Flexible in location and relatively easy to set up – particularly important in orga-
nizations where there are few resources (it is also a good way to limit the number 
of demands on the facilitator – as there is no need for the software).

•	 It provides the group with the ability to see the whole picture. Through being 
able to capture all of the concerns, issues, objectives, assertions and facts with 
their relationships in one single large map, participants can develop a better 
understanding and begin to work towards a sustainable and negotiated set of 
outcomes.

•	 It allows participants to contribute simultaneously and therefore avoids contribu-
tions being lost and increases productivity. It also engenders a sense of proce-
dural justice as everyone is able to contribute and listen.

•	 It is transparent – which enables participants to easily see where the process is 
going. As such this procedural rationality increases its credibility with partici-
pants. They are more likely to contribute and engage with the process.

�Starting an Oval Mapping Session

As noted above, when starting any form of group workshop there are a number of 
important aspects to consider. With Oval Mapping, there are a couple of tasks that 
need to be addressed before the workshop (falling into the ‘pre-meeting’ stage). The 
first is determining who is going to attend – both to ensure that a range of views and 
perspectives are covered and secondly to get buy in from those that have the power 
to make it happen (or not happen). OMT workshops work best when there are 
around seven to nine people (more than this is hard to manage) and therefore there 
is always the trade-off between getting buy-in and emotional commitment from 
participants versus ensuring all have airtime.

It is also worth considering where the workshop is to be held, when, what is to 
be told to the participants, etc. Whilst location might not sound significant, it can 
have a fundamental effect on the outcomes. Choose a room that has plenty of wall 
space which is amenable to flip chart sheets being posted onto the walls (Blu-tack 
or sticky putty is best for this). Typically OMT works best when there are at least 
14–16 sheets of flip chart paper set up – see Fig. 4.14) and the surface is conducive 
to being able to write on the sheets easily (wood panelling or textured wall paper are 
to be avoided). OMT workshops work best when allocating around 3 h, and running 
the workshop in the morning can ensure participants are mentally fresh. Whilst get-
ting these details right won’t guarantee success they will help to reduce problems 
that could derail a successful intervention (McFadzean and Nelson 1998; 
Kaner 2007).

For the workshop itself, it is important to provide clear directions to the group 
covering issues such as agenda, objectives and ground rules. The first 10 min of a 
meeting can be critical towards the overall meeting’s success (Phillips and Phillips 
1993). Below are a set of steps which have been found to be useful.
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	1.	 Encourage participation by going through guidelines for writing up statements 
(see 3 and 4 below) – helping participants in this way can settle their concerns.

	2.	 Explain that this process is aimed to get at their expertise – note that they are the 
experts and therefore it is important for them to surface all of the considerations 
around the particular topic being discussed. This is their opportunity and any-
thing not raised in this forum risks not being considered.

	3.	 Stress one statement per oval – this ensures that the writing on the ovals is suf-
ficiently large to be able to be read by all and will also facilitate linking. When 
there is more than one statement on the oval they will need to be disaggregated 
and written on separate ovals.

	4.	 Recommend six to ten words each contribution – adopting the mapping formal-
isms in that they avoid single words and questions, and encourage participants to 
write up action oriented statements.

	5.	 Warn that there is no removing of other’s ovals! This is one that always gets a 
laugh when it is mentioned but nevertheless is important. Encourage participants 
to write up on a new oval why they agree/disagree with a statement so that the 
rationale is captured.

	6.	 Piggyback off one another’s statements – encourage them to use the unfolding 
material as a set of prompts – tapping new thoughts and considerations. This is 
often worth doing towards the end of the generation stage when contributions are 
drying up. Try asking “what might be some of the possible alternatives for 
achieving X” or “what other consequences might occur”, etc.

	7.	 Explain the role of the facilitator(s) – noting that the facilitator is not there to 
provide substance but rather work to cluster the material to help them make 
sense of it. If there are two facilitators (one capturing the material into mapping 
software and the other clustering the material into themes and encouraging con-
tributions) then explain this process and purpose.

	8.	 Issue pens, and ovals2 – it is important to provide all participants with the same 
pens; partly to make sure that the nibs are large enough to ensure that the writing 
can be read by all, and partly to provide some anonymity. Most people can’t 
recognize one another’s handwriting but if someone is working with a distinctive 
pen then this will highlight ownership.

	9.	 Ask participants, once they have written down a few statements on to the ovals, 
to put them on the wall. This way other participants can piggyback off the 
contributions.

�Running an OMT Workshop

When running the session be prepared for the first few moments to be a little ‘quiet’ 
as participants begin to think about what is important, and write down their contri-
butions. There is often a slight hesitation to be the first to put up a contribution but 

2 Oval shaped self-adhesive cards are available from www.banxia.com
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once the group gets started then there is often a rush of contributions being placed 
on the wall. This initial generation stage may last for up to 30 min but typically the 
group starts to slow down before that. A good way of prompting for more material 
is to ask participants to review the material already posted and consider possible 
consequences, explanations and constraints. This not only increases the breadth of 
material but also increases the chance that participants read the contributions 
of others.

During this period of generation try to cluster the material into groups of similar 
material e.g. a cluster on staff, competition, funding, etc. Don’t get too concerned 
about getting ovals into the ‘right’ cluster – the group can review and confirm (or 
change) the clusters once the initial gathering has finished and it is important that 
they feel they are able to do this. The objective here is to help the group manage the 
extensiveness of the material and thus reduce the cognitive load. The more the mate-
rial is broken down into clear clusters the more they feel they can contribute. One 
tip to identifying clusters is to try moving contributions around to see where they fit. 
Also be prepared to change clusters if new material emerges suggesting different 
groupings. Where clusters become very large (30+ statements) see if you can break 
them down into sub-clusters.

Encourage the participants to put their ovals into the clusters – it makes your job 
easier and gets them further involved in the emerging picture. Remember that these 
clusters will get modified as they become causal clusters rather than topic clusters 
(see the analysis section above).

Once the group has exhausted all the contributions they can make – at least ini-
tially – try to position the ovals so that in each cluster the most hierarchically super-
ordinate is at the top and those that are more detailed are at the bottom. A tea or 
coffee break is a good time to do this.

The next stage moves away from apparent brainstorming to the structuring pro-
cess and it is here that the most value emerges. With the group’s help begin to con-
firm that the statements in the cluster belong there by reviewing the material in each 
cluster. The next stage which further helps sharpen the meaning of the clusters is to 
start linking the ovals – building up the chains of argument. At this point further 
material will be generated as participants, when explaining how one oval links to 
another, provide detailed explanation. This in turn prompts another participant to 
realise that their perception is quite different – they saw a completely different chain 
of argument. When different arguments are identified it is important to avoid argu-
ing about which is correct and capture both views.

The linking process therefore helps move the group from what is essentially a 
divergent picture to one that is a shared picture of the situation which can reveal 
quite important insights. For example, the cluster might expose a totally different 
understanding of a term or process. When eliciting additional views, it is important 
to get the participants to write up the new material on new ovals – partly as it reduces 
the load from the facilitator but more significantly because it ensures that the contri-
butions are in their handwriting gaining further ownership. Additionally it is worth 
using this period of the workshop to convert any statements that are not currently 
action oriented into a more action oriented phraseology and elaborate any single or 
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two worded statements. Figure 4.15 shows the process of working through the clus-
ters and Fig. 4.16 shows a cluster of material.

One tip that facilitates the linking process is to number all of the ovals as the 
links are made. This allows links from an oval in one cluster to be easily linked to 
an oval in another cluster some distance away. Rather than drawing in a long link, a 
small arrow with the oval’s number at the head of the arrow can be written onto the 
flip chart. This process helps the group begin to see how the initial topic clusters 
they have identified inter-relate whilst keeping the picture relatively tidy and ame-
nable to effective working. The numbering also helps let the group know how many 
contributions they have made and if entering the map into mapping software facili-
tates that process – particularly if it is being done during the OMT workshop (as the 
ovals move around and are therefore difficult to capture).

Don’t worry if it takes quite a bit of time to review, extend and link the first clus-
ter – the first few always take the most amount of time. As the group becomes more 
familiar with the process, and more of the material is worked through, then the 
process becomes quicker. Encourage discussion and make sure that all participants 
are able to feel part of the process.

Fig. 4.15  Working through the clusters
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�Finishing an OMT Workshop

Reaching agreements follows from the continued exploration of the material gener-
ated. Each of the clusters is continuously reviewed to confirm that the material is 
captured accurately and linked appropriately. Check whether anything is missing. 
During this stage (or earlier when working through the clusters) it is a good idea to 
identify the ‘head’ (top statement) of each cluster and with the group determine 
whether it forms a good title for the cluster.

The forms of analysis discussed earlier (when using the software) are an appro-
priate way to begin identifying key issues and potent options. Although the analyses 
cannot be undertaken as thoroughly as with the software, it is possible to get the 
group to work together with the principles of analysis introduced to them by the 
facilitator. The process will usually seek to have the group (a) identify busy ovals 
(with lots of ins and outs), (b) look for options that hit many clusters (and the ‘heads’ 
of clusters), (c) gather together all of the heads of clusters and explore them as a 
possible goal system (set of multiple criteria), and d) look for any feedback loops. 
Each of these provides a deeper understanding of the nature of the problematic situ-
ation/strategy being addressed. In addition the analyses give some clues about 
where priority actions might lie. As with mapping in individual interviews using 
asterisks and different colours can distinguish statements that have different kinds 
of status.

Fig. 4.16  A set of clusters being worked up
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Needless to say none of these analyses replaces the judgment of the group, but 
each does lead the group towards discussing possible agreements about a way for-
ward to resolve the problem.

Concluding the workshop with some form of prioritisation of the options can be 
helpful. Within each of the clusters, identify those statements that potentially are 
options (or can be rewritten as options). Then provide each participant with a num-
ber of self-adhesive dots (see Fig. 4.16) and ask them to attach them to the options 
they think are the most important. If they believe that a particular option is very 
important then they can allocate more of the dots (resources) to this option. In addi-
tion, two colours of dots can be used – one to determine short term and the other 
long term. This activity provides an indication of consensus and resource allocation 
by forcing a choice about what to focus on as actions. Other criteria include having 
one colour of dot to indicate degree of leverage and another to show degree of prac-
ticality. Finally, when there are likely to be considerable disagreements it also can 
help to use one colour of dots as a veto. Although social pressures may reduce its 
effectiveness providing the opportunity to veto is an important aspect to procedural 
justice.

The conclusion of the workshop relies upon reaching reasonable consensus 
about priorities for action – full consensus is an ideal but is difficult to detect and 
usually impossible to attain.

Photographs of the final stages of the workshop provide un-manipulated ‘min-
utes’ for agreements and context.

4.6.3  �Working in a Facilitator Supported (Single User) Visual 
Interactive Model

�Introduction to Facilitator Supported Modelling

The facilitator supported mode of working with mapping software can run in four 
different ways. It can follow on from a series of interviews involving cognitive map-
ping (where the resultant maps have been entered into the mapping software and 
woven together as a group causal map using the analysis procedures mentioned 
above). It can also follow on from using the oval mapping technique (either during 
the same workshop or after and, potentially, with another group). A third possibility 
is where a model has been built from an analysis of documents (see Eden and 
Ackermann 2003). Finally it can also be used as a starting point for the modelling 
exercise. This form, however, makes heavy demands on the facilitator to ensure that 
all the contributions are captured and linked appropriately. This is particularly the 
case at the start as contributions can be surfaced very quickly and discussion and 
debate generates considerable material.

Whereas the OMT or individual interviews act as powerful capturing and struc-
turing opportunities, these facilitator driven workshops not only allow for develop-
ment of the model in terms of content capture but also facilitate the development of 
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common understandings and a shared language. As with OMT, participants are able 
to see their ideas within the context of those of others, thus extending an individual’s 
understanding of different perspectives. In both cases having the material projected 
on to a public screen or wall helps separate the proponent from the contribution and 
thus helps the contribution to be judged on its merit. Capturing ideas into a publicly 
viewable map also allows participants to be able to move from a physiological 
‘knee-jerk’ stance to one that is more thoughtful as participants do not have to 
immediately respond to the material. Thus the model becomes a ‘negotiative’ device 
allowing participants to listen to one another, to have time to mentally digest differ-
ent views and therefore work more gently towards an agreement. Techniques of 
successful negotiation – both social and psychological – therefore play a prominent 
role in this form of SODA workshop.

�Why Use the Software Supported Mode?

There are a number of reasons for choosing to use the single user mode of working. 
These include:

•	 The ability for participants to focus on the issue at hand rather than being dis-
tracted by ovals. When facilitated effectively it also reduces the risk of contribu-
tions being lost  – the facilitator works to capture them rather than requiring 
participants to write them on ovals.

•	 Tighter adherence to the mapping guidelines – the facilitator is able to ensure 
compliance and take the cognitive load. In OMT mode, participants generate 
material that requires considerable tidying up to extract its full impact – this is 
particularly the case when entering links. Because of the ability to edit and re-
edit on a continuous basis, flexibility in presentation is easy.

•	 Increased productivity through being able to exert greater concentration on the 
issue/situation. Being able to watch the map develop helps to avoid distractions 
such as trying to “get a word in edgeways”, or to think through the implications 
of what is being said. It also helps to avoid the frustrations of long debates around 
a single non-contextualized point of view. Most participants at the end of a work-
shop report that although they feel exhausted they genuinely believe that they 
have made progress despite previous struggles (Eden and Galer 1990; Ackermann 
et al. 2016).

•	 Like OMT it is relatively easy to set up and run. All that is required is a laptop 
computer, data projector with good resolution (preferably better than SXGA), 
and a large screen (see Fig. 4.17). The better the resolution of the projector the 
more ‘readable’ are the statements – as well as allowing more to be brought on 
to the screen (this can be up to 50+ statements as the group slowly increases the 
material represented on a single view).
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�Running a Single User Workshop

As noted above, the set up demands for single user working are relatively straight 
forward.

In terms of layout of the workshop location, seating participants in a semi-circle 
around a central screen/projected image is a good starting point as it enables all to 
easily read what is on the screen and see one another (keeping the social context). It 
is also important to have comfortable seats and appropriate refreshments (see 
Hickling 1990, for more details on good room design and Bryson et  al. 2014). 
Avoiding interruptions from the ‘day to day’ work can further help concentration 
and so running the session off site or in another office building may be considered. 
Getting the ‘trivialities’ of workshop design right will increase the probability of 
other, more important, activities working as planned.

When starting with a new map, it is worth being clear what the focal point of the 
intervention is and displaying it in the centre of the public screen. Where the model 
is already in existence, it is important firstly to review the existing material so that 
participants have an overview of what is in the model (see Sect. 4.5.7 on producing 
an overview). The first part of an overview typically comprises a map of key/central 
issues and goals. This helps the group make sense of the complex material without 
feeling too overwhelmed. Having pre-worked up views that depict the material sup-
porting each key issue (the equivalent of a ‘hierarchical set’ – see Sect. 4.5.6) also 

Fig. 4.17  A group focusing on the main screen working on a model produced from the morning’s 
OMT session, which can be seen on the wall
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helps when working through the model’s existing content. Finally having a set of 
text styles that not only comprise goals, key issues, and potent options but also a 
style that depicts agreed strategies (differentiated from key issues, but often the 
consequence of rewording key issues into strategy statements) and agreed actions 
(green for go) facilitates seamless working.

In both cases the participants will cycle between generation of new material, 
tentative agreements, digestion, and back to generation. Therefore designing the 
workshop to work on a cycle of around 20–30 min for each area of consideration 
(possibly clusters or hierarchical sets) allows participants to explore, reflect, and 
move on with a sense of progression.

A few hints and tips for working in the software supported mode.

•	 Set up styles in advance (without borders – borders make it more difficult to see 
the box appearing around ‘selected statements’) – use clear, easy to read fonts 
(Times Roman and Arial work best – try them out with the projector being used).

•	 Start with a few statements on the screen (~15). This helps avoid participants 
being overwhelmed and not knowing where to start reading. Bring more material 
on as the group ‘digests’ the initial material. Try to avoid moving statements 
around too frequently – whilst there is always the temptation to ‘tidy’ up the 
view, it can be distracting and frustrating to participants who have just worked 
out where statements are, to discover that they are no longer there!

•	 Work in a ‘fit to view’ mode – as it will allow participants to see the whole of a 
map and it is possible to dynamically capture and review all of the material. 
When the statements become unreadable then it is likely to be an indication that 
a new view is needed.

•	 Capture as much of the discussion as possible – as with doing interviews it is 
worth focusing on capturing the statements and then reviewing the links with the 
group.

•	 Review progress approximately every 20  min  – this allows the group to go 
through a process of generation/creation/development/agreement and then diges-
tion. It also helps the facilitator ensure that all the relevant material has been 
captured along with any links to statements in the current view or to other parts 
of the model.

•	 Use views to ‘drill down’ and look at areas in more depth. As noted above, a view 
for each key issue can be helpful, as can views for loops.

•	 Have printed copies of ‘starter’ maps to hand so that you can easily refer to 
them – copies might also be useful for group members. Save regularly – it is 
software!

4.6.4  �End of Workshop and Summary of Benefits

At the end of a workshop, it is helpful to reflect with the group on the progress to 
date and to clarify next steps. Building in sufficient time for the group to review 
agreements is important as it provides not only a sense of closure but also ensures 
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that the messages taken back to others are consistent. Providing a set of print outs of 
all the material provides a very tangible deliverable – even if a more refined and 
‘tidied up’ set is provided later.

For more information on the use of software supported workshops see Ackermann 
and Eden (1997), Ackermann and Eden (2010), and Bryson et al. (2004).

SODA therefore expects to provide the following benefits

•	 Problem structuring (through the capture and structuring process) and analysis 
of aggregated maps.

•	 Ability to help members of the group change their minds about the nature of the 
situation through seeing what others perceive and not having to respond immedi-
ately – time to think and act more cognitively than physiologically.

•	 The ability to negotiate a group view of the problem through appreciating the 
different perspectives, considering all options and their associated ramifications, 
and developing a sense of shared ownership and commitment.

•	 More creativity in option generation – through the ability to continue to build on 
one another’s contributions rather than be reduced to just working with those that 
can be held on to mentally.

•	 Real-time interaction with the model. The ability to play with contributions, 
explore them, and dynamically amend and extend the model ensures greater 
understanding and ownership.

•	 On-line minutes and post workshop review – an organizational memory that can 
easily be referred to  – particularly in the case of exploring why a particular 
option has been chosen (through looking at the consequences and 
explanations).

•	 Reduce the impact of dysfunctional interpersonal dynamics. By allowing all 
views to be heard, and appreciating the different rationales, etc.

•	 Gain enough commitment to devote time and energy to getting it right. The sense 
of being able to manage the complexity, and the feeling that progress is being 
made energizes the group to continue the work.

4.7  �Reflections and Significance of SODA

The foundations of SODA lie in the use of cognitive mapping as an important early 
stage in capturing subjectivism. Section 4.3 explored the skills needed for creating 
cognitive maps. In this section we explore some aspects in the development of 
SODA. As we will see, most of these developments are related to using the princi-
ples of SODA within the context of a group setting only. This orientation has been 
driven significantly by seeking to meet the challenge of undertaking effective 
problem-solving directly with a group and within the context of achieving signifi-
cant outcomes in half a day or less.

The structure of this section starts with a focus on more effective management of 
social processes and negotiation within organisations, within the context of higher 
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group productivity with respect to problem-solving and strategic management. This 
focus introduces the potential of SODA in the broader-based application of strategy 
making. In particular, we discuss two applications of a developed SODA approach 
with respect to exploring future scenarios and stakeholder management. We also 
consider some of the ways in which SODA has been integrated with other opera-
tional research techniques, specifically system dynamics modelling. Finally we 
consider some of the ways in which SODA can be implemented in low risk problem-
solving projects and some of the challenges in teaching and learning about problem 
structuring (soft OR).

4.7.1  �Increasing Social and Psychological Negotiation

A significant foundation for the development of SODA was the view of organisa-
tions as negotiated enterprises where each participant in an organisation subjec-
tively defines problems. That is to say, each member of a management team has a 
different perspective on any problem as a result of their particular role, experience, 
education, and setting within the organisation. Members of the team are conscious 
that they need to continue to coexist at the level of social relationships as well as 
with respect to solving problems together. We have called these two aspects 
negotiated social order and socially negotiated order (Eden and Ackermann 
1998:48–49). Negotiated social order suggests that problem solving depends upon 
negotiating new social relationships in order for implementation to occur. Socially 
negotiated order implies that problem solving is a social process where solutions are 
the result of social negotiation.

However, alongside a recognition of the significance of social negotiation was 
also the recognition that problem solving is about members of the team changing 
their mind – psychological negotiation. Thus, one emphasis in the development of 
SODA must always be on facilitating more effective social and psychological nego-
tiation (Ackermann and Eden 2011b, c).

The construction of a causal map, as a model amenable to analysis, is an impor-
tant part of negotiation. Negotiation depends upon people gradually shifting their 
positions and so the model, and the results of analysis, should be continuously in 
transition – a transitional object. For many, the use of SODA is focused upon the 
construction of static cognitive maps which are then merged into a static group map. 
The static nature of these maps, as models, is largely the result of the technology 
available for constructing maps – typically, a pencil and large piece of paper for 
constructing cognitive maps in an interview situation, the use of post-its or Ovals 
displayed on flipchart sheets on the wall for group work. In both of these cases it is 
possible to envisage changing both the wording of nodes and the placement of causal 
links but it is not easy. In addition, time pressures tend to discourage keeping the 
model in continuous transition, even though the productive outcomes of doing so 
usually make it worthwhile. In a group situation it is even more important to allow 
for changing wording to reflect shared understanding and increased ownership and 
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changing causal links to reflect discussion and elaboration. Rewriting of a post-it or 
oval takes time which interrupts the flow of a meeting and so is not done often enough.

An additional, and important, aspect of good negotiation is the need to pay atten-
tion to anonymity when appropriate. The merging of maps into one group map 
retains some important aspects of anonymity, however, working with a group 
directly using post-it or ovals cannot ensure absolute anonymity. Nevertheless, ano-
nymity plays an important role in successful negotiation.

4.7.2  �Group Productivity Issues

Techniques such as SODA are of most use in the context of complex and messy 
problems. Dealing with these sorts of problems typically involves managers and 
experts who are short of time. Over the past 15  years the need to find ways of 
increasing the productivity of group problem-solving episodes has become increas-
ingly important (Eden and Ackermann 2004). There have been two distinct 
approaches to addressing this problem: (a) working to a cycle of providing a deliv-
erable – a ‘take-away’ approximately every hour (Ackermann et al. 2011), and (b) 
developing and using a computer based Group Decision Support System (GDSS) 
specifically designed to support SODA. The first of these approaches seeks to ensure 
that it is possible to design a problem-solving workshop that can be completed in 
1  h, where the deliverable at the end of the hour can inform the next stage of 
problem-solving. Each stage allows for a more thorough development. The second 
approach allows for parallel processing, anonymity, computer supported analysis, 
and organisational memory in the form of a computer file.

4.7.3  �Negotiation and Productivity: Using a Group Decision 
Support System (GDSS)

In the early 1990s the first version of a SODA based group decision support system 
was developed. Given the nature of technology at that time the system was based 
upon a hardwired network of laptop computers each running specially designed 
software. The laptop computers acted as consoles – one for each participant – and 
permitted direct communication with causal mapping software. The communication 
was controlled through the use of specially designed computer software that acted 
as a chauffeur. The chauffeur controlled the network and retained statistics about 
progress. In addition the chauffeur controlled electronic preferencing and rating, 
where participants were able to express their preferences with respect to options 
(the equivalent of using sticky dots in the low-tech version), and rate options with 
respect to, for example, the degree of leverage in relation to goals. The system was 
tested over a period of 5 years before being redeveloped at a professional level.
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The group decision support system – strategy finder3 – permitted the achieve-
ment of a number of important objectives: (a) a causal map that could be in continu-
ous transition where statements could be quickly and easily edited and causal links 
modified, (b) anonymity of contribution of statements or arrows, (c) the use of all 
the facilities available in the mapping software particularly the use of styles to indi-
cate different types of statement (goals, options, strategies, agreed actions, etc.). 
Significantly, the ability to allow simultaneous contributions increased the produc-
tivity of the group (Ackermann and Eden 2001, 2010; Pyrko et al. 2019).

The system has now been used extensively with a wide range of different groups: 
top management teams in multinationals, small and medium-size enterprises, and 
public and not-for-profit organisations. Participants are consistently amazed at the 
progress that can be made in short periods of time using a combination of the SODA 
approach alongside the group decision support system (see, for example, Andersen 
et al. 2010).

The use of a group decision support system replicates the use of oval mapping 
with a group without the requirement for initial one-to-one cognitive mapping inter-
views. Using SODA directly with the group is less expensive on participant and 
facilitator time, but does reduce the degree of richness that can be obtained through 
one-to-one interviews. It is also more demanding on the facilitator.

�Other Applications

Since the introduction of SODA as a soft-Operational Research method in the 1980s 
many of the principles have been extended and developed in other applications.

4.7.4  �Strategy Making

The acronym, SODA, implies that the approach is likely to be most applicable in 
exploring strategic options. Since strategic options are usually explored in relation 
to messy and complex problems, it is not surprising that situation exploration was 
likely to be relevant to strategy development. Indeed, many management teams who 
had been exposed to the use of SODA for exploring strategic problems wanted to 
continue using the techniques and processes as a part of strategic thinking and the 
development of strategy.

The structure of strategy (Eden and Ackermann 2001) – a network of goals, sup-
ported by a network of strategies, supported by a hierarchy of tangible actions – was 
similar to the hierarchy used in strategic problem-solving (see Fig. 4.9).

3 Strategy finder is available from www.strategyfinder.pro
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A significant area of concern in strategic planning had been the likelihood of a 
well-developed rationalistic strategic plan being ignored by those with power. The 
lack of ownership of a strategy by members of the top management team was a mat-
ter of great concern. The interactive way of working that is a strong feature of SODA 
was an attractive way of engaging a management team directly in the development 
of their own strategies.

Thus, during the mid to late 1990s the SODA approach began to morph into a 
approach for developing strategy. 1998 saw the publication of Making Strategy: the 
Journey of Strategic Management (Eden and Ackermann 1998) and later Making 
Strategy: Mapping Out Strategic Success (Ackermann and Eden 2011a) which dis-
cussed developments of SODA that addressed important concepts from strategic 
management. In particular, it became clear that the early stages of strategy making 
should include paying attention to the organisation’s existing emergent strategy as 
well as to the development of any new strategic plans. The way in which members 
of the strategy making team defined important issues that needed to be addressed in 
order to create a successful strategic future was taken to be an indicator of emergent 
strategy. The issues and their relationships were easily depicted through a map. 
Exploring networks of issues was a straightforward development of the early stages 
of a SODA intervention.

Similarly, developments in addressing competitive advantage through the explo-
ration of patterns of distinctive competences were articulated through the explora-
tion and analysis of causal maps. The causal maps allowed for the identification of 
patterns of competences where it was the pattern that was distinctive (Bryson et al. 
2007; Eden and Ackermann 2000, 2010; Ackermann and Eden 2011a). The process 
was designed to pay particular attention to self-sustaining distinctiveness through 
the identification of feedback loops. In considering strategic management, the jour-
ney additionally encompassed consideration of the strategic management of stake-
holders (Ackermann and Eden 2011a, b). In particular the exploration of stakeholders 
involved participants surfacing various formal and informal relationships which 
once captured were amendable to analysis. Similarly the exploration of alternative 
futures – scenario building – became an exploration of the links between possible 
future events. The particular characteristics that followed from SODA as an 
approach being adapted for the development of strategy was a focus upon the sys-
temicity of issues, competences, goals, and stakeholders.

The notion of strategy making being a journey reflects the two significant con-
cepts of negotiated social order and socially negotiated order that were central to 
SODA as an approach. In other words, the process followed – the journey – is as 
important as the outcome. In addition, ‘Journey’ represented an important acronym 
to describe jointly understanding, reflecting upon, and negotiating strategy: 
JoURNeY (Eden and Ackermann 1998). By expressing strategy development as a 
social process, the SODA approach moved forward by paying respect to the impor-
tance of procedural justice in encouraging consensus building and ownership.

The journey making process was further elaborated through the publication of 
Making Strategy: Mapping Out Strategic Success (Ackermann and Eden 2011a). 
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Here the focus was on 4 strategy forums or workshops. Each having a chapter dedi-
cated to the conceptual framework along with one on the practice. Each forum con-
cluded with the development of a ‘statement of strategic intent.

4.7.5  �Informing Strategy Through the Development 
of Scenarios

A key aspect of developing robust and practical strategies lies in understanding 
some of the significant changes that could happen to the environment during the 
period of time in which a strategy is being implemented. It is typical for us to think 
about the future as a trend development of the present. In other words, the future is 
projected from the present. Clearly a trend projected future is both possible and 
highly probable. However, such a future depends upon the structural characteristics 
of the past and present remaining in place. It is also possible the future may be 
determined by a number of critical events that break the trend. Of course, the critical 
event can arise when a trend variable reaches a critical point. For example, the 
demand in taking journeys by train may be forecast to continue growing but never-
theless reach a point of overcrowding where ‘riots’ are likely. The event of a ‘riot’ 
may lead to the destruction of train rolling stock, which may in turn lead to further 
overcrowding. Extensive overcrowding, and the disruption caused to passengers, 
may lead to government to renationalising the railway network. A sequence of caus-
ally related events can gradually develop into a story about the future.

The process of envisaging possible alternative futures is encompassed within the 
well-established technique of scenario planning (van der Heijden 1996). However, 
most of the published techniques are resource intensive. Often it is simply impos-
sible to devote high levels of resource to considering what are often seen as highly 
improbable scenarios, when set against simple trend forecasting. The use of causal 
mapping and the simple group process exemplified by SODA can provide a basis 
for undertaking some limited scenario development as a 2 h workshop (see Eden 
and Ackermann 1998, Chapter C8 for an example).

In brief, the process involves group participants in suggesting possible future 
events that could have a serious impact on the success of any proposed strategy. 
Participants write out each event on a separate ‘oval’ as with oval mapping. Only 
after participants have contributed all the events they can think of are the ovals 
linked together through causality. The causal map produced in this manner now 
encompasses a variety of future stories. Some of these stories cluster together as a 
relatively isolated scenario, others are highly interwoven. Some stories are triggered 
by, and totally dependent upon, a single starting event. Others encompass a portfolio 
of events. Thus, the peace scenario for Northern Ireland that is presented in Making 
Strategy (Eden and Ackermann 1998, p.153) shows a series of linked stories all of 
which follow from the trigger event of an amnesty agreed for large numbers of 
paramilitary prisoners coupled with the government agreeing a ceasefire with 

4  Strategic Options Development and Analysis



192

republican paramilitaries. Three significant, but at the time surprising, event out-
comes arise from these triggers: worsening industrial relations within the Northern 
Ireland prison service, a rising population of ordinary criminal (as opposed to politi-
cal) prisoners, and prison staff fears of contamination from AIDS. The development 
of the stories depended upon linking together a set of suggested future events that 
had been treated as if they were independent during the first stage of the scenario 
development process. The development of scenarios may not only help in develop-
ing strategy but in assessing strategic initiatives such as the introduction of Renewal 
Obligation Certificates (Howick et al. 2006)

In developing possible scenarios it is not necessary to make judgements about 
the probabilities of their occurrence. However, probabilistic forecasting could fol-
low from the development of such maps through the use of Bayesian statistics and 
Monte Carlo simulation. However, the main purpose of developing scenarios is to 
explore the robustness of strategy with respect to unexpected futures. In doing so 
strategies can be refined and sensitivities developed. The process of exploring alter-
native futures means that managers are more likely to see futures unfolding earlier 
than would otherwise be the case, and this provides competitive advantage.

4.7.6  �Multimethod Models: System Dynamics Simulation 
and Project Management

An essential aspect of SODA is that part which is about problem structuring. 
Delivering the structure of a problem through cognitive or causal mapping invites 
the identification of possible feedback loops. Earlier in this chapter we have dis-
cussed the potential for identifying false feedback loops, where the feedback 
depends upon a causal link which is incorrect. However, as we have also suggested, 
legitimate feedback suggests dynamic behaviour in the system. Feedback may sug-
gest self-sustaining behaviour or controlling behaviour. If feedback is self-sustaining 
the behaviour may be vicious or virtuous. Alternatively, controlling feedback (a 
negative feedback loop) means that any shift in the state of a variable in the feed-
back loop results in the system returning to its original state.

The qualitative feedback structures that can be identified through the application 
of SODA will suggest obvious interventions that might reinforce a virtuous cycle, 
ensure that controlling feedback continues to work as long as it is desired, or look 
for ways of destroying a vicious cycle. However, as we mentioned earlier, it is 
sometimes appropriate to develop a simulation model of such dynamic behaviour to 
deepen understanding. Because the process of identifying feedback in the system is 
the process of identifying system dynamics, then system dynamics simulation 
methods are the appropriate way of exploring policy options through computer 
simulation.

The translation of cognitive maps, to causal maps, to influence diagrams, to the 
formal structure and system dynamics models with stocks, flows, and auxiliary vari-
ables requires considerable effort. Indeed the process of estimating the quantitative 
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parameters of a system dynamics model is a skilled process. Nevertheless, it can be 
seen as a designed process (Howick et al. 2008a, b, 2011; Eden and Howick 2008) 
where each step introduces important analytical questions that will help resolve 
policy questions (see Eden et al. 2009). In addition, mapping has been seen to be of 
use not only to support the identification and management of risk (Ackermann et al. 
2014; Pyrko et al. 2019) but also to enable effective research into complex project 
management (Ackermann and Alexander 2016).

4.7.7  �Cognitive Change/Negotiation

Causal mapping has been consistently used to facilitate negotiation both within and 
across organisations. In recent years there have been careful studies of the implica-
tions for negotiation of understanding the processes by which participants contrib-
ute their views and causally link them together (Shaw et al. 2003). In the field of 
social psychology there have been a number of studies that suggest that participants 
in group decision making largely ignore the views of others unless those views 
match their own. Stasser and Titus (2003) provide a good summary of this stream of 
research. The use of causal mapping, and the process of mapping based upon the 
principles of SODA, appears to address some of the issues raised in this psychology 
based research.

In particular, the gradual shift in meaning of any statement on a causal map as 
causally related statements are added and as changes to the context and content 
occurs, enables cognitive change to occur. Rather than information being seen as 
isolated chunks, the mapping process facilitates a degree of equivocality that ‘oils 
the wheels’ of negotiation.

There appears to be considerable promise in the use of mapping as a way of 
facilitating negotiation in situations of overt conflict (Ackermann and Eden 2010; 
Ackermann et al. 2016).

4.7.8  �Small Steps in Application: Low Risk Projects

One of the difficulties for potential users of approaches such as SODA relates to 
the level of risk associated with trying to use a reasonably complex method with 
a real group for the first time. In Sect. 4.3.9 we have suggested a number of 
approaches to gaining experience in mapping. Undoubtedly, this must be a first 
step in developing the appropriate skills in the application of SODA. However, 
assuming a reasonable level of mapping skills, where formalities are adhered to, 
then the next step is to undertake some problem solving with a real group. 
Keeping risks down by advertising a reduced level of expectation of the group is 
an obvious first step (see also Eden and Ackermann 2004; Ackermann and 
Eden 2004).
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Establishing frequent milestones, where each milestone produces a group deliv-
erable, can be helpful. This means that the SODA episode can be designed in a 
manner that does not indicate premature closure as far as the group is concerned. An 
initial first milestone can be related to the surfacing of statements and agreeing their 
linkage. The first deliverable becomes the outcome of crude clustering and the iden-
tification of central nodes. The clusters provide for an overview of the problem, and 
the identification of central nodes provides an indication of where the ‘nub of the 
issue’ lies. The basis for establishing priorities will have been established. This 
milestone can be reached through the use of oval mapping or the use of mapping 
software linked to a data projector. If this first milestone is reached in a satisfactory 
manner it is likely that the group would want to pursue matters further.

Earlier in this chapter we discussed the process of mapping the contents of a 
document. In particular, we discussed this activity in the context of learning how to 
do mapping. However, exploring the published goals system of an organisation by 
reverse engineering it into a causal map can often be extremely revealing and help-
ful. Goals statements often do not present the ways in which one goal supports 
another and in turn is supported by others. Thus, readers get no sense of the means/
end structure and so see each goal as relatively independent and do not appreciate 
its overall purpose. Reverse engineering a goals statement into a map typically iden-
tifies strange means/end links and isolated statements. This process can work as the 
basis of the guiding group discussion about the redevelopment of the more carefully 
worded goals system. It is relatively low risk because it can be exploratory rather 
than being set up as an attack on the current goals statement. There has been a devel-
oping body of work in the area of teaching and learning soft OR methods such as 
SODA (Ackermann et al. 2019; Ackermann 2015; Collins et al. 2019) – recognizing 
the challenges inherent in this field and providing further suggestions for supporting 
those wishing to teach and learn Soft OR.

Postscript
As recorded in 2019, there are at least 200 published papers about the experience of 
using SODA to be found in a large range of journals; referring to cases in Africa, 
Asia, Europe, North America, Oceania, and South America. Inevitably half of these 
reports are from its use in Europe. The areas of application have ranged from map-
ping Aerospace meteorology in Brazil (Caruzzo et al. 2015) to commercialisation of 
knowledge-based companies in Iran (Zahedi et al. 2018) from adoption in defence 
(Ackermann et  al. 2019) to public consultation in energy generation in Spain 
(Upham and Pérez 2015). Capitalising on the different modes of data capture e.g. 
interviews, group workshops using anonymous direct entry using a Group Support 
System, it is possible to take account of the cultural considerations. For example, in 
countries where there is a high power difference then the use of either interviews (to 
allow for full anonymity) or anonymous direct entry encourages contribution.

SODA is increasingly used alongside other methods ranging from Multi-Criteria 
Analysis to System Dynamics simulation (Howick and Ackermann 2011). This 
mixing of methods is becoming more common place particularly as mapping is 
often used as a means of determining the problem space and establishing agreed 
objectives necessary before conducting any more quantitative modelling.
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SODA has benefited from advances in technology. Castano et  al. (2017) for 
example have moved from abstract two-dimensional paper based diagrams to a 
three dimensional cubic structure to illustrate the complexity of the inter-
relationships within a workshop setting. The next incarnation in the mapping sup-
port software reflects contemporary features such as being server based, performing 
on any platform and enabling groups to build causal maps in same time same place, 
same time different place and different place different time environments (www.
strategyfinder.pro).

A key development of SODA is reflected in Making Strategy: Mapping Out 
Strategic Success (Ackermann and Eden 2011a). As awareness of the SODA method 
has grown it has been used in a variety of ways. Most significantly the principles of 
causal mapping within SODA have been applied to risk management (Ackermann 
and Alexander 2016; Ackermann et  al. 2014; Ackermann 2019), including the 
development of risk assessment questionnaires for cities across the EU (Pyrko et al. 
2019). SODA, and particularly cognitive and causal mapping, is increasingly used 
in multi-organisational collaborative settings such as the development of mental 
health networks and the identification of new markets in a co-opetition manner. The 
use of mapping to evaluate and develop competitive advantage has also been very 
effective in both public and private organisations (Ackermann and Eden 2011a). 
Progress has been made on similar lines with the use of mapping in helping groups 
develop strategies for stakeholder management (Ackermann and Eden 2011b).

Note  For Decision Explorer (single user mapping software) see banxia.com, for strategy finder 
(mapping in groups) see www.strategyfinder.pro for CMAP contact Mauri Laukkenen at Mauri.
Laukkanen@uku.fi.
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Chapter 5
Soft Systems Methodology

Peter Checkland and John Poulter

Abstract  Soft systems methodology (SSM) is an approach for tackling problem-
atical, messy situations of all kinds. It is an action-oriented process of inquiry into 
problematic situations in which users learn their way from finding out about the 
situation, to taking action to improve it. The learning emerges via an organised pro-
cess in which the situation is explored using a set of models of purposeful action 
(each built to encapsulate a single worldview) as intellectual devices, or tools, to 
inform and structure discussion about a situation and how it might be improved. 
This paper, written by the original developer Peter Checkland and practitioner John 
Poulter, gives a clear and concise account of the approach that covers SSM’s spe-
cific techniques, the learning cycle process of the methodology and the craft skills 
which practitioners develop. This concise but theoretically robust account neverthe-
less includes the fundamental concepts, techniques, core tenets described through a 
wide range of settings.

5.1  �What is SSM?

•	 We all live in the midst of a complex interacting flux of changing events and 
ideas which unrolls through time. We call it ‘everyday life’, both personal and 
professional. Within that flux we frequently see situations which cause us to 
think: ‘Something needs to be done about this, it needs to be improved.’ Think of 
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these as ‘problematical situations’, avoiding the word ‘problem’ since this 
implies ‘solution’, which eliminates the problem for ever. Real life is more com-
plex than that!

•	 Soft Systems Methodology (SSM) is an organized way of tackling perceived 
problematical (social) situations. It is action-oriented. It organizes thinking about 
such situations so that action to bring about improvement can be taken.

•	 The complexity of problematical situations in real life stems from the fact that 
not only are they never static, they also contain multiple interacting perceptions 
of ‘reality’. This comes about because different people have different taken-as-
given (and often unexamined) assumptions about the world. This causes them to 
see it in a particular way. One person’s ‘terrorism’ is another’s ‘freedom fight-
ing’; one person sees a prison in terms of punishment, another sees it as seeking 
rehabilitation. These people have different worldviews. Tackling problematical 
situations has to accept this, and has to pitch analysis at a level that allows world-
views to be surfaced and examined. For many people worldviews are relatively 
fixed; but they can change over time. Sometimes a dramatic event can change 
them very quickly.

•	 All problematical situations, as well as containing different worldviews, have a 
second important characteristic. They always contain people who are trying to 
act purposefully, with intention, not simply acting by instinct or randomly thrash-
ing about – though there is always plenty of that too in human affairs.

•	 The previous two points – the existence of conflicting worldviews and the ubiq-
uity of would-be purposeful action – lead the way to tackling problematical situ-
ations. They underpin the SSM approach, a process of inquiry which, through 
social learning, works its way to taking ‘action to improve’. Its shape is as 
follows:

	1.	 Find out about both the problematical situation and the characteristics of the 
intervention to improve it: the issues, the prevailing culture and the disposition 
of power within the overall situation (its politics). Ways of doing these things are 
provided.

	2.	 From the finding out, decide upon some relevant purposeful activities, relevant 
that is to exploring the situation deeply, and remembering that the ultimate aim 
is to define and take ‘action to improve’. Express these relevant purposeful activ-
ities as activity models, each made to encapsulate a declared worldview, the 
model being a cluster of linked activities which together make up a purposeful 
whole. (For example, one model could express in terms of activities the notion 
‘prison’ as if it were only ‘a punishment system’, another could express it as ‘a 
rehabilitation system’.) Such models never describe the real world, simply 
because they are based on one pure worldview. They are devices, or tools, to 
explore it in an organized way. Techniques for building and using such models 
have been developed.

	3.	 Use the models as a source of questions to ask of the real-world situation. This 
provides a coherent structure to a discussion or debate about both the situation 
and how it might be changed, a discussion which will surface worldviews and 
generate ideas for change and improvement.
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	4.	 In the course of the discussion, continually bring together the results of the ‘find-
ing out’ in (1) and the ideas for change in (3). The purpose now is to find changes 
which are both arguably desirable (given these models) but also culturally fea-
sible for these people in this particular situation with its particular history, cul-
ture and politics. This is a process of seeking accommodations between different 
worldviews. That is to say, it is a process of finding versions of the to-be-changed 
situation which different people with conflicting worldviews could nevertheless 
live with. (Don’t expect the worldviews to go away, nor wish that they would. 
Clashing worldviews, always present in human affairs, stimulate energy and 
ideas for change.)

•	 The elements (1) to (4) above constitute a learning cycle. They have necessarily 
been described linearly here but in use there is much iteration within the cycle as 
learning occurs. It is never followed in the flat-footed way in which it has been 
laid out here for explanatory purposes. Also it is apparent that it is essentially a 
group process leading to group learning. It is best carried out by people in the 
problematical situation itself, not left to an outside ‘expert’, though knowledge-
able people can facilitate the process.

•	 Taking action to improve a problematical situation will of course itself change 
that situation, so that the learning cycle could in principle begin again. In any 
case the changing flux of everyday life will itself bring new events and new 
ideas, so that no human situation could ever be rendered static. In this sense 
SSM’s learning cycle can be seen as never-ending. It ultimately offers a way of 
continuously managing any ongoing human situation. It does this by helping 
understanding of complex situations, encouraging multiple perspectives to be 
taken into account, and bringing rigour to processes of analysis, debate and tak-
ing ‘action to improve’.

The seven points made above are presented pictorially in Fig. 5.1.

5.1.1  �What Can SSM Be Used for?

The application area for SSM is very broad. This is not due to megalomania on the 
authors’ part. Rather it stems from the wide applicability of two key ideas behind 
SSM. One of these is to create a process of learning your way through problematical 
situations to ‘action to improve’ – a very general concept indeed. The other is the 
idea that you can make sure this learning is organized and structured by using, as a 
source of questions to ask in the real situation, models (systems models) of purpose-
ful activity. This is because every real-world situation contains people trying to act 
purposely, intentionally. It is the sheer generality of purposeful action – the core of 
being human – that makes the area in which SSM can be used so huge.

Stories of SSM use come from all sizes of company from small firms to large 
corporations, from organizations in both private and public sectors including the 
National Health Service. SSM is much used in the world of information systems 
and information technology. This derives from the fact that for any purposeful  
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Fig. 5.1  SSM’s cycle of learning for action
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activity model (Fig. 5.7 being a very simple example) you can ask of each activity: 
What information would support doing this activity? And what information would 
be generated by doing it? Since information is what you get when you attribute 
meaning to data in a particular context, and meaning attribution depends upon 
worldview, SSM’s strong emphasis on worldview explains its relevance to this field.

In summary, SSM can be used in any human situation which entails thinking 
about acting purposefully, and is especially useful in any situation in which it is 
helpful to lift the level of discussion from that of everyday opinions and dogma to 
that level at which you are asking: What taken-as-given worldview lies behind these 
assertions of opinion?

5.1.2  �Is SSM Mature?

Obviously it is never possible to claim that the development of any approach to 
human inquiry is ‘finished’, though some features of any such process may become 
so taken-as-given as to appear permanent. For example, in the inquiry process of 
natural science, if you are testing a new drug you give some patients the drug while 
others receive a placebo. The difference between the group ingesting the drug and 
the so-called ‘control’ group taking the placebo tells you what effects the drug pro-
duces (given a statistically significant sample size). This pattern would seem to be a 
permanent feature of scientific experiment. In applied social science, where SSM 
sits, the situation is less definite. Nevertheless, after hundreds of studies the core 
processes of SSM do now appear to be well-established, though the application area 
continues to expand. In the early days each significant study was likely to cause 
some rethinking of the process itself; but such changes became increasingly rare 
over the 30-year development period. We now regard it as a mature process.

The most recent addition to the literature about its development describes the use 
of SSM both in relation to the perceived content of the situation in question – SSM 
(c) and in relation to the process of carrying out the inquiry itself – SSM (p). This is 
in a paper published in 2006.1 But this is a case of the literature lagging behind 
practice, as these twin uses of SSM have been recognized and exploited by those 
developing the approach since the early 1980s.

So SSM is now considered mature enough to justify inclusion in this book.

5.1.3  �How Was SSM Created?

The classic way of doing research comes from natural science: set up a hypothesis 
and then test it experimentally. It is not easy to transfer this model of research to the 
gloriously rich social and human arena, though strenuous efforts to do that have 

1 Checkland P.B. and Winter M.C. 2006 ‘Process and content: two ways of using SSM’, Journal of 
the Operational Research Society vol. 57 (12) pp. 1435–1441
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been made over many years. SSM was developed using an alternative model of 
research, one more suitable for ‘social’ research at the level of a situation, group or 
organization, namely ‘action research’. In this kind of research you accept the great 
difficulty of scientific experimental work in human situations, since each human 
situation is not only unique, but changes through time and exhibits multiple con-
flicting worldviews. Hence the pattern for the action researcher is to enter a human 
situation, take part in its activity, and use that experience as the research object. In 
order to do that, to do more than simply return from the research with a one-off story 
to tell, it is necessary to declare in advance the intellectual framework you, the 
researcher, will use to try to make sense of the experience gained. Given such an 
explicit framework, you can then describe the research experience in the well-defined 
language of the framework. This makes it possible for anyone outside the work to 
‘recover’ it, to see exactly what was done and how the conclusions were reached. 
This ‘recoverability’ requirement is obviously not as strong as the ‘repeatability’ 
criterion for scientific findings within natural science. But then human situations are 
very much more complex than the phenomena studied in physics and chemistry 
labs! It is the declared framework and recoverability criterion which clearly sepa-
rate accounts of well-organized action research from novel writing – which, alas, 
too much published social research resembles.

In the action research which produced SSM the initial declared framework was 
the Systems Engineering approach developed by the Bell Telephone Company from 
their own case histories. Systems Engineering (SE) is a process of naming a ‘sys-
tem’ (assumed to be some complex object which exists or could exist in the real 
world), defining its objectives, and then using an array of techniques developed in 
the 1950s and 1960s to ‘engineer’ the system to meet its objectives. This framework 
was rapidly found to be poverty-stricken when faced with the complexity of human 
situations. It was too thin, not rich enough to deal with fizzing social complexity.

The SE framework was modified (and enriched) in the light of and in direct 
response to real-life experiences. Eventually, we had in our hands an adequately 
rich framework, but it was far removed from the starting point in SE.  It became 
known as Soft Systems Methodology. It then took some time for even its pioneers 
to realize just how radical the shift had been from SE to SSM. Having introduced 
the notion of ‘worldview’ – essential in dealing with human social complexity – we 
were thereafter thinking of systems models not as descriptions of something in the 
real world but simply as devices (based on worldview) to organize a debate about 
‘change to bring about improvement’. That was the key step in finding our way to 
SSM. This important shift in thinking is not abstruse, but it turns out to be very dif-
ficult for many people to grasp, simply because everyone is so used to the casual 
everyday-language use of the word ‘system’. In ordinary talk we constantly refer to 
complex chunks of the everyday world as systems, even though they do not come 
close to meeting the requirements of that concept. We speak of ‘the education sys-
tem’, ‘health-care systems’, ‘the prison system ‘, etc. using the word ‘system’ sim-
ply to indicate a chunk of reality which seems to be very complex but is, in some 
vague sense, a whole, something which might be better ‘engineered’. Fig. 5.2 gives 
a visual indication of the shift in thinking as SE was transformed into SSM.
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At the starting point (S.Eng.) in Fig. 5.2 (which ignores world views), ‘systems’ 
are names for things in the world which, given precise objectives, can be engineered 
to achieve them. At the end point (which accepts different world-views) ‘systems’ 
are devices used in a learning process to define desirable and feasible ‘action to 
improve’.

Once the end point in Fig. 5.2 was reached, and the SSM framework had been 
established, it was further developed, modified and honed in a few hundred new 
experiences. Out of this came a model which captures all of these developmental 
experiences. The model, known as the LUMAS model is shown in Fig. 5.3. (It is in 
fact a generic model for making sense of any real-world application of any method-
ology, remembering that that word covers a set of principles which need to be 
embodied in an application tailored to meet the unique features of a particular 
situation.)

LUMAS stands for Learning for a User by a Methodology-informed Approach 
to a Situation. In order to ‘read’ this model, start from the user (U) in the centre. He 
or she, perceiving a problem situation (S) and appreciating the methodology (M), 
tailors the latter to the former to produce the specific approach (A) to be used in this 
situation (S). This not only produces an improved situation but also yields learning 
(L). This will change the user, who has gained this experience, and may also modify 
or enrich appreciation of the methodology. Every use of SSM can in principle be 
described in the language of this model. It is the gradually diminishing activity, over 
the years, of development occurring along the arrow which links L and M that 
makes it legitimate to describe SSM as mature.

5.1.4  �How Does SSM Differ from Other Systems 
Approaches?

As described above, changes had to be made to Systems Engineering when it proved 
too blunt an instrument to deal with the complexity of human situations. Those 
changes explain SSM’s difference from the other systems approaches developed in 
the 1950s and 1960s. SE is an archetypal example of what is now known as ‘hard’ 
systems thinking. Its belief is: the world contains interacting systems. They can be 
‘engineered’ to achieve their objectives. This is the stance not only of SE; this think-
ing also underpins classic Operational Research, RAND Corporation ‘systems anal-
ysis’, the Viable System Model, early applications of System Dynamics and the 
original forms of computer systems analysis. None of these approaches pays atten-
tion to the existence of conflicting worldviews, something which characterizes all 
social interactions. In order to incorporate the concept of worldview into the 
approach being developed, it was necessary to abandon the idea that the world is a 
set of systems. In SSM the (social) world is taken to be very complex, problemati-
cal, mysterious, characterized by clashes of worldview. It is continually being cre-
ated and recreated by people thinking, talking and taking action. However, our 
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Fig. 5.2  The shift in thinking entailed in developing SSM

Fig. 5.3  The LUMAS model  – learning for a user by a methodically-informed approach to a 
situation
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coping with it, our process of inquiry into it, can itself be organized as a learning 
system. So the notion of systemicity (‘systemness’) appears in the process of inquiry 
into the world, rather than in the world itself. This shift created ‘soft’ as opposed to 
‘hard’ systems thinking, the different stances adopted by the two being shown in 
Fig. 5.4, itself another version of Fig. 5.2.

This brings us to the end of a skeletal account of SSM as a whole. The next sec-
tions expand on this, describing the techniques used in the cyclic process in detail. 
Meanwhile it seems worthwhile to try to summarize the broad account of SSM in a 
couple of sentences.

SSM is an action-oriented process of inquiry into problematical situations in the everyday 
world; users learn their way from finding out about the situation to defining/taking action to 
improve it. The learning emerges via an organized process in which the real situation is 
explored, using as intellectual devices  - which serve to provide structure to discussion - 
models of purposeful activity built to encapsulate pure, stated worldviews.

5.2  �Practising SSM: The Learning Cycle

The aim of the work which led to the development of Soft Systems Methodology 
(Checkland 1981) was to find a better way of dealing with a kind of situation we 
continually find ourselves facing in everyday life: a situation about which we have 
the feeling that ‘something needs to be done about this’. We shall call such situa-
tions ‘problematical’, rather than describing them as ‘problem situations’, since 
they may not present a well-defined ‘problem’ to be ‘solved’ out of existence – 
everyday life is more complex than that! A company might feel that it needs to 
stimulate sales, perhaps by introducing a new product; or should they bid for the 
equity of a smaller rival? A university may feel that its student intake is too biased 
towards students from middle-class homes. What are the implications of changing 
that? A government may struggle to define legislation which would increase the 
feeling of security on the streets, given the threat of terrorism, without diminishing 
civil liberties. A local council may be receiving complaints that the delivery of its 
services is not sufficiently ‘citizen-friendly’. What should it do? A head teacher may 
wonder how to decide whether to take on the responsibility for providing school 
meals (the school benefiting from any surplus generated) or to leave that function to 
the local education authority. An individual may develop a sense of unease about the 
future viability of the firm he or she works for, and wonder whether to look for a job 
elsewhere. All these are ‘problematical situations’. They could be tackled in various 
ways: by appealing to previous experience; intuitively; by randomly thrashing about 
(never a shortage of that in human situations); by responding emotionally; or they 
could be addressed by using SSM.

So what is it? It is an organized, flexible process for dealing with situations which 
someone sees as problematical, situations which call for action to be taken to 
improve them, to make them more acceptable, less full of tensions and unanswered 
questions. The ‘process’ referred to is an organized process of thinking your way to 

5  Soft Systems Methodology



210

taking sensible ‘action to improve’ the situation; and, finally, it is a process based on 
a particular body of ideas, namely systems ideas.

That these ideas have proved themselves to be useful in dealing with the com-
plexity of the social world is hardly surprising. Social situations are always complex 
due to multiple interactions between different elements in a problematical situation 
as a whole, and systems ideas are fundamentally concerned with the interactions 
between parts of a whole. So it is systems ideas which help to structure the thinking. 
(However, the way systems ideas are used within SSM is fundamentally different 
from the way they inform the various earlier systems approaches developed in the 
1950s and 1960s).

In order to ensure that the previous two paragraphs are clear, we need to unpack 
them somewhat, and say a little more about the crucial elements within them. Four 
elements in the paragraphs above will be expanded: ‘everyday life and problemati-
cal situations’; ‘tackling such situations’; a ‘flexible process’, and ‘the use of sys-
tems ideas’.

Fig. 5.4  The ‘hard’ and ‘soft’ systems stances
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5.2.1  �Everyday Life and Problematical Situations

As members of the human tribe we experience everyday life as being quite excep-
tionally complex. We feel ourselves to be carried along on an on-rushing turbulent 
stream, a flux of happenings, ideas, emotions, actions, all mediated through the 
slippery agency of language, all continually changing. Our response to our immer-
sion in this stream is not simply to experience it. Beyond that, we have an innate 
desire to try to see it, if we can, as meaningful. We attribute meaning to it – the abil-
ity to do this being one of the characteristics which marks us out as human. Part of 
this meaning attribution is to see chunks of the ongoing flux as ‘situations’. Nothing 
is intrinsically ‘a situation’; it is our perceptions which create them as such, and in 
doing that we know that they are not static; their boundaries and their content will 
change over time. Some of the situations we perceive, because they affect us in 
some way, cause us to feel a need to tackle them, to do something about them, to 
improve them.

5.2.2  �Tackling Problematical Situations

As we tackle a situation we see as problematical, we are intervening in order to take 
action intended to bring about improvement. In order to do that sensibly we need to 
have a clear idea of what it is we are intervening in. This means having a clear view 
of the nature of the flux which constitutes everyday life. We have already described 
it as complex, changing, and having multiple strands: events, ideas, emotions, 
actions. To this we can add an answer to the question: What then happens when we 
intervene in a part of the flux seen as a problematical situation?

When we interact with real-world situations we make judgements about them: 
are they ‘good’ or ‘bad’, ‘acceptable’ or ‘unacceptable’, ‘permanent’ or ‘transient’? 
Now, to make any judgement we have to appeal to some criteria or standards, these 
being the characteristics which define ‘good’ or ‘bad’ etc. for us. For example an 
‘eco-warrior’ would judge any economic activity ‘good’ only if it met the environ-
mentalists’ criteria for ‘good’, namely ‘environmentally friendly’ and ‘sustainable’. 
A ‘capitalist’ would see an economic activity as ‘good’ if it were ‘profitable’. And 
where do such criteria come from? They will be formed partially by our genetic 
inheritance from our parents, the kind of person we are innately – and, most signifi-
cantly, from our previous experience of the world. Over time these criteria and the 
interpretations they lead to will tend to firm up into a relatively stable outlook 
through which we then perceive the world. We develop ‘worldviews’, built-in ten-
dencies to see the world in a particular way. It is different worldviews which make 
one person ‘liberal’, another ‘reactionary’. Worldviews cause one observer’s ‘ter-
rorism’ to be another’s ‘freedom fighting’. Such world-views are relatively stable 
but can change over time. Thus a paranoid person whose worldview is ‘this hostile 
world owes me a living’ might become a more integrated member of society as a 
result of experiencing love and generosity.
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This concept of worldview (the German Weltanschauung being the best technical 
word for it) is the most important concept in understanding the complexity of human 
situations, and indeed, the nature and form of SSM.

5.2.3  �A Flexible Process

It is obvious from the argument so far that any approach able to deal with the chang-
ing complexity of real life will have to be flexible. It could never be reduced to a 
sequence of steps, which might be handed over to an intelligently programmed 
robot. It needs to be flexible enough to cope with the fact that every situation involv-
ing human beings is unique. The human world is one in which nothing ever happens 
twice, not in exactly the same way. This means that an approach to problematical 
human situations has to be a methodology rather than a method, or technique. A 
methodology, as the word indicates, is a logos of method; that is to say it is a set of 
ongoing principles which can be adapted for use in a way which suits the specific 
nature of each situation in which it is used. SSM provides a set of principles which 
can be both adopted and adapted for use in any real situation in which people are 
intent on taking action to improve it.

5.2.4  �The Use of Systems Ideas

As stated above, systems ideas concern interaction between parts which make up a 
whole; also, the complexity of real situations is always to a large extent due to the 
many interactions between different elements in human situations. So it is not sur-
prising that systems ideas have some relevance to dealing with real-world complex-
ity (though they are only very rarely useful in describing that complexity).

The core systems idea or concept is that of an adaptive whole (a ‘system’) which 
can survive through time by adapting to changes in its environment. The concept is 
illustrated in Fig. 5.5. A system S receives shocks from its changing environment 
E. If it is to survive, it requires communication processes (to know what is going on) 
and control processes (possible adaptive responses to the shocks). Also, the system 
may contain sub-systems SS, or may itself be seen by a different observer as only a 
sub-system of some wider system. The idea of a layered structure is thus fundamental 
in systems thinking. Finally, what is said to be a system must have some properties 
as a single whole, so-called emergent properties.

(Thus the parts of a bicycle, when assembled correctly, and only then, produce a 
whole which has the emergent property of being a vehicle, the concept ‘vehicle’ 
being meaningful only in relation to the whole.) These four italicized phrases repre-
sent the core of systems thinking. So how can it be used here?

The relevance of this kind of thinking to SSM emerged when it was realised that 
every single real-world problematical situation, whether in a small firm making 
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wheelbarrows, a multi-national oil company, or in the National Health Service 
(which employs more than a million people) has one characteristic in common. All 
such situations contain people trying to act purposefully not simply acting by 
instinct or splashing about at random. From this observation comes the key idea of 
treating purposeful action as a system. A way of representing purposeful action as 
a system, i.e. an adaptive whole (in line with Fig. 5.5) was invented. Figure 5.6 
shows its general form.

A logically linked set of activities constitute a whole – its emergent property 
being its purposefulness. The activities concerned with achieving the purpose (the 
operations) are monitored against defined measures of performance so that adaptive 
control action (to make changes) can be taken if necessary.

Figure 5.7 shows a trivial example to illustrate the concept. With regard to 
Fig. 5.6, the ‘measure of performance’ might be the degree to which fence painting 
enhances the appearance of the property or, perhaps, ‘good’ or ‘bad’ might be 
defined according to whether or not the neighbours complain about it. This model, 
then is a ‘purposeful activity model’.

The model in Fig. 5.7 is essentially within the worldview of whoever would do 
the fence painting. It is an instrumental model which spells out what is entailed in 
painting a garden fence. It could express the householder’s worldview: ‘I can do 
useful DIY jobs to improve my property.’ However, if painting the fence were an 
issue in a real situation other worldviews would be relevant, even in an example as 
trivial as this – for example, in this case, those of the neighbours or the partner of 
the fence-painter. In general there will always be a number of worldviews which 
could be taken into account leading to a number of relevant models.

Suppose, for example, you were carrying out an SSM study of the future of the 
Olympic Games. For anything as complex as this global phenomenon it is obvious 
that it could be looked at from the perspective of worldviews attributed to the 

Fig. 5.5  The core systems 
concept: an adaptive whole
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International Olympic Committee, the host country, the host city, the athletes, the 
athletes’ coaches, the spectators, hot dog sellers, commercial sponsors, those 
responsible for security, television companies, a terrorist group seeking publicity 
for their cause, etc. This list could go on and on; there could never be a single model 
relevant to all these different interests.

An important consequence flows from this: these purposeful activity models can 
never be descriptions of (part of) the real world. Each of them expresses one way of 
looking at and thinking about the real situation, and there will be multiple possibili-
ties. So how can such models be made useful? The answer is to see them as devices 
(intellectual devices) which are a source of good questions to ask about the real 
situation, enabling it to be explored richly. For example, we could focus on the dif-
ferences between a model and the situation, and ask whether we would like activity 
in the situation to be more, or less, like that in the model. Such questioning orga-
nizes and structures a discussion/debate about the real-world situation, the purpose 
of that discussion being to surface different worldviews and to seek possible ways 
of changing the problematical situation for the better. This means finding an accom-
modation, that is to say a version of the situation which different people with differ-
ent worldviews could nevertheless live with. Given the different worldviews which 
will always be present in any human situation, this means finding possible changes 
which meet two criteria simultaneously. They must be arguably desirable, given the 
outcomes of using the models to question the real situation, but must also be cultur-
ally feasible for these particular people in this particular situation with unique his-
tory and the unique narrative which its participants will have constructed over time 
in order to make sense of their experience. Figure 5.8 illustrates this.

In summary, then, we have:

•	 A problematical real-world situation seen as calling for action to improve it
•	 Models of purposeful activity relevant to this situation (not describing it)

Fig. 5.6  The general form 
of a purposeful activity 
model
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•	 A process of using the models as devices to explore the situation
•	 A structured debate about desirable and feasible change

This gives the bare bones of the process of SSM, whose shape can now be 
described.

5.2.5  �What Is the SSM Process?

The SSM process takes the form of a cycle. It is, properly used, a cycle of learning 
which goes from finding out about a problematical situation to defining/taking 
action to improve it. The learning which takes place is social learning of the group 
undertaking the study, though each individual’s learning will be, to a greater or 
lesser extent, personal to them given their different experiences of the world, and 

Fig. 5.7  A simple example of an activity model: a system to paint the garden fence by hand 
painting
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hence the different worldviews which they will bring to the study. Taking action as 
a result of the study will of course change the starting situation into a new situation, 
so that in principle the cycle could begin again (a relevant system then being ‘a 
system to make these changes’). SSM is thus not only a methodology for a specially 
set-up study or project; it is, more generally, a way of managing any real-world 
purposeful activity in an ongoing sense.

The SSM cycle is shown in Fig. 5.9, which eventually emerged as its classic 
representation. It contains four different kinds of activity:

	1.	 Finding out about the initial situation which is seen as problematical.
	2.	 Making some purposeful activity models judged to be relevant to the situation; 

each model as an intellectual device, being built on the basis of a particular pure 
worldview.

	3.	 Using the models to question the real situation. This brings structure to a discus-
sion about the situation, the aim of the discussion being to find changes which 
are both arguably desirable and also culturally feasible in this particular 
situation.

Fig. 5.8  SSM’s basic process
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	4.	 Define/take the action to improve the situation. Since the learning cycle is in 
principle never-ending it is an arbitrary distinction as to whether the end of a 
study is taken to be defining the action or actually carrying it out.

Some studies will be ended after defining the action, some after implementing it.
This description of the cycle as activities (1) to (4) may give a false impression 

that we are describing a sequence of steps. Not so. Although virtually all investiga-
tions will be initiated by finding out about the problematical situation, once SSM is 
being used, activity will go on simultaneously in more than one of the ‘steps’. For 
example, starting the organized discussion about the situation (3) will normally lead 
not only to further new finding out (1), perhaps focused on aspects previously 
ignored, but also to further new choices of ‘relevant’ systems to model. In real life, 
an investigation which sets out narrowly to improve, say, aspects of product distri-
bution in a manufacturing company’s distribution department, may well later sweep 
in issues concerning, perhaps, communications between production and marketing 
departments. Figure 5.10 illustrates a typical pattern of activity of the kind which 
emerges as an investigation digs deeper.

Figure 5.10 shows an on-going ‘finding out’ activity, three bursts of model build-
ing, discussion fed by both the models and the finding out, which itself leads to 
more finding out and more modelling. The final (fourth) burst of modelling shown 
here as an example follows from defining the ‘action to improve’ and would consist 
of purposeful activity models relevant to carrying out the action agreed.

Finally, in describing the SSM cycle, we could add (though this is really a point 
from the end of this chapter) that as users of SSM become more sophisticated they 

Fig. 5.9  The iconic representation of SSM’s learning cycle
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treat Fig. 5.9 not at all as a prescription to be followed, but as a model to make sense 
of their experience as they mentally negotiate their way through the problematical 
situation.

The previous sections have still focused on the basic question about SSM – what 
is it? Additionally, they have provided some context for its development, its applica-
tion areas and the crucial difference from the systems approaches of the l950 s and 
1960s. In the next sections the focus shifts more to ‘how’ rather than ‘what’: How 
exactly does the user move through the learning cycle of SSM, shown in Fig. 5.9, in 
order to define useful change? Which techniques for finding out, modelling and 
using models to question the real situation have shown themselves robust enough to 
survive in many different circumstances, so that they have become part of the classic 
approach?

The account here will follow the four basic activities of the broad-brush account 
(finding out, modelling, using the models to structure debate, and defining/taking 
action), with the usual reminder that activity in any project using SSM will reflect 
the kind of pattern shown in Fig. 5.10 rather than a stately linear progress.

5.3  �Practising SSM: Finding Out

Four ways of finding out about a problematical situation have survived many tests 
and become a normal part of using SSM. In the language of SSM they are known as 
‘making Rich Pictures’ and carrying out three kinds of inquiry, known as ‘Analyses 
One, Two and Three’. These focus, respectively, on the intervention itself, a social 
analysis (What kind of ‘culture’ is this?) and a political analysis (What is the dispo-
sition of power here?). They will be described in turn.

5.3.1  �Making Rich Pictures

Entering a real situation in order first to understand it and then to begin to change it 
in the direction of ‘improvement’ calls for a particular frame of mind in the user of 
SSM. On the one hand the enquirer needs to be sponge-like, soaking up as much as 

Fig. 5.10  A typical pattern of activity during an SSM investigation
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possible of what the situation presents to someone who may be initially an outsider. 
On the other hand, although holding back from imposing a favoured pattern on the 
first impressions, the enquirer needs to have in mind a range of ‘prompts’ which will 
ensure that a wide range of aspects are looked at. Initially two dense and cogent 
questions were used as a prompt:

•	 What resources are deployed in what operational processes under what planning 
procedures within what structures, in what environments and wider systems,

•	 by whom?
•	 How is resource deployment monitored and controlled?

Certainly, if you can answer these questions you know quite a lot about the situ-
ation addressed. But these questions did not survive as a formal part of SSM. The 
problem with them is that when they were formulated, in the early days of SSM 
development, the thinking of the pioneers had not sufficiently divorced itself from 
thinking of the world as a set of systems.

The questions imply intervention in some real-world system – hence the refer-
ences to ‘wider systems’ and to monitoring and control – rather than the interven-
tion being addressed to a situation. The questions would no doubt have been 
changed eventually as the true nature of SSM was realized. However, what hap-
pened instead was that the questions were dropped because the phrase ‘rich picture’ 
quickly moved from being a metaphor to being a literal description of an account of 
the situation as a picture.

The rationale behind this was as follows. The complexity of human situations is 
always one of multiple interacting relationships. A picture is a good way to show 
relationships; in fact it is a much better medium for that purpose than linear prose. 
Hence as knowledge of a situation was assembled – by talking to people, by con-
ducting more formal interviews, by attending meetings, by reading documents, 
etc. – it became normal to begin to draw simple pictures of the situation. These 
became richer as inquiry proceeded, and so such pictures are never finished in any 
ultimate sense. But they were found invaluable for expressing crucial relationships 
in the situation and, most importantly, for providing something which could be 
tabled as a basis for discussion. Users would say: ‘This is how we are seeing your 
situation. Could we talk you through it so that you can comment on it and draw 
attention to anything you see as errors or omissions?’

In making a Rich Picture the aim is to capture, informally, the main entities, 
structures and viewpoints in the situation, the processes going on, the current recog-
nized issues and any potential ones.

Here is a real-world problematical situation described in a paragraph of prose:

The newly appointed headteacher of an 11s-to-18s school, which has overspent its budget 
in the last year or two, finds herself, in her first term, facing an issue concerning the provi-
sion of school meals. Currently these are provided by the county education authority 
through their catering services company, the contract being renewed annually. A member of 
that company who is leaving to set up her own catering company urges the headteacher to 
make a contract with her instead of the county, suggesting the school could save money on 
this. Some staff members agree with this, others want to stick with the status quo. Some 
parents, alerted by a national debate about school meals, want more nutritious meals as long 
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as they don’t cost more. Pupils say: ‘We like burgers and chips.’ The school governors are 
discussing this issue; the Chairman, himself MD of a catering company, is urging the head-
teacher to be entrepreneurial and to take on responsibility for the provision of school meals, 
believing this could be profitable for the school.

Figure 5.11 represents this situation in a Rich Picture. Our point is that this picture 
is a more useful piece of paper than the prose account. It could lead to better-than-
usual level of discussion because not only can it be taken in as a whole but also it 
displays the multiple relationships which the head teacher has to manage, not just 
immediately, but through time. That is the power of such pictures, though we have 
to remember that however rich they are they could be richer, and that such pictures 
record a snapshot of a situation which will itself not remain static for very long. 
Wise practitioners continually produce such pictures as an aid to thinking. They 
become a normal way of capturing impressions and insights.

Fig. 5.11  A rich picture of the situation described in the text
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5.3.2  �Carrying Out Analysis One (The Intervention Itself)

Whenever SSM is used to try and improve a problematical situation three ele-
ments – the methodology, the use of the methodology by a practitioner and the situ-
ation  – are brought together in a particular relationship, namely that shown in 
Fig. 5.12 The practitioner will adapt the principles and techniques of the methodol-
ogy to organize the task of addressing and intervening in the situation, aiming at 
taking action to improve it. In developing SSM, this process was organized in a 
sequence of real situations, and it was quickly found useful to think about Fig. 5.12, 
in a particular way. Three key roles were always present:

	1.	 There was some person (or group of persons) who had caused the intervention to 
happen, someone without whom, there would not be an investigation at all – this 
was the role ‘client’.

	2.	 There was some person (or group of persons) who were conducting the investi-
gation – this was the role ‘practitioner’.

	3.	 Most importantly, whoever was in the practitioner role could choose, and list, a 
number of people who could be regarded as being concerned about or affected 
by the situation and the outcome of the effort to improve it – this was the role 
‘owner of the issue(s) addressed’.

It is important to see why these are named as ‘roles’ rather than particular people. 
It is because one person (or group) might be in more than one role. For example, if 
the head teacher in the Rich Picture (Fig. 5.11) were to herself carry out an SSM-
based study of her complex situation, she would not only be both ‘client’ and ‘prac-
titioner’, she would also be one of the people in the list of ‘issue owners’ who care 
about the outcome. Sometimes a manager who causes an intervention to take place 
delegates detailed involvement in it to others, and so is only in the role ‘client’. In 
this case the person(s) in the ‘practitioner’ role needs to take steps to ensure that the 
‘client’ is kept informed about the course of the intervention so that the outcome 

Fig. 5.12  The three 
elements in any SSM 
investigation
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when it emerges does not come as a big surprise. In every case the ‘practitioner’ 
needs to make sure that the resources available to carry out the investigation are in 
line with its ambition. Don’t undertake a study of ‘the future of the A-level examina-
tion in British education’ if you have only got one man and a boy to work on it 
between now and next Thursday.

SSM’s ‘Analysis One’, then, consists of thinking about the situation displayed in 
Fig. 5.12 in the way shown in Fig. 5.13, asking: Who are in the roles ‘client’ and 
‘practitioner’? and Who could usefully be included in the list of ‘issue owner’?

Much learning came out of the simple thinking which led to this ‘Analysis One’. 
For example, it was always useful to think about the client’s aspirations for the 
intervention. They should always be taken seriously but should not be the sole focus 
of the work done. Thus, the person(s) in the ‘client’ role should be in the list of pos-
sible ‘issue owners’ but should very definitely not be the only one in the list. In this 
connection it was interesting to hear a senior manager from the RAND Corporation 
declare, some years ago, ‘The RAND analyst places his or her expertise at the dis-
posal of a real-world decision-taker who has to be a legitimate holder of power.’ In 
the language of Fig. 5.13 this was to declare that for RAND the client is the issue 
owner, full stop. This cuts off all the richness which comes from the practitioner 

Fig. 5.13  SSM’s Analysis One
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compiling a list of persons or groups who could be taken to be issue owners; for it 
is that list which introduces multiple worldviews. They in turn open up the chance 
of a richness of learning at a deep level for all involved in the intervention, leading, 
perhaps, to major change. The RAND manager’s statement would define the practi-
tioner as only a servant to the legitimately powerful. In the situation shown in 
Fig. 5.12, for example, ‘issue owners’ might include: the head teacher; the school 
governors, staff and pupils; parents; the county education authority and their cater-
ing services company; other catering companies, etc. The many worldviews from 
such a list give a chance that the richness of the inquiry can cope with the complex-
ity of the real situation. They suggest ideas for ‘relevant’ activity models – ones 
likely to be insightful.

Some final learning, which is important in understanding SSM as a whole, comes 
from the fact that the person(s) in the ‘practitioner’ role can include themselves in 
the list of possible ‘issue owners’. Normally SSM is thought of as a means of 
addressing the problematical content of the situation, which will include would-be 
purposeful action by people in the situation. It is that, of course. However, the 
practitioner(s) is about to carry out another purposeful activity, that of doing the 
study, which is a task always associated with the practitioner role. Carrying out the 
investigation can be thought about, and planned, using models relevant to doing 
this. Thus SSM can be applied both to grappling with the content of the situation 
and to deciding how to carry it out. These two kinds of use of the methodology are 
known as ‘SSM (c)’ and ‘SSM (p)’ – c for content, p for process. Use of SSM (p) 
often leads to the first models made in the course of an intervention being models 
related to doing the study. Figure 5.14 illustrates these two ways of using SSM.

5.3.3  �Carrying Out Analysis Two (Social)

It might seem obvious that if you are going to intervene in, and change, a human 
situation, you ought to have a clear idea about what it is you are intervening in. You 
should have some sense of what you take ‘social reality’ to be. However, this is not 
too obvious! The Management Science field, for example, tries to get by through 
concentrating almost entirely on the logic of situations, even though the motivators 
of much human action lie outside logic, in cultural norms or emotions. So, if we are 
to be effective in social situations, we have to take ‘culture’ seriously and decide 
what we mean by it. This is especially important for SSM as an action-oriented 
approach. If we are to learn our way to practical action which will improve a situa-
tion under investigation, then the changes involved in ‘improvement’ have to be not 
only arguably desirable but also culturally feasible. They need to be possible for 
these particular people, with their particular history and their particular ways of 
looking at the world. We have to understand the local ‘culture’, at a level beyond 
that of individual worldviews.

This might be straightforward if there were an agreed definition of exactly what 
we mean by ‘culture’. However, there is no agreed definition, though the concept is 

5  Soft Systems Methodology



224

much discussed by anthropologists, sociologists and people writing in the manage-
ment literature. By the 1950s, a survey (by Kluckhohn and Kroeber) found 300 
different definitions, and no agreement has been reached since then! In spite of that, 
everyone has a general, diffuse sense of what the word means. If you say “This is a 
‘can-do’ culture”, or “This is a ‘buttoned-up culture’”, or assert that ‘The Civil 
Service is a punishment-avoiding, rather than a reward-seeking culture’ then it will 
be accepted that you have said something meaningful. To anyone familiar with the 
society in question, those statements will have conveyed some sense of the ‘feel’, or 
‘flavour’, of the situation: its social texture. In order to pin down such feelings more 
firmly, in a way which makes practical sense, SSM makes use of a particular model. 
This is a model which does not claim the status of rounded theory, but it has proved 
itself useful in situations from small firms dominated by individuals to large corpo-
rations which develop and (partially) impose their own norms.

The model is at the same time simple (you can keep it in your head) but also 
subtle. It consists of only three elements – roles, norms, values – but the subtlety 
comes from the fact that none of these elements is static. Each, over time, continu-
ally helps to create and modify the other two elements, as shown in Fig. 5.15.

Together the three elements help to create the social texture of a human situation, 
something which will both endure and change over time. Consider the three ele-
ments in turn.

Roles are social positions which mark differences between members of a group 
or organization. They may be formally recognized, as when a large organization 
has, say, a chief executive, directors, department heads, section heads and members 
of sections. But in any local culture informal roles also develop. Individuals may 
develop a reputation as ‘a boat-rocker’, or ‘a licensed jester’ – someone who can get 
away with saying things others would suppress. The informal roles which are rec-
ognized in a given culture tell you a lot about it.

Fig. 5.14  SSM(p) 
concerned with the process 
of using SSM to do the 
study and SSM(c) 
concerned with the 
problematical content
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Norms are the expected behaviours associated with, and helping to define, a role. 
Suppose you told a friend you were going to meet ‘the vice-chancellor of a UK 
university’ next day. If you returned from the meeting and said that the VC sat pick-
ing her teeth, with her feet on the table, and was very foul-mouthed, your friend 
would be flabbergasted. Such behaviour is way outside the expected behaviour of 
someone in the role of VC in British society.

Values are the standards – the criteria – by which behaviour-in-role gets judged. 
In all human groups there is always plenty of gossip related to this. People love to 
discuss behaviour in role and reach judgements which praise or disparage: ‘He’s a 
very efficient town clerk who services committees well’; ‘She’s an ineffective vice-
chancellor who won’t take decisions.’

It is obvious from these definitions that the three elements – roles, norms, val-
ues – are closely related to each other, dynamically, and that they change over time 
as the world moves on. Anyone who has ever been promoted within an organization 
will know that occupying the new role changes them, as they adopt a new perspec-
tive appropriate to the role. Equally, how they enact the new role will have its effect, 
in future, on the local norm – the behaviour which people expect from whoever fills 
that role. The elements also change over time at a macro level. For example, when 
the authors were growing up in British society the worst role for a young woman to 
find herself in was to be an unmarried mother. At that time, society judged harshly 
the behaviour which led to this. Not anymore; the social stigma attached to the role 
has disappeared in the UK over the last 50 years.

So how exactly is the model of linked roles, norms and values in Fig. 5.15 used 
in SSM? At the start of an intervention open a file marked ‘Analysis Two’. Then, 
every time you interact with the situation – talking to people informally, reading a 
document, sitting in a meeting, conducting an interview, having a drink in the pub 
after work – ask yourself afterwards whether that taught you anything about the 
roles, norms and values which are taken seriously here and characterize this particu-
lar group. Record the finding in the ‘Analysis Two’ file. Carry on doing this through-

Fig. 5.15  SSM’s model 
for getting a sense of the 
social texture of a human 
situation
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out the engagement, and put a date on every entry so that later on you can recover 
the progress of your learning, and reflect upon it. Figure  5.16 summarizes 
Analysis Two.

5.3.4  �Carrying Out Analysis Three (Political)

The experienced reader will have noticed that so far in this discussion of ‘Finding 
Out’ about a problematical situation we have made no mention of the politics of a 
situation, an aspect which is always powerful in deciding what does or does not get 
done. That is the focus of Analysis Three: to find out the disposition of power in a 
situation and the processes for containing it. That is always a powerful element in 
determining what is ‘culturally feasible’, politics being a part of culture not 
addressed directly in the examination of roles, norms and values of Analysis Two.

The ‘political science’ literature contains many models – usually fairly complex 
ones – which set out to express the nature of polities. The model used in SSM, in 
Analysis Three, does not come from that literature but from some basic ideas found 
in the work of the founding father of the field: Aristotle.

Aristotle argues that in any society (for him, the Greek city-state) in which 
human beings constantly interact, different interests will be being pursued. If the 
society as a whole is to remain coherent over time, not breaking up into destructive 
factions, then those differing interests will have to be accommodated; they will 
never go away. Accommodating different interests is the concern of politics; this 

Fig. 5.16  SSM’s Analysis Two
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entails creating a power-based structure within which potentially destructive power-
play in pursuit of interests can nevertheless be contained. This is a general require-
ment in all human groups which endure, not only in societies as a whole. There will 
be an unavoidable political dimension in companies, in international sport, in 
health-care provision, in the local tennis club – in fact in any human affairs which 
involve deliberate action by people who can hold different worldviews and hence 
pursue different interests.

Analysis Three in SSM asks: How is power expressed in this situation? This is 
tackled through the metaphor of a ‘commodity’ which embodies power. What are 
the ‘commodities’ which signal that power is possessed in this situation? Then: 
What are the processes, by which these commodities are obtained, used, protected, 
defended, passed on, relinquished, etc.? Figure 5.17 summarizes Analysis Three. 
The commodities which indicate power in human groups are, of course, many and 
various. There is a link here to Analysis Two, since occupying a particular role 
embodies power: the chief constable has more power than a detective sergeant, by 
virtue of his role. Other common commodities of power include, for example: per-
sonal charisma; membership of various committees in organizations; having regular 
access to powerful role-holders; in knowledge-based settings, having intellectual 
authority and reputation; having authority to prepare the minutes of meetings – a 
chore, perhaps, but it gives you some power! Many commodities of power derive 
from information. Having access to important information, or being able to prevent 
others from having access to certain information, is a much-used commodity of 
power in most organizations.

Fig. 5.17  SSM’s Analysis Three
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A dramatic example of an unusual commodity of power in a specific SSM proj-
ect was revealed when two managers in a consultancy company were being inter-
viewed as a pair. They began to disagree with each other and, in a deliberate bit of 
power-play, one of them suddenly said: ‘You say that, but you’re NKT; I’m KT’. 
This local private language within this company referred to those partners who 
‘knew Tom’ and those, more recent joiners, who ‘never knew Tom’, Tom being the 
charismatic founder of the company, now deceased. This taught those facilitating 
this use of SSM that there was an unstated but very real hierarchy here. The KTs, 
Tom’s original disciples, were much more influential than the come-lately NKTs. 
This indicated that the only changes likely to be culturally feasible in this situation 
would be those supported by the KTs, whose power stemmed from their association 
with the charismatic Tom. This is an interesting example of a commodity of power 
which would gradually fade over time. And this itself reminds us that, as with 
Analysis Two, Analysis Three deals with elements which are continually being 
redefined as life moves on.

The way of doing this analysis echoes that of Analysis Two: open a file and 
record in it  – with a date  – any learning gained about power and the processes 
through which it is exercised. Do this, and reflect upon it, over the whole course of 
an investigation.

5.4  �Practising SSM: Making Purposeful Activity Models

As explained earlier, in order to ensure that learning can be captured, SSM users 
create an organized process of enquiry and learning. They do this by making models 
of purposeful activity and using them as a basis for asking questions of the real-
world situation. This kind of model is used because every human situation reveals 
people trying to act purposefully. Since each model is built according to a declared 
single worldview (e.g. ‘the Olympic Games from the perspective of the host city’) 
such models could never be definitive descriptions of the real world. They model 
one way of looking at complex reality. They exist only as devices whose job is to 
make sure the learning process is not random, but organized, one which can be 
recovered and reflected on. This section describes how to make these devices.

The task is to construct a model of a purposeful ‘activity system’ viewed through 
the perspective of a pure, declared worldview, one which has been fingered as rele-
vant to this investigation. In order to do that we need a statement describing the 
activity system to be modelled. Such descriptions are known in SSM as Root 
Definitions (RDs), the metaphor ‘root’ conveying that this is only one, core way of 
describing the system. A too-simple example would be: ‘A system to paint the gar-
den fence’. Here the worldview is unclear, and it is obvious that a richer description 
would lead to a richer outcome when the model is used as a source of questions to 
ask of the real situation. A number of ways of enriching an RD have shown them-
selves to be useful. For example, we could more richly express the RD above as: ‘A 
householder-owned and staffed system to paint the garden fence, by hand-painting, 
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in keeping with the overall decoration scheme of the property in order to enhance 
the appearance of the property’. This makes clear that the model takes a house-
holder’s worldview as given, and that that particular householder believes in DIY 
activity to improve it. In addition it not only describes what the system does (paint 
the fence); it also says how (by hand-painting) and why (to enhance the appearance 
of the property). (Also the worldview assumes a link between painting and improv-
ing appearance.) Clearly this would lead to a richer questioning of the real situation 
to which this purposeful activity was thought to be relevant as a device to structure 
the questioning.

The whole set of guidelines of this kind – there to help the modelling process – 
will now be described. They are set out in Fig. 5.18; the five numbered elements in 
the figure will be described in turn.

	1.	 The PQR formula: The formula followed in enriching the fence-painting RD 
above is always helpful, and can apply to every RD ever written. It is known in 
SSM as ‘the PQR formula’: do P, by Q, in order to help achieve R, where PQR 
answer the questions: What? How? and Why? PQR provides a useful shape for 
any and every RD. Remember, though, in using PQR, that if the formula is com-
plete, with all three elements defined, then the transforming process is captured 
in Q, the declared ‘how’. In the simple example above the Q is ‘hand-painting’ 
(not simply ‘painting’). Also, though it is not an issue in this example, the model 
builder has to be able to defend Q as a plausible ‘how’ for the ‘what’ defined by 
P. If you were to write ‘define health-care needs’ as P and then define Q only as 
‘by asking patients for their views’ this would not be easily defensible.

	2.	 The Root Definition: The PQR formula allows you to write out the RD as a state-
ment. This always describes the purposeful activity being modelled as a transfor-
mation process, one in which some entity (in the example an ‘unpainted fence’) 
is transformed into a different state (here, a ‘painted fence’). Any purposeful 
activity you can think of can be expressed in this way, which is useful because it 
makes model building a straightforward process. For complex activities the 
entity being transformed will probably be best expressed in an abstract way, for 
example: ‘the health-care needs of Coketown citizens’ transformed into ‘the 
health-care needs of Coketown citizens met’. But the idea of purposeful activity 
as a transformation always holds, whether the transformation is concrete or 
abstract. Putting together the activities needed to describe the transforming pro-
cess (i.e. ‘building the model’) can begin when an RD is complete, but before 
moving on to this, elements 3 and 4  in Fig. 5.18 should be considered. They 
further enrich the modelling and improve it as a source of questions to ask in the 
real situation.

	3.	 CATWOE: When the idea of working with RDs as a source of models was being 
developed, a further enrichment of the thinking came from having, as a refer-
ence, a completely general model of any purposeful activity. (This was a way of 
declaring exactly what we meant by ‘purposeful activity’.) The general model is 
shown in Fig. 5.19. It contains elements which can usefully be thought about for 
any purposeful (transforming) activity.
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The model provides the mnemonic CATWOE, defined as in Fig. 5.19. The con-
cept here is that purposeful activity, defined by a transformation process and a 
worldview (a T and a W):

•	 Will require people (A) to do the activities which make up T
•	 Will affect people (C) outside itself who are its beneficiaries or victims (C for 

‘Customers’)

Fig. 5.18  Guidelines which help with building models of purposeful activity
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•	 Will take as given various constraints from the environment outside itself (E) 
(such as a body of law, or a finite budget)

•	 Could be stopped or changed by some person or persons (O) who can be regarded 
as ‘owning’ it

Many people find it useful, when model building, to start the process by defining 
first T and W, then the other CATWOE elements. Experience suggests, though, that 
it is still useful to write out the RD as a statement which gives a holistic account of 
the concept being modelled.

Finally, within the guidelines which CATWOE provides, it is useful to think 
ahead to the model and ask yourself: What would be the measures of performance 
by which the operation of the notional system would be judged? Thinking out what 
those criteria would be really sharpens up the thinking about the purposeful activity 
being modelled. Three criteria are relevant in every case, and should always be 
named. We need:

•	 Criteria to tell whether the transformation T is working, in the sense of producing 
its intended outcome, i.e. criteria for efficacy

•	 Criteria to tell whether the transformation is being achieved with a minimum use 
of resources, i.e. criteria for efficiency; and

Fig. 5.19  A generic model of any purposeful activity, which yields the mnemonic CATWOE
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•	 Criteria to tell whether this transformation is helping achieve some higher-level 
or longer-term aim, i.e. criteria for effectiveness

In the case of the simple fence-painting system the criteria address, respectively, 
the questions: Does this count as ‘a painted fence’ (human judgement would 
decide)? Is the painting being done with minimum use of the resources of materials 
and time (these might be expressed as costs)? and Does the painted fence enhance 
the appearance of the property (again human judgement would decide)? These three 
criteria are always independent of each other. Thus, for example, the purposeful act 
of taking a drug to relieve your headache might be efficacious if the headache goes. 
But it could be inefficient if the drug cost too much or was very slow-acting. And it 
could also be ineffective, medically, if treating the symptom of the headache was 
unwise because the headache actually signalled a more serious complaint.

These ‘three Es’ will always be relevant in building any model, but in particular 
circumstances other criteria might also apply, such as elegance (Is this a beautiful 
transformation?) or ethicality (Is this a morally correct transformation?). The judge-
ment is yours as to what criteria are needed.

	4.	 Primary Task vs. Issue-based: The final consideration in Fig. 5.19 when formu-
lating RDs prior to model building concerns RDs as a whole. Are they ‘Primary 
Task’ or ‘Issue-based’ definitions? This useful distinction (though it does not 
affect model building technique) arose through experience, like most develop-
ments in SSM. In the early days, when the legacy of Systems Engineering hung 
heavy over the new approach, the models built were always of purposeful activ-
ity of a kind that was present in the real world in the form of departments, divi-
sions, sections, etc.; that is to say it was institutionalized. Thus, if working in a 
company with functional sections – production, marketing, research and devel-
opment, etc. – we would in the early days of developing SSM make models only 
of a production system, a marketing system, an R&D system, etc. In these cases 
the boundary of the models we built would coincide with internal organizational 
boundaries. This is not ‘wrong’, but it puts limitations on the thinking of the 
team carrying out the investigation, which may go unnoticed. Every organization 
has to carry out many, many purposeful activities as it goes about its business. 
Only a few of these can be captured in the organization structure as departments, 
etc. These organizational boundaries are, in the last analysis, arbitrary, and could 
be changed.

Experience quickly showed that to stimulate the thinking of everyone involved in 
the investigation it was useful to make models of purposeful activity whose bound-
aries cut across organizational boundaries. These are ‘Issue-based’ models from 
‘Issue-based’ RDs, models whose boundaries do not coincide with organizational 
boundaries. When such models are used to ask questions in the situation, interest 
and attention are always increased. This brings in broader considerations than is the 
case with a model which accepts organizational boundaries as a given. This is 
because the questions about what departments, sections, etc. should exist, and what 
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their boundaries should be are always bound up in the power-play going on in orga-
nizations. That catches everyone’s attention!

As a generalization we can suggest one choice of Issue-based RD which is 
always worth considering. In virtually all organized human groups there will always 
be contentious issues concerned with allocating resources. This is something which 
affects all members, leads to wide discussion, and is not usually assigned as an 
activity to a particular sub-group. An issue-based model based on transforming 
unallocated into allocated resources will be worth considering as a stimulant in most 
investigations. The general rule is: never work exclusively with either Primary Task 
(PT) or Issue-based (IB) RDs. Most investigations will best feature a mixture of 
both types.

	5.	 Putting it all together – Conceptual Models: Earlier in this section, in point 2 
above, model building was described as ‘putting together the activities needed to 
describe the transforming process’, in other words defining and linking the activ-
ities needed to achieve the transforming process. Given the guidelines provided 
by PQR, an RD, CATWOE, the 3Es and PT/IB, this task should not be a difficult 
one. The only skill called for is logical thinking. The most common error – even 
among logical thinkers – is to take your eye off the root definition and start mod-
elling some real-world version of the purposeful activity being modelled. In 
work in a medium-sized manufacturing company, concerned with various issues 
regarding product distribution, it was easier for the SSM practitioners to build 
relevant models than it was for the distribution manager. He kept slipping into 
modelling the current ways of working in his department rather than the con-
cepts in RDs. If you do this, of course, you find yourself not questioning current 
practice but comparing X with X – not very profitable!

People find their own way of making the selected relevant models, but a logical 
sequence to follow, or to refer to if in difficulty, is as follows:

	1.	 Assemble the guidelines: PQR, CATWOE, the RD, etc.
	2.	 Write down three groups of activities – those which concern the thing which gets 

transformed (the ‘unpainted fence’, or the ‘health needs of the citizens of 
Coketown’, in the examples above); those activities which do the transforming; 
and any activities concerned with dealing with the transformed entity (e.g. judg-
ing if it improves the appearance of the property, in the fence-painting example); 
this will give you a cluster of activities.

	3.	 Connect the activities by arrows which indicate the dependency of one activity 
upon another; for example, you can’t use a raw material to make something 
before you’ve obtained it, so an arrow goes from an ‘obtain’ activity to the ‘use’ 
activity. In Fig. 5.7 activity 7 (paint the fence) depends upon both activities 4, 5 
and 6, since you can’t paint the fence until you’ve obtained both brush and paint 
and prepared the fence.

	4.	 Add the three monitoring and control activities, which always have the structure 
shown in Figs. 5.6 and 5.7
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Check the model against the guidelines. Ask yourself: Does every phrase in the 
RD lead to something in the model? And: Can every activity in the model be linked 
back to something in the RD or CATWOE, etc.? If the answer to both questions is 
‘Yes’, then you have a defensible model. Note that the word used here is ‘defensi-
ble’ rather than ‘correct’. This is because everyday words have different connota-
tions for different people. Competent SSM practitioners working from the same RD 
might well produce somewhat different models; this is because they are interpreting 
the words in the RD, etc. somewhat differently. The important thing is that you can 
defend your model as representing what is in your RD, PQR, CATWOE, etc. 
Figure 5.20 summarizes the model building process.

Finally, on model building, there is one more guideline worth taking seriously. 
Aim to capture the activity in the operational part of the model in ‘the magical num-
ber 7 ± 2’ activities (but do break the ‘rule’ if necessary). This famous phrase comes 
from a celebrated paper in cognitive psychology. George Miller, based on labora-
tory work, suggests that the human brain may have the capacity to cope with around 
seven concepts simultaneously. Whether or not this is true it is certainly the case that 
a set of 7 ± 2 activities can be thought about holistically. If the number seems low, 
this is not a problem. Any activity in a model can itself, at a more detailed level, 
become the source of an RD and a model. Thus, in Fig. 5.7, activity 6 (obtain paint) 
could itself be expanded into a model which set out the connected, more-detailed 
activities which together combine to constitute ‘obtain paint’ – activities concerned 
with checking out suppliers, their prices, selecting one, etc. If this model were built, 
its activities would be numbered 6.1, 6.2, 6.3, etc. since they all derive from activity 
6  in the parent model. In this way coherence is maintained no matter how many 
levels it may be necessary to go to in a particular investigation. In the authors’ expe-
rience of more than a 100 studies it has never been necessary to expand beyond two 
levels below that of the parent model, and even then expanding only a few activities 
at the lower levels.

The first model presented here, to illustrate the idea of purposeful activity mod-
els, was that in Fig. 5.7. This was presented without a Root Definition, but now that 
this has been defined (above) we can present part of the model in a more developed 
form. This is done in Fig. 5.21 which makes one particular change. It would have 
been possible to include in the ‘operations’ part of the model an activity such as 
‘ascertain the judgement about the enhanced appearance of the property’. Another 
way of bringing in the R of PQR (the higher-level, or longer-term aim of the trans-
forming process, judged by the criteria for effectiveness) is shown in Fig. 5.21. The 
monitoring and control activity has been split into two, with the monitoring for 
effectiveness having the added activity: ‘Appreciate householder’s aspirations for 
the fence painting.’ This leaves open who would make the judgement about the 
hoped-for enhancement of the appearance of the property – the householder? his or 
her partner? the neighbours? a prospective purchaser? This is probably, in this 
instance, the most elegant way of bringing all the elements in the guidelines into 
the model.
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5.5  �Practising SSM: Using Models to Structure Discussion 
About the Situation and Its Improvement

When we enter a problematical situation and start drawing rich pictures and carry-
ing out preliminary versions of Analyses One, Two and Three, we begin to build up 
what can become a rich appreciation of the situation. This appreciation – helped 
especially by the list of possible ‘issue owners’ from Analysis One – enables us to 
begin to name some models which might be helpful in deepening our understanding 
of the situation and beginning to learn our way to taking ‘action to improve’. Having 
built a hopefully relevant model or two, we are then ready to begin the structured 
discussion about the situation, and how it could be changed, which will eventually 

Fig. 5.20  A logical process for building SSM’s activity models
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lead to action being taken. The models are the devices which enable that discussion 
to be a structured rather than a random one.

In everyday situations, typical discussions among professionals are character-
ized by a remarkable lack of clarity. In a typical ‘management’ discussion in an 
organization, unless there is a chairperson of near-genius, different voices will be 
addressing different issues; different levels, from the short-term tactical to the long-
term strategic, will be being addressed; different speakers will assume different 
timescales. The resulting confusion will then provide splendid cover for personal 
and private agendas to be advanced. Use of the models to help structure discussion 
enables us to do rather better than this.

Structure to the discussion is provided by using the models as a source of ques-
tions to ask about the situation. This phase of SSM has usually been referred to as a 
‘comparison’ between situation and models, but this wording is truly dangerous if it 
is taken to imply that the discussion focuses on deficiencies in the situation when set 
against the ‘perfect’ models. The models do not purport to be accounts of what we 
would wish the real world to be like. They could not, since they are artificial devices 
based on a pure worldview, whereas human groups are always characterized by 
multiple conflicting worldviews (even within one individual!) which themselves 
change over time – sometimes slowly, sometimes remarkably quickly. (It is those 
conflicting worldviews which are the fundamental cause of the confusion in most 
‘management’ discussion.)

No, the purposeful activity models simply enable our organized discussion to 
take place. From the model we can define a set of questions to ask. For example: 
‘Here is an activity in this model; does it exist in the real situation? Who does it? 
How? When? Who else could do it? How else could it be done?’... etc. Or: ‘This 
activity in the model is dependent upon these other two activities; is it like this in the 
real situation?’ There is no shortage of possible questions, and practitioners quickly 
develop the knack of passing in a light-footed way over many possibilities and rest-
ing on those questions which are likely to generate attention, excitement or emotion. 

Fig. 5.21  A variant of part 
of the model in Fig. 5.7
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The questions can be about activities or the dependence of one activity upon another 
or upon the measures of performance by which purposeful activity is judged.

A general finding is that groups find it very difficult to answer questions derived 
from the measures of performance in a model. ‘What criteria would indicate the 
degree to which this activity (either individual, or the set of operational activities as 
a whole) is efficacious, efficient and effective?’ This is usually a difficult question 
to answer in most real-world situations, due to their complexity, but it usefully 
draws attention to the need for organized processes of monitoring, something which 
is often given scant attention in organizations of all kinds. At a broader level, the fact 
that a given model is based upon a declared (pure) worldview will draw attention to 
other, usually implicit, worldviews which may underlie what is actually going on in 
the situation. This may serve to define other relevant models worth building and also 
helps to raise the level of discussion to that at which previously taken-as-given 
assumptions are now questioned. This will usually wake up anyone who is sleep-
walking through the discussion, not least because differences of worldview always 
provoke feelings, not simply mental activity. (Also, incidentally, experience in 
developing SSM suggests that the stimulation of emotion is probably, for most peo-
ple, a powerful trigger for significant learning to occur.)

In practice, several ways of conducting the questioning of the situation have 
emerged. An informal approach is to have a discussion about improving the situa-
tion in the presence of the models. If some relevant models are on flip charts on the 
wall, they can be referred to and brought into the discussion at appropriate moments. 
This has been found useful in situations in which detailed discussion of the SSM 
approach is inappropriate or is not feasible for cultural reasons. It was effective in a 
situation in a giant publishing/printing company which was characterized by an 
operation – publishing, printing and selling consumer magazines – which combined 
two very separate cultures who found it difficult to appreciate each other’s worlds. 
The editor/publisher culture contained people very different from those in the print-
ing culture, though they worked in the same company. Models which related to the 
whole operation of commissioning material, editing and assembling magazine 
issues, printing them and marketing them, proved useful here as a background, 
rather than as a source of specific detailed questioning. They were on flip charts on 
the wall, and could be referred to during discussion.

A more formal approach, probably the most commonly used, is to create a chart 
matrix as in Fig. 5.22. The model provides the left-hand column, consisting of activ-
ities and connections from the model, while the other axis contains questions to ask 
about those elements (which may vary depending on the investigation underway). 
The task is then to fill in the matrix by answering the questions.

An important warning here is that this process should not be allowed to become 
mechanical drudgery. This is where a light-footed approach is needed, glancing 
quickly at many activities and questions, making judgements, and avoiding getting 
bogged down. Experience quickly develops this craft skill. In fact, experience sug-
gests that this business of seeking to avoid plodding through every cell in the matrix 
itself helps develop insights into ‘the real issues in this situation’ – though such 
judgements have to be tested.

5  Soft Systems Methodology



238

A third way of using models to question reality is to use a model as a basis for 
writing an account of how some purposeful action would be done according to the 
model, and comparing this story, or scenario, with a real-world account of some-
thing similar happening in the real world. For example, work with SSM was carried 
out in a chemical company which treated every plant start-up as if it were the first 
they had ever carried out. It was very useful in that situation to make a basic generic 
model of ‘a system to start up a new chemical plant’ and then write a story from this 
pure (instrumental) model which could be compared with the real-world stories of 
previous plant start-ups, usually stories of delays and cock-ups.

The company was right in saying that every plant start-up revealed unique fea-
tures. But this work also showed that it was useful to have a generic model to hand 
when planning for a new start-up. This model could then be enriched by new experi-
ences, so that the chance of future surprises in plant start-up could be diminished.

Figure 5.23 summarizes different ways of using models in the context of SSM as 
a whole.

Fig. 5.22  A formal process for using models to question the real-world situation
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Whichever way the models are used to structure discussion, the aim is the same: 
to find a version of the real situation and ways to improve it which different people 
with different worldviews can nevertheless live with. Outside of the arbitrary exer-
cise of power, this is the necessary condition which must be met in any human 
group if agreed ‘action to improve’ is to be defined.

Fig. 5.23  The role of 
models in SSM 
summarized
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5.6  �Practising SSM: Defining ‘Action to Improve’

When describing the discussion/debate in SSM, much – perhaps most – of the sec-
ondary literature about the approach makes a remarkable and fundamental error. It 
assumes that the purpose of the discussion/debate is to find consensus. It is a 
‘remarkable’ mistake in that anyone who had read the primary literature with care 
would not make it, and it is ‘fundamental’ because, in order to cope with the com-
plexity of human affairs, SSM uses a much more subtle idea than ‘consensus’. It 
works with the idea of finding an accommodation among a group of people with a 
common concern. This does not abandon the possibility of consensus; rather it sub-
sumes it in the more general idea of accommodation. A true consensus is the rare, 
special case among groups of people, and usually occurs only with respect to issues 
which are trivial or not contentious; issues which people do not feel particularly 
strongly about. In the general case, however, because individuals enter the world 
with different genetic dispositions and then have different experiences in the world, 
there will always be differences of opinion resulting from different worldviews. So, 
if a group of people are to achieve agreed corporate action in response to a problem-
atical situation, they will have to find an accommodation. That is to say they will 
have to find a version of the situation which they can all live with. These accom-
modations will of course involve either compromise or some yielding of position. A 
compromise may give no member of the group all they personally would look for in 
action to improve the situation. But finding an accommodation is usually a neces-
sary condition for moving to deciding ‘what we will now do’ in the situation.

The idea of finding accommodations is probably most familiar to us in our per-
sonal lives. Any family, as long as it is not of the classic Victorian kind, run by a 
(male) tyrant who decides everything, will have to continually find versions of the 
family situation which the different members can accept and live with. This is a 
necessary characteristic if families are to stick together over a long period. But the 
idea is also relevant to our professional lives, and to public life. A dramatic illustra-
tion of the latter is provided by some British political history. In the UK in the 1970s 
there were a number of major strikes in the coal industry, the disputes usually 
involving pay. One of those strikes lasted for a year. Now, the interesting thing about 
these disputes was that they were conducted within an accommodation between the 
two sides, the Coal Board and the National Union of Miners (NUM). Although the 
miners were on strike, members of the NUM nevertheless went down every mine in 
the country, every day, in order to keep the pumps running, since if you don’t con-
tinuously pump water out of a coal mine you lose the mine. Although both sides 
regretted, but were prepared to have the dispute, there was an accommodation 
between them at a higher level: neither was prepared to live with the idea of the 
conflict destroying the whole industry. (It took political action to do that some 
years later!)

This view taken within SSM – that consensus is rare in human affairs, due to 
clashing worldviews – is not to be regretted. Clashing worldviews, always present, 
are a source of strong feelings, energy, motivation and creativity. If you find that the 
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models you’ve built are not leading to energetic discussion, abandon them and for-
mulate some more radical Root Definitions.

As discussion based on using models to question the problematical situation pro-
ceeds, worldviews will be surfaced, entrenched positions may shift, and possible 
accommodations may emerge. Any such accommodation will entail making changes 
to the situation, if it is to become less problematical, and discussion can begin to 
focus on finding some changes which are both arguably desirable and culturally 
feasible. In practical terms it is a good idea not to try and discuss the abstract idea 
‘accommodation’ directly. It is best approached obliquely through considering what 
changes might be made in the situation and what consequences would follow. The 
relations between accommodations, consensus and changes is summarized in 
Fig. 5.24, and the practical way forward in seeking accommodation is by exploring 
possible changes and noting reactions to them.

In doing this it is best to think richly about change in human situations, separat-
ing the concept into three parts for analytical purposes, even though any significant 
change in real situations will usually entail all three elements. These are: making 
changes to structures; changing processes or procedures; and changing attitudes.

Obviously the easiest element to change is structure, which can often be done by 
decree through the exercise of legitimate power. Researchers have noted, for exam-
ple, that large organizations tend to reorganize themselves structurally about every 
18 months to 2 years. In the UK, governments have imposed structural change upon 
the National Health Service more than 20 times since it was established in 1948. 
That is the easy part, for governments. But of course new structures usually require 
both new processes and new attitudes on the part of those carrying out the processes 

Fig. 5.24  Seeking accommodations or (rarely) consensus by exploring implications of possible 
changes
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or being affected by them. Organizations (and governments) find it much harder to 
think out the necessary new processes; and no one can be sure, in a unique social 
situation, about what to do to change attitudes in a particular direction. (In our cur-
rent culture, obsessed with economics, the usual mechanism for trying to change 
attitudes is to provide material incentives, but this reflects acceptance of a bleak 
model of human beings as creatures responding only to sticks and carrots. Human 
beings are more complex than that.)

Figure 5.25 illustrates the stance on ‘change’ taken within SSM. It represents a 
reminder of things to think about when considering changes which are both desir-
able and feasible. It is self-explanatory, but two points are worth making. There is a 
question concerning the ‘enabling action’ which may be necessary if a potential 
change is to be accepted. This recognizes the social context in which any change 
will sit. Because of this context, introducing the change may require other action, 
enabling action, which is not directly part of the change itself. For example, when 
working within the UK National Health Service for the first time, in the early 1970s, 
the authors quickly found that in an acute hospital no proposed change would get 
accepted unless it had the support of senior hospital consultants. Shifts in the dispo-
sition of power have now modified that, but at that time in the history of the NHS, 
enabling action to secure the support of senior doctors was essential if any change 
of any kind was to occur in a hospital! The second point concerns trying to define 
the criteria by which a change can be judged as ‘completed’ and ‘successful/unsuc-
cessful’. This point has already been made above in connection with asking about 

Fig. 5.25  SSM’s stance on introducing change in human situations
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‘monitor-and-control’ activities in a real situation: well worth doing, but don’t 
expect people in the situation to have any ready answers.

As we come to the end of this section’s exposition of a ‘fleshed-out’ account of 
SSM, the discussion has become less detailed, in the sense that there are more 
detailed guidelines for finding out about a real-world situation, and building models 
used to question it, than there are for taking action to improve the situation. This is 
inevitable, and is due simply to the fact that no human situation is ever exactly the 
same as any other. Once we start exploring the real complexity of a human situation, 
not simply its logic, then formulae, algorithms and ready-made solutions are not 
available. Even guidelines become fewer. That being so, it seems helpful to give 
here, a real example of these ideas about change in action.

In the work mentioned earlier in the publishing-printing industry, the company 
carried out both of these major activities in selling a large range of consumer maga-
zines. Publishing and printing were organizationally separate, and were in the hands 
of two very different cultures: on the one hand ‘media-folk’, on the other ‘technolo-
gists’. There were many issues in the company concerning investment, pricing, and 
the placing and scheduling of work. For example, the printers thought of themselves 
as ‘jobbing printers’, making no distinction between printing one of the company’s 
titles or that of a competitor. Publishers had ill-defined freedom to print within the 
company or externally. There were many rows about ‘where to print’, for example. 
This was an occasion in which the least-formal way of using models to question the 
situation was used: discussion in the presence of the models, which were on flip 
charts on the walls. In the discussion stimulated by the models the end point finally 
reached, subsequently approved by the board, was that there should be structural 
change. A new unit within the company was set up. This unit was centrally placed, 
and was staffed (part-time – it was not permanently in session) by people from both 
publishing and printing. This structural change was just about culturally feasible 
(where a fully integrated magazine-producing operation was out of the question) 
and the processes within the new unit were defined. As far as changes of attitude 
were concerned, the chief executive, who understood the difficulties of forcing 
change of that kind, wrote in the in-house company ‘newspaper’: ‘Primarily the new 
unit is concerned with trying to develop a more effective relationship between our 
publishers and printers.’ He was hoping that each of the two cultures would, through 
working together on some issues, begin to see the world through the eyes of the other.

5.7  �Practising SSM: The Whole SSM Learning Cycle 
Revisited (Seven Principles, Five Actions)

We can now summarize the whole learning cycle of the SSM approach. In a concise 
account of SSM, which is as spare as we can make it, seven principles lead to five 
actions. These are based only on findings which, through many experiences over a 
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long period, always turned out to be helpful. They are the end product of the several 
hundred cycles through the LUMAS model (Fig. 5.3).

The seven principles which underlie SSM are set out first.

	1.	 The idea ‘real-world problem’ is subsumed in the broader concept of ‘real-world 
problematical situation’; that is to say, a real situation which someone thinks 
needs attention and action.

	2.	 All thinking and talking about problematical situations will be conditioned by 
the worldviews (Weltanschauungen) of the people doing the thinking and talk-
ing. These worldviews are the internalized taken-as-given assumptions which 
cause us to see and interpret the world in a particular way (one observer’s ‘ter-
rorism’ being another’s ‘freedom fighting’).

	3.	 Every real-world problematical situation will contain people trying to act pur-
posefully, with intent. This means that models of purposeful activity, in the form 
of systems models built to express a particular worldview, can be used as devices 
to explore the qualities and characteristics of any problematical human 
situation.

	4.	 Discussion and debate about such a situation can be structured by using the 
models in (3) as a source of questions to ask about the situation.

	5.	 Acting to improve a real-world situation entails finding, in the course of the dis-
cussion/debate in (4), accommodations among different world-views. An accom-
modation entails finding a version of the situation addressed which different 
people, with different worldviews, can nevertheless live with.

	6.	 The inquiry created by principles (1)–(5) is in principle a never-ending process 
of learning. It is never-ending since taking action to improve the situation will 
change its characteristics. It becomes a new (less problematical) situation, and 
the process in (3), (4) and (5) could begin again. Learning is never finished!

	7.	 Explicit organization of the process which embodies principles (1)–(6) enables 
and embodies conscious critical reflection about both the situation itself and also 
about the thinking about it. This reflection which leads to learning, can (and 
should) take place prior to, during and after intervening in the situation in order 
to improve it. The process thus itself virtually ensures reflective practice by those 
who make use of it. Once the practitioner has internalized the SSM process, so 
that he or she no longer has to stop and ask questions about it (‘Remind me again 
what did PQR stand for?’) then reflective practice becomes built-in too. The 
SSM user becomes a reflective practitioner.

These seven principles clearly underlie the four actions which define the classic 
shape of SSM in Fig.  5.9: finding out about a problematical situation; making 
models relevant to exploring it, based on different worldviews; questioning the situ-
ation using the models, in order to find desirable and feasible change; and defining/
taking action to change the situation for the better. The seventh principle itself 
defines a fifth action which ensures cycling round the primary four, namely critical 
reflection on the whole process. This fifth action is at a different level from the other 
four. It is about the other four, i.e. at a meta-level. It is the activity which ensures 
that the lessons learned are captured, in the way that the LUMAS model of Fig. 5.3 
indicates. Figure 5.26 expresses these five activities at their two levels.
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Finally, in completing this more detailed account of SSM, it is worth re-
emphasizing some of its core ideas. It does not seek ‘solutions’ which ‘solve’ real-
world problems. Those ideas are a mirage when faced with real-life complexity, 
with its multiple perceptions and agendas. Instead SSM focuses on the process of 
engaging with that complexity. It offers an organized process of thinking which 
enables a group of people to learn their way to taking ‘action to improve’; and it 
does that by means of a well-defined, explicit process which makes it possible to 
recover the course of the thinking which leads to action. This makes sure that every 
use of the approach produces learning which will accumulate over time, leaving the 
user better equipped to cope with future complexities.

5.8  �Reflection

In this short finale we reflect on some aspects of Soft Systems Methodology prac-
tice. First we look at the issue of practice skills. Then we suggest some features of 
the appropriate mindset when approaching SSM.  Finally, we provide a diagram 
summarizing SSM as a whole, Fig. 5.29.

Fig. 5.26  The five activities which flow from SSM’s seven principles
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5.8.1  �Craft Skills in SSM Use

It is not easy to talk or write clearly and explicitly about craft skills, for the phrase 
conveys the idea of something which cannot be pinned down explicitly, something 
rather mysterious which cannot be completely analysed. Craft skills can be acquired 
through experience, but cannot entirely be taught, not in the way that ‘How to solve 
simultaneous equations’ or ‘How to set up a website’ can. The response to this in 
everyday life is the idea of ‘apprenticeship’. The would-be young potter works 
alongside the skilled potter and eventually may be able to produce high-quality pots, 
having absorbed much from his or her mentor in terms of both explicit and tacit 
(unexpressed) knowledge. Now, we are not claiming that apprenticeship is neces-
sary to become a competent SSM practitioner. There are many examples of people 
who have made excellent use of SSM based on written accounts of it. But we use 
this example to illustrate the fact that the process of using a methodology is much 
richer than the biff-bang application of a technique. What we are claiming is that 
with experience the user of SSM will both find a way of using the methodology that 
they are personally comfortable with (which fits with their cast of mind) and 
improve their use of SSM as experience accumulates.

Meanwhile we can offer some advice from experience which may help with the 
process of internalizing SSM, so that attention can be directed wholly to the situa-
tion addressed, rather than addressed to the methodology. Progress in that is sig-
nalled by no longer having to ask such questions as: Remind me again, what was the 
difference between Primary-task and Issue-based Root Definitions? Get over that 
hurdle and you can really begin to use the methodology effectively. In fact worrying 
about the methodology or its tools can hinder the learning process. The best advice 
about SSM is: dive in, tackle real situations and learn about SSM along the way.

The craft skills in SSM use are thinking skills, rather than physical skills, and so 
can be thought about while sitting at a desk, going for a walk or lying in the bath. 
Here, from experience are some remarks about the practitioner state of mind which 
will make it easier to develop SSM’s craft skills.

1.	 Always remain conscious of the fact that the process in which the user of SSM is 
engaged is one of addressing a complex human situation, mentally, by the con-
scious organized use of particular ideas and principles in order to achieve sense-
making, as shown in Fig. 5.27

This implies what is probably the key step in really understanding SSM and its 
use: grasping that the user in Fig. 5.27 is consciously thinking about his or her own 
thinking. This ‘meta-level’ thinking is not all that common. Some extremely intel-
ligent people go through life in the stance shown as (a) in Fig. 5.28, never thinking 
about themselves as thinkers.

They perceive complexity in the world outside themselves and, at the same men-
tal level as that perception, think ‘I could do this, that, or the other…’.

The experienced SSM user is in the stance shown as (b) in Fig. 5.28. This lifts the 
thinking to a level above that of simply perceiving the complexity. It lifts it to a 
meta-level, and makes the user able to inspect their own thinking and then think 
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about it. It is this shift from stance (a) to stance (b) which increases the richness of 
thinking and enables insights to emerge and formula-driven thinking to be avoided. 
It is the (a) to (b) shift which turns a practitioner into a reflective practitioner and 
define SSM as an articulation of reflective practice.

	2.	 Banish all thought of finding a permanent ‘solution’ or the optimum way of 
doing something in any human situation. No such situation is ever exactly like 
another; nothing ever happens twice in human situations, not in exactly the same 
way, and no such situation is ever static. (If ‘a problem’ can be stated as if human 
situations were unchanging, then you are dealing not with the unique [human] 
features of a situation but only with the logic of a situation – which may well 
apply to a general class of problem. For example if ‘the problem’ is ‘where to 

Fig. 5.27  SSM’s basic stance – using a particular set of principles and ideas to make sense of real-
world complexity

Fig. 5.28  SSM, as reflective practice, entails consciously thinking about your own thinking, i.e. 
moving to stance (b)
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site the new warehouse, given the shape of our market’, then the depot-location 
algorithm from 1960s Management Science may help. But do remember that the 
actual location of the new warehouse may be decided on the basis of human 
judgements which are far from rational.)

	3.	 Try not to impose a structure on the situation. Rather, let it ‘speak to you’ as you 
tease out the strands of thinking within it. The attitude to adopt is that implied by 
the Scottish phrase ‘I hear you’. This means withholding judgement, neither 
approving nor disapproving of what you find but allowing the situation to reveal 
its patterns. And know that this pattern can (probably will) change within the 
course of an investigation. So, be positive in forming judgements about the situ-
ation but tentative about hanging on to those judgements. Also, revisit your 
thinking continually to see how both the situation and your thinking about it is 
changing.

	4.	 Remember that no methodology can do your thinking for you, and lead inevita-
bly to a unique and successful outcome. What it can do is structure your think-
ing, or that of a team carrying out an investigation, so that you and/or the team’s 
capabilities are used to the full. Also, in the team case, it will enable a group of 
people to become a real team much more easily than would be the case if no 
declared methodological principles were being followed. In virtually all case 
studies undertaken by the authors, SSM acted in this way, providing shared  
concepts and a shared language which helped team coherence. In one example, 
a team of civil servants and outside consultants carried out an SSM-based study 
of the personal taxation arrangements in the UK. An SSM (p) model of ‘a system 
to do the study’ was built at the start, based on the study’s terms of reference, 
which were treated as a Root Definition. It was used continually as a sense-
making device as the study unfolded (rather than as a plan), and ensured that 
there were no communication issues in the disparate but united team.

	5.	 When facilitating an investigation being carried out by people in the situation, 
always keep in mind that your aim is to give away the approach being used to the 
people in the situation itself. Don’t hang on to ownership. In the rethinking of the 
role of Shell’s manufacturing function, an investigation was truly carried out, 
with facilitating help, by the participants in the workshops, not only by the facili-
tators. In the rethink of an Information and Library Services Department the 
three members of the department who were seconded to carry out the study part-
time wished to give the internal presentation on the finished work without help 
from the facilitators. This was an important signal that the higher-level aim of the 
study (to increase the department’s ‘problem solving skills’) was being achieved.

	6.	 Be ready to be surprised by the turns which the investigations take. As world 
views are surfaced and questioned there is no knowing which way the work will 
go, or what the final outcome will be. In some work with a publishing and print-
ing corporation the outcome of structural change was in no way envisaged at the 
start of the work. Outcomes derive from no formula, they arise from the idiosyn-
crasies of the situations addressed. They derive in part from the always-present 
tension between the glorious mix of altruistic behaviour directed to group aims 
and the selfish pursuit of personal agendas which is never absent from human 
affairs.
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	7.	 Be aware that the action emerging as desirable and feasible from an investigation 
will frequently not be implementable by those undertaking the study, who may 
not have the necessary power. Because of this the investigators need continually 
to be making judgements about possible outcomes and asking themselves who 
would be in a position to cause or authorize action to be taken. Then make sure 
that those people are as closely involved as possible in the course of the investi-
gation. It may not be possible to draw them into participation (they may well be 
senior people with wide agendas and full diaries); but as a minimum make sure 
that the outcome of an investigation does not come as a big surprise, out of a 
clear sky. Take whatever enabling action is necessary to avoid that.

	8.	 Don’t let the work done as part of an investigation ever feel like ‘work’, grinding 
along under grey skies. If it does feel like a grind, rather than an intellectual 
adventure, then stir things up. Try some outrageous Root Definitions, redefine 
CATWOE elements, think of new possible (if improbable) ‘issue owners’ in 
Analysis One. Do whatever you have to do to recapture zest. SSM should never 
feel like a grim or plodding experience; it should always be fun, serious fun, and 
a rewarding experience.

5.8.2  �Approaching SSM: The Mindset

It is not very usual in Western thought to devote much attention to thinking about 
thinking. In most subject areas the focus is always on the substantive content, while 
‘how to think about this’ is neglected. It is assumed that serious attention to the 
subject matter will somehow also inculcate ‘how to think about it’ by some kind of 
osmosis. However, the output generated by SSM’s 30-year programme of action 
research in problematical real-life situations was precisely an explicit way of think-
ing about, and hence a process for dealing with, the kind of complexity found in 
human affairs. (The unusual nature of this outcome is probably what can make it 
difficult for some people to understand it.) The nature of SSM as a methodology 
implies a particular view of social reality but also implies that a would-be user 
should approach it in a particular frame of mind, which is summarized here in seven 
pieces of advice.

•	 Reflect on the fact that most discussion in human situations is of poor quality. 
Different topics interact, participants speak at different levels (from tactical to 
strategic) and bring different judgements to bear, based on different (unacknowl-
edged) worldviews.

•	 Know that SSM can make such discussion much more coherent, and will deepen 
the level of thinking due to its surfacing of worldviews, since these govern how 
issues are both perceived and judged.

•	 Accept that no methodology can on its own lead to some first-rate outcome, but 
know also that even rough-and-ready use of SSM will improve the quality of the 
thinking of the participants and increase the quality of the discussion which they 
generate.
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•	 Know that methodology should be treated for what it is, a set of principles which 
need to be tailored to a method for this situation with these participants, with 
their history, now. And remain oriented to the problem situation, not to the meth-
odology, using SSM for making sense of real-life complexity.

•	 Know that the best way to learn about SSM is to use it, however crudely you do 
this at first.

•	 Know, when having a go at using it, that its principles are very resilient, capable 
of standing up to a good deal of rough use. (Models which might not get high 
marks in a university exam can, in real life, be helpful!)

•	 Know that the understanding of a situation gained through use of SSM is not 
gained for its own sake, but to become a spring for action. This is an action-
oriented approach.

Given the frame of mind outlined above, any problematical situation in human 
affairs may be tackled with some confidence.

The outcome of any use of SSM will depend upon a number of factors whose 
effects cannot easily be disentangled. These include: the characteristics and abilities 
of the people carrying out the investigation; the characteristics of the situation as 
perceived by those who care about it; and the methodology itself. To this we can add 
that the very best uses of the approach seem to exhibit a certain style. At the end of 
the 1990 book describing twelve uses of mature SSM (Peter Checkland and Jim 
Scholes, SSM in Action [John Wiley and Sons, Ltd]), this was stated in the follow-
ing terms:

The very best uses of SSM seem always to exhibit a certain dash, a light-footedness, a deft 
charm. In this sense the role of the approach is akin to that of the cavalry in nineteenth 
century war: it can add a certain tone to what might otherwise be a vulgar brawl (p. 302).

To this we can add that the confidence which comes from SSM once it is inter-
nalised can help you, in the midst of the turmoil of everyday life, to demonstrate one 
highly desirable and productive end: grace under pressure.

Figure 5.29 is a one-page aide-memoire of the key elements in SSM’s learning 
cycle, and their relationships within the whole. Good luck with it!

Postscript
(J Scholes, K Stutchbury, PB Checkland, I Cammack, and D Brown)

This postscript provides an opportunity to summarise 50 years in the continuing 
development and application of Soft Systems Methodology (SSM). In 1969 the then 
newly formed Department of Systems Engineering at Lancaster University started 
an action research programme applying systems ideas to real world problem situa-
tions in a variety of external organisations and situations. Set up as projects, led by 
academics and staffed by post-graduates, over 300 well documented interventions 
were undertaken to help bring about improvements in the real world and enable les-
sons to be learned which would support the further development of systems ideas 
and their practical application.
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Fig. 5.29  A basic outline of soft systems methodology
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At the time of writing, now nearly 50 years on, we can judge these early efforts 
to have been successful. It is noteworthy that use of SSM continues to grow; and 
that it is cited in many hundreds of peer reviewed academic publications every year. 
Nowadays, it seems that SSM’s widespread adoption by practitioners around the 
world, as evidenced through publications, proceeds more rapidly than new aca-
demic development of its theoretical foundations and principles.

It is perhaps worth highlighting the variety of fields in which SSM has been 
applied. Developed through work in the public and private sectors, in European set-
tings, it continues to find applications in both as well as in fields such as sustainable 
development, knowledge management, project management and many more. The 
reach is global, with interest in China, Russia, Latin America, Africa and Australia. 
The strength of SSM perhaps comes from the clarity of the methodology and its 
adaptability for new contexts.

Passage of time and, in particular, the opportunity we now have for longitudinal 
reflection about the lessons learned from the ongoing evolution of theory and  
the practice over five decades enables us to provide a succinct perspective on the 
journey of SSM to date and, perhaps, its future application as illustrated at 
Fig. 5.30 below.

Soft Systems
Methodology in Action

Checkland & Scholes 1990

© Dr J Scholes 2019 All Rights Reserved

Evolution through practice: the ongoing development of Soft Systems Methodology (SSM) in outline

The World of SSM Theory
Exemplified by academics and their publications

The World of
SSM Practice

Exemplified by practitioners
and their application

of theory

The groundless relationship
between theory and practice

Expressed over time

In 1969 Lancaster University’s 
Department of Systems Engineering 

begins an Action Research programme 
with teams of staff and post graduate 
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‘00s of “projects”
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Two themes emerge from recent applications. First, the increasing use of SSM as 
an end to end process management approach; for example, the work of Proches and 
Bodhanya (2015) on sugar production in South Africa, and patient discharge pro-
cess in a UK hospital (Emes et al. 2018). Common to these are the complexities 
caused by multi-actor process chains when coupled with different perspectives on 
the actual process. Subtle alterations to the tools of SSM can be used to support 
community development amongst, for example, indigenous peoples New Zealand 
(Brocklesby and Beall 2018), or for resolving long-standing conflict resolution 
amongst communities, such as found in Afghanistan (McLellan and Blanchard 
2018). Radical approaches to the use of SSM tools are continually being developed; 
such as converting Rich Pictures to musical compositions as part of endeavours to 
support inner city transport planning (Bell et al. 2018). Second, and more generi-
cally, ideas from SSM have strongly influenced and informed alternative construc-
tivist approaches to professional practices including, for example, systemic action 
research (Burns 2014) and systemic action inquiry (Ison 2017).�
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Chapter 6
Critical Systems Heuristics: The Idea 
and Practice of Boundary Critique

Werner Ulrich and Martin Reynolds

Abstract  Critical systems heuristics (CSH) is a framework for reflective profes-
sional practice organised around the central tool of boundary critique. This chapter, 
written jointly by the original developer, Werner Ulrich, and Martin Reynolds, an 
experienced practitioner of CSH, offers a systematic introduction to the idea and use 
of boundary critique. Its core concepts are explained in detail and their use is illus-
trated by means of two case studies from the domain of environmental planning and 
management. A particular focus is on working constructively with tensions between 
opposing perspectives as they arise in many situations of professional intervention. 
These include tensions such as ‘situation’ versus ‘system’, ‘is’ versus ‘ought’ judge-
ments, concerns of ‘those involved’ versus ‘those affected but not involved’, stake-
holders’ ‘stakes’ versus ‘stakeholding issues’, and others. Accordingly, boundary 
critique is presented as a participatory process of unfolding and questioning bound-
ary judgements rather than as an expert-driven process of boundary setting. The 
paper concludes with a discussion of some essential skills and considerations 
regarding the practice of boundary critique.

6.1  �What Is Critical Systems Heuristics (CSH)?

The systems approach begins when first you see the world through the eyes of another. 
(C.W. Churchman 1968/79, p. 231)

We do not need the systems concept at all if we are not interested in handling systems 
boundaries critically. (W. Ulrich 1996/2014, p. 17)
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Critical systems heuristics (CSH) as developed by one of the authors (Ulrich 1983) 
is a philosophical framework to support reflective practice. In its most simple 
formulation, CSH uses a set of 12 questions to make explicit the everyday judge-
ments on which we rely (consciously or not) to understand situations and to design 
systems for improving them. Table 6.1 describes the 12 questions.

The precise nature and use of these so-called boundary questions will be 
explained later. For now we can briefly summarise three basic reasons for raising 
them and hence, three reasons for using CSH.

	1.	 Making sense of situations: understanding assumptions and appreciating 
the bigger picture

The boundary questions try to make sense of a situation by making explicit the 
boundaries that circumscribe our understanding. Such boundaries inform all our 
thinking about situations and systems; they constitute what in CSH we call our ‘ref-
erence systems’ (a concept to be introduced a little later). Broadly speaking, the 

Table 6.1  The boundary categories and questions of CSH

Boundary judgements informing a system of interest (S)
Sources of 
influence

Social roles 
(Stakeholders)

Specific concerns 
(Stakes)

Key problems 
(Stakeholding issues)

Sources of 
motivation

1. Beneficiary
Who ought to be/is 
the intended 
beneficiary of the 
system (S)?

2. Purpose
What ought to be/is the 
purpose of S?

3. Measure of 
improvement
What ought to be/is 
S’s measure of 
success?

The  
involved

Sources of 
control

4. Decision maker
Who ought to be/is 
in control of the 
conditions of 
success of S?

5. Resources
What conditions of 
success ought to be/are 
under the control of S?

6. Decision 
environment
What conditions of 
success ought to be/
are outside the control 
of the decision maker?

Sources of 
knowledge

7. Expert
Who ought to be/is 
providing relevant 
knowledge and 
skills for S?

8. Expertise
What ought to be/are 
relevant-knowledge and 
skills for S?

9. Guarantor
What ought to be/are 
regarded as assurances 
of successful 
implementation?

Sources of 
legitimacy

10. Witness
Who ought to be/is 
representing the 
interests of those 
negatively affected 
by but not involved 
with S?

11. Emancipation
What ought to be/are the 
opportunities for the 
interests of those 
negatively affected to 
have expression and 
freedom from the 
worldview of S?

12. Worldview
What space ought to 
be/is available for 
reconciling differing 
worldviews regarding 
S among those 
involved and affected?

The  
affected

Adapted from Ulrich (1996, p. 44)
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boundary questions may be understood to cultivate a more holistic awareness of 
situations with regard to these wide-ranging issues:

–– Values and motivations built into our views of situations and efforts to ‘improve’ 
them

–– Power structures influencing what is considered a ‘problem’ and what may be 
done about it

–– The knowledge basis defining what counts as relevant ‘information’, including 
experience and skills; and

–– The moral basis on which we expect ‘third parties’ (i.e., stakeholders not involved 
yet in some way concerned) to bear with the consequences of what we do, or fail 
to do, about the situation in question.

In CSH, these four dimensions of problems or problem situations are called sources 
of motivation, of control, of knowledge and of legitimacy, respectively (see column 
‘sources of influence’ in Table 6.1). In sum, the 12 questions prompt an understand-
ing of the ‘bigger picture’.

	2.	 Unfolding multiple perspectives: promoting mutual understanding

The boundary questions (hereafter referred to as CSHq1–12) often reveal diverg-
ing judgements as to what aspects of a situation ought to be/are part of the picture 
that people make themselves of it and what other aspects ought to be/are left out. 
CSH calls these judgements boundary judgements. They offer a way to examine how 
we frame situations. When people talk about situations, it often happens that their 
views differ simply because they frame the situations differently; more often than 
not, people are unaware of this source of misunderstanding and conflict, and even if 
they are vaguely aware of it they do not know how to examine its influence systemati-
cally. Thus seen, CSH offers a tool for understanding the multiple perspectives peo-
ple bring into situations. By examining the different underlying boundary judgements, 
we can better understand people’s differences and handle them more constructively.

As Table 6.1 suggests, we can identify and examine boundary judgements by 
asking different kinds of questions. First, for each boundary category there are two 
modes of question, a normative, ideal mode (i.e., what ‘ought’ to be…) contrasting 
with a descriptive, more realistic mode (what ‘is’ …). Second, judgements can be 
contrasted among the four stakeholder groups associated with the four sources of 
influence. So the set of judgements relating to intended beneficiaries (CSHq1–3) 
can be compared with those relating to decision makers (CSHq4–6), or experts 
(CSHq7–9), and/or witnesses (CSHq10–12). Third, at a more generalised level of 
analysis, judgements can be contrasted between those stakeholders ‘involved’ in the 
system design (CSHq1–9) and those’affected’ by its consequences but not involved 
(CSHq10–12). Fourth and last, moving onto an even further generalised level, we 
can review an entire set of boundary judgements (CSHq1–12) associated with any 
one reference system in the light of another set of boundary judgements belonging 
to a different reference system. It is at this last level of contrast that we can best 
begin to appreciate the phenomenon of people talking at cross purposes or talking 
past each other. Put quite simply, such arguments occur because people are using 
different reference systems. CSH helps to reveal such practice.

6  Critical Systems Heuristics: The Idea and Practice of Boundary Critique



258

	3.	 Promoting reflective practice: analysing situations – and changing them

The boundary questions support first of all an analytical focus on understanding 
situations, by revealing to ourselves and to others the boundary judgements at work 
and allowing everyone to understand their implications. Such understanding then 
also enables a practical focus on ways to improve a situation, by engaging with 
people having different perspectives. The aim in both cases is to enable reflective 
practice, in a way that reaches beyond the usual, mainly psychological-introspective 
understanding of the concept (see Ulrich 2000, 2008). Beyond supporting us (say, 
as professionals or managers involved in an intervention) in disclosing and review-
ing our boundary judgements, CSH also supports uninvolved people in uncovering 
undisclosed boundary judgements imposed on them by not so reflective profes-
sional or managerial practice. The boundary questions can thus also be used with an 
emancipatory focus  – allowing people to make their own authentic boundary 
judgements.

Before examining how CSH can be used in pursuing these three endeavours, it 
may be helpful to situate CSH in the two main traditions of thought on which it 
draws. The first is the tradition of systems thinking of which the work of C. West 
Churchman (1968/79, 1971, 1979) is representative. The widely cited remark of 
Churchman opening this chapter invites the question of the lens through which one 
might see the world differently. In CSH such a lens is referred to as a reference 
system – a conceptual device circumscribed by the 12 boundary categories, which 
in turn are defined in Table 6.1 by the boundary questions for which they stand. 
While Churchman preferred to envisage systems as real-world entities, he neverthe-
less provided the initial foundation categories adapted later for delineating a CSH 
reference system. He first identified nine ‘necessary conditions’ (approximately 
aligned with CSHq1–9) for conceiving of anything as a system in his book The 
Design of Inquiring Systems (Churchman 1971, p. 43), and later extended these to 
12 ‘planning categories’ in a book entitled The Systems Approach and Its Enemies 
(Churchman 1979, p. 79f.). The three additional conditions are ‘systems philoso-
phers’, ‘enemies of the systems approach’ and ‘significance’; Churchman under-
stands them to raise issues related to the significance of a systems perspective as 
distinguished from the partial (because non-holist) perspectives of the ‘enemies’ 
(i.e., politics, morality, religion and aesthetics; cf. Churchman 1979, p.  80 and 
p. 156). In strict CSH terms, they are critical ‘ideas’ for meta-level reflection about 
the meaning of a systems approach, rather than ‘categories’ for mapping any spe-
cific system (which is why CSHq10–12 are defined differently, as categories that are 
indeed constitutive of systems).

Despite this difference of understanding, Churchman’s theme of the ‘enemies’ 
pointed the way to CSH’s notion of boundary critique, in an effort to give a precise 
methodological meaning to his credo ‘know (and love) thy enemy’. It also engen-
dered an important heuristic device of CSH, the idea of maintaining tensions 
between contrasting perspectives for critical purposes; “we have to maintain the 
contradiction or else we allow ourselves to be overwhelmed by the consistent” 
(Churchman 1968/79, p. 229/230; Ulrich 1983, p. 275; Reynolds 2005, p. 542).
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The second main tradition picked up in CSH is the tradition of practical philoso-
phy. This comprises two largely independent strands of philosophical thought. On 
the one hand, there is the tradition of American philosophical pragmatism as rooted 
in the works of Charles Peirce (1878), William James (1907) and John Dewey 
(1925). On the other hand there is the European tradition of critical social theory as 
found particularly in the works of Jurgen Habermas (e.g. 1972 and 1984/87). Both 
strands of practical philosophy are to an important degree rooted in Immanuel 
Kant’s (1787) critical philosophy, from which CSH derives many of its central con-
cepts (see Ulrich 1983, Chapters 3–5). The ‘American’ pragmatic perspective of 
CSH means that it is oriented towards practical rather than theoretical ends; accord-
ingly, CSH employs an action-theoretical framework, that is, it looks at situations 
from the point of view of an agent rather than an observer. Its ‘European’ critical 
perspective means that CSH considers values – and value conflicts – as integral part 
of all claims to rational practice; it relies on a discourse-theoretical (or ‘discursive’) 
framework to assist users in dealing openly and critically with the value implica-
tions of boundary judgements. All these influences have been detailed elsewhere 
(see, e.g., Ulrich 1983, 1987, 1988a, 2001, 2003, 2004, 2006a, 2012/13). The aim is 
to develop the two pillars of pragmatism and critique into an integrated framework 
of critical pragmatism, as a basis for a future ‘philosophy for professionals’ (Ulrich 
2006a, b, c, 2007/16).

The peculiar combination of these rich traditions of thought has enabled CSH to 
significantly influence a strand of systems thinking and practice known as critical 
systems thinking. The point of departure for a critical systems approach as CSH 
understands it lies in the simple notion that the findings and conclusions of all 
approaches, methodologies, and methods, whether described in systems terms or 
not, are partial in the dual sense of (i) representing only a selection rather than the 
whole of the total universe of possibly relevant considerations, and of (ii) serving 
some parties better than others (Ulrich 2002, p. 41; 2005, p. 2). No specific pro-
posal, no decision, no action, no system can get a total grip on the situation and get 
it right for everyone (Reynolds 2008a). The implication is that using a ‘systems 
approach’ requires us (i) to consider systematically what our systems maps or 
designs may leave out and (ii) to always examine these maps or designs from mul-
tiple perspectives.

CSH is a critical systems approach developed to embrace this dual sense of par-
tiality head-on. Let us see, then, how it attempts to provide this reflective lens.

6.2  �Practising CSH: Two Case Studies

CSH can support professional interventions in two general ways: it can help us to 
evaluate an intervention, regardless what methodology is used, or it can inform the 
methodologies used for intervention. The two interventions we describe are similar 
in that they both deal with complex situations of natural resources planning and 
management; they differ, however, in that they employ CSH for these two alternative 
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purposes. The first project, an evaluation study of NRUA (‘Natural Resource-Use 
Appraisal’), was part of a wider study by Reynolds (1998) exploring participatory 
planning for rural development in Botswana. It examined how CSH could help 
evaluate existing practices in natural resource-use management with a particular 
view to poverty alleviation. The second project, ECOSENSUS – an acronym for 
‘Electronic/Ecological Collaborative Sensemaking Support System’  – involved 
both authors and explored how CSH could inform a number of computer-assisted 
tools so as to support participatory environmental decision making by geographi-
cally distributed stakeholder groups in remote rural areas of Guyana (Berardi et al. 
2006; Reynolds et al. 2007). Before discussing the use of CSH in these two proj-
ects, a brief general description of their context and of the reasons for employing 
CSH may be useful.

6.2.1  �NRUA-Botswana1

Botswana, despite supporting a relatively small population of some two million 
people only, is a country about the size of France or Kenya. Its territory is classified 
as being semi-arid with most of the surface area being a harsh environment of land 
covered by the Kalahari sands, making it difficult to practise commercially sustain-
able agriculture. Natural resource use involving agriculture (livestock and arable 
crops) and wildlife utilisation is constrained further by a shortage of surface water, 
along with low and variable patterns of rainfall. The country’s relative political sta-
bility in a volatile region is underpinned by the wealth generated in the sector of 
non-renewable natural resources, particularly diamonds. However, the means of 
subsistence for the over two thirds of the population living in rural areas are the 
country’s renewable natural resources.

Since the early 1990s, considerable attention has been given to promoting par-
ticipatory planning in less-developed countries as a means of alleviating poverty in 
rural areas and protecting the natural environment. During the 1990s the govern-
ment of Botswana, in partnership with a number of donor agencies, was actively 
piloting participatory forms of rural appraisal, as an alternative to conventional 
large-scale survey techniques and scientific monitoring procedures. The idea was to 
rely less on scientific techniques such as large-scale surveys and monitoring, and 
more on the knowledge and concerns of local people. The most popular approach 
amongst development practitioners at the time was Participatory Rural Appraisal 
(PRA), an approach known mainly through the work of Robert Chambers (1994a, 
b, 1997). PRA can be described as a set of participatory methods and techniques, 
from visualization and interview techniques to group-dynamic methods, used to 
elicit and structure the knowledge and concerns of stakeholders.

1 Parts of the account of the NRUA-Botswana study in Sect. 6.4 have been adapted from an earlier 
publication by one of the authors (Reynolds 2007).
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Referring to the two kinds of applications mentioned at the outset, CSH could 
basically support PRA interventions in two ways:

	1.	 We might want to use CSH within the framework of PRA, as yet another method 
for eliciting and structuring responses. Such a use might not do full justice to the 
larger philosophical framework and spirit of CSH; but it might still complement 
PRA’s basket of methods in some essential ways, by adding the missing dimen-
sion of critically-discursive tools (i.e., tools to support processes of critical 
reflection and discourse on the value implications of alternative proposals) and 
indirectly also by drawing the attention of facilitators and users of PRA to this 
dimension. CSH would thus inform the use of PRA in a way that might make a 
real difference.

	2.	 We might want to use CSH in addition to approaches like PRA, as a wider philo-
sophical and methodological framework for analyzing the process and outcome 
of PRA interventions. This use is independent of the previous one – it makes 
sense regardless of whether CSH was used in the analyzed interventions them-
selves. CSH would thus serve to evaluate the use of PRA and similar participa-
tory approaches in specific interventions, with a view to assessing their outcomes 
as well as modifying participatory planning in general.

The use of CSH in the NRUA study reported here was of the second kind; the aim 
was not to modify PRA but rather, to evaluate its use and outcome in three participa-
tory planning projects of that time in Botswana. CSH served as the principal frame-
work for all three evaluations.

The reasons for applying CSH as a framework for evaluating participatory plan-
ning in Botswana were:

–– CSH should help reveal the limitations of the NRUA projects with regard to its 
claim of being inclusive and holistic;

–– CSH should prompt a critical awareness among those involved in participatory 
development projects such as NRUA as to what interests were given prominence 
and which others were marginalised; and

–– CSH should suggest ways in which ‘participatory’ planning might be improved 
to incorporate more responsible professional intervention.

6.2.2  �ECOSENSUS-Guyana2

The Makushi tribal region situated in the Rupununi River catchment area in Guyana 
is the size of south east England and contains one of the highest diversities of animal 
and plant species in the world. The region is under intense pressure by government 

2 We are indebted to colleagues working with us on the ECOSENSUS project for some of the ideas 
expressed in  Sect. 6.5. ECOSENSUS was  supported by the  United Kingdom’s Economic 
and Social Research Council (ESRC), Project Reference Number RES-149-25-1017.

6  Critical Systems Heuristics: The Idea and Practice of Boundary Critique



262

as well as international corporations to expand the exploitation of its natural 
resources, including timber, gold and commercially viable fish species. The indig-
enous Makushi Amerindians in Guyana are personally affected by many of the land-
use projects in Guyana’s North Rupununi District without being directly involved.

ECOSENSUS was conceived as a preliminary study to explore the potential of 
providing better support to such communities than is possible with conventional 
project-orientated management and its predominant reliance on scientific and tech-
nological expertise. For example, conventional GIS (geographic information sys-
tem) applications as well as other e-science tools have largely focused on scientific 
and technological issues, whereas wider socio-economic issues that arise with land-
use and development planning have traditionally been beyond the reach of such 
tools. Along with participants drawn from the community of Makushi Amerindians 
and the two authors, the study involved a small number of environmental scientists 
and software experts from Europe and Guyana.

The reasons for applying CSH in ECOCENSUS were:

–– CSH should offer an opportunity for revealing and promoting wider stakeholder 
interests in the preservation and development of the Rupununi wetlands;

–– CSH should serve as a meaningful tool for communicating about the use and 
preservation of natural resources; and

–– CSH should enable more sustainable planning and sustainable development of 
the wetlands.

6.3  �Practising CSH: Some Basic Concepts

The descriptions above give the broad contexts in which CSH was applied, along 
with the reasons why in each case CSH was considered relevant. But what method-
ological conjectures make us believe that CSH is an intervention tool that supports 
such demanding aims? Before examining the two studies in detail, it is necessary to 
first clarify some basic concepts associated with the use of CSH.

We have already hinted at the basic aims that we associate with CSH; see Sect. 
6.1 on ‘What is Critical Systems Heuristics (CSH)?’. With its conceptual frame-
work of boundary categories and questions (as shown in Table 6.1 above) and a 
number of supporting concepts and guidelines, CSH offers a systematic structure 
for making sense of situations, unfolding multiple perspectives and promoting 
reflective practice. Methodologically speaking, CSH uses the boundary questions 
to uncover the reference systems that inform our views of both problem situations 
and options for improving them. In the form of explicit reference systems, CSH 
provides a means of well-structured ‘conversation’ between systems and situa-
tions. In the language of CSH, the aim and nature of that conversation consists in 
systematic boundary critique. The relationship of ‘systems’ and ‘situations’ and 
the concept of ‘reference systems’ will be introduced first; ‘boundary critique’ 
will then be explained in the subsequent Sect. 6.3.3 on ‘Systematic Boundary 
Critique’.
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6.3.1  �Systems Versus Situations

Among contemporary systems practitioners – particularly in the two traditions of 
soft and critical systems thinking – it is widely acknowledged that ‘systems’ are 
essentially conceptual constructs rather than real-world entities. Systems concepts 
and other constructs help us describe and understand the complex realities of real-
world situations, including natural, technical, social, psychological or any other 
aspects that might potentially or actually be relevant at any one time.

Acknowledging the fundamental divide between systems and reality is basic to 
contemporary systems practice. Particularly SSM (soft systems methodology; 
Checkland 1981) and CSH understand systems as conceptual tools for learning 
about reality, rather than as being part of reality itself. However, CSH handles the 
distinction a bit differently from SSM. While in soft systems thinking, practitioners 
are supposed to reflect on their systems conceptions and feasible interventions to be 
based on them, by ‘comparing’ them with the real-world situation perceived to be 
problematic, CSH interrogates the notion of a ‘perceived situation’ itself. CSH 
makes problematic ‘the situation perceived to be problematic’, so as to help practi-
tioners see through their underpinning assumptions. In doing so, CSH handles the 
distinction of ‘system’ and ‘situation’ not so much as an absolute opposition 
between an epistemological construct and an ontological reality but rather as a con-
tinuum between two poles of contrasting proximity to reality, one pole being closer 
to the ‘real’ than the other but both belonging to an epistemological domain of talk-
ing about a reality that we cannot grasp in any direct and strictly objective way. The 
reason is, whenever we talk of ‘situations’ and ‘systems’ we are always already 
abstracting from the infinitely rich ‘real world’ and using judgement to select some 
aspects we assume to be particularly relevant. That is, both poles are always 
involved, although to a different extent – with varying degrees of proximity and 
selectivity – and in different ways – with a descriptive versus prescriptive intent. 
CSH uses three interrelated terms to refer to varying degrees of proximity to reality:

	1.	 Maps: These commonly (but not necessarily always) assume quite close proxim-
ity to reality. Typical examples can be found in everyday life (e.g. road maps), in 
regional and environmental planning (e.g. zone maps) and in the natural sciences 
(e.g. in biology, maps of cellular organisation or the double-helix of DNA). A 
good map tries to approximate some section of reality as much as is feasible and 
required by the map’s purpose; but it should not have us take the map for the 
reality itself. A good map will therefore make explicit its underlying assump-
tions (e.g., in a geographical map: its coordinates, scale and symbols). Maps 
should serve as signposts to reality but should never be taken for that reality 
itself.

	2.	 Designs: These are less proximate to reality than are maps; they serve as sign-
posts pointing to how the real world might be or ‘ought’ to be, which includes 
everything from detail improvements in existing maps to radically new and 
encompassing visions for the future (also called ‘ideal maps’ in CSH). A good 
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design tries to give us critical distance to reality, as a basis for developing 
alternative futures. Designs embody an implicit critique of the present, for we 
cannot understand what constitutes an improvement over the present without 
seeing its shortcomings.

	3.	 Models: These are heuristic devices for engaging with reality in terms of map-
ping or design. ‘Model’ is a generic term that emphasises the abstraction from 
reality involved rather than the specific purpose for which the abstraction is 
made. ‘Model’ is the least specific term of the three. Among the heuristic devices 
to which it refers, we might also count the methods we use to construct maps and 
designs. CSH would then itself be a model.

To avoid a blurring of terms, CSH refers to the notions we make ourselves of a rel-
evant context of intervention as ‘maps’ or ‘designs’ and of CSH itself as a frame-
work for reflective practice or a methodology of critical systems thinking.

The important point in conceiving of professional intervention in terms of map-
ping and design is this. However close to reality our maps and designs may be or 
claim to be, we must never, as Alfred Korzybski (1933, p. 750) once famously said, 
confuse the ‘map’ with the ‘territory’. Now this applies also to our perception of the 
territory, which is itself a kind of map! Accordingly, CSH assumes that “all our 
knowledge is in terms of maps” (Ulrich 1983, p. 185). Counter to what is often 
assumed, we can then not simply align ‘situations’ with the ‘territory’ and ‘systems’ 
with the ‘maps’ or ‘designs’ we make of it. Whatever we can think and say about a 
situation, it already contains some mapping and/or design elements. ‘Situations’ 
and ‘systems’ stand for different degrees of abstraction and conceptualisation rather 
than for a strict opposition of ‘territory’ (an ontological concept) and ‘maps’ (an 
epistemological concept that in this respect may be understood to include ‘designs’ 
and ‘models’ as special cases). We might say we speak of ‘situations’ when we 
mean a low-level conceptualisation – a notion of the real world that remains close 
to ordinary perception – whereas when we speak of ‘systems’, we mean a higher-
level conceptualisation in which we make conscious and careful use of the systems 
concept along with other abstractions.

We should, then, not expect that we can ever validate or test systems maps and 
designs by comparing them with ‘the situation’, as if the latter provided an indepen-
dent touchstone. Rather, from a critical point of view, our notion of the situation is 
itself a map and thus is likely to be conditioned by the same sort of selectivity that 
informs the map or design in question. We can, however, use differences between 
maps (or between designs) to drive our thinking about the underlying judgements 
that lead to these different models.

Ultimately, what matters is not the terms we use but the ways we use them. For 
example, terms such as hydraulic systems, legal systems, ecosystems, inventory 
systems, financial systems etc. are often used as descriptors (‘maps’) of the real 
world and there is no reason why we should ignore such common use of language 
or deviate from it. Likewise, systems for traffic control, for timetabling, for mitigat-
ing climate change, for poverty alleviation, for bringing up children etc. are often 
expressed as planning devices (‘designs’). And of course, all such systems might 
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also be regarded as ‘models’. For the sake of simplicity, we may even continue to 
refer to the ‘territory’ as the ‘situation’ or ‘context’, as it is common practice in the 
systems literature, at least so long as we mean to refer to its basically ill-defined and 
ill-structured nature which still awaits careful definition – the ‘mess’, using Ackoff’s 
(1981) well-known term. But as soon as we begin to define and structure the situa-
tion in some way, for example as a problem situation, or as a certain context that 
matters, or as relevant territory, then systems conceptions of some kind are already 
at play. In CSH terms these are called reference systems.

6.3.2  �Reference Systems

To say that all our knowledge is in terms of maps is equivalent to saying that it is 
selective with regard to the aspects of the (undefined) territory or (defined) situation 
that it considers. Consequently, the crucial methodological issue for CSH is that in 
everything that we can think and say about the ‘situation’ at issue or a ‘system’ of 
concern, selectivity is at work. Reflective practice requires that we make ourselves 
and everyone concerned aware of this selectivity; for once our systems maps and 
designs become a basis for action, selectivity turns into partiality – it means that 
some parties will be better served than others, and still others may merely have to 
bear disadvantages.

The point is not that we ought to avoid selectivity – we can’t. The point is, rather, 
that we should handle the selectivity of our maps and designs carefully, lest we 
deceive ourselves and others about their meaning and validity. Identifying and ana-
lysing our reference systems systematically is a methodologically rigorous way of 
putting into practice Churchman’s observation cited at the outset: “The systems 
approach begins when first you see the world through the eyes of another.”

By analogy, a critical systems approach begins when we first appreciate the ways 
our maps or designs depend on the reference systems we assume, whether con-
sciously so or not. This does justice to the insight that the real world as such (the 
territory) is beyond what any conceivable method of inquiry can reveal to us in a 
secure and definitive way. Any conception we may have of it remains for ever open 
to doubt, contestation and redefinition. There is an element of freedom involved: 
nobody can claim to advance the single right and objective map! This element of 
freedom does not imply, however, that all reasonable discussion about different 
maps and designs must stop here. The contrary is true: we may and should indeed 
argue and discourse about different maps and designs, to make sure we understand 
why and how exactly they differ – the different lenses they use to grasp the territory, 
as it were – and what implications these differences may have for all the parties 
concerned. The only ‘stop signal’ is one that prohibits indifference and intolerance 
in the way we handle our boundary judgements; for once we have understood the 
role of the reference systems they constitute, we can never again reasonably claim 
to own a monopoly for the single right view of the situation or the way to improve 
it – a common shortcoming even in professional practice.
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In a sense, then, we can agree with Slavoj Žižek (1989, p. 21), who in his psy-
choanalytical work observes that ‘the Real’ is an extra-discursive realm, a realm 
apart from any of the constructs of ‘realities’ that we can talk about and which at 
bottom are inevitably ideological –‘ideological’ in the widest sense of the word: we 
make up ‘reality’ through our own ideas, depending on our interests and needs. 
“Ideology is not simply a ‘false consciousness’, an illusory representation of reality, 
it is rather this reality itself which is already to be conceived as ‘ideological’.” 
Simply put, what is real we cannot talk about except through some lens, and the lens 
is at bottom ideological.
Žižek’s observation is another way to remind us that in all our efforts to grasp 

situations, we map reality through some lens, the origin and exact nature of which 
lies in an extra-discursive realm. What is new in CSH is that it offers us a way of 
drawing the lens at least partly into the discursive realm. Through the analysis of 
underpinning reference systems, we acquire a shared language or literacy by means 
of which we can identify and unfold the normative implications of the lens system-
atically. In the language of CSH, we can thus understand partiality in terms of 
underlying selectivity. Although we may not ultimately fully understand the 
psychological and ideological forces behind that selectivity, we can and should nev-
ertheless undertake a systematic effort to make ourselves and all those concerned 
aware of the partiality that it implies in a specific situation. Furthermore, although 
we cannot claim to talk about reality as such, it makes nevertheless sense – and is 
indispensable from a critical point of view – to talk about the different lenses people 
use, namely, in the form of (conscious or unconscious) reference systems. After all, 
what other means do we have, if not reflection and discourse, to improve mutual 
understanding about our differences?

How, then, does CSH operationalise this notion of a reference system? A basic 
definition is this: a reference system is ‘the context that matters when it comes to 
assessing the merits and defects of a proposition’ (Ulrich 2000, p. 251). ‘Context’ 
here means quite generally all those aspects of a situation that influence our appre-
ciation of it, before and beyond any particular conceptualisation or modelling effort; 
whereas by ‘reference system’ we mean an explicit conceptualisation of ‘a context 
that matters’ as circumscribed by the four sources of influence (Table 6.1).

A specific reference system can thus also be described as the set of answers that 
we give to the 12 boundary questions and by which we determine the basic sources 
of selectivity at work in our systems maps and designs – the sources of motivation, 
of control, of knowledge and of legitimacy informing our views. Note, however, that 
the purpose of the boundary questions is a purely critical one: the aim is boundary 
surfacing and review (i.e., making us aware of and reflect on boundary assumptions) 
rather than boundary setting (i.e., doing away with boundary questions by fixing the 
answers) – a frequent misunderstanding of CSH that we need to avoid. The point is 
not that we should claim we have the answers but rather, that we should uncover the 
inevitable selectivity of all our claims.

The idea that reference systems, as operationalised in CSH, inform all our maps 
of situations or designs for changing them, can shed some new light on the tension 
of ‘system’ and ‘situation’ about which we have been talking. Figures 6.1 and 6.2 
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illustrate the different light CSH sheds on the issue of handling the map-territory 
distinction, as compared to conventional systems thinking.

In the terms of Fig. 6.2, where might we locate problem situations and reference 
systems in the two case studies? In the NRUA-Botswana study, the problem situa-
tion can be described in terms of the role of participatory planning in rural develop-
ment. The central issue was, how did participatory planning in Botswana change the 
ways in which issues of value, power, expertise and moral engagement were han-
dled; did it actually create opportunities to improve the reference systems at work? 
The focus was on evaluating existing systems of participatory planning.

In the ECOSENSUS-Guyana study, the problem situation might be described in 
more challenging terms which include the possibility of impoverished marginalised 
groups to have a greater ‘say’ (or meaningful involvement) in the mapping, design 
and modelling of their livelihood strategies. The central issue was, how might stake-
holders in a situation of marginalisation better engage with issues of value, power, 
expertise and moral dilemmas as they arise with their use of natural resources in 
fragile ecosystems? The focus was on learning to question the reference systems at 
work and to make transparent and constructive use of them in communicating with 
other stakeholders.

Fig. 6.1  System and situation in ‘conventional’ systems thinking
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6.3.3  �Systematic Boundary Critique

Boundary critique is defined in CSH as a systematic – reflective and discursive – 
effort of handling boundary judgements critically, whereby ‘critically’ means both 
‘self-critically’ questioning one’s own claims and ‘thinking for oneself’ before 
adopting the claims of others. Boundary critique involves first of all a process of 
unfolding, that is, making ourselves and others aware of the boundary judgments 
assumed with respect to the 12 kinds of boundary questions listed in Table 6.1. The 
concept of unfolding is adopted from the writings of Churchman (esp. 1979; cf. 
Ulrich 1988b and Reynolds 1998). But Churchman used it in a somewhat different 
sense. In Churchman’s systems thinking, ‘unfolding’ was essentially a metaphor for 
the holistic orientation of what he called more accurately the sweep-in process; the 
aim was to include in our systems notions ever more aspects of the real world so as 
to achieve a ‘whole systems’ view of a problem situation. In CSH, by contrast, the 
process of unfolding is a specific tool for uncovering the inevitable selectivity of all 
our systems maps and designs; that is, it serves a critical purpose against all holistic 
pretensions (cf. Ulrich 2004, p.  1127f). Behind this distinction are two different 
strategies for dealing with the unavoidable tension between systems and situations: 
overcoming or minimizing selectivity in Churchman’s systems thinking, embracing 
selectivity openly and critically in CSH.

Fig. 6.2  System and situation in ‘critical’ systems thinking
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In addition to the process of unfolding, systematic boundary critique involves a 
second effort, the systematic questioning of boundary judgements with respect to 
their adequacy in terms of relevance, justification and ethical defensibility. Whereas 
the aim of ‘unfolding’ consists in uncovering the selectivity of the reference sys-
tems at work in our claims, the aim of ‘questioning’ consists in exploring and, if 
necessary, challenging their resulting partiality. To this end, boundary questioning 
requires that we thoroughly analyse actual and possible consequences and ask what 
they may mean for all the parties concerned; and furthermore, that we examine what 
options may be available that might provide a better basis for mutual understanding 
and cooperative action towards ‘improving’ the situation. Note that once again, in 
pursuing this quest for value clarification, the strategy of CSH is different from that 
of Churchman’s systems approach: while Churchman sought the source of rational-
ity for our claims in systems thinking itself, CSH seeks it in legitimate processes of 
discourse and decision-making informed by critical systems thinking (for a full dis-
cussion of CSH’s underlying concept of a merely ‘critical solution’ of the problem 
of boundary judgements, see Ulrich 1983, entire Chapter 5). The step from holistic 
to critical systems thinking implies that “systems practice should not misunderstand 
itself as a guarantor of socially rational decision making; it cannot, and need not, 
‘monologically’ justify the social acceptability of its designs.” (Ulrich 1988a, 
p. 158).

6.3.4  �Unfolding Boundary Judgements

We have understood that the process of unfolding aims to uncover the selectivity of 
the reference systems at work in our systems maps and designs or in any other 
propositions we make or face in a professional intervention, for example, problem 
definitions, criteria for improvement, proposals for action, evaluations of success, 
etc. For the sake of both simplicity and accuracy, CSH refers to all these proposi-
tions as ‘claims’, for they all imply a claim to the validity and relevance of what is 
proposed. We constantly need to judge the validity and relevance of claims; but we 
can reasonably do this only to the extent we are aware of the selectivity built into 
them in the form of boundary judgements. Only then can we fully understand the 
partiality that such selectivity implies in a specific context of application (the inter-
vention context), in the form of consequences with which the different parties con-
cerned may have to live with.

How, then, can we learn to unfold selectivity? The basic idea should be clear by 
now: we can do this by examining the ways in which specific claims are conditioned 
by boundary judgements. For example, the claim that participatory planning in 
NRUA-Botswana is ‘good’ might be revised when examining the various boundary 
judgements associated with the claim in a particular context. Similarly, in 
ECOSENSUS-Guyana, a claim that environmental planners work on behalf of 
marginalised communities may be quite a partial view when examined in the con-
text of other reference systems.
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To help us identify and unfold boundary judgements systematically, CSH pro-
poses the 12 boundary questions listed in Table  6.1. A corresponding recording 
table for boundary critique can be reproduced from the Primer (Ulrich 1996/2014, 
p. 44). The underlying 12 boundary categories are methodologically grounded in a 
reconstruction of Kantian a priori science, which represents the epistemological 
basis of Kant’s critical philosophy (see Ulrich 1983, Chapters 3–5); but this philo-
sophical justification need not concern us here, as it is quite sufficient for convinc-
ing ourselves of their critical relevance that we start applying them to situations of 
professional or everyday decision-making and thus experience that they do indeed 
make a difference to our accustomed ways of thinking and arguing about problem 
situations and solution proposals. You will soon discover that thinking in terms of 
boundary categories and related ‘ought’ vs. ‘is’ questions allows you to come up 
with new and relevant conjectures and questions. At the very latest when others first 
ask you how it is you come up with such questions, you know you are on your way 
to becoming a practitioner of boundary critique!

In what order should one try to answer the boundary questions? Due to their inter-
dependence, the process of unfolding the boundary categories can begin with any of 
the questions one finds particularly relevant or easy to specify and can then follow 
the line of thought that develops. However, for beginners it is certainly not a bad idea 
to follow a standard sequence. Figure 6.3 suggests one such sequence that we have 
found useful in our teaching and professional practice; it begins with the needs and 
interests of intended or actual beneficiaries (the sources of motivation, that is) and 
then engages in thinking through the sources of control, knowledge and legitimacy 
in this order, each time beginning with the concerns of the relevant stakeholders. Box 
6.1 takes you through a corresponding short narrative of unfolding CSH questions.

The sequence works with both the ‘is’ and the ‘ought’ questions. Experience 
suggests it is easier for many people to begin with their ‘ought’ answers, that is, 
their hopes and visions for the kind of change to be brought about in a situation, 
rather than with an analysis of what ‘is’ boundary judgements inform the current 
situation as they see it. This holds true especially in group settings; people who do 
not know one another well can ‘warm up’ and develop a sense of mutual trust and 
cooperation as they reveal to each other their visions for improvement, while at the 
same time familiarizing themselves with the spirit of boundary critique. Furthermore, 
this way of proceeding has the advantage that when it comes to the ‘is’ questions, 
the normative basis from which ‘is’ answers are to be assessed has already been 
clarified, so that an illusion of objectivity is avoided from the start.

Let us briefly highlight the material issues at which the 12 boundary questions 
aim. As you may recall, they are grouped into four basic sets of boundary issues or 
sources of selectivity that inform any reference system:

	1.	 Sources of motivation – where a sense of purposefulness and value comes from;
	2.	 Sources of control – where the necessary resources and power are located;
	3.	 Sources of knowledge – where sufficient expertise and experience is assumed to 

be available,
	4.	 Sources of legitimacy – where social and legal approval is assumed to reside.
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Identifying these four sources of selectivity is essential for gaining a sense of orien-
tation: “What is the intervention all about?” It is equally essential for assessing and 
qualifying the claims that we or others associate with the intervention: “What 
exactly does the intervention claim to achieve and what are its built-in limitations, 
that is, the assumptions and conditions on which its ‘success’ depends?”

It is always recommended to consider all four sources of selectivity, for together 
they constitute the reference system assumed. They embody the four basic and 
unavoidable kinds of boundary issues that we need to understand if we wish to grasp 
an intervention’s built-in selectivity.

Each of the four boundary issues is then further structured into three boundary 
categories, the first standing for a social group or role (stakeholder), the second for 
a role-specific concern (what’s at stake) and the third for a key problem in reconcil-
ing clashes between such concerns (a stakeholding issue). (The term ‘role’ is to 

Sources of
influence

Social roles 
(Stakeholders) 

Specific 
concerns 
(Stakes) 

Key problems
(Stakeholding

issues)

Motivation
1 Beneficiary/ client   2 Purpose 3 Measure of improvement

Control
4 Decision maker   5 Resources 6 Decision environment

Knowledge
7 Expert   8 Expertise 9 Guarantor

Legitimacy
10 Witness 11 Emancipation 12 Worldview

Fig. 6.3  Standard sequence for unfolding the boundary questions of CSH (Adapted from Reynolds 
2007, p. 106)
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Box 6.1 An Unfolding Narrative of CSH

Notes

(a)	The example is for the purpose of ‘ideal mapping’, as explained in Sects. 6.4.1 
(on ‘Ideal Mapping’) and 6.5.1 (on ‘Developing CSH Literacy’).

(b)	The numbers in brackets refer to CSH categories 1–12.

Any human reference system might start with questions regarding some 
notion of ‘purpose’ in order to provide some initial sense of orientation. This 
then prompts the question regarding ‘whose purpose?’ An underpinning pur-
pose reflects embedded values associated with some person or persons (even 
if that someone is representing the intrinsic value of non-human nature). 
Identifying first the ideal purpose (2) of the reference system in the ‘ought’ 
mode therefore suggests who the intended beneficiaries should be (1). This in 
turn suggests what might be appropriate measures of success in securing 
some improvement (3). In other words, how might the underpinning values be 
given formal expression (quantifiably or qualitatively) – through evaluation – 
to gauge improvement? Such questions make transparent the value basis of 
the ideal system.

Unfolding questions of motivation leads to questions regarding the neces-
sary resources or components needed for success (5). Financial capital and 
other forms of tangible assets like natural, physical and human capital might 
be complemented with less tangible factors such as social capital (access to 
networks of influence); but who is in control of such resources and might thus 
best be placed to provide them (4)? This in turn prompts questions as to what 
should be left outside the control of such decision makers in order to ensure 
some level of accountability. What relevant factors having an important 
potential impact on the system ought to lie outside the system, lest all the par-
ties concerned depend entirely on those in control? In other words, what 
should be part of the system’s decision environment (6) in order to keep it in 
check and accountable? What should be relevant but not component? So for 
example, if a system initiated with good intention becomes malignant, corrupt 
or disabling because of changing circumstances, are there factors in the envi-
ronment that might ensure that the system deemed appropriate for one context 
and time is prevented from continuing indefinitely? Such questions help to 
make transparent the power-basis of the system.

One such set of factors requiring independence from the decision maker is 
‘knowledge’ or expertise. That is, in an ideal setting human ‘capital’ (embody-
ing expertise) ought not to be under the sole control of the decision maker but 
should have some independence. So what are the necessary types and levels 
of competent knowledge and experiential know-how (8) to ensure that the 
reference system actually has practical applicability and works towards its 
ideal purpose? Who ought to provide such expertise (7)? How might such 

(continued)
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remind us that any one person or group of people may in a specific intervention hold 
several roles and conforming role-specific concerns.) These 12 kinds of boundary 
judgements, or the boundary categories to which they refer, signal what we must be 
looking for in order to think and talk clearly about a ‘system’ of interest and to vali-
date or challenge the claims we associate with it. Taken together, they define the 
selectivity of the reference system at work.

The narrative in Box 6.1 illustrates a gradually unfolding shift in emphasis and 
concern from core constituents of a system of interest to features of its environment. 
In this way an unfolding (or peeling back, as it were) of successive sources of influ-
ence enables us to step out of the immediate point of reference in order to see ‘the 
bigger picture’ – a first step in reflective practice.

With Churchman, CSH operationalises this quest for the bigger picture as a dia-
logue (or in CSH terms, a reflective and discursive effort) among increasingly wider 
conceptualisations of the system of concern, as embodied in the three perspectives 

expert support prove to be an effective guarantor; a provider of some assur-
ance of success (9)? This invites the need to look out for false guarantors – 
that is, sources of deception. False guarantors are manifest by, for example, 
having expertise being incomplete and/or incompetent in terms of a special-
ised field, or more generally through assuming a dogmatic authority and com-
placency (e.g. a technocratic viewpoint) that does not allow for inevitable 
uncertainties (unforeseen events and unexpected consequences) and/or for the 
validity of other viewpoints and perspectives. Such questions help to make 
transparent the knowledge-basis of the system.

Finally, given the inevitable bias regarding values (motivation), power 
(control) and even knowledge (expertise) associated with any reference sys-
tem, what is the legitimacy of such a system within wider spheres of human 
interests? In other words, if the reference system is looked at from a different, 
opposing viewpoint, in what ways might the activities be considered as coer-
cive or malignant rather than emancipatory or benign (11)? Who (or what – 
for example non-human nature) hold such concerns, that is, who are the 
‘victims’ of the system – and, importantly, what type of representation ought 
to be made on their behalf? That is, who may regard themselves capable of 
making representations on the victims’ behalf and on what basis would they 
make this claim (10)? Finally, how might the underlying worldview associ-
ated with the reference system be reconciled with opposing worldviews (12)? 
Where might representation of opposing views be expressed, and what action 
ought to happen as a result? Such questions help to make transparent the ref-
erence system’s basis of legitimacy, with special regard for the underpinning 
worldviews and moral assumptions, in dealing with the concerns of third par-
ties and with long-term social and ecological implications.

Box 6.1  (continued)
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of goal planning, objective-planning and ideal planning (see Churchman 1979, 
p. 82f and Ulrich 1983, p. 263, and 1988b, pp. 425–427). However, in line with its 
different understanding of the process of unfolding, the focus in CSH shifts from 
Churchman’s quest for holistic thinking – for expanding system boundaries ever 
more  – to the critical purpose of uncovering the unavoidable selectivity of our 
claims, whatever the underlying boundary judgements may be. This new focus on 
boundary critique rather than boundary expansion developed from the author’s 
experience as a policy analyst:

My personal conclusion is that dealing rationally with the problem of boundary judgements 
depends not so much on a never-ending sweep-in process – a heroic enterprise – but on a 
conscious and critical employment of boundary judgements. Not what our boundary judge-
ments are but how we treat them will determine the quality of our systems thinking in the 
first place. For example, do we as policy analysts hide disputable boundary judgements 
behind a façade of expertise or do we really seek to make them transparent to everybody 
concerned? Any other conclusion would imply that the best systems thinker is the one who 
deals with the biggest problems. I think, rather, that the best systems thinker is the one who 
deals most consciously and overtly with the way in which s/he bounds the problem. (Ulrich 
1988b, p. 420, slightly edited)

That is, ‘unfolding’ in CSH is about value clarification rather than a hopeless 
(because never-ending) quest for comprehensiveness. The search for a whole-
systems view of problems, while all right as an ideal, does not free us from the need 
to reflect on the selectivity of whatever standpoint we assume for grasping and 
assessing a situation as comprehensively as possible. But we cannot properly appre-
ciate our standpoint without first gaining some critical distance – which is what the 
process of unfolding selectivity is all about.

6.3.5  �Questioning Boundary Judgements

In CSH the process of questioning boundary judgements is crucial. It is to this sec-
ond level of boundary critique that we can now turn. Boundary questioning consists 
in analysing, evaluating and challenging the rightness of boundary assumptions, in 
one word: in testing rather than settling them, which would mean to fix them and 
thereby to turn them into ‘givens’ or even to withdraw them from any further critical 
discussion. Obviously, boundary questioning presupposes some previous awareness 
and unfolding of boundary judgements; which is to say, the distinction between 
boundary unfolding and questioning is an analytic one rather than a practical one. 
In practice, the two efforts of unfolding and questioning boundaries inform and sup-
port one another in a closely interrelated way.

The basic idea is this. When it comes to questioning boundary judgements, no 
one can claim to have the single right answers; therein consists the basic problem 
raised by the unavoidability of boundary judgements. The only practical approach 
is to examine the different selectivity of alternative proposals, as a basis for well-
informed and transparent processes of opinion forming and decision making within 
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democratically legitimate institutional settings. This is why CSH gives priority to 
boundary questioning (also referred to as ‘boundary testing’ in some sources) rather 
than to an illusory attempt to overcome selectivity through some kind of ‘whole-
systems’ perspective.

Once the process of unfolding has provided us with tentative responses to the ‘is’ 
and ‘ought’ boundary questions, the next task consists in questioning their validity. 
How can we be confident that the boundary judgements in question are right? What 
alternatives might be found more adequate? How would we want to defend them if 
challenged to do so? This sort of questions requires us to identify the exact nature 
and scope of the claims to which the boundary judgements give rise – for example, 
what is claimed to be achieved and who is supposed to benefit, and how can this 
choice be justified rationally? – and then to submit these claims to the critique of the 
different parties concerned. Ultimately, since there are no objectively right or wrong 
answers to such questions, only legitimate processes of decision-making informed 
by such critique can achieve this. Not unlike a good map, a good process of decision-
making should make transparent the boundary judgements on which the claims to 
be decided upon rely. Likewise, it should shed light on how different these claims 
may look in the light of alternative boundary judgements. In short, when we subject 
a claim to ‘boundary questioning’, we examine its consequences in the light of 
alternative sets of boundary judgements (those assumed in the claim as well as 
options).

To be sure, clarifying consequences may require careful inquiry, at times with 
professional support. However, this is not to reserve boundary questioning to a set-
ting in which professional expertise is available. We are dealing with an in-principle 
requirement rather than an absolute necessity. Where consequences are reasonably 
clear, say in everyday situations in which those involved oversee the implications of 
their propositions, it may be perfectly feasible to question boundary assumptions on 
the basis of knowledge available to everyone. For example, knowing something 
about the possible climate effects of fuel consumption may be sufficient to change 
our views about what ‘improvement’ means in the design of traffic policies, so we 
will revise our measure of improvement (CSHq3). Revision of boundary assump-
tions takes place quite naturally in everyday life as soon as our attention is drawn to 
previously neglected circumstances that in some way matter to us. We practise 
boundary critique every day without being aware of it! The difference is only that 
we do not practice it consciously and systematically. Once we become aware of the 
basic idea, we will be able to question boundary judgements so much more effec-
tively, both in individual reflection and in dialogue with others:

	1.	 Boundary reflection: Do my/our/their current ‘is’ boundary judgements agree 
with my/our/their ‘ought’ boundary judgements? That is, is there a discrepancy 
between what I/we have identified as my/our/their actual boundary judgements 
on the one hand and what we would consider adequate, if not ideal, boundary 
judgements on the other hand? If so, should I/we revise my/our boundary 
assumptions?
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	2.	 Boundary discourse: Do my/our boundary judgements conflict with yours? If so, 
may this help us understand why we disagree about what is the problem or what 
to do about it? Can we revise our boundary judgements so that we then agree 
about the issues, although perhaps still not about solutions? (cf. Ulrich 2000, 
p. 255)

The first mode of boundary questioning aims at handling boundary judgements self-
critically; the second, at using them dialogically so as to improve mutual under-
standing and, where necessary, to challenge those who may not handle their 
boundary judgements so self-critically. (It should again be clear that these two 
modes of boundary questioning are closely interrelated and support each other, 
similarly to what we said earlier about boundary unfolding as being presupposed in 
boundary questioning and vice versa). Figures 6.4 and 6.5 illustrate the two modes 
of boundary questioning.

Through both boundary reflection and boundary discourse, we can make our-
selves and everyone else concerned aware of the ways in which all proposals and 
claims are conditioned by boundary judgements, and can on this basis begin to be 
more open to alternative proposals and appreciate the reasoning behind them. Once 
it becomes apparent that there are options for the boundary assumptions in question, 
it is no longer necessary and meaningful for anyone to claim objectivity for their 
specific reference systems; we can gain a new level of mutual understanding and 
tolerance in dealing with the often conflictual nature of interventions. Through 
boundary reflection, we can achieve a new quality of professional self-reflection; 

Fig. 6.4  Boundary reflection: first of two complementary forms of boundary questioning
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through boundary discourse, a new quality of communication in and about profes-
sional interventions.

The two case studies, to which we now turn, exemplify both modes of boundary 
critique, the quest for professional self-reflection as well as for improved communi-
cation. They also address both levels of boundary critique, unfolding and question-
ing. Combining the two distinctions, the NRUA-Botswana study exemplifies mainly 
a reflective mode of boundary unfolding, whereas the ECOSENSUS-Guyana study 
exemplifies more a discursive mode of boundary questioning.

6.4  �Practising CSH: NRUA-Botswana

The Botswana study (for a full account, see Reynolds 1998) aimed to evaluate three 
projects that were all concerned with participatory planning in rural development:

–– Participatory Rural Appraisal (PRA) Pilot Project
–– Natural Resource Management Project (NRMP)
–– Botswana Range Inventory and Monitoring Project (BRIMP).

Each project was considered as an effort to design a system of interest that could 
meaningfully be examined in the terms of boundary critique, by identifying and 
unfolding its major sources of influence:

Fig. 6.5  Boundary discourse: second complementary form of boundary questioning
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–– Motivation: the prime stated objectives were centred on promoting participatory 
planning.

–– Control: along with government, donor agencies provided significant resources 
(finance, infrastructure etc.).

–– Knowledge: significant expertise came from non-governmental sources (such as 
NGOs, private consultants and parastatal organisations).

–– Legitimacy: the prime stated objectives were more aligned with social and envi-
ronmental improvement rather than conventional drivers of economic 
improvement.

The basis for evaluating the projects was to be furnished by field research; its results 
were then to be assessed against the researcher’s own ideal reference system. 
Accordingly, the evaluation started with an effort by the author (qua evaluator) to 
map out both an ‘ideal map’ and an ‘actual map’ of the situation he encountered in 
Botswana. Not unlike the way Ulrich had used these two kinds of maps in the two 
case studies that are included in Critical Heuristics (1983, Chapters 8 and 9), the 
ideal (or normative) map was to clarify the evaluator’s ‘ought’ reference system 
whereas the actual (or descriptive) map was to identify major boundary judgements 
built into the current situation. Our account therefore starts with ideal mapping.

6.4.1  �Ideal Mapping (Identifying the ‘Ought’)

As a first step, the evaluator reflected on his personal reference system for evaluat-
ing natural resource-use appraisal (NRUA) and participatory planning for rural 
development in Botswana. Wherein consisted his preconception (or perhaps bias) as 
to what such planning was all about? How should he understand the relevant con-
text, and thus the reference system of his evaluative endeavour? Based mainly on 
preparatory background reading, as well as some previous personal familiarity with 
the situation in Botswana, he tentatively defined his reference system as follows: ‘a 
system to enhance natural resource-use appraisal (NRUA) through participatory 
planning for assisting rural poverty alleviation and protection of the natural envi-
ronment in Botswana’.

Next, a reflective exercise of ideal mapping was to clarify the normative orienta-
tion to be associated with this reference system for the purpose of the evaluation. 
Obviously, this normative orientation might later change, but an evaluation has to 
start with some normative assumptions and these should be clear from the start.

Table 6.2 illustrates the result of this ideal-mapping exercise, constructed by 
means of the 12 boundary categories of CSH; the categories were unfolded follow-
ing the sequence recommended in Fig. 6.2.

In an ideal world of purposeful human activity, the roles of beneficiary, decision 
maker, expert and witness are closely interrelated and ultimately converge (Ulrich 
1996/2014, p. 40f). For natural resource-use appraisal, a system of self-organisation 
involving conscientious natural resource users (sharing communal land) might be 
considered as such an ideal situation. The point is not that we should assume we live 
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in an ideal world; the point is that ideal mapping provides us with critical distance 
to what is real. With this aim in mind, the ideal map summarised in Table 6.2 pro-
vided a helpful point of reference for subsequently constructing and questioning 
descriptive maps (or ‘actual maps’, in the terms of CSH) of each of the three projects.

6.4.2  �Descriptive Mapping (the ‘Is’ Analyses)

The descriptive mapping in the NRUA study occurred in two stages: firstly, it was 
to identify the relevant stakeholder groups for each project; and secondly, it was to 
specify the role-concerns of all identified stakeholders and surface key problems in 
reconciling these concerns.

Table 6.2  Ideal map of participatory natural resource-use appraisal in Botswana

Sources of 
influence

Social roles 
(Stakeholders)

Role-specific concerns 
(Stakes)

Key problems 
(Stakeholding issues)

Motivation Beneficiary Purpose Measure of improvement 
Indices of

Rural poor, future 
generations and 
non-human nature

To improve natural 
resource use planning in 
addressing needs of the 
vulnerable

(i) Rural poverty alleviation
(ii) Enhanced condition of 
natural resources

Control Decision-maker Resources Decision environment

Communal resource 
users

Necessary components to 
enable NRUA, including:
(i) Project/ finance/human
(ii) Social networks

(i) Interest groups affected 
by NRUA
(ii) Expertise not beholden 
to decision maker

Expertise Expert Expertise Guarantor

Communal resource 
users informed by 
natural and social 
scientists and other 
sources of relevant 
knowledge and 
experience

Technical/experiential/
social knowledge and 
skills, including
(i) Rural peoples’ 
knowledge and experience
(ii) Interdisciplinary and 
intersectoral facilitation 
skills
(iii) Social and 
environmental 
responsibility

Competent professional and 
non-professional 
knowledge, avoiding:
(i) ‘Scientism’ (sole 
reliance on objective and 
statistical ‘fact’)
(ii) ‘Managerialism’ (sole 
reliance on facilitating 
communication)
(iii) ‘Populism’ (allowing 
loudest collective voice as 
sole guarantor)

Legitimation Witness Emancipation Worldview

Collective citizenry 
representing interests 
of all (including 
private sector) 
affected by NRUA, 
both local and global, 
and present and 
future generations

NRUA open to challenge 
from those adversely 
affected, including 
interests of private land 
owners and diamond 
industry competing for 
access to communal 
resources

Manage conflicts of interest 
between:
(i) National economic 
growth, privatization and 
fencing policies
(ii) Vulnerable rural 
livelihoods and nature
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Stage 1: Identifying Stakeholder Groups

It was found that in all three projects, the social roles of beneficiary, decision 
maker, expert and witness were largely played out by four main kinds of institu-
tional agents. These were, respectively, government departments, donor agencies, 
consultants and non-government organisations (see Table 6.3). Whilst impoverished 
natural resource users would clearly represent the ultimate intended (or ‘ideal’) ben-
eficiaries (see Table 6.2), for the purpose of identifying actual stakeholders associ-
ated with each project there was a need to address and interview the immediate 
beneficiaries of NRUA – the various government departments who would claim to 
be working on behalf of the rural poor. During the later evaluation, the author kept 
in check and made transparent in fieldwork notes the assumptions (a) that govern-
ment authorities would indeed ensure appropriate representation of such stakehold-
ers and (b), to the extent they would fail to do so, that NGOs would provide such 
representation.

The primary roles and role-related concerns assigned to the four major institu-
tional agents are not to be understood as being mutually exclusive. While there was 
considerable overlap among the stakeholders’ concerns, it was useful to have this 
first mapping of stakeholders as a basis for starting a more detailed evaluation of 
NRUA associated with each project.

Stage 2: Eliciting Concerns and Key Problems in Each System of Interest

After identifying precise stakeholder representatives for each of the four institu-
tional agents, in each of the three projects, the task consisted in eliciting from these 
representatives information on the concerns and key problems they associated with 
participatory NRUA practice and perhaps also with participatory planning in 
Botswana in general. The fieldwork of gathering this information occupied the most 
time in the study and correspondingly generated the most data. There is no need 
(nor space) here to go through the descriptive maps assembled for each of the three 
projects. Neither is there space for detailing the process of critiquing each descrip-
tive map against the corresponding ideal map of NRUA. More important is that 
readers get a feel for the outputs of this systematic boundary critique.

Table 6.3  Actual stakeholder map of natural resource-use appraisal in Botswana in the 1990s

Major stakeholders (primary 
institutional agents 
identified)

Major stakeholder roles (primary concerns of the institutional 
agents)

Government departments Beneficiary: Getting chances to participate in improved NRUA 
practice for better design and implementation of government 
policy, on behalf of rural constituency

Donor agency Decision maker: Providing resources efficiently for effective 
NRUA practice

Consultancy (academic or 
private business)

Expert (professional): Ensuring impartial production of 
knowledge for sustainable and ethical natural resource use

Non-government 
organisations (NGOs)

Witness: Representing interests of impoverished natural resource 
users, future generations and non-human nature
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6.4.3  �Critique: ‘Ought’ and ‘Is’

Boxes 6.2, 6.3 and 6.4 provide brief summaries of the final critique resulting for 
each project which was presented in more detailed form to the project personnel. 
Each Box summarises some descriptive mapping and specific critique of ‘role’, 
‘role-specific concern’ and ‘key problems’ associated with each source of influence.

It may appear that the critiques presented for each project are very negative. The 
summaries provided here do not give justice to the creative aspects of each project 
which were also detailed in the reports to project personnel. Nevertheless a central 
task of CSH is to nurture an attitude of creative disruption. From a critical systems 
perspective, critique does not equate to being negative but rather should provide a 
platform for improving understanding and practice associated with a situation of 
interest or a context that matters.

Box 6.2  Participatory Rural Appraisal (PRA) Pilot Project

Motivation 
critique

Local government extension officers were immediate beneficiaries 
rewarded with facilitation skills to enable greater involvement of local 
people in extension work. But to what extent might alleviating perceived 
rural social inertia lead to poverty alleviation? The key measure of success 
for the project was centred on high levels of participation and generation of 
self-help projects. Perhaps instead, the rural poor might benefit from better 
access to and control over resources, rather than being subject to further 
consolidation of government extension practices.

Control 
critique

Due to governmental policies of (i) increased privatisation and fencing of 
communal land, resulting in further alienation of natural resource, along 
with (ii) reduced government assistance for local development projects, 
rural poor livelihoods are increasingly dependent on contracts with 
landowners and donor support for collective projects. Is there a risk that 
rural people’s knowledge loses its value and independence?

Expertise 
critique

To what extent are higher participation levels amongst rural poor in PRA 
exercises apt to provide a guarantee for poverty alleviation? Might this 
guarantor assumption distract from the large body of empirical data and 
experience suggesting significant correlation between rural poverty and 
land-fencing policy since the mid-1970s?

Legitimacy 
critique

There is a widely shared perception among stakeholders that benevolent 
government, through a tradition of generous handouts and transfer of 
technology projects, has been responsible for generating rural social 
inertia; hence a perceived need for government to step back and allow 
‘development from within’. In turn this risks further marginalizing the rural 
poor, as it neglects the core issue of control over resources and access to 
land.
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6.4.4  �Extra-Discursive and Discursive Evaluation

The NRUA-Botswana study represents an example of systematic boundary critique 
adopting a largely extra-discursive, ‘expert-driven’ use of CSH categories. In other 
words, the use of CSH categories was reserved for the author’s own purposes. 
Interview schedules were designed around CSH questions, not in terms of system-
atically going through each CSH question as expressed in Table 6.1, but rather cus-
tomised according to the context of inquiry and actual stakeholders being 
interviewed. During the entire fieldwork stage of the study, three separate learning 
journals were kept – one for each of the NRUA projects being evaluated. The mate-
rial in each of the three journals provided an essential resource for writing up an ‘is’ 
analysis (descriptive map) of each project. The ensuing critique was generated 
largely from individual reflection on the data gathered and experiences gained.

Box 6.3  Natural Resource Management Project (NRMP)

Motivation 
critique

Key beneficiaries of NRMP appear to be the management staff of 
community based natural resource management (CBNRM) projects 
responsible for eliciting support/resources from different line Ministries 
(e.g. Wildlife and Tourism, Agriculture, Water Affairs, Local Government). 
But to what extent might improved multisectoral planning address rural 
poverty and communal land degradation? Key measure of success is the 
number of CBNRM projects, primarily as indices of improved intersectoral 
collaboration. But do CBNRM projects (i) engage or simply bypass line 
ministries? (ii) elicit collaboration with government or dependency on 
donors? and (iii) serve the very poor?

Control 
critique

Have CBNRM projects become new currency for rural development? 
Whilst CBNRM might appear to be better grounded in local needs, are 
there greater levels of accountability in use of financial resources as 
compared with government extension programmes? Does short-term 
funding support from donor agencies allow government to divert resource 
support away from local rural development?

Expertise 
critique

CBNRM management requires multidisciplinary expertise and skills in 
facilitation. But to what extent are participatory techniques involving rural 
participants a useful trigger for intersectoral collaboration and 
communication between traditional sector and disciplinary based experts? 
Rural people’s knowledge may be regarded as a useful check on 
professional judgements, but how far is it appreciated as a potential driver 
for rural development initiatives?

Legitimacy 
critique

There appears to be a dominant perception that appropriate expertise ought 
to drive rural development rather than traditional dependence on civil 
service sector-based bureaucratic practices that inevitably create a closed 
‘silo’ mentality. There is a possible conflict with local understandings of the 
need for greater autonomy and control over development, whereby rural 
participants would work in conjunction with locally-elected government 
officials rather than becoming dependent on external donors and project 
managers.
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The study as described so far was designed as an extra-discursive intervention, in 
the sense that CSH was employed as a tool of post-hoc boundary reflection on the 
part of the evaluator. However, one might argue that the real value of boundary cri-
tique lies in its dialogical use, as a tool for testing the different stakeholders’ refer-
ence systems. Indeed, an important dialogical component came into play though the 
process of sharing the evaluator’s findings with the project personnel. This was 
done, firstly, through formal interviewing and sharing of information arising from 
prior interviews; secondly, through informal engagement amongst stakeholders 
involved with actual PRA activities during and after each PRA event; and thirdly, 
through the interim reporting stage where further feedback from stakeholders asso-
ciated with each project was sought.

Box 6.4  Botswana Range Inventory and Monitoring Project (BRIMP)

Motivation 
critique

Immediate beneficiaries are policy advisors wishing to instil longer-term 
coordinated planning to address problems of previous piecemeal 
development in the rural sector. BRIMP is housed in the Ministry of 
Agriculture, dominated by free market neo-liberal economic 
development planning and policies associated with fencing communal 
rangeland. So how likely is it that such coordinated planning might 
benefit the rural poor? Do economic measures of success associated with 
gross national (agricultural) product equate with rural poverty alleviation 
and enhanced condition of natural environment?

Control 
critique

Commoditised resources provide the most appropriate means for 
economic planning. Thus fencing of communal land, privatizing of water 
supply, project-oriented development and having rural participants on-tap 
for consultations during monitoring and evaluation efforts, might be 
considered as important measures of control, with the possible 
consequence of cementing existing relations of economic power rather 
than empowering the rural communities (?). Are there risks of further 
disenfranchising rural communities through consolidating private 
ownership of land?

Expertise 
critique

Central guarantee for ensuring properly co-ordinated efforts is through 
purposive monitoring and evaluation, typically using econometric 
indices based on criteria of efficiency and effectiveness with a view to 
generating economic wealth from natural resources. Participatory 
techniques using rural people’s knowledge are regarded as a means of (in 
PRA terms) ‘ground-truthing’ or checking information arising from 
more technically oriented surveillance systems like remote sensing.

Legitimacy 
critique

Dominant policy assumes that a free-market orientation as applied to 
natural resource-use and monitored by econometric devices provide most 
effective means for reducing poverty and protecting the natural 
environment. There is a need for reconciling this orientation with the 
Botswana tradition in communal rangeland management and for giving 
primacy to democratic debate as a means of determining policy.
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How did CSH inform these interviews and conversations with altogether 78 
stakeholders associated with the three projects? Each interview began with ques-
tions relating to what the stakeholders considered to be their main role, their main 
concerns and key problems in fulfilling their role. Wider questions were then asked 
about relationships with other stakeholders and their perceived roles, concerns and 
key problems. These responses were mapped in the form of initial ideal (‘ought’) 
and actual (‘is’) maps, which then provided further prompts in developing the con-
versation through further interviews. Conflicts coming to the fore among respon-
dents belonging to same stakeholder group were recorded and used for further 
enquiry and/or included in interim reports. Some of the interviewees were further 
interviewed less formally during subsequent fieldwork.

In recording all these conversations, it proved useful to continually update the 
respondents’ ideal and actual maps. The mapping of stakeholder views was found to 
be a continually evolving exercise during conversations and accompanying reading 
of informal grey literature made available through the conversations. At the same 
time, critiques were emerging which equally needed continual recording. Again, this 
was essentially an individual exercise on the part of the evaluator, although other 
ways of handling the critical process are of course conceivable, for example, making 
it a central concern of some (moderated) groups of stakeholders. In any case, it was 
important to keep a record of the developing critique as a basis for reporting back.

Reporting back on a CSH-based evaluation clearly involves transparency. As 
well as revealing contrasting values, power-relations, expert-biases and questions 
regarding the wider legitimacy of NRUA practice, the evaluation also called for 
transparency of the reference system that informed the evaluation itself. Skills in 
translating findings and impressions into a mutually appreciated vocabulary and 
narrative were equally required, given that stakeholders were not conversant with 
CSH terminology. To this end, all stakeholders were invited to comment on the 
interim reports in their own language, whether orally or in writing, which generated 
considerable feedback. In this way, CSH could elicit further critical appreciation 
and engagement among stakeholders, a result that in the evaluator’s view provided 
a key to successful evaluation. Finally, a specially convened seminar at the University 
of Botswana provided further opportunity for dialogue among more than 50 partici-
pants from all three projects. A combined report with key issues from interim reports 
associated with each project was prepared for the seminar.

Each of the reports generated during the fieldwork began with an explicit state-
ment of (i) what the evaluator’s perception was on the main issues of the evaluation, 
including underlying values and purposes of the project, issues of power and deci-
sion making, relevant knowledge and moral underpinnings; and (ii) the author’s 
own role and purpose with respect to the evaluation exercise. Readers were to be 
made aware that the scientific data and statistics included, while useful to support 
the output of a CSH-based evaluation, provided only one element in the overall 
evaluation; its core was a qualitative exercise primarily aimed at a collaborative 
improvement and responsible handling of the situation or project in question. 
Subsequent to this project, a concern for developmental evaluation has emerged in 
various professional fields; a concern that speaks to the use of boundary critique for 
developing value as against merely measuring value (cf. Reynolds et al. 2016).
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6.5  �Practising CSH: ECOSENSUS-Guyana

In the ECOSENSUS study (for a full account, see Berardi et al. 2006; Reynolds 
et  al. 2007), the discursive mode of boundary critique moved into the centre. 
Whereas in the Botswana study, CSH served as a framework for evaluating the use 
of participatory planning, in Guyana it was to serve as a framework for engaging 
underprivileged stakeholders along with researchers and planners in participatory 
processes of decision making, by giving them a new language for articulating their 
concerns. To put it differently: whereas the Botswana study used boundary critique 
directly to formulate reference systems for evaluative research, ECOSENSUS 
wanted to make a start towards generating CSH literacy among stakeholders. It 
should be said though that this was not the main aim of the project; it primarily was 
a pilot study for developing and testing new software tools to support participatory 
planning and management of natural resource use among geographically distributed 
stakeholders and professionals. The connection between the two aims was the idea 
that the software tools might incorporate concepts of boundary discourse, so as to 
encourage and facilitate a critical handling of stakeholding issues.

The stakeholders involved included Makushi Amerindians and their NGO repre-
sentatives in the Rupununi wetlands; planners and other experts in the fields of 
environmental management and computational software development; University 
of Guyana postgraduate students; and project funders.

Given that the project was conceived as an exploratory pilot study, its financial 
and time frame were rather limited and its level of ambition was accordingly mod-
est. Within this frame, ECOSENSUS had two specific objectives:

	1.	 To help develop open-source software tools that should enable marginalised 
communities to engage with partners and experts elsewhere in shared, Internet 
supported processes of decision making about environmental issues; and

	2.	 To develop open content learning units able to support the use of the software 
tools developed in the project, thereby also promoting collaborative skills in 
managing natural resource dilemmas.

With a view to the first objective, the technical basis was provided by uDig, an open-
source graphic surface for geographical information systems (GIS), whence comes 
the name ‘uDig’ (= user-friendly Desktop/Internet GIS, see https://udig.refractions.
net/). A second technical basis consisted in Compendium(see Conklin 2005 and 
https://projects.kmi.open.ac.uk/compendium/), an open-source software for dia-
logue mapping developed at the Open University on the basis of Kunz and Rittel’s 
(1970) concept of issue-based information systems (IBIS). ECOSENSUS should 
achieve an integration of Compendium with uDig, so as to facilitate their simultane-
ous use. At the same time, the project should explore possibilities to extend 
Compendium with mapping tools developed on the basis of CSH, so as to help users 
unfold the vital stakeholding issues involved in the aim of supporting marginalised 
communities. Finally, the project should pilot-test whether such software applica-
tions would indeed enable the stakeholders to adopt a wider problem perspective 
and unfold it in a well-structured, graphically supported, manner.
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With a view to the second objective, the project began developing and testing a 
pilot online course with participants from Guyana, as an opportunity for them to 
develop some initial practice in using the software tools as well as in boundary dis-
course. The course was provisionally entitled Team Building for Sustainable Natural 
Resource Management. The participants included NGO representatives of the 
Amerindian community and students at the University of Guyana, with two staff 
members from the University of Guyana acting as tutors. The authors were part of 
a wider course development team with colleagues from the Open University, the 
University of London and the University of Guyana.

The project thus comprised a number of interrelated endeavours which, though 
often running concurrently and being very iterative, may nevertheless be laid out in 
rough chronological order:

	1.	 Initial team building and familiarisation with existing software tools (uDig, 
Compendium, video conferencing software) and systems ideas (CSH) among 
distributed team members;

	2.	 Technical integration of uDig with Compendium and testing with the team;
	3.	 Development of CSH templates for Compendium;
	4.	 Empirical testing of CSH templates in Guyana; and
	5.	 Development and testing of open content learning material for team building.

For the present purpose we need not concern ourselves with the technical side of the 
project (which progressed satisfactorily) but can focus on endeavours 3 and 4. We 
can also briefly explore the intent and challenges behind using CSH as an input to 
building open educational resources (OERs) for the wider purpose of team building 
(endeavour 5).

6.5.1  �Developing CSH Literacy

Since in Guyana, CSH was to serve mainly as a discursive framework for mediating 
conversation, language issues became central. While in Botswana the evaluator was 
reasonably familiar with the language of CSH, in ECOSENSUS the intended users 
were new to boundary critique. It was necessary to ‘translate’ CSH in two respects – 
firstly, into short expressions that could easily be captured in the graphic surface of 
uDig and Compendium and secondly, into terms accessible to a marginalised non-
European community accustomed more to verbal and visual communication than to 
written literacy. Other studies have equally reported on the importance of adapting 
the tools of boundary critique to specific users groups; compare, for example, Carr 
and Oreszczyn (2003) and Achterkamp and Vos (2007).

In promoting CSH literacy among specific users, an immediate question arises: 
Why might they wish to engage in boundary conversation? We found it useful to ‘pick 
up’ our intended users by responding to specific motives they might have for engag-
ing in boundary reflection and discourse. We thus developed four basic templates for 
boundary critique, each relating to a particular motive or purpose (see Box 6.5).
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Once stakeholders can see a purpose behind the use of a particular language tool, 
the motivation to engage increases. Moreover, the templates offer some direction for 
training and practice, in that they stand for increasingly demanding uses of bound-
ary critique. They thus also represent levels of increasing competence in boundary 
reflection and discourse. The first two templates (a) and (b) represent an elementary 
use of boundary questions – in the ‘ought’ mode for (a) and in both the ‘ought’ and 
‘is’ modes for (b) – which we have found easiest to learn for most users of CSH. The 
third template – (c) reframing – additionally involves a critique of ‘ought’ and ‘is’, 
with the aim of providing an alternative reference system (i.e. another set of answers 
to the boundary questions). Template (d), finally, represents a more advanced, argu-
mentative use of boundary critique, where any one of the responses to a question 
might be countered by, say:

–– A suggestion: e.g. “I see young people as beneficiaries but I don’t see them 
included at present”;

–– A doubt: e.g. “I wonder about the assumed assurances of success, what if you 
ignore…?”;

–– A contradiction: e.g. “If this is the client, we will not accomplish the right thing, 
because…”; or finally,

–– A simple what-if inquiry: e.g. “What if we would redefine expertise as…?”

Box 6.5  Templates for four basic uses of boundary critique (Adapted 
from Ulrich 2005, p. 12)

Template Use of boundary critique

Template (a): Ideal Mapping
Purpose: ‘Vision building’
Guiding question: “What’s our vision?”

(or: Where do we want to go from here?)
Template (b): Evaluation
Purpose: ‘Value clarification’
Guiding question: “Where are we standing?”

(or: How satisfied are we with the state of affairs?)
Template (c): Reframing
Purpose: ‘Boundary revision’
Guiding question: “What’s the relevant context?”

(or: How else can we frame the picture?)
Template (d): Challenge
Purpose: ‘Emancipation’
Guiding question: “Don’t you claim too much?”

(or: How can we rationally claim this is right?)
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So much for the basic issue of providing impetus for boundary reflection and dis-
course. The next issue was testing how the intended users understood the boundary 
questions. In a field test with participants in Guyana, we first found considerable 
variability in their understanding of the questions. But when we subsequently 
applied the questions more specifically to one of the four purposes (a)–(d) men-
tioned above, rather than simply testing CSH’s language without a clear end in 
mind, there was more appreciation and comprehension. Box 6.6 illustrates some 
responses of 18 respondents who were asked to try and use the questions as a help 
to voice their concerns about current land-use development plans for the North 
Rupununi wetlands.

We should point out that not all 18 respondents were equally articulate. English 
was a second language for most and cultural differences made some questions more 
challenging than others to them. The questions on legitimacy for example recorded 
a relatively low response – a difficulty to be expected as questions of legitimacy are 
not easily raised in the Amerindian culture (legitimacy resides with the authority of 
the village elders). Despite such obstacles, there was evidence among the responses 
that with appropriate facilitation, meaningful stakeholder dialogue might develop.

Turning now to the four purposes (a)–(d) mentioned above, it proved easiest to 
achieve a basic degree of CSH literacy by having the Amerindian participants talk 
about their visions for the future of the Rupununi wetland (‘ideal mapping’ as an 
entry-level use of boundary discourse, as suggested in Box 6.6).

But how should we structure templates for ideal mapping and the other purposes 
specifically for stakeholders accustomed to oral and visual rather than written com-
munication? Clearly, the templates needed to use terms that would help the 
Amerindian participants relate the boundary questions directly to their experience; 
as well as provide a basis for visualising the sequence of unfolding suggested earlier 
(Fig. 6.3) within the Compendium software. As a basis for formulating such tem-
plates we used the kind of decision (or deliberation) trees reproduced in Table 6.4 
(the example shows a tree for an ideal-mapping template).

The template-trees were then translated into the Compendium dialogue mapping 
software. Answers, questions or conjectures arising in a conversation can be noted 
directly in the software.

6.5.2  �Team Building for and by Using Boundary Critique

In addition to software support, appropriate facilitation and team-building efforts 
were explored so as to help the participants in familiarizing themselves with the 
spirit of boundary critique. Some local meetings were held in different locations in 
Guyana, offering a facilitated opportunity to practise the software tools and simul-
taneously to express feedback on the draft templates. Later, the focus shifted to the 
development of an open educational resource. A pilot course on Team Working for 
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Box 6.6  Getting familiar with CSH questions

(Selected responses from 18 participants of the ECOSENSUS-Guyana study to 
boundary questions relating to land-use planning for the North Rupununi wetlands)
Responses to questions about motivation (CSHq1–3)
“There shouldn’t be one client in all of this. There should be a sort of a continuum where 
‘clients’ are of different [and] varying levels of importance and the dependency on the 
Rupununi should be the tool that identifies these levels. For example, a villager in the 
Rupununi seeking economic gain, so that he can send his children to school, should be 
able to use the [natural] resources in the area to do this.”
“The researchers ought to be the client because they are the ones who provide 
information [for] the both local communities and the world – The purpose is for people to 
have knowledge of the project, their objective and purpose.”
“National institutions in terms of meeting their CBD [community based development] 
[with] objectives having more information for decision-making – Information is power”.
“It should serve everyone’s interest, even though this project involves few groups of 
people, e.g. the communities, field staff, [and] scientists but in the long term the purpose 
is for everyone. So it should serve everyone’s purpose.”
Responses to questions about control (CSHq4–6)
“The decision makers now are project managers and to some extent field researchers. For 
example, with the water chemistry kit being broken, the data on water quality is not being 
collected.”
“Project coordinators, researchers [and] the people living in the communities must work 
[together] to make decisions.”
“The immediate clients working with the wetlands project [ought to be decision 
makers].”
“The North Rupununi District Development Board ought to be the decision maker.”
Responses to questions about expertise (CSHq7–9)
“Those who ought to be considered [as] professionals [are] communities of the north 
Rupununi [and] field researchers.”
“Expertise of research, planning, consulting”
“Everyone’s expertise [should] be consulted because everyone’s knowledge [should be] 
considered. The project would [then] have a better impact to everyone and this would be 
a better understanding among different groups of people.”
“[the actual source of expertise comes from] Conservation International, Guyana 
foundation.”
Responses to questions about legitimacy (CSHq10–12)
“One of the things that are affecting how stakeholders [feel] is that they buy into what 
the project is about but their vision may be different from the people that conceptualised 
it.”
“Having everyone involved to understand [how] to manage what is there for everyone’s 
benefit.”
“The worldview that is determining is … land as sustainable wetlands area.”
“Sustainable development is possible.”
“Viewing the scientific knowledge is important. Use of scientific data is the professional 
thing to [do] in decision making.”
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Table 6.4  Specification of CSH questions for an ideal-mapping template (“What’s our vision?”)

Boundary 
issues Root issues Main questions Specified prompts

Sources of 
motivation

What are the 
motivating 
factors?

Whom do we want to 
serve?

Primary clients?
Secondary clients?
Whom can’t we realistically serve 
although ideally we would?

What do we want to 
achieve?

Primary aims?
Secondary aims?
Unrealistic aims?

What should be our 
measure of improvement?

Quantitative measure(s) of 
improvement?
Qualitative aspects of improvement?

Sources of 
control

Who’s in 
control?

Whom do we want to 
decide?

Those able to stop us
Those able to change or redefine our 
measures of improvement
Those already in control of 
resources

What resources do we aim 
to have available?

Financial
Material
Political/social
Other

What conditions of 
success should rightly be 
controlled by third parties?

Public sector authorities
Private sector organisations
Individual stakeholders not involved
Nature/chance

Sources of 
knowledge

What 
information 
and skills are 
relevant?

Whom do we want to 
contribute their experience 
and expertise?

Indispensable experts
Desirable experts
Impossible experts
Undesirable experts

What information and 
skills do we want them to 
contribute?

Ordinary experience
Professional know-how
Professional skills
Other

Where should we look for 
some guarantee of 
success?

True guarantors
False guarantors
Doubtful/potential guarantors

Sources of 
legitimacy

What 
stakeholders 
should be 
considered?

Whom do we want to 
voice the concern s of 
those not involved?

Those affected but not involved
Those concerned but not directly 
affected
Those normally without voice 
(future generations, non-human 
nature etc.)

What do we want to do to 
emancipate stakeholders 
from our premises and 
promises?

In terms of rights
In terms of compensation
Other

What worldview do we 
want to rely on/privilege?

Privileged view
Clashing views
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Natural Resource Management should offer the participants both an introduction to 
natural resource management issues and another opportunity to practise the new 
software tools.

The course development relied on a conceptual framework drawing on two tradi-
tions: systems thinking informed by CSH and participatory action research (PAR, 
cf. Fals-Borda 1996) partly informed by critical pedagogy (Freire 1970). CSH 
appeared relevant to address both the earlier-discussed duality between systems and 
situations as well as the PAR dimension of the project, as it has explicitly addressed 
such contexts (see Ulrich 1996/2014); PAR appeared relevant to encourage active 
participation of the Guyana stakeholders. We mapped these two dimensions of sys-
tems thinking and participation onto a standard project management and learning 
cycle involving the four basic activities of observing, evaluating, planning and act-
ing. This yielded the framework shown in Fig. 6.6.

The framework understands systems thinking and participation as involving two 
basic tensions that need to be dealt with in most professional interventions (see 
Reynolds 2008b for an application of a similar framework to project management in 
international development programmes). The first, horizontal dimension represents 
the tension of ‘system’ versus ‘situation’ (cf. Figs. 6.1 and 6.2). The second, vertical 
dimension represents the clash of multiple perspectives that tends to make it diffi-
cult in practice to achieve mutual understanding among stakeholders, regarding 
both their different views and concerns (‘stakes’) and alternative ways to develop 
these into joint action for improvement (‘stakeholding development’).

The two dimensions may be combined with our earlier distinction of non-
discursive and discursive boundary questioning (cf. Figs. 6.4 and 6.5). Boundary 
reflection may then be said to focus attention on the reference systems that inform 
our understanding of situations, for example, when it comes to evaluating the real-
world consequences of action (‘system’ versus ‘situation’); whereas boundary dis-
course would focus more on the conflicts that arise between stakeholders due to 
different reference systems informing their views of the situation and of options for 
improving it, with a consequent need for acquiring some mutual understanding. 

Fig. 6.6  ECOSENSUS 
Framework (Adapted from 
Reynolds 2008b, p. 779, 
with permission from 
Elsevier)

6  Critical Systems Heuristics: The Idea and Practice of Boundary Critique



292

Taken together, these two basic tensions thus also capture the familiar and rarely 
avoidable tension between individual appreciation of situations and the need for 
cooperative action. Even though we rarely achieve shared understanding in the 
sense of consensus, we have to achieve some kind of shared practice, through deci-
sion making based at least to some degree on mutual, though not shared, under-
standing – which is what we expect boundary discourse to facilitate.

We used this framework to inform the development of on-line course material 
structured around three main topics: (i) learning to identify stakes and stakeholders; 
(ii) unfolding stakeholding issues; and (iii) developing an individual project dealing 
with a problem situation in Guyana. All three parts should provide practice in 
boundary reflection and discourse, partly supported by the software tools. The proj-
ect ended before the course had been completed, but some of the material was made 
available as an open educational resource (OER).

6.5.3  �Final Reflection on ECOSENSUS-Guayana

Looking back on the 18-month ECOSENSUS project, what have we learned about 
the use of CSH? It was clear from the outset that the project was to explore new ter-
ritory rather than implementing anything definitive; our hope was to learn about the 
limitations in transposing our tools into a totally different cultural context. We cer-
tainly did!

Here is a brief summary of the limitations we learned about, structured around 
the four basic CSH sources of influence (which may inform limitations no less than 
success in achieving improvement):

	1.	 Motivation: There was a certain technocratic bias built into the project to fulfill 
predetermined objectives around the development of electronic tools 
(Compendium and uDig) for our sponsor, rather than first exploring the needs of 
the intended users.

	2.	 Control: There were limitations on time, staffing and other resources (particu-
larly local facilitation and Internet access for our Amerindian colleagues) that 
had been underestimated in the project design and turned out to impede the ‘dis-
tributed’ stakeholder dialogue we aimed to support.

	3.	 Knowledge: There was little experience and expertise with the use of software 
tools such as uDig and Compendium to support dialogue on issues of natural 
resource management among marginalised stakeholders. For example, it proved 
to be difficult to record the content of such conversations in a (partly graphic) 
form and language that would be easily accessible for all participants despite 
differing technical equipment, skills and cultural backgrounds.

	4.	 Legitimacy: Raising questions of legitimacy proved difficult for some of the par-
ticipants, but also for the authors as there were limited opportunities to gauge 
effects of the project on third parties, including likely ‘victims’ such as conven-
tional environmental planners.
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Despite such limitations, we found that the use of CSH did make a difference in the 
way software tools and other planning tools were used in this project. It made sure 
that the project’s initial focus on technical issues gradually shifted to substantive 
issues of the stakeholder discourse to be facilitated. In particular, it created space for 
such crucial issues to be deliberated upon as, for example, what views and concerns 
were to inform the maps of the Rupununi land-use situation drawn by means of 
these tools, rather than allowing such assumptions, as is more usual, to remain hid-
den away or being treated as mere inconveniences.

On the other hand, we do not feel we managed to mobilize as much involvement 
on the part of the Amerindian participants as we might have hoped. This may be due 
in part to the cultural differences we have mentioned, along with the technical chal-
lenges presented by the use of new software and the limited reach of a short-term 
project such as ECOSENSUS. Even so we believe that ECOSENSUS demonstrated 
the feasibility of supporting project management by e-social science tools such as 
those we explored. Just as important, it demonstrated a simultaneous need for bas-
ing professional intervention and project management on enlarged frameworks such 
as the one envisaged in Fig. 6.6. ECOSENSUS certainly made us aware of how long 
a way current managerial and e-science approaches still have to go so as to really 
create spaces for an open and reflective handling of crucial stakeholding issues.

In this early phase of their development it is probably inevitable that the tools 
themselves, rather than the processes they ought to facilitate, are in the centre. As 
long as this is so, boundary critique is perhaps better thought of as a personal stance 
and competence that is acquired primarily through individual study and practice 
along with dialogue with others, rather than through intermediate software applica-
tions. The final section of this introduction to CSH is now going to discuss some of 
the personal skills in question.

6.6  �Developing CSH Skills and Significance

Understanding methodological ideas is not enough. We must also develop some 
personal competencies and attitudes in applying them. As we have thus far focused 
on introducing some core concepts of CSH and reviewing two case studies in their 
light, let us now consider some of the skills and virtues involved in practising 
boundary critique.

The basic theme of this concluding section is that boundary reflection and dis-
course have a lot to do with who we are and how we work as professionals, that is, 
with our sense of professional identity and competence (Ulrich 2000, 2001/17). 
Boundary critique with CSH has for example been used to explore attributes of 
evaluation as an emerging profession (Schwandt 2015; Reynolds and Schwandt 
2017; Gates 2018) and to reflect on the personal ethical decisions involved (Levin-
Rozalis 2014, Ch. 9, and 2015). However, since we cannot discuss such field-
specific skills in any detail here, the focus will be on a few basic skills that are 
essential to all critical practice. Readers may find it meaningful to see them as 
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touch-stones for reflecting on the degree to which they are already on their way to 
become competent in boundary critique. For further guidance, the chapter’s list of 
References offers a large selection of related writings, including references to the 
two authors’ publications lists.

6.6.1  �Recognising Boundary Judgements – And Keeping Them 
Fluid

Learning to practise boundary critique begins with understanding the role boundary 
judgements play, that is, with reading some of the sources on CSH. In addition, it 
helps to listen attentively to how people talk and argue in everyday conversations, 
on the bus, at work or in TV discussions; try to hear the boundary judgements they 
make without apparently being aware of them and discover how they consequently 
misunderstand one another and talk at cross-purposes.

Once you have understood the importance of boundary judgements as a factor 
that conditions all our thinking, a critical impetus comes into play: you will then no 
longer want them to operate unrecognised in your thinking. You will prefer to con-
trol them, rather than allowing them to control you. Likewise, in discussions with 
others, you will probably no longer want their boundary judgements to go unrecog-
nised or be imposed on you and others as ‘given’. Rather than seeing them with-
drawn from any critical consideration, you will want them to be transparent and 
open to revision. To understand the role of boundary judgements means to keep 
them under review and fluid rather than allowing them to become ‘hard’ and taken 
for granted. In this respect, we may indeed take the talk of a shift from ‘hard’ to 
‘soft’ and critical systems thinking quite literally!

But what is it that contributes towards rendering boundary judgements visible 
and fluid? All the skills mentioned in this section are contributing to this aim, but 
perhaps the two most basic ones are what CSH calls ‘systematic iteration’ and ‘sys-
temic triangulation’.

	1.	 Systematic Iteration of Boundary Judgements

Our reference systems change over time, as do the situations to which we apply 
them. Some of our boundary judgements may be put into question by the way a situ-
ation of interest evolves, others by new knowledge we acquire or in discussion with 
people concerned, or we gain new experience through other situations in which we 
are professionally or privately involved, and so on.

An important point in this natural evolution of our thinking is this: all our bound-
ary judgements are interdependent. We cannot simply adapt a boundary judgement 
(say, as to who should belong to the beneficiaries) to some new piece of information 
and for the rest continue with our previous understanding of the situation, without 
revising the other boundary judgements that constitute our reference system. For 
instance, our measure of improvement might need to be adapted and consequently 
the resources needed, the decision maker controlling them, the kind of expertise 
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called for, and so on. Whenever we change any one boundary judgement, all the 
others may be in need of change, too.

Consequently, the process of unfolding and questioning boundary judgements is 
not a simple matter of observing a standard sequence of boundary questions such as 
Table 6.1 and Fig. 6.3 may be understood to suggest it in two slightly different ver-
sions. Rather, boundary critique becomes a cycle of multiple revisions that may take 
us through several and changing sequences of boundary reflection. This is what we 
mean by describing boundary critique as an iterative process.

In the NRUA-Botswana study, the process of evaluating each of the three proj-
ects was essentially iterative in that new insights about any one of the three projects 
prompted the evaluator to revise his reference system for each of the other two 
projects, too. In the ECOSENSUS-Guyana study, it was the gradual progress of 
mutual understanding and better communication, along with equally growing 
awareness of obstacles and difficulties, which provided a main driver for revising 
the participants’ reference systems.

There are three important aspects to this basic skill of iterating boundary 
judgements:

–– Since new insights into the limitations or arbitrariness of any specific reference 
system may at all times prompt us to revise our boundary judgements, we need 
not worry so much about ‘getting them right’ from the outset. What matters more 
is that we start developing a sense of the different kinds of reference system that 
might guide us, before we invest too much time and effort for inquiry and reflec-
tion about any particular reference system.

–– Since the answers we give to the 12 boundary questions are interdependent, it 
does not really matter where we start. Rather than following some predefined 
order mechanically, we can start with any boundary question that we find par-
ticularly interesting or relevant, or easy to answer, or helpful to stimulate discus-
sion, and so on. The ensuing boundary reflection or dialogue can then follow 
where the process takes it, as the interdependence of the boundary judgements 
will quite naturally lead us to previously unconsidered boundary issues and make 
sure that we clarify our reference system in terms of all 12 boundary issues.

–– Similarly, since boundary revision is an iterative process, when the need for 
revising our reference system arises we may start with any of the boundary 
judgements concerned. We will then usually see some of our other previous 
boundary judgements in a new light, or new boundary issues emerge. So we can 
move to those other boundary issues and examine how our reference system is 
changing. Likewise, moving back and forth between ‘ought’ and ‘is’ answers 
may drive the process of revision, as may any other kind of input that can help us 
better understand the conditioned nature of our boundary judgements.

This is not to say that it is not a good idea for beginners to start with a standard 
sequence such as the one suggested in Fig. 6.3. However, you need not be its slave. Use 
it as long as it proves helpful; drop it when it becomes a constraint. As we grow more 
accustomed to thinking in terms of boundary critique, we can free ourselves from fol-
lowing a fixed order and allow more naturally flowing reflection and discussion.
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	2.	 Systemic Triangulation

The boundary judgements that we continually make (whether consciously or 
otherwise) are influenced by two other sets of judgements that are continually at 
play. Firstly there are judgements on what we take to constitute reality, for example, 
based on what we observe or expect to happen in consequence of our actions. We 
call such observations and anticipations judgements of ‘fact’. In NRUA-Botswana 
they involved, for example, the monitoring of land use through extensive surveys 
and geographic information systems (GIS). Likewise, for ECOSENSUS-Guyana, 
the importance of uDiG as a device for accessing and making immediate judge-
ments on the ecological well-being of local ecosystems was integral to the study.

Secondly and just as importantly, there are more intuitive judgements on what 
we take to constitute improvement, that is, what we individually and collectively 
ascribe to the real world in terms of measures of worth. We call such assessments 
judgements of ‘value’. In both NRUA-Botswana and ECOSENSUS-Guyana there 
was to be expected considerable variability in value judgements regarding, for 
instance, the worth of some notion of pristine nature as compared with the worth of, 
say, a natural ‘resource’ such as timber or other forms of land use for human 
development.

We have thus three sets of judgements that condition the ways we conceive of 
situations and systems: factual judgements, value judgements and boundary judge-
ments. Judgements of fact and judgements of value are often said to be interdepen-
dent, but it usually remains unclear what exactly that means and how it is to be 
explained. CSH gives us a precise explanation: ‘facts’ and ‘values’ depend on one 
another as both are conditioned by the same boundary judgements. For example, 
when we expand our boundary judgements regarding what belongs to the relevant 
situation (say, when we recognise a previously ignored condition of success), previ-
ously ignored facts may become relevant; but in the light of new facts, our value 
judgements may suddenly look different and need revision. Similarly, when our 
value judgements change, we will need to revise our boundary judgements accord-
ingly, and in consequence new or different facts become relevant.

CSH refers to this triadic interplay of reference system, relevant facts and values 
as an eternal triangle that we need to think through, and to its methodological 
employment for critical purposes as systemic triangulation (Ulrich 2000, p. 251f; 
2003, p. 334; 2005, p. 6; and 2017). The term ‘triangulation’ originally refers to the 
need for using at least three triangulation points for surveying land; in the empirical 
social sciences it has come to mean the use of different data bases (gained prefera-
bly by different research approaches) to describe and analyse social issues. 
‘Systemic’ triangulation goes beyond this concept, by combining different data 
bases (judgements of fact) with different reference systems (boundary judgements) 
and value sets (judgements of value) so as to gain a deeper understanding of the 
selectivity of claims.

Systemic triangulation can also be understood as an extended form of systematic 
iteration of boundary judgements. Whereas in the basic form the iteration takes 
place among changing boundary judgements, in the extended form it takes place 
among boundary judgements, factual judgements and value judgements.
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Stepping back from one’s reference system in order to appreciate other perspec-
tives is perhaps the most challenging attribute of a systems practitioner. This is what 
systemic triangulation is all about. It is a core skill we need to develop in order to 
become competent in boundary critique. The eternal triangle suggests a way to do 
this: we can make it a habit to consider each corner of the triangle in the light of the 
other two, by asking questions such as these:

What new facts become relevant if we expand the boundaries of the reference system or 
modify our value judgements? How do our valuations look if we consider new facts that 
refer to a modified reference system? In what way may our reference system fail to do jus-
tice to the perspective of different stakeholder groups? Any claim that does not reflect on 
the underpinning ‘triangle’ of boundary judgements, judgements of facts and value judge-
ments, risks claiming too much, by not disclosing its built-in selectivity. (Ulrich 2002, 
p. 42; similarly 2003, p. 334, and 2005, p. 6).

Systemic triangulation is indeed highly relevant from a critical point of view. It 
serves several critical ends:

–– It helps us in becoming aware of, and thinking through, the selectivity of our 
claims – a basis for cultivating reflective practice.

–– It allows us to explain to others our bias – how our views and claims are condi-
tioned by our assumptions. We can thus qualify our proposals carefully, so that 
they gain in credibility.

–– It allows us to see through the selectivity of the claims of others and thus to be 
better prepared to assess their merits and limitations properly.

–– It improves communication, for it enables us to better understand our differences 
with others. When we find it impossible to reach through rational discussion 
some shared views and proposals, this is not necessarily so because some of the 
parties do not want to listen to us or have bad intentions but more often, because 
the parties are arguing from a basis of diverging boundary judgements and thus 
cannot reasonably expect to arrive at identical judgements of fact and value. And 
finally, as a result of all the above implications,

–– It is apt to promote among all the parties involved a sense of modesty and mutual 
tolerance that may facilitate productive cooperation; for once we have under-
stood the principle of systemic triangulation, we cannot help but realise that 
nobody has a monopoly for getting their facts and values right and that accord-
ingly it is of little help simply to accuse those who disagree with us to have got 
their facts and values wrong!

6.6.2  �Towards a New Ethos of Professional Responsibility

The five critical ends just mentioned above amount to a new ethos of responsibility 
for systems practice and for professional practice in general. It says that the ratio-
nality of professional claims and arguments is to be measured not by the impossible 
avoidance of justification deficits but by the degree to which we deal with such defi-

6  Critical Systems Heuristics: The Idea and Practice of Boundary Critique



298

cits in a transparent, self-critical and self-limiting way (Ulrich 1993, p. 587). It is a 
stance that takes the concerns of the ‘enemies of the systems approach’ (Churchman 
1979) no less seriously than the differences among the reference systems of those 
involved in an intervention (cf. Reynolds 2005, p. 550f). Let us conclude with three 
pertinent reflections that we consider characteristic of such a stance.

	1.	 “Context Matters”: Working with the Tension of System and Situation

The phrase ‘context matters’ provides perhaps the simplest and most generic 
description of what it means to develop competence in boundary critique. First, it 
prompts the question: What is the relevant context? or simply: Which context mat-
ters? Second, it prompts the question: What makes this context matter more than 
other conceivable ones? or simply: Why does it matter? The first question raises 
issues of meaning and relevance; it invites us to reflect on our understanding of ‘the 
problem’ (the ‘situation’) and ways to improve it. The second question raises issues 
of validity and rationality; it urges us to reflect on the validity claims involved in our 
‘systems’ maps and designs and to examine the arguments that support or chal-
lenge them.

As evidenced in the two case studies, getting to grips with real-world situations 
of intervention does not usually allow us to stay within the pristine conceptual world 
of our systems methodologies. Rather, it compels us to face the basic tension 
between ‘system’ and ‘situation’, by continuously questioning our systems maps 
and designs as to how selective they are in capturing the situation; likewise, we’ll 
have to continuously question our notion of the situation as to what options there are 
for our underlying reference system. By consciously working with the tension of 
‘system’ and ‘situation’, either can play a critical role for the other; together, they 
can help us develop and maintain some healthy self-critical distance to our own 
professional assumptions, findings and conclusions.

Boundary critique, then, is not just a process of delimiting and arguing our sys-
tems conceptions. It should equally inform our notion of the relevant problem situ-
ation – of the ‘context that matters’. Our systems maps and designs can hardly be 
better than the notion of the context that informs them. But whereas in the case of 
our systems maps and designs, boundary critique will usually require a systematic 
and explicit effort of boundary unfolding and questioning, in the case of our notion 
of the context it will often tend to be more intuitive and implicit. We all bring into 
professional interventions a background of personal experiences and skills that 
shape our views of the context, and it will hardly ever be possible that we render all 
those background assumptions fully explicit. What matters more is that we develop 
a sense of openness and flexibility with respect to the differing contexts that matter 
to different people, and that we are accordingly prepared to revise our initial notion 
of the relevant context.

Regarding this important aspect of personal competence, our experience is that 
boundary critique works best as a reflective framework that most of the time oper-
ates in the background – a set of concepts and questions we need not talk about all 
the time but should simply allow to inform our critical thinking. In our communica-
tion with others, we can probably best convey the spirit of boundary critique by the 
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example we give in handling our boundary judgements carefully and limiting our 
claims accordingly, whereas constant talk about boundary judgements may only 
cause others to switch off. Even in individual reflection, once we have understood 
the role of boundary assumptions it is hardly possible to ‘forget’ their importance.

Thus seen, boundary critique ultimately becomes a Socratic professional stance 
rather than an explicit technique. It encourages a new methodological modesty that 
expresses itself in the way we qualify our claims and deal with those of others. Such 
a stance will also make a difference in the way we meet people who are concerned 
about a situation but have no special expertise and skills for articulating and arguing 
their concerns: we will make them understand and let them feel that we are prepared 
to meet them on an equal footing. Rather than putting them in a situation of incom-
petence, as professional practice often does, we will treat them as competent part-
ners in exploring the context that matters (Ulrich 2000). When it comes to the 
contextual assumptions informing our views, ordinary citizens have no disadvan-
tage as compared to the experts.

	2.	 “Deep Complementarism”: The Significance of Using CSH in Support of 
Other Methodologies and Methods

The new ethos of responsibility that we associate with boundary critique has also 
consequences for our cooperation with other professionals. It should inspire in us a 
new openness regarding the methodologies others use. Whatever our own preferred 
methodology may be in a certain situation, it cannot supersede a careful handling of 
the eternal triangle that is at work in all our professional findings and conclusions. 
In this respect, we all meet as equals, regardless of the methodologies we master. 
Consequently, we may develop and practise skills of boundary critique in conjunc-
tion with any kind of methodology, whether it is a ‘hard’, ‘soft’ or ‘critical’ systems 
methodology or any other kind of approach.

Developing competence in boundary critique thus goes hand in hand with a 
methodological stance of ‘deep’ methodological complementarism (Ulrich 2003, 
p.  337f; Reynolds 2016): while the problem situations we face as professionals 
change and may require different methodologies, the argumentation tasks we face 
remain basically the same and are interdependent in the sense of amounting to an 
eternal triangle. Whatever professional tools we use, in the end we need to convince 
the parties concerned that we have got our ‘facts’, ‘values’ and ‘boundary judge-
ments’ right, that is, conducive to improvement in the eyes of the parties concerned. 
Professionals cannot delegate this act of approval to themselves; no methodology, 
no method, no kind of expertise can justify it. All that professional competence can 
contribute is to lay open to those concerned the assumptions on which it relies, the 
consequences they may have, and the options available for alternative proposals. 
Since unfolding and questioning such selectivity is the core business of boundary 
critique, must we not conclude that all sound professional practice requires some 
skills of boundary critique, whether in explicit CSH terms or not?

CSH accordingly proposes that boundary critique should become part of the 
critically reflective skills of every professional and should also be considered a core 
competence of group leaders and facilitators. Particularly in interventions in which 
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disagreements about essential questions arise, appropriate space for boundary 
reflection and discourse should be set up, among those involved in the intervention 
on the one hand and those concerned but not involved on the other hand.

Consequently, CSH aims not to replace but to complement the use of other meth-
odologies, with a view to supporting reflective practice. We consider it one of the 
strengths of CSH that it is thoroughly grounded philosophically and methodologi-
cally yet does not constrain the user’s flexibility with respect to the specific 
approaches and tools that one may prefer and master. Likewise, it allows adapting 
the language of CSH to the context of application. Reynolds (2014), for example, in 
the context of addressing social scientists in the field of international development, 
translates the four sets of CSH questions in terms of political economy – Who gets 
what? Who owns what? Who does what? and Who gets affected in the process?” 
CSH thus enlarges rather than replaces the specific professional skills of its users, 
and thereby also can provide a common language for reflective practice across dif-
ferent professions and methodologies.

	3.	 “Seeing the World Through the Eyes of Others”: Systems Thinking as 
Constructive Critique

Revisiting the two quotations introducing this chapter, we may finally ask: What 
insight and value is there in CSH that contributes to the aspiration of ‘seeing the 
world through the eyes of another’? And moreover: What insight and value does it 
contribute to the need for being constructively critical of the worlds we see ‘through 
the eyes others’, as well as of our own worlds?

Answering these two questions is the topic of the entire chapter. But perhaps we can 
summarise the particular competence and ethos that boundary critique is meant to con-
vey to the reader a bit differently. It starts by recognising that boundary judgements are 
not an invention of CSH but are operational out there in the messy world of profes-
sional practice, waiting to be unfolded and questioned! You may choose to ignore them, 
but does that make you a better researcher and professional? Remember the mountain 
climber who was asked why he had climbed a mountain; his answer was, ‘because it 
exists’. Similarly, the fact that boundary judgements exist and underpin all our claims 
should be sufficient impetus to explore them. That they exist may be bad news at first, 
for they may put into question many of our cherished ideas about competent research 
and practice; but if we handle them carefully, they may also offer opportunities for 
gaining a deeper understanding of what it means to be a good professional.

With its core concept of boundary critique, CSH compels us to revise our notions 
of professional competence and ethics in many fields of applied science and 
expertise (Ulrich 2000; Schwandt 2015). As you, the reader, learn to practise bound-
ary critique and grow more familiar with it, you will gradually discover its power to 
stimulate your thinking in new, constructively critical ways. You will discover that 
it helps you in better appreciating what others say and why it differs from your 
views, but also why people so often talk past one another and are intolerant. 
Likewise, you will discover that the cogency and credibility of your own proposals 
and arguments increase to the same degree to which boundary critique makes you 
appreciate their conditioned nature and limit them accordingly.
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What is at stake is the quality of our professional thinking and communication 
with others. If that is reason enough for you to read more about boundary critique, 
you may want to start with a more comprehensive and detailed discussion of the 
quest for competence in systems research and practice than is possible here (see 
Ulrich 2001/17). Some down-to-earth guidelines for getting started with boundary 
critique are available in the original sources, particularly in the earlier-mentioned 
Primer (Ulrich 1996/2014) and in the above-cited account of the role of boundary 
critique for ‘competent’ professionalism in a living civil society (Ulrich 2000). As a 
last hint, a typology of four fundamental kinds of reference systems and corre-
sponding orientations of boundary critique can be found in a more recent account of 
CSH’s notion of systematic rationality critique, a topic that leads beyond the present 
introduction to boundary critique (Ulrich 2018). Such further reading may help pre-
pare the ground for getting started; but ultimately, as with all skills, the only way to 
learn boundary critique is by trying it for yourself, and by thus experiencing the 
difference it makes in practice. “Dare to articulate your own boundary judgements 
and to question those of others!” must be the beginner’s motto.

Boundary critique (dare we say?) is never a bad idea. It reminds us that a well-
understood systems approach begins and ends with the questions we ask, not with 
the answers we give.

Postscript (Martin Reynolds)

CSH and boundary critique has enjoyed widening attention in different sectors with 
different professions, and across different geographical regions. Here, I select some 
indicative examples. Aside from the development of core ideas, the examples are 
mostly selected from sources other than the co-authors of this chapter. For an up-to-
date listing of relevant writings from the co-authors, interested readers are referred 
to online repositories belonging to Ulrich (2020) and Reynolds (2020).

Widening areas of professional recognition include mainstream agriculture 
(Setianto et al. 2014); education (Algraini and McIntyre-Mills 2018); business man-
agement (Venter and Goede 2017); corporate responsibility (Hart and Paucar-
Caceres 2014); information systems interventions (Raza et al. 2019); public health 
(Reynolds and Wilding 2017); and sustainable development (Tirivanhu et al. 2016; 
Stephens et  al. 2018). The selected citations alone cover countries ranging from 
Saudi Arabia, to Indonesia, Latin America, Africa, Australia, and Europe. In addi-
tion, whilst CSH was sometimes earlier shoe-horned as being relevant only to areas 
of application immediately perceived as being conflictual, there is a growing appre-
ciation that any situation of intervention – however outwardly ‘simple’ with initial 
perception  – can benefit from an approach to boundary critique that may reveal 
underlying conflicting issues of ethics and politics (Algraini and McIntyre-
Mills 2018).

In realizing the potential for complementarity of CSH/boundary critique with 
other approaches, two particular distinct areas of interdisciplinary and transdisci-
plinary practice are perhaps worth highlighting –reflective practice, and evaluation 
practice.
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	1.	 Reflective practice: CSH/boundary critique is often used for reflective practice 
alongside mainstream, as well as other systems approaches, to intervention (cf. 
Hart and Paucar-Caceres 2014; and Setianto et  al. 2014). Using ideas from 
boundary critique has been particularly evident in areas of professional and busi-
ness ethics (Schwandt 2015). Amongst transdisciplinary endeavours, Ulrich has 
been prominent in developing a ‘philosophy for professionals’ supported by 
ideas of critical pragmatism and critical contextualism, and exploring the practi-
cal transformation from the knowledge society to a knowledge democracy (see 
relevant items listed in Ulrich 2020)

	2.	 Evaluation practice: With increasing evidence of shortcomings in traditional 
techniques attention is being given to complement existing evaluation practices 
with systems thinking approaches including CSH/boundary critique (Williams 
2015); for example, Gates (2018) and Stephens et al. (2018). Reynolds has fre-
quently argued on the complementary use of CSH/boundary critique as a core 
constituent for the emerging field of ‘developmental evaluation’ (see relevant 
items listed in Reynolds 2020)

The reception of CSH in the early literature often contents itself with a cursory 
reference to its checklist of boundary questions. Some, like Setianto et al. (2014) 
observe, that the robust relatively fixed stability of CSH questions, independent of 
any situation, protects the practitioner against accusations of following a fixed 
agenda. However, adaptations of boundary critique in different areas of application 
may in turn inform further development of CSH/boundary critique. Two such areas 
of general development are worth mentioning; each developed by respective 
co-authors.

	1.	 The S-E-A-U formula (Ulrich 2018) stands for four types of reference system 
associated with CSH – (i) the situation of concern or system of primary interest 
(S); (ii) the relevant environment or decision-environment (E); (iii) the context of 
application or of responsible action (A); and (iv) the total conceivable universe 
of discourse or of potentially relevant circumstances (U). Coupled with notions 
of ‘critical vertical integration’ Ulrich has elaborated on a model of rational sys-
tems practice drawing on concepts of ‘rational action’ and ‘rational practice’.

	2.	 The systems thinking in practice (STiP) heuristic (Reynolds 2016) is derived and 
adapted from ideas on systemic triangulation underpinning boundary critique. 
The simple heuristic – understanding inter-relationships (uIR), engaging with 
multiple perspectives (eMP), and reflecting on boundary judgements (rBJ) cor-
relate respectively with making judgements of ‘fact’, value judgements, and 
boundary judgements. The STiP heuristic underpins one of the two core modules 
in the postgraduate STiP program at the Open University. The heuristic has also 
been used for informing complementary approaches to intervention in different 
sectors; including climate-smart village food production (Jagustović et al. 2019) 
and generic systems thinking for health practice (Reynolds et al. 2018).
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Given the robust pedigree of CSH/boundary critique, coupled with increasing 
wider awareness of needing to address ethical and political issues of interventions, 
progressing the creative possibilities underpinning this systems approach across all 
professional sectors remains an enduring and exciting prospect.
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Chapter 7
Epilogue: Systems Approaches 
and Systems Practice

Martin Reynolds and Sue Holwell

Abstract  Each of the five systems approaches discussed in this volume: system 
dynamics (SD), the viable systems model (VSM), strategic options development 
and analysis (SODA), soft systems methodology (SSM) and critical systems heuris-
tics (CSH) has a pedigree. Not in the sense of the sometimes absurd spectacle of 
animals paraded at dog shows. Rather, their pedigree derives from their systems 
foundations, their capacity to evolve and their flexibility in use. None of the five 
approaches has developed out of use in restricted and controlled contexts of either 
low or high levels of complicatedness. Neither has any one of them evolved as a 
consequence of being applied only to situations with either presumed stakeholder 
agreement on purpose, or courteous disagreement amongst stakeholders, or stake-
holder coercion. The compilation is not a celebration of abstract ‘methodologies’, 
but of theoretically robust approaches that have a genuine pedigree in practice.

7.1  �Reflections: Thinking about Practice

The compilation of the five systems approaches discussed in this volume – system 
dynamics (SD), the viable systems model (VSM), strategic options development 
and analysis (SODA), soft systems methodology (SSM) and critical systems heuris-
tics (CSH) – is not a celebration of abstract ‘methodologies’, but of theoretically 
robust approaches that have a genuine pedigree in practice.1 Their pedigree derives 

1 The term ‘methodology’ is often used interchangeably with a ‘methodological approach’. 
Following Ison (2017 p. 167), methodology “involves the conscious braiding together of theory 
and practice in a given situation…it is thus a context specific enactment”. This chapter uses the 
term ‘methodological approach’ to denote any ‘systems approach’; that is a formalised set of meth-
ods/ tools/techniques associated with a particular tradition of systems practice, all of which can be 
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from their systems foundations; their capacity to evolve and their flexibility through 
a variety in contexts of use. There are three levels of rich practice enabling these five 
systems approaches to retain flexibility and continual development: firstly, the inter-
action amongst those sharing an enthusiasm for one particular approach; secondly, 
the interaction between practitioners from different communities of systems 
approaches; and thirdly the rich interaction between Systems and other communi-
ties of practice associated with different professions. All five approaches deal with 
inter-relationships, multiple perspectives and boundary judgements, but always 
with regard to the context of use – ‘the way of the world’.

7.1.1  �Taking Stock: Concepts and Purposeful Practice

This is a useful point at which to consolidate some of the core commonalities shared 
by the five approaches described in the preceding chapters. Firstly, and most impor-
tantly, they all are ways of dealing with complex situations and issues. Secondly, 
they are all rooted in the fundamental systems concepts of emergence (the property 
of a ‘whole’ that arises from the interaction of the parts and is more than the ‘sum 
of the parts’); hierarchy (layers and/or levels); communication (the exchange of 
data, information, resources within the boundary as well as the development of 
mutual understandings and the power that genuine listening can offer); and finally 
control (the corrective actions necessary for long term survival). In Checkland’s 
basic system metaphor, “of an adaptive whole, surviving over time in a changing 
environment,” these fundamental notions are essential (Checkland 1981).

An essential corollary of the ‘system’ metaphor is that of inter-relationships, 
multiple perspectives and boundary judgements – the three generalized purposeful 
orientations behind any systems approach. Again, it is evident that all five approaches 
take connections and relationships seriously, although their focus of attention may 
be on different forms or kinds of connection and relationship. The drawing of a 
boundary, a demarcation between what is included and what is excluded is explicit 
and unavoidable in all systems practice; although the degree of attention given to 
this varies between the five approaches. This crucial point in any systems work – 
making the judgement about boundary – is discussed more fully shortly. Clearly, the 
fundamental systems concepts and the three ‘purposeful orientations’ are manifest 
in each of the approaches but in different ways and with different emphases.

Moreover, each of the approaches included here is the result of the cumulative 
experience of a community of practitioners that comprises people from many differ-
ent professional backgrounds: some of whom, but not all, call themselves ‘systems 
practitioners’. The practitioners who have contributed to this development work in 

adapted by the particular user(s) in a given situation to develop a context-specific methodology. 
Whilst the editors are conscious of the more looser usage of the term ‘methodology’ in this publi-
cation, and within some of the illustrations used in this chapter, a distinction of context-specificity 
for ‘methodology’ is considered important for developing systems thinking in practice 
capabilities.
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many different fields and domains. The experienced complexity of the real situa-
tions through which the approaches have developed derives from there being both 
interrelatedness and interdependencies to deal with, and with there being many 
views on what ‘improvement’ could/should look like. Not surprisingly, through 
practice some now have recognizable variant forms; and in some instances, such as 
VSM and SD, there are distinct ‘schools of approach’. For this book, practice has 
been given precedence although we acknowledge that some readers might have 
preferred a much closer adherence to theoretical definitions in some instances. We 
also acknowledge that all perspectives on use of all approaches have not been 
included. But our focus on practice, drawing on the reflections and experience of 
long-standing practitioners, provides a unique strength of perspective and portrayal 
of each approach.

7.1.2  �Flexibility and Ongoing Development

The accounts of the approaches here, in general, bear little resemblance to the first 
expositions of the approach (see for example, the SSM account by Checkland in this 
volume and compare that to the first SSM paper published in 1972). As mentioned 
in the Introduction, similar evolutionary modifications are applicable to all five 
approaches. The ongoing development of each approach is a function of the variety 
in contexts of use. A contemporary list of application areas where SD is used – from 
modeling defence systems to use for fostering group dynamics – illustrates David 
Lane’s point that System Dynamics is an approach that provides space for different 
contexts of use (Lane 2000). Whilst VSM is primarily used for organisational man-
agement, Patrick Hoverstadt in Chap. 3 makes an important wider distinction: “I’ve 
talked about VSM in terms of an organisational model to look at “human activity” 
and the emphasis has been on formalised systems that the casual observer would 
recognise as entities in the real world – companies, hospitals, charities that sort of 
thing. But of course, VSM isn’t just a model of organisations it’s a model of organ-
isation and as such is useful in other domains.”

Both SODA with cognitive mapping, and SSM belong to a group of approaches 
that are frequently regarded as problem structuring methods (Rosenhead and 
Mingers 2001). They each have a rich historic tradition of being helpful in struc-
turing problems in different domains (as against the more rigid exercise of solving 
problems, which tends to be more domain specific). In common with SD, SSM 
also emerged from another discipline  – that of Systems Engineering. Peter 
Checkland found, when he and his colleagues tried to apply Systems Engineering 
to ‘messy management’ problems, that it failed. First, the learning from experi-
ences that gave rise to SSM can be encapsulated in the key ideas of treating pur-
poseful activity as a systems concept, and acknowledging that any purposeful 
activity is only meaningful when a worldview is declared. In other words, pur-
poseful activity only makes sense when the view that frames the ‘purpose’ for the 
activity is understood and made explicit. Second, the models used in SSM were of 

7  Epilogue: Systems Approaches and Systems Practice



310

concepts relevant to thinking about the problematic situation, and explicitly were 
not models of anything in the situation to be engineered. This ‘shift of systemic-
ity’ from the world to thinking about the world, for Checkland differentiates ‘hard 
systems approaches’ from soft systems approaches. The third key thought that 
separated Systems Engineering from SSM was the realization that the ‘interven-
tion process’ was organized as a learning system, a means of learning the way to 
what would count as an ‘improvement’.

Finally, CSH shares some of its ancestry with SSM. It emerged directly from the 
ethical systems tradition and the works of C. West Churchman. Churchman himself 
began professional work as a systems engineer but was increasingly involved with 
applying systems ideas to wider ethical issues, ending his career with a professor-
ship in peace and conflict studies at the University of Berkley, California. Werner 
Ulrich’s work in developing CSH as a means of supporting reflective practice in all 
professional domains including social planning and environmental design was 
firmly rooted in this tradition.

7.1.3  �Characteristics: Shared and Distinct

Moving beyond the common systems origins, the five approaches also share other 
characteristics, particularly at the more abstract level. All five assume that complex 
situations and messes cannot be resolved or improved without engaging in a process 
that is cyclic and iterative; recognizing that changes in perspective and level (in the 
hierarchy sense) reveal new insights that require revisiting earlier findings. This 
point is explicitly made, for example by Morecroft and Checkland, but is equally the 
case for all five.

The contributing authors are very clear that real improvements can only come 
when the richest understanding of the situation as a whole is achieved; that treating 
a situation such as the Somalia pirate ‘problem’ simply as a problem of bad people 
being pirates will only result in the on-going need for more fire-fighting at best, but 
will not improve the situation overall. This is reflected in the precise use of the lan-
guage of ‘situation’ and not ‘problem’; of ‘improvement’ and not ‘resolution’ or 
‘fix’. Simon Caulkin’s comment in The Observer newspaper on the banking sector 
early in 2009 laments the prevailing fashion that in both its view and language is 
diametrically opposed to the approaches examined in this Reader:

Ever in thrall to economics, today’s management has faithfully reflected this.… Managers 
have grown – and been taught – to eschew messy reality in favour of managing by computer 
model and target.… Indeed, increasingly they don’t know how to manage forward from 
reality rather than backward from the numbers. Thus the besetting sin of mistaking the map 
for the territory, the scorecard for the game, the representation for reality. Seize the chance 
to make banking dull again. (Simon Caulkin, management editor The Observer, Sunday 19 
April, 2009)

The use of models and diagrams is integral to all five approaches. Crucially, all five 
regard the models as being ‘conceptual constructs’ and not representations of (or 
part of) reality in the way that in the UK we expect an ordnance survey map to be. 
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All five approaches regard the use of models and diagrams as a means to facilitate 
learning, and not as ends in themselves.

However, even a cursory reading will reveal that at the more detailed level there 
are very distinct differences between the approaches. Clearly the content and 
appearance of the models and diagrams is very different: the straight lines and boxes 
in VSM, contrast with the curves of a cognitive map, and the ‘clouds’ in an SSM 
activity model. And while all of the models make clear the connections between the 
various elements, the nature of the connections varies considerably from variety 
equations in VSM, from influence of one variable on another in SD, and contin-
gency in SSM. The entities being modeled are also quite different, for example, 
entities in SD, processes in VSM, issues and options in SODA, activities in SSM, 
and sources of influence in CSH.

The book chapters are descriptions or accounts of the different approaches, but 
they are no more than that and their use in practice is never as clean and tidy as a 
concise description might suggest.

The success of any systems approach discussed in these pages is ultimately 
dependent on the user of the approach in some context or setting. An approach of 
itself cannot guarantee, or even determine success. So whilst we may discuss differ-
ent approaches in their abstract sense, any claims towards their value in improving 
or making change in a situation are dependent on several things: the context of use; 
the practitioner’s purpose, skill and insights, and the level and quality of participa-
tion of those engaged in the problem situation itself. Indeed as Checkland describes 
see Sect. 5.1.3 and Fig. 5.3 in the LUMAS diagram (Learner, User of methodology, 
Methodology, Actual approach adopted, real-world problem Situation) there is an 
ongoing definition and re-definition between the ideas, the situation and the practi-
tioner for every approach in the hands of a skilled (or just knowledgeable) practitio-
ner. Indeed this aspect, which one might term improvisation, is true of any approach 
to dealing with human situations. Donald Schön writes explicitly about the role of 
improvisation in professional practice:

… Schön, who stresses reflection in the midst of action … frequently used jazz as an image 
of reflection-in-action: the process of improvisation in the moment based on a response to 
the situation (what other musicians are playing, the audience’s response etc), to the estab-
lished rhythm and melody of the piece, and also on one’s own abilities and enthusiasms. 
(Ramage and Shipp 2009 [2020] p. 292)

The notion of improvisation is helpful in grasping some of the nuances of a good 
systems approach. But how might we understand this process more in order to 
help nurture and ensure future flexibility and development in systems approaches 
and still retain theoretical rigour? Two ideas in the wider systems tradition may 
help us. First, there is the widespread understanding of the tension between prac-
tice and theory expressed by practitioners like Donald Schön and others more 
specifically concerned with systems modeling (Pidd 2004). Second, there is the 
notion of entrapment in our ways of thinking and practice that is of interest to 
many systems practitioners including the authors in this compilation. We can 
briefly examine both.
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7.2  �Practice and the Skilled Practitioner

The notion of ‘practice’, and therefore ‘practitioner’ is somewhat slippery. Schön’s 
writings on reflective practice may already be familiar. Writing on the ‘crises-of-
confidence’ professionals were experiencing in the 1980s Schön argues that the 
process of ‘reflection-in-action’ by professionals is underpinned by four constants 
that only change relatively slowly. They are “the reliably solid references from 
which, in reflection-in-action, he [the professional] can allow his theories and 
frames to come apart” (Schön 1984, p. 270).

These constants are the:

	1.	 Language, media and repertoires used to describe ‘reality’ and to conduct 
‘experiments’

	2.	 Appreciative settings brought to the problem setting, to the evaluation of inquiry 
and to reflective conversation

	3.	 Overarching theories by which sense is made of the phenomena
	4.	 Role frames within which tasks are set and through which institutional settings 

are bound

A satisfactory account of the phenomena in the practice situation is not achieved 
until it is framed in terms of the overarching theory, and a cumulative repertoire of 
exemplars, facts and descriptions can be built against the institutional settings 
(Schön 1984, pp. 273–274).

A skilled practitioner is one who continually keeps alive the tension between 
practice and theory. This ongoing tension can be understood on different levels. At 
an individual level, our personal reflection-in-action continues all the time both con-
sciously and sub-consciously. Past practices and experiences inform the way we 
think about things and the way that we think obviously influences practice. Beyond 
the individual level – what might be called ‘practitioner community’ levels – the 
dynamics of theory and practice become more intricate and three different levels are 
helpful. Our colleague, Karen Shipp, designed the three influence diagrams below 
to help illustrate these three levels of rich dialogue enabling systems approaches to 
retain flexibility and continual development.

7.2.1  �Level 1 Interaction Within a Practitioner Community 
Associated with a Particular Methodological Approach

Figure 7.1 illustrates the dynamics of interaction amongst a practitioner community 
such as, for example, VSM practitioners or SODA practitioners. The practitioners 
share an underlying methodological approach.

This diagram shows the traditional cycle of learning from the interaction of the-
ory and practice within the practitioner community associated with a particular 
methodological approach. When a practitioner makes an intervention in a problem 
situation, the methodology guides the nature of the intervention, and the situation 
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provides the opportunity and context for the practitioner to learn from the experi-
ence. This learning influences the development of theory within the community, 
which in turn influences the development of the methodological approach itself.

7.2.2  �Level 2 Interaction Within the Wider Systems Community

The next diagram is up a level from Fig. 7.1 and illustrates two of the mechanisms 
by which methodological approaches develop as a result of learning transfer 
between different practitioner communities; say between SD practitioners, SSM 
practitioners and SODA practitioners.

Figure 7.2 shows three practitioner communities (PC1, PC2, PC3) for method-
ologies 1, 2, and 3. The overlapping circles of the practitioner communities illus-
trate that individuals can, and do, belong to more than one practitioner community, 
perhaps practicing more than one approach. This co-membership is one mechanism 
by which different methodological approaches can, and do influence the development 
of others, in the interplay of practice and theory within the practitioner community.

Practitioner
community

Practice

Theory

Problem
situation

Methodology 

Guides the
development of
the methodology

Guides the 
nature of the
intervention

Systemic
intervention

Provides an opportunity
and context for learning

Fig. 7.1  Influence diagram illustrating the interplay between problem-situation, methodological 
approach (‘methodology’) and practitioner-community in the development of a methodological 
approach over time associated with a particular (systems) approach to intervention
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The interaction between theory and practice is shown here between each practi-
tioner community and an external body of theory, acknowledging that published 
theory is often read widely amongst a broad systems community (as well as in more 
specialist community publications). This illustrates a second mechanism by which 
the development of a methodological approach is likely to be influenced by other 
methodological approaches.

7.2.3  �Level 3 Interaction Between Systems and Other 
Communities of Practice

Finally, there is an even wider influence on systems approaches. This involves the 
influence of practicing professionals and non-professional groupings  – teachers, 
health workers, managers, planners, evaluators, public and private sector adminis-
trators, etc. that may or may not have any formalized ‘methodical’ traditions. 
Whether they have recognized formal methodological approaches or not, such 
groups and individuals have considerable influence on the way in which practitioner 
communities develop their skills (Fig. 7.3).

Systems
community

Theory

Problem
situations

Methodology 1
Methodology 2
Methodology 3

Guides the
development of the

methodologies

Guides the
nature of the
intervention

Systemic
intervention

Opportunities and
contexts for learning

PC1
PC2

PC3

Fig. 7.2  Influence diagram illustrating two mechanisms by which methodological approaches 
(‘methodologies’) develop as a result of learning transfer between different practitioner communi-
ties belonging to a shared family of approaches (e.g., systems approaches)
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Figure 7.3 shows two routes by which a systems ‘methodology’ can evolve as a 
result of influences from outside the systems community. When the practitioner 
community connected with a particular methodological approach is engaged in the 
continual cycle of learning from the interplay of theory and practice, the thinking 
and experiences of members cannot help but be drawn into this learning cycle. In 
particular, other ways of thinking and seeing – whether drawn in from conversation, 
everyday media or deeper reading – will influence the development of theory; while 
the close engagement with participants of all kinds – from their different profes-
sions, roles and fields of endeavor – when working in the field, will broaden and 
perhaps challenge the repertoire of practice that the practitioner has to draw on. The 
message to be taken for practitioners from the account of the five approaches given 
here is to avoid seeking some methodological purism in testing out any one systems 
approach, but rather to explore its validity and adaptation in conjunction with other 
approaches familiar to the user.

A particular feature of the five systems approaches discussed in these pages are 
the sought-after working relationships and dialogues with such communities and 
individuals. Such interactions enhance not only the practice but also serve to 

Methodology

Guides the
development of the

methodology

Guides the
nature of the
intervention

Systemic
intervention

Practitioner
community

Practice

Theory

Problem
situation

Participants in the
intervention process

Other theory
(of all types)

Contributes to the
development of theory
underpinning systems

approaches

Other practices
(of all types)

Contribute to the
development of

Systems Practice

Fig. 7.3  Influence diagram illustrating how other types of professional practice and other fields of 
academic theory can contribute to the development of a ‘methodology’ associated with a systems 
approach
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strengthen the theoretical underpinning associated with each methodological 
approach. They also serve to protect against the risk of becoming trapped in ‘group-
think’ that can be a feature of long-standing communities.

7.2.4  �Recognising the Possibility of Entrapment

A particularly helpful way of envisioning traps is through the practice of boundary 
critique (Ulrich 2000) described more fully in the CSH chapter. Making judgements 
is always central to practice. This is especially so for systems practice where the 
explicit drawing of boundaries is an integral part of the practice. But it is also impor-
tant because practice of the systems approaches in this compilation involves under-
standing that the ‘world’ is not a given; it is not a once-and-for-all, unambiguous 
object. Systems approaches here recognise that there are unlikely to be single, and 
universally accepted solutions to the issues that engage people’s attention.

Figure 7.4 illustrates not only the necessity for making judgements, of at least 
three different kinds, but reminds us that each kind of judgement affects other 
judgements in a never-ending cycle.

Similar ideas have been expressed in somewhat ‘classical’ prose by Geoffery 
Vickers (1987). In his description of an appreciative system: “… [It] seems to me to 
carry with those linked connotations of interest, discrimination and valuation which 
we bring to the exercise of judgement and which tacitly determine what we shall 
notice [judgements of fact], how we shall discriminate situations from the general 
confusion of ongoing events [boundary judgements] and how we shall regard them 
[value judgements]” (Vickers 1987, pp. 98–99; My italics). There is a resonance 
also with the ‘triadicity’ (between fact, value, and boundary judgements) in Charles 
Peirce’s nineteenth century semiotics and theory of representation (objects being 
represented, those who make representation, and actual representations (Peirce 
1878) and Habermas’ three worlds (the natural world, our social world, and my 
internal world (Habermas 1984). There is also resonance with Peter Checkland’s 
LUMAS model (Learning for a User by a Methodology-informed Approach to a 
problem Situation) distinguishing between ‘methodology as words on paper’  – 
boundary judgements –, the ‘user of methodology’ – value judgements –, and ‘the 

Fig. 7.4  Dynamics of 
systems thinking. (Adapted 
from Ulrich 2000; 
Reynolds 2008a, 2014 
(Fig. 3))
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situation addressed’ – judgements of ‘fact’ (see Sect. 6.6.1). Thus Vickers, Checkland 
and Ulrich in different ways highlight the need to continually question and review 
judgements, not least on systems boundaries during the course of any intervention.

Importantly, systems boundaries  – that is, boundary judgements (whether in 
terms of models, methodologies, approaches, organisational practices etc.) – must 
never be allowed privilege to remain independent of changes in the context of use 
(judgements of ‘fact’) and the users themselves (value judgements).

Systems are of course abstractions – ways of framing – and the act of framing 
itself requires making judgements, especially boundary judgements. Different sys-
tems approaches can be considered as frameworks (Reynolds 2008a, b) in the sense 
that, as the name implies, framework has two interrelated parts; one, a cognitive or 
conceptual device – a frame of reference which, two, enables work through systems 
(plans, projects, programmes, etc.). Figure 7.5 is a development of Fig. 1.4 in the 
introductory chapter to illustrate the dynamics of change in the development of 
systems approaches.

From Figs. 7.4 and 7.5, we are reminded that there is an imperative to continually 
ask questions of ‘systems’; to appreciate them as judgements of fact rather than mat-
ters of fact. For example, when confronted with arguments of an iniquitous ‘eco-
nomic system’ generating continual social and ecological impoverishment, or an 
‘education system’ that systematically continues to marginalise particular sectors of 
our community, as systems thinking practitioners we have an opportunity (some 
would say a responsibility) to create space for, and help support the framing of, bet-
ter ‘economic and education systems’, rather than continuing as if they are given 

Fig. 7.5  Framing and systems change, systematic change and systemic change. (Adapted from 
Reynolds 2008a and Reynolds 2016)
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realities that we simply have to live with. The potential idea of ‘systems’ as concep-
tual tools of oppression rather than conceptual tools for liberation is captured in a 
familiar quote:

To a man with a hammer, everything looks like a nail.

In the introductory chapter we talked of traps in conventional thinking, but are there 
also potential traps in our systems thinking? We previously identified two traps of 
conventional thinking – reductionism and dogmatism. We ought to acknowledge the 
second side of this coin now, and ask what it would mean to think of systems think-
ing as being subject to the risk of the two traps of holism and pluralism. How might 
these also become – in some situations or on some occasions – limitations rather 
than enhancements to our thinking? Could it be something akin to ‘systems fixa-
tion’ or even a ‘fetishisation of systems’? There is always the potential of becoming 
too attached to our systems – whether these be conceptualized as rigidly bounded 
systems or indeed less overtly bounded systems approaches – they are only concep-
tualizations that help us on our way – they are not the (or even an) answer in them-
selves (Reynolds 2011).

7.3  �Context Always Matters: The ‘Way of the World’

Let us finally return to the nature of the complex situations to which systems 
approaches generally make a claim towards improving. In the introduction we chose 
three stories prevalent in the UK during Easter 2009 to illustrate contrasting senses 
of complexity (the ‘way of the world’) with which systems approaches might be of 
help: the remembrance of tragic events at Hillsborough in 1989, the continuing 
piracy off Somalia, and the discovery of relatively large numbers Orangutans – an 
endangered species – in Indonesia.

By way of review we will finish by re-visiting the media stories used in the 
Introduction to contextualize the relevance of these five approaches, but this time by 
reference to each story and the five approaches. This is intended to be illustrative 
only, and is not an exhaustive mapping of any one approach against a story.

System Dynamics, for example, might be used to examine the consequences of 
different configurations of the physical layout of a football stadium (the flow of 
patrons into and out of regions of the stadium under different conditions, in order to 
assess the risk of overcrowding, or speed of evacuation). It might be used to exam-
ine, say, the economic consequences of piracy in a particular geographically 
bounded region. Or it might be used to examine the dynamics of the interconnec-
tions between orangutang population size, the population of other predator or pre-
dated species, and human encroachment into the habitat. The VSM could be used to 
explore the organizational arrangements and governance for a football event from 
intelligence gathering to the operations necessary to accept tickets and seat patrons. 
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VSM could provide insight to actual hierarchical relationships in the organisation of 
piracy. Or it might be used to model future design of species protection schemes. 
Cognitive mapping (from SODA) might be used with the police leaders who had 
been involved at Hillsborough to examine the thinking which lay behind some 
examples of faulty decision-making, perhaps for training purposes. This could be 
extended to reveal patterns of thinking prevalent in one stakeholder group (say foot-
ball ground officials) to members of another stakeholder group (say victims’ fami-
lies) in order to facilitate understanding and thus a movement towards greater 
eventual peace of mind. SODA might be used to develop a strategy for protecting 
international waters from piracy, or the policing of illegal logging in Indonesia. 
SSM has already been used to think about Hillsborough (see Lea et al. 1998). It 
could be used to think about improvements for the Somalia piracy using relevant 
models such as ‘a system to improve living standards in Somalia’, a ‘system to 
reward pirates for safe escort of ships’, a ‘system to create new jobs’. Similarly, 
SSM models relevant to the protection of Orangutans could include – ‘a system to 
provide ecotourist travels’, or on a deeper learning level, a ‘system to protect against 
the diminishment of biodiversity’ or a ‘system to promote a natural resource based 
economy in Indonesia and so on. Finally, the use of CSH could help in revealing the 
details and consequence of reference systems that perceive football supporters as 
‘hooligans’. CSH might be used as a discursive tool to enable meaningful conversa-
tion between those stakeholders involved with perpetuating sea piracy and those 
stakeholders affected by sea piracy. Similarly, CSH could be used to map out the 
different reference systems associated with the conservation of Indonesian forests, 
with a view to identifying contrasting stakeholders and collective stakeholdings 
around sources of motivation and values, control and the leverage of power, knowl-
edge and ‘expertise’; as well as sources of legitimacy in appreciating the moral 
consequences of conservation and non-conservation.

This superficial sketch of the approaches against the media stories only serves to 
illustrate the applicability of all of them to situations of different kinds. It does not 
say anything about situation of type A is suitable for approach X, and that situation 
type B is not suitable for approach X. In the hands of a skilful practitioner each of 
these approaches will give useful insights to any situation. In our view, a systems 
thinking practitioner applying craft skills of systems thinking in practice qualifies as 
an artisan; a skilled creative practitioner able to make purposeful change for 
the better.

In conclusion we provide space for two other voices. First, our colleague, Robin 
Asby, describes the relevance of systems approaches in today’s world:

Too often, today’s problems are solved by utilizing easy and comfortable approaches to 
obtain simple solutions. In reality as many discover, simplicity and common sense 
approaches are far from effective in dealing with complex, dynamic and diverse problems. 
Despite the initial apparent ease and comfort that this brings, focus tends to be on the ele-
ments of the perceived problem, rather than the ‘bigger picture’. Typically there is no con-
sideration of interactions, nor questioning the belief that there is one best solution, often 
falling into the trap of thinking that it has to be ‘this’ or ‘that’ missing the possibility that 
both are possible. As more and more program failures escalate there is a growing need to 
improve and create better results through systems thinking.
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Systems thinking in practice is an approach of seeing the “whole” through a critical 
lens, recognizing patterns and interrelationships, appreciating and taking into account other 
perspectives, and learning how to structure more effective, efficient and creative systems.” 
(Asby 2020)2

Second, in relation to the artisanal skills of a systems thinking practitioner, Mary 
Catherine Bateson, reminds us of the ‘way of the world’ to which systems approaches 
covered in this compilation continue to serve as a continually creative endeavour:

It’s confusing, but we have a right to be confused. Perhaps even a need. The trick is to enjoy 
it: to savor complexity and resist the easy answers; to let diversity flower into creativity. 
(M.C. Bateson 2004, “Afterword: To Wander and Wonder”, p. 410)
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