1 Introduction

Functional analysis deals with the structure of function spaces and the proper-
ties of continuous mappings between these spaces. Linear functional analysis,
in particular, is confined to the analysis of linear mappings of this kind. Its
development was based on the fundamental observation that the topological
concepts of the Euclidean space IR™ can be generalized to function spaces as
well. To this end, functions are interpreted as points in a given space (see the
cover page, where a part of the orthonormal system in 9.9 is shown). Given
a set S, we consider the set of all maps f : S — IR. Denoting this set by
Z(S;R) means that any point f € % (S;IR) defines a mapping = — f(x)
that assigns to each element 2 € S a unique f(x) € IR. Then the set . (S;1R)
becomes a vector space if we define for all fi, fo, f € #(S;R) and o € R

(fi+ f2)(2) = fi(e) + fol2) , (@f)(2) = af(z) forzes.

With the help of characteristic examples we now investigate similarities and
differences between the Euclidean space IR"™ and some function spaces. The
function spaces will be covered in more detail later on in the book.

First we consider the space C°(S) (see 3.2) of continuous functions f :

S — IR, where S is a bounded, closed set in IR". The supremum norm on
CY(9) is defined by

Ifllco = sup{| f(z)|; = € S} for f € C(S).

It satisfies the same norm axioms (see 2.4) as the Euclidean norm on IR",

n 1
2| g = (Zw?) * forz= (Ti)iz1, m = (@15, 2p) ER".

i=1

One difference between the two spaces is that C°(S), in contrast to IR", is
an infinite-dimensional space, when S contains infinitely many points. This
can be seen as follows. Let z; € S for i € IN be pairwise distinct. Then for
each n € IN we can find functions ¢, ; € C°(S) for i = 1,...,n, such that
On,i(z;) =0;; fori,j =1,...,n. Here

5 1 fori=y,
7710 otherwise
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denotes the Kronecker symbol. Now if a; € IR for i = 1,...,n are such
that

f= Z%“Pmi =0 in C°S9),
i=1
then it follows that 0 = f(z;) = «; for j = 1,...,n. Hence vn1,...,¢nn
are linearly independent and, since n € IN was chosen arbitrarily, the di-
mension of C%(S) cannot be finite. This changes the properties of the space
significantly. For instance, while in IR™ all bounded closed sets are compact
(see the Heine-Borel theorem 4.7(7)), this is not the case in C°(S) (see the
Arzela-Ascoli theorem 4.12).
Also, the scalar product in IR",

n

n
(T, Ypn = foiyi for z = (xi)i=17,__,n y Y= (yi)i=1,“, n €ER",
1=1

)

has an analogue for function spaces; indeed, define (cf. 3.16(3))
(19 = [ fege)ds for fg e CO(s).

The corresponding norm || f|| ;2 := \/(f, f)2 is bounded from above by the
supremum norm, that is, there exists a constant C' < oo such that

1fllz2 < Clifllco  forall f € CO(S)

(this follows from 3.18, if C' denotes the square root of the Lebesgue measure
of S). In general, a similar bound from below cannot be derived. To see this,
consider the interval S = [ — 1,1] C IR alnd for 0 < ¢ < 1 the functions
f- defined by f.(x) := max (0, 1(1 — %))5, for which || fz|lco = £z, but
| fz|l ;2 = 1. That means that the C°-norm and the L?-norm on C°(S) are
not equivalent to each other (see 2.15); the C-norm is stronger than the L2-
norm. That is, the space C°(S), equipped with the L?-norm, is not complete.
For example, the functions g, for k& € IN, gi(z) := (1 — 2)* for 2 > 0,
gr(r) := 1 for < 0, form a Cauchy sequence with respect to the L?-norm,
but there exists no function g € C°(S) such that || gr — g[/;2 — 0 as k — oc.

In a situation like this we can apply a general principle in mathematics:
completion (see 2.24). Similarly to defining the real numbers IR as the comple-
tion of the rational numbers @, we can complete the space C°(S) with respect
to the L2-norm. Thus we obtain the complete space L?(S) of all square in-
tegrable, Lebesgue measurable functions on S (see 3.15 and 4.15(3)). In this
space fundamental assertions hold, such as Lebesgue’s convergence theorem
(see 3.25).

We encounter a similar situation in a further generalization from the finite-
dimensional case to the infinite-dimensional one. For the finite-dimensional
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case, let £ : S — IR be a continuous function defined on a bounded closed
set S C IR". We now look for a minimum of this function over S. The
compactness of S and the continuity of F yield that such a minimum exists:
FE has an absolute minimum on S, that is, there exists an xg € S such that

E(xg) = ;Ielg E(z).
The same holds true if we only assume that S is closed and if in addition we
require that E(xz) — oo for z € S as ||z||g. — oo.

As an infinite-dimensional analogue we consider the following Dirichlet
boundary value problem on an open, bounded set {2 C IR™. The given datum
is a continuous function uy defined on the boundary 92 of (2, i.e. ug €
C°(9£2), and we want to find a continuous function u : 2 — IR that is twice
continuously differentiable in (2, such that

Au(x) := @u(x) =0 forzel?,
i=1 i
u(z) =ug(z) for x € 902.

In applications, u is, for example, a stationary temperature distribution or
the potential of a charge-free electric field. One approach to find a solution
is to consider the corresponding energy functional (here identical to the
Dirichlet integral)

B(u) = %/Q|Vu(a:)\2dx,

where Vu(x) := (%u(m), ces a%u(x)). Here we use the term functional,

because E acts on functions, that is, F is a function defined on functions. In
order to guarantee that F(u) < oo, we initially define the domain of E to be

M;:{veCl(ﬁ);U:uoonaﬂ}7 so E:M—1R,

where we assume that M is nonempty. If we now assume that v € M is an
absolute minimum of F on M, then F(u) < E(u+ &() for all e € R and
all ¢ € C'(£2) such that ¢ = 0 in a neighbourhood of 2. On noting that
e — E(u+e() is differentiable in e (this function is quadratic in €), it follows
that

0:%E(U‘f‘folszo:/(ZVC(ZU)’VU(UC)CMC'

The fact that this identity holds for all functions ¢ with the above mentioned
properties contains all the information needed in order to derive a differential
equation for u. That is why the functions ( are also called test functions,
and u € M is called a weak solution of the boundary value problem if the
integral identity holds for all test functions. Introducing this solution concept
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allows the treatment of partial differential equations by means of functional
analysis (see 6.5—6.8). We obtain the corresponding classical differential equa-
tion on assuming that u € C?(12), as integration by parts then yields that

0= / V{(z) e Vu(x)de = — | ((z)Au(z)dx
2 7}

for all test functions ¢. This implies Au = 0 in {2 (cf. 4.22), and hence u is a
solution of the original Dirichlet problem.

However, the existence of an absolute minimum u € M for a functional
E: M — IR with M C C'(£2) is not established as easily as in the finite-
dimensional case. For instance, if 2 =10,1[,

My = {ueCH(10,1]) ; u(0) =0, w'(1) =1}

with [luflc: = flullco + u/[lco and

1
Bv(w)i= o/ + [ Ju/(o) o
0

then M; is closed in C’l([O, 1]) and FE4 is continuous with respect to the

Cl-norm. Moreover, E1(u) > ||u’||é0 — oo for u € M; as ||ul|o1 — oo, since
for u € My and = € [0,1] we have

) = | [ ] < 1lo.

and hence ||u||2cl < 4| ||éo Consequently, all the assumptions are satisfied
which lead in the above finite-dimensional case to the existence of an absolute
minimum.

But E; does not have an absolute minimum on M;. To see this, note
that Ey(u) > Hu'||2co > |u/(1)|* = 1 for all u € M. This lower bound also
represents the infimum of E; over Mj, since the functions u,(z) := %:CQ for
o > 1 satisfy

1
Hu;HZO:l and /0|“/g(x)|2dx:2;7_1—>0a8g—>oo.

Now, if u € M; was an absolute minimum, i.e. E;(u) = 1, then

1
Jw/% =1 and /O|u'(x)\2dx:o.

But the second equality implies v’ = 0, which contradicts the first equality.

In conclusion, we note that the main difficulty in proving the existence of
an absolute minimum lies in the fact that C'*(£2) is equipped with a supremum
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norm, while the functional E(u) = 1| Vu ||iz corresponds to an integral norm,
which cannot be used to bound the gl—norm (similarly to our first example).
If, on the other hand, we equip C'*(£2) with the integral norm

lullwre = lullz + Va2,

then (similarly to the first example) the space is no longer complete. But
the completeness of the space under consideration is a crucial property in
all existence proofs. Hence at times it becomes necessary to seek solutions
to boundary value problems, or minima of functionals, in a larger class of
functions. For instance, on completing the space C({2) with respect to the
above Wh2-norm (see 3.27), and thus obtaining the Sobolev space W':2(2),
we can consider the functional E to be defined on W12(£2) rather than on
C(£2). In this new space, the above variational problem admits a solution
(see 8.17).

As a third example we consider the infinite-dimensional analogue of matri-
ces. The set of all sequences with only finitely many nonzero terms is defined
by

co = {@=(ap)pen ; Tk € R for k € IN, and there exists an n € IN,
such that zp, =0 for all k > n } .

A linear map T': ¢, — ¢, is characterized by the values Tj;, the i-th coordi-
nate of T'(e;). Here e; corresponds to the j-th unit vector of the Euclidean
space, that is, e; := (3; &), cpy € C+- In other words

Tr = Z (Z Tijxj)ei,

i€EN jEN

where in each sum only finitely many terms are nonzero, with their number
depending on x. Hence T can be represented by a matrix (Tij)z‘,jelN with
infinitely many rows and columns.

For finite matrices, i.e. in the finite-dimensional case, a linear map T :
IR" — IR"™ is injective if and only if it is surjective. However, if we consider
the shift operator T : ¢, — c., defined by

T(x1,22,23,...) = (0,21, T2, 73,...),

then T is injective, but not surjective. Nevertheless, later on we will see that
the above property of finite matrices carries over to certain maps, namely to
compact perturbations of the identity (see the Fredholm alternative 11.11).
Chapters 11 and 12 are devoted to the spectral theory of such operators.
There we will generalize results from linear algebra that provide normal forms
for finite-dimensional matrices. For instance, the Jordan normal form of ma-
trices corresponds to the spectral theorem for compact operators (see 11.9



6 1 Introduction

and 11.13), while the fact that every symmetric matrix is diagonalizable cor-
responds to the spectral theorem for compact normal operators (see 12.11 and
12.12). In function spaces such operators occur in the analysis of differential
and integral equations.

As a final example we consider a Sturm-Liouville problem. A solu-
tion to the Sturm-Liouville problem is given by a function u € C’Q([O7 1])
satisfying the differential equation

Tu:=—(pu') +qu=f
and, for instance, satisfying the boundary conditions
w(0) =0, 4/(1)=0.

We assume that the right-hand side of the differential equation satisfies f €
CO([O, 1])7 while for the coefficients we assume e.g. ¢ € CO([O, 1]) and
pE Cl([O, 1]), with p being a strictly positive function, i.e. there exists a
number ¢ > 0, such that p(z) > ¢ for all x € [0,1].

The Sturm-Liouville problem can be formulated as an integral equation.
Then one looks for a function u € C’O([O, 1]) such that u = Kyu, where

x 1 1
(K ju) () = / — / (f — qu)(z) dzdy.

If u € CO(I:O7 1]) is a solution to this integral equation, i.e. v = Kju,
then the integral representation and the assumptions on p,q, f yield that
u € C’Q([O7 1])7 and that both the differential equation and the boundary
conditions are satisfied.

It follows from the Banach fixed point theorem that the integral equa-

tion admits a unique solution. This is true whenever Ky is a contraction
mapping, i.e. if there exists a number 6 < 1, such that

| Koul| < 0l|ul|  for all w e C°([0,1]),

where ||+|| denotes the supremum norm (it is also possible to use other, equiv-
alent norms, which can lead to improved contraction factors). For instance,

for p = 1 we have
x 1
[ [ oz -
0 Jy

1
< HuH/O |2q(2) | dz,

| Kou(z)| = /0 (qu)(2) min(z, z) dz

and hence the boundary value problem has a unique solution if

1
p=1 and / zlq(z)|dz < 1.
0
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However, this unduly restricts the class of admissible functions ¢. In order
to be able to treat more general ¢, we reformulate the problem and attempt
to solve an infinite-dimensional system of linear equations. To this end, let
{e;; i € IN} be a linearly independent set in the function space

V= {veC*(0,11) ; v(0) =0, v/(1) =0}

and define
1 1
a;j ::/O ei(x)(Tej)(x)dez and f; ::/O ei(z)f(x)dx.

Using the formal ansatz u = ZjelN uje; it then follows from T'u = f that
formally

Z QU5 = fl for all i € IN.

JEN
If the e; form a Schauder basis (see 9.3) with respect to the L?-norm, then
this infinite-dimensional system of equations is even formally equivalent to
the differential equation. For, with an arbitrary function ¢ = >, .y ase; € V
and since Tu =) jEN u;Te;, it follows from the system of equations that

0= Zai(z aijuj — fi)

ieN  jeN

ZZ(M(/ Zujez (Tej)(z )dx—/olei(m)f(x)dx)
- [(Z ) (X wire)e - 1)

i€IN jeIN
= [ o - rw)as.
and hence (similarly to the Dirichlet problem above) that the differential
equation is fulfilled. Remember, that this conclusion was formal.

We now assume that we can choose for each i the e; as normalized eigen-
vector of T' corresponding to the eigenvalue \;, i.e.

1
Te; = \ie; , / ei(x)?dr =1.
0
It follows for ¢, j € IN that
1
(=) [ eialeso) do
0
1 1
= / (Te;)(x)ej(z) dx — / ei(x)(Tej)(x)dz =0.
0 0
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For the last identity we have used the fact that T is a self-adjoint operator.
To see this, note that, for u,v € V,

/0 o(2)(Tw)(x) dz
1 1
:fAv@MmM@M+Aq@M@M@M

r=1

— [ v@p@n (@) |

=0

z=0

+/'@uwxmw@y+«mmmum»dx
0

is symmetric in v and u. Hence for \; # A; it follows that

0y = /01 ei(2)(Te;) (@) do = \; /01 e:(2)e;(x) dz = 0.

Moreover, setting N := {i € IN; \; = 0} and assuming that all eigenvalues
A; with @ ¢ N are pairwise distinct, yields that

Q5 = /\i(sz’,j for all 1,] € IN.

Hence the (formal) infinite-dimensional system of linear equations is reduced
to diagonal form and reads

Aiu; = f;  for all ¢ € IN.
We obtain the solvability condition
fi=0 forie N,

and, formally, the solution

U= Z )t(/ol ei(x)f(x)dx)ei + Zai€i7

i¢N ieN

where the oy, © € N, can be chosen arbitrarily. Moreover we see that, ana-
logously to linear algebra, the number of linearly independent functions cor-
responding to the eigenvalue 0, i.e. the number of degrees of freedom for
the solution u, agrees with the number of side constraints for the datum f
(cf. 11.6 and 12.8).

Thus we have reduced the Sturm-Liouville problem to an eigenvalue prob-
lem for the operator T'. Here we note that we employed arguments which are
analogous to matrix calculus, but which are merely formal for infinite ma-
trices. Of course, these need to be justified and this will be the subject of
Chapters 11 and 12.



	1 Introduction

