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Preface

Overview

Cloud Computing is an attractive paradigm that allows consumers to self-provision
cloud-based resources, application services, development platforms, and virtualized
infrastructures. The benefits associated with the cloud paradigm are enormous, and
although there still are numerous inherent issues, the newness is disappearing and the
hype is turning into reality. With time, cloud consumers are becoming more knowl-
edgeable and beginning to dictate what they require. Cloud providers are learning
from experiences of the past few years and beginning to provide what consumers ac-
tually need. Robust new technologies and methodologies are appearing and existing
technologies are becoming mature and useable. Standards organizations are devel-
oping the necessary controls and beginning to enforce them for the benefit of all.
Other agencies and cloud-related industries are also appearing to provide specialist
services to support cloud providers as well as cloud consumers.

Alongside this, researchers and practitioners are coming up with strategies to
resolve any issues that previously existed. New areas being investigated include:
cloud security, interoperability, service level agreements, identity and access man-
agement, cloud governance, big data, data analytics, and cloud applications in other
subject areas and different walks of life. New frameworks and methodologies are
being developed and further refined for construction, deployment, and delivery of
cloud services and environments to ensure that: the software developed is scalable
and suitable for virtualized distributed environments; the deployment of platforms
is secure and exhibits the in-built characteristic of multi-tenancy; and the new breed
of security threats that now exist due to the shared trust boundaries are, at least,
minimized.

This book, Continued Rise of the Cloud: Advances and Trends in Cloud Com-
puting, aims to capture the state of the art and present discussion and guidance on
the current advances and trends in the emerging cloud paradigm. In this text, 36
researchers and practitioners from around the world have presented latest research
developments, current trends, state of the art reports, case studies, and suggestions
for further development of the cloud computing paradigm.
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Objectives

The aim of this text is to present the current research and future trends in the devel-
opment and use of methodologies, frameworks, and the latest technologies relating
to Cloud Computing. The key objectives include:

• Capturing the state of the art in cloud technologies, infrastructures, service
delivery and deployment models

• Analyzing the relevant theoretical frameworks, practical approaches and method-
ologies currently in use

• Discussing the latest advances, current trends and future directions in the cloud
computing paradigm

• Providing guidance and best practices for development of cloud-based services
and infrastructures

• In general, advancing the understanding of the emerging new methodologies
relevant to the cloud paradigm

Organization

There are 15 chapters in Continued Rise of the Cloud: Advances and Trends in Cloud
Computing. These are organized in five parts, as follows:

• Part I: Access Control Mechanisms and Cloud Security. This section has a focus
on security and access control mechanisms for cloud environments. There are
three chapters. The first chapter looks into the security issues of GPU clouds. The
other two contributions present access control strategies focusing on taxonomy,
classification, impact and implications of such mechanisms.

• Part II: Standards, Brokerage Services and Certification. This comprises three
chapters. The first chapter evaluates standards for Open Cloud environment
whereas the second contribution analyzes the role of brokerage services in Inter-
Cloud environments. The third chapter in this section discusses the role of
certification for cloud adoption especially for small-to-medium sized enterprises.

• Part III: Frameworks for ERP, Big Data and Interoperability: There are three
chapters in this part that focus on frameworks and strategies. The first chapter
presents an evaluation of cloud ERP. The second contribution suggests a frame-
work for the implementation of Big Data Science. The final chapter also presents
a framework for Cloud Interoperability based on compliance and conformance.

• Part IV: Management, Governance and Capability Assessment. This section
presents contributions on cloud governance. The first chapter surveys the exist-
ing elasticity management solutions. The second chapter presents a discussion on
cloud management vs cloud governance. The last contribution of this part presents
a framework for the development of a cloud service capability assessment model.

• Part V: Applications in Education and Other Scenarios. This is the last sec-
tion of the book, comprising three chapters. The first two contributions present
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cloud applications in higher education: the first chapter focusing on the use of
knowledge-as-a-service in the provision of education and the other focusing
on cloud-based e-learning for students with disabilities. The final contribution
presents application scenarios suitable for cloud adoption.

Target Audiences

The current volume is a reference text aimed to support a number of potential
audiences, including the following:

• Enterprise architects, business analysts and software developers who wish to
adopt the newer approaches to developing and deploying cloud-based services
and infrastructures.

• IT infrastructure managers and business leaders who need to have a clear under-
standing and knowledge of the current advances and trends relating to the newer
methodologies and frameworks in the context of cloud paradigm.

• Students and lecturers of cloud computing who have an interest in further
enhancing the knowledge of the cloud related technologies, mechanisms and
frameworks.

• Researchers in this field who need to have the up to date knowledge of the current
practice, mechanisms and frameworks relevant to the cloud paradigm to further
develop the same.
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Chapter 1
Towards a GPU Cloud: Benefits
and Security Issues

Flavio Lombardi and Roberto Di Pietro

Abstract Graphics processing unit (GPU)-based clouds are gaining momentum, and
GPU computing resources are starting to be offered as a cloud service, either as par-
allel computing power or accessible as a part of a leased virtual machine (VM). For
this reason, the GPU cloud is one of the most promising cloud evolutions. However,
the present cloud offerings do not effectively exploit GPU computing resources,
which could well improve the performance and security of distributed computing
systems. In fact, heterogeneous many-core hardware and especially GPUs, offer a
potentially massive increase in computing power. They are also very power effi-
cient, enabling significant price/performance improvements over traditional central
processing units (CPUs). Unfortunately, and more importantly, GPU clouds do not
guarantee an adequate level of security with respect to access control and isolation.
There is no effective control on how parallel code (a.k.a. kernels) is actually executed
on a GPU. In fact, the present GPU device drivers are entirely based on proprietary
code and are optimized for performance rather than security. As a result, GPU archi-
tectures and hardware (HW)/software (SW) implementations are not yet considered
to be mature enough for a GPU cloud. In particular, the level of security offered by
this novel approach has yet to be fully investigated, as there is a limited security-
related research that specifically targets GPU architectures. This chapter describes
how GPU-as-a-Service can be exposed to misuse and to potential denial of service
(DoS) and information leakage. It also shows how GPUs can be used as a security
and integrity monitoring tool by the cloud, for instance, to provide timely integrity
checking of VM code and data, allowing scalable management of the security of
complex cloud computing infrastructures. Some further relevant security concerns
are discussed in this chapter, including GPU service availability, access transparency
and control.

Keywords Graphics processing unit · GPU · Isolation · Many-core architecture ·
Multithreading · Privacy · Security

F. Lombardi (�) · R. Di Pietro
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1.1 Introduction

The most powerful computer clusters in the world are based on many-core central
processing units (CPUs) and graphics processing units (GPUs) [38]. As an example,
the supercomputer Tianhe-2 at the National Supercomputing Center in Guangzhou
is among the world’s top five fastest supercomputers, and it is based on Intel Xeon
Phi processors to achieve 33.86 petaflops processing.

Cloud providers such as Amazon, SoftLayers and Zillians are also starting to offer
access to GPU computing resources as transparently available computing power or
as a part of a leased VM [36]. This allows each single GPU to be shared across dif-
ferent customers (i.e. GPU-as-a-Service). Heterogeneous many-core hardware (and
GPUs in particular) has the potential to increase the available parallel computing
power and efficiency, enabling significant price/performance improvements. Unfor-
tunately, these new resources lack an adequate level of security with respect to access
control and isolation, given that there is no effective control on how parallel code
(a.k.a. kernels) is actually executed on a GPU. One of the main reasons is that GPU
device drivers are based on proprietary code and focus on performance rather than
security. As a consequence, GPU architectures and hardware (HW)/software (SW)
implementations have been targeted by a number of attacks in the past [19]. However,
just a few research papers specifically cover such complex architectures [8].

As one of the broader aims of cloud computing is to make supercomputing avail-
able to the masses; GPUs and in particular pay-per-use general purpose (GP) GPU
computing is the next step in cloud evolution. GPGPU computing allows deploying
massively parallel computing on regular commodity off-the-shelf (COTS) HW where
the GPU can be used as a “streaming coprocessor”. However, a GPU cloud can also
enable Graphics-as-a-Service, as an example for dumb/cheap game consoles that
offload computation to the “game” cloud to reduce HW costs and most importantly,
to prevent game piracy. Further, dumb desktop terminals can completely offload both
traditional and graphics computation to the GPU cloud. This will allow both a cost
reduction and increased control/monitoring of employee and user activity.

Some of the reasons why companies should consider GPU cloud computing
solutions include:

• Reduction in costs associated with delivering parallel computing intensive
services for scientific and big data analysis tasks.

• Increased efficiency in power and space consumption, allows hosting a larger
number of cores even on premise.

• Increased scalability of computing power, allowing enterprises to satisfactorily
meet the timing needs of complex (possibly real-time) computations.

In the reminder of this chapter, we introduce the characteristics and benefits associ-
ated with a GPU cloud and discuss the technological background in Sect. 1.2. Then
we survey existing work on many-core security in Sect. 1.3. GPU contribution to
Ccloud security is discussed in Sect. 1.4 followed by GPU cloud issues and chal-
lenges in Sect. 1.5. The chapter provides an outlook on the future trends and related
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issues in Sect. 1.6 followed by Sect. 1.7 that highlights research directions. Final
considerations and perspectives are given in the concluding section.

1.2 Technology Background

Present GPUs are classified as many-core since they feature a large number (100s
to 1,000s) of computing cores that often run a single GPU kernel code at a time
(executed in parallel by a subset of the available cores). This is the main rationale
behind the need in GPU computing to allow as much concurrency as possible among
different host processes using the GPU. In fact, if the number of running threads
is smaller than the number of available cores, the exceeding capacity is wasted.
Examples of this trend are Compute Unified Device Architecture (CUDA) stream
and dynamic parallelism. Another relevant trend is that many-core SW architectures
aim at rendering thread management as seamless and programming friendly as pos-
sible. This is also represented by SW approaches such as CUDA, OpenCL, JavaCL,
Pocl and Aparapi. In the following sections, we briefly review specific GPU tech-
nologies and programming languages and highlight advantages and disadvantages of
each of them. First, the present-day state-of-the-art HW technologies are surveyed.
Then, we discuss the SW layers that allow accessing such resources from programs
written in standard languages such as C and Java.

1.2.1 GPU HW Technologies

GPU HW manufacturers have come up with increasingly powerful GPU HW in the
last few years. NVIDIA, being the first to enter the GPU market, features the most
scientific-oriented HW that is now in the mainstream of scientific computing. AMD
(previously ATI) is a leader in gaming GPUs that feature large number of flexible
cores. Intel is the latest manufacturer to enter this expanding market. However, Intel
is investing a large amount of resources to recover the gap by introducing novel
integrated CPU + GPU architectures and high-end many-core accelerators such as
the Xeon-Phi.

A survey of the most relevant technologies can be depicted as follows:

• NVIDIA KEPLER, FERMI, TESLA: They are the first and most widespread
GPGPU computing platforms. They are also the first platforms to be offered as a
service in the Ccloud, whether Pprivate, Ppublic or Hhybrid.

• AMD RADEON: This is the main NVIDIA competitor. While extremely pop-
ular for gaming, the support for GPGPU in AMD GPUs was introduced later
than NVIDIAs. AMD is, however, the first CPU/GPU designer to have pro-
duced a hybrid CPU/GPU architecture, namely APU, standing for accelerated
processing unit. This is the reason why AMD is presently the innovation leader
in heterogeneous computing.
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• Intel (HD4000 +): Intel was the last big firm to enter the GPGPU market. At
present, its low-end GPUs offer worse performance than AMD and NVIDIA
counterparts. However, standard support, low power consumption and Intel in-
vestments and marketing could improve widespread acceptance of these GPU
platforms.

• Intel Xeon Phi. This is the high-end Intel accelerated coprocessor based on Intel
Many Integrated Core Architecture (MIC), i.e. a multiprocessor computer archi-
tecture offering a many-core architecture based on simplified x86 technology.
The cores of Intel MIC are based on a modified version of P54C design used in
the original Pentium. The basis of the Intel MIC architecture is to leverage x86
legacy by creating an x86-compatible multiprocessor architecture that can utilize
existing parallelization SW tools. MIC is based on a very wide (512 bits) single
instruction multiple data (SIMD) x86 architecture, with a coherent multiprocessor
cache connected to the memory via a ring bus.

• Single-chip cloud computer (SCCC): (SCCC) : This is an Intel research project,
implementing x86 architecture on a multicore processor with a design mimicking a
cloud computing computer data centre on a single chip with multiple independent
cores. First SCCC is a 1 GHz, 48 Pentium-based cores per chip. The chip has two
24-dual-core tiles connected using a mesh network.

Some of the HW features mentioned above are common to all present many-core
architectures. In particular, a hierarchical memory layout is usually adopted allowing:

• Fast access low-latency “register” memory feeding cores
• Some, slightly slower but shared memory areas where data can be passed to sibling

GPU cores
• Some, much slower but globally shared memory where data can be shared with

all other cores and/or with the CPU

Unfortunately, the terms that are used by different manufacturers to indicate such
memory layers are often contradictory. The main reason is that each producer wants
his own HW/SW stack to prevail over the other ones and as such he differentiates
his offering on the model/SW side, as we will see in the following, starting with the
SW side.

1.2.2 GPU SW Technologies

GPU HW technology required a leap forward of accompanying SW. Most relevant
architectures are briefly introduced as follows:

• NVIDIA CUDA [28]: Apart from being the HW platform, CUDA is the name
NVIDIA gave to the supporting SW development platform and programming
language (CUDA C/C + + /FORTRAN). In this context, CUDA provides several
facilities aimed at simplifying access to NVIDIA GPUs (CUDA is only compat-
ible with NVIDIA GPUs). In particular, CUDA is composed of three parts: the
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device driver, the runtime and the compilation toolchain (i.e. compiler, debug-
ger and other tools). The device driver handles the low-level interaction with the
GPU (e.g. task scheduling); the runtime handles the requests coming from CUDA
applications (e.g. dynamic memory allocation) and routes such requests to the de-
vice driver. The compilation toolchain allows compiling CUDA applications from
source code into intermediate and executable binary code. A CUDA application
is composed of host code (running on the CPU) and one or more kernels (running
on the GPU). Kernels are special functions that are executed in parallel by N
different CUDA threads (each thread running on a GPU core). The number of
CUDA threads that executes a kernel for a given call can be specified at launch
time. It is possible to group threads together in one or more blocks, depending on
the specific task that has to be performed.

• OpenCL [17]: This is a standard parallel computing language specification (sup-
porting C and C + +) proposed by Khronos group (composed of Apple, AMD,
NVIDIA, Intel, etc.) and now quite mature at Version 1.2 (soon to be followed by
Version 2.0). OpenCL code can run on AMD, Intel and NVIDIA GPUs as well
as on CPU supporting the MMX instruction set (the vast majority of x86 CPUs).
This renders the code more portable on heterogeneous clouds and cloud nodes
albeit at the expense of a slight performance loss over similar CUDA code.

• AMD HSA [2]: (HSA is the AMD heterogeneous systems architecture) : AMD’s
latest approach to ease parallel computing on heterogeneous CPU + GPU plat-
forms with the aim to optimize performance. This SW platform is still very young.
It is at the heart of Playstation 4 and Xbox. One game consoles that feature 8 +
CPU cores and 100s of GPU cores cooperatively operating over large data sets.

• JavaCL [5]: A Java language front end to OpenCL code. The main purpose of
JavaCL is to allow calling kernel code from inside Java code. The approach
allows leveraging fast kernel code, but it requires complex interactions with the
Java virtual machine (JVM) that have to be handled by programmers.

• Aparapi [10]: Another Java language front end to OpenCL code. Aparapi abstracts
away kernel code implementation and management. Aparapi allows seamless
porting of legacy Java code, yet it presently affects performance. In fact, kernel
code is generated automatically from Java code. This eases GPU code writing but
does not allow low-level code optimizations.

• POCL [31]: Portable computing language (POCL) is an open-source portable
version of the OpenCL language. Its goal is to become an efficient open-source
implementation of the OpenCL 1.2 (and soon OpenCL 2.0) standard. In addi-
tion to producing a portable open-source OpenCL implementation, another major
goal of this project is improving performance portability of OpenCL programs
with compiler optimizations, reducing the need for target-dependent manual op-
timizations. At the core of POCL is the kernel compiler that consists of a set
of low-level virtual machine (LLVM) passes used to statically transform kernels
into work group functions with multiple work items, even in the presence of work
group barriers. These functions are suitable for parallelization in multiple ways
(e.g. SIMD, very long instruction words [VLIWs], superscalar).
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The next section offers an overview of how these technologies have been used so far.

1.3 Related Work

Multicore and many-core computing has been the subject of much research in recent
years [4, 22, 37]. Apart from multicore CPUs, specialized GPUs featuring hundreds
of cores have been used for performance and security in cloud computing. So far
various attempts to make use of advanced many-core HW for distributed computing
have been proposed [17]. In particular, many cloud vendors such asAmazon, Nimbix,
Peer1Hosting, Penguin computing and SoftLayer have begun offering GPU resources
as cloud services in the form of:

• GPU cloud—shared VM with GPU offered to multiple tenants
• Hosted GPUs—VM and GPU in the cloud not concurrently shared with other

tenants
• Hosted reality server—vertical software as a service (SaaS) offering for out-

sourced rendering/gaming
• High-performance computing (HPC)—hosting of scientific applications (e.g. data

mining, numerical analysis) on distributed VMs with GPUs

All the above GPU resource-sharing approaches potentially leak data from one user
to another, given that few attentions have been devoted to security aspects in the
GPU design but performance was to be maximized.

Information leakage is a serious problem that affects a large variety of different
scenarios. Many side-channel attacks on cache timing have been proposed in the
literature [25]. Such attacks are relevant as they exploit the vulnerabilities of the
underlying HW/SW architecture. In particular, Osvik et al. [29] managed to infer
information about the internal state of a cipher by exploiting time-based side channels
on the x86 CPU caches. It is worth noting that CPU caches are quite different from
GPU-shared memory considered here because GPU-shared memory is addressable
by the programmer [42], whilst CPU cache memory is not. In the GPU environment,
the adversary does not need to exploit time-based side channels to infer information
about the shared memory since the adversary can just read it. In fact, time-based
attacks are much more common on the CPU than the GPU because timing facilities
in the CPU are much more precise than the coarse-grained timing HW currently
available on GPUs. As a result, exploiting time-based side channels of GPU cache
memories does not seem feasible at present as it would require a much larger effort.

Rebeiro and Mukhopadhay [33] analyse a category of side-channel attacks known
as profiled cache-timing attacks and develop a methodology that allows an adversary
(capable of a limited number of side-channel measurements) to choose the best attack
strategy. Kang and Moskowitz [14] propose a HW solution to minimize the capacity
of covert timing channel across different levels of trust in multilevel security systems.
Gorantla et al. [12] devise a technique to compromise the security provided by these
HW components. As noted earlier, timing side-channels are very difficult to achieve,
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as reliable timing is quite hard to achieve on present GPU platforms. As regards
security and isolation, they are not considered as important as performance. In fact,
the trend towards increased resource sharing among cores is represented by Gupta
et al. [13] that encourage resource sharing inside future multicores for performance,
fault tolerance and customized processing. The vision suggests reducing isolation
among cores for the sake of performance and reliability. However, this opens up new
interesting information leakage opportunities. Oz et al. [30] propose and evaluate a
new reliability metric called the thread vulnerability factor (TVF) that depends on
thread code but also on the codes of sibling threads. Their evaluation shows that TVF
values tend to increase as the number of cores increases, which means the system
becomes more vulnerable as the core count rises. A preliminary work by Barenghi
et al. [3] investigated side-channel attacks to GPUs using both power consumption
and electromagnetic (EM) radiations. The proposed approach can be useful for GPU
manufacturers to protect data against physical attacks. However, for attacks on work,
the adversary does not need either physical access to the machine or root privileges.
Protecting from an adversary with superuser (or root) administration privileges is
extremely difficult, as shown in [23].

For what concerns malware-related leaks, trusted platform modules (TPM) [15]
and remote attestation can provide an acceptable level of security by leveraging se-
cure boot. However, vulnerabilities can also stem from perfectly “legal” code that
accesses other parties’data, exploiting vulnerabilities inherently tied to the platform.
Moreover, malicious HW such as Trojan circuitry can bypass SW TPM mechanisms
and access sensitive information over the bus. In [7], an architecture is proposed
based on an external guardian core that is required to approve each memory request.
Even though the induced performance overhead is very high (60 %), their work is par-
ticularly interesting, as actual cooperation from the HW (i.e. from its manufacturers)
would be beneficial for information leakage detection and prevention.

Unfortunately, due to the widespread commercial strategy to hide implementation
details from competitors, manufacturers are reluctant on publishing the internals of
their solutions. Documentation is mostly generic, marketing oriented and incomplete,
which hinders the analysis of the information leakage problem on GPUs. As such, in
the literature most of the available architectural information over existing HW is due
to black-box analysis. In particular, Wong et al. [40] developed a micro-benchmark
suite to measure architectural characteristics of CUDA GPUs. The analysis showed
various undisclosed characteristics of the processing elements and the memory hi-
erarchies and exposed undocumented features that affect both program performance
and program correctness. CUBAR [4] used a similar approach to discover some
of the undisclosed CUDA details. In particular, CUBAR showed that CUDA fea-
tures a Harvard architecture on a von Neumann unified memory. Further, since the
closed-source driver adopts the (deprecated) security through obscurity paradigm,
inferring information from PCIe bus is possible as partially shown in [16]. The main
contributions on GPU security in the literature are mainly related to the integrity
of the platform and to the exploitation of driver vulnerabilities. GPU thread syn-
chronization issues are introduced and discussed by Feng [9], whereas reliability
of multicore computing is discussed in [37]. The analysis in these papers is aimed
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towards correctness, reliability and performance. We presently focus on actual GPU
thread behaviour and related consequences on data access. In addition, vulnerabili-
ties have been discovered in the past in the NVIDIA GPU driver [18, 19]. The device
driver is a key component of the CUDA system and has kernel level access (via the
NVIDIA kernel module). Therefore, vulnerabilities in the CUDA system can have
nasty effects on the whole system and can lead to even further information leakage,
due to root access capabilities. A limitation of the current GPU architecture is related
to the fact that the operating system (OS) is completely excluded from the manage-
ment of computations that have to be performed on the device. The first attempts
in overcoming the limits of present GPU platforms aim at giving the OS kernel the
ability to control the marshalling of the GPU tasks [35]. This way, the GPU can
be seen as an independent computing system where the OS role is played by the
GPU device driver; as a consequence, host-based memory protection mechanisms
are actually ineffective to protect GPU memory.

1.4 GPUs for Cloud Security

The cloud can largely benefit from GPU computing both for data and computation
(code) integrity. Another area where data parallel computing can help is that of
improved privacy guarantees. GPU parallel computing power has especially been
used for the following security-related tasks:

• Accelerated on-the-fly encryption and decryption if GPU cores are properly
leveraged as in [1].

• Fast GPU signature scanning for malware detection, as reported by Pungila [32].
• Real-time integrity checking mechanisms for vital system components, especially

through transparent virtualization as in [21, 22, 39].
• Data privacy protection techniques that are aimed to protect the privacy of the

users whose data are stored in the cloud.

Among all the workloads that can benefit from the parallel computing power of GPUs,
those based on the anonymity concept are relevant. In particular, in order to show
one of the concrete contributions of GPU techniques for security, we will explore
the GPU k-anonymity concept more in detail. In simple terms, k-anonymity-based
techniques divide the data in clusters of k or more elements and substitute the elements
in each k-cluster with a unique synthetic one, commonly the mean of the elements.
The majority of the techniques that ensure k-anonymity have a computational time
equal to O (n2); so, they are quite slow as the number of elements increases. For this
reason, GPU usage could be very helpful. Two sorts of fusion of these techniques
with the use of parallel computing are proposed by Hong [41] who modified the
k-means algorithm, parallelizing it using CUDA. Further, You Li [20] introduces an
algorithm that analyses the k-anonymity approach and it is suitable for extracting
tuples with the same values.
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Table 1.1 Security issues of different CUDA compute capabilities

CC Novelty with respect to previous version Potential leakage due to

1.0 Original architecture Memory isolation
1.1 Atomic operations on global memory Memory isolation
1.2 Atomic operations on shared memory, 64-bit

words, warp-vote functions
Memory isolation

1.3 Double precision floating point Memory isolation
2.0 64-bit addressing, unified virtual addressing,

GPUDirect [27]
Memory isolation, GPUDirect

2.1 Performance improvements Memory isolation, GPUDirect
3.0 Enhanced stream parallelism and resource sharing Memory isolation, GPUDirect
3.1 Dynamic parallelism, Hyper-Q Memory isolation, GPUDirect,

Hyper-Q isolation

Using GPUs can potentially be highly effective at accelerating the clustering oper-
ations of k-anonymity-based techniques; as with GPUs many security tools have been
parallelized, improving their performance. However, as for other problems, GPUs
can improve performance only linearly with respect to the number of computing
cores. So, any GPU implementation approach would aim at maximizing parallelism
within an algorithm in order to maximize the core usage. Apart from being a security
tool for themselves, GPU resources are targeted by attacks, similar to other physical
resources or even more, given they are novel technology and lack maturity, as we
will show in the following section.

1.5 Security for Cloud GPUs

Notwithstanding the benefits that (GP) GPU cloud computing offers, there are nu-
merous issues and challenges for organizations embracing this new paradigm. A
number of major challenges can be summarized as follows:

• GPU data management (transferring and CPU-bus bottleneck)
• GPU process control and monitoring
• GPU information leakage and visualization security
• GPU service reliability and availability (and DoSes)

GPU cloud computing has a number of security issues, especially as regards isola-
tion, denial of service (DoS) and information leakage, as summarized in Table 1.1
(see [8]). As regards information leakage in particular, co-location issues are particu-
larly relevant, since, as shown by Ristenpart [34], it is possible to extract information
from a target VM on the same physical machine. A number of issues with respect to
GPU cloud include the following:

• Concerns over security with respect to information and data residing on a shared
device such as a GPU.

• Concerns over availability and resources and performance guarantees of services.
• Concerns over data transmission to and from GPUs.
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In particular, as depicted in Table 1.1, the CUDA platform has been affected by var-
ious information leakage issues over time. As a matter of fact, the strategy adopted
by information technology (IT) companies to preserve trade secrets consists in not
revealing details about the internals of their products. Although this is considered the
best strategy from a commercial point of view, for what concerns security, this ap-
proach usually leads to unexpected breaches [26]. Despite this serious drawback, the
security-through-obscurity approach has been embraced by the graphics technology
companies as well. Many implementation details about GPU architectures are not
publicly available. Once a program invokes a GPU function/subroutine, it partially
loses control over its data. In particular, uncertainty increases when data are trans-
ferred to the GPU. If we only consider the public information about the architecture,
it is unclear whether any of the security mechanisms that are usually enforced in
the OS are maintained inside the GPU. The only implementation details available
via official sources just focus on performance. For instance, NVIDIA describes in
detail which are the suggested access patterns to global memory in order to achieve
the highest throughput. In contrast, important implementation details about secu-
rity features are simply omitted. For instance, there is no official information about
the internals of CUDA memory management: it is undefined or uncertain whether
memory is zeroed after releasing it.

Despite GPU success and pervasiveness, a thorough analysis of the GPU environ-
ment from a security point of view is missing. In fact, GPU and CPU architectures
are quite different; therefore, they are subject to much different threats. Running a
task on a GPU requires three main steps:

• A host application (i.e. a regular application running on the CPU) requests the
execution of a kernel (i.e. a code to be run in parallel on the GPU).

• The host application copies the input data from host memory onto the GPU
memory.

• The host application launches the kernel and gets back the results.

Data movements from the host application to the GPU are usually performed via
the GPU proprietary device driver; once data enter the GPU, the device driver
takes control over data. Therefore, the isolation between different kernels is mainly
a responsibility of the GPU device driver. Since GPU memory stores a copy
of the process-specific data, a flaw in the isolation mechanisms on the GPU
would undermine the isolation mechanisms of the OS, causing information leakage
vulnerability.

Any kind of information leakage from security-sensitive applications (e.g. en-
cryption algorithms) would seriously hurt the success of the shared GPU computing
model, where the term shared GPU indicates all those scenarios where the GPU
resource is actually shared among different users, whether it is on a local server,
on a cluster machine or on a GPU cloud [11]. The security implications on both
GPU computing clusters and on remote GPU-as-a-Service offerings, such as those
by companies like SoftLayers and Amazon, can be dramatic.

Due to its sensitiveness, we would expect the existence of secure and robust mem-
ory protection mechanisms on the GPU. Unfortunately, current GPU device drivers
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are aimed at performance rather than security and isolation. As a consequence, GPU
architectures are not robust enough when it comes to security [19] and the adoption
of GPUs effectively introduces new threats that require specific considerations. Fur-
ther, in view of the GPU virtualization approach offered by the upcoming hypervisors
(e.g. NVIDIA GRID [6]), information leakage risks will eventually increase.

Our working hypothesis as for the strategy adopted by GPU manufacturers is that
they lean to trade-off security with performance. Indeed, one of the main objectives
of the GPGPU framework is to speed-up computations in HPC. In such a scenario, the
memory initialization after each kernel invocation could introduce a non-negligible
overhead [44].

To make things worse, NVIDIA implemented memory isolation between different
cudaContexts within its closed source driver. Such a choice can introduce vulnera-
bilities, as explained in the following example. Suppose that a host process Pi needs
to perform some computation on a generic data structure S. The computation on S
needs to be offloaded to the GPU for performance reasons. Hence, Pi allocates some
host memory Mi to store S, then it reserves memory on the device Mj and copies Mi

to Mj using GPU runtime primitives. From this moment onwards, the access control
on Mj is not managed by the host OS and CPU. It becomes exclusive responsibility of
the GPU driver, i.e. the driver takes the place of the OS. Due to their importance, the
isolation mechanisms provided by an OS are usually subjected to a thorough review.
The same is not true for GPU drivers. Hence, this architecture raises questions such
as whether it is possible for a process Pj to circumvent the GPU virtual memory
manager (VMM) and obtain unauthorized access to the GPU memory of process Pi.

Providing memory isolation in a GPU is probably far more complex than in
traditional CPU architectures. In fact, CUDA threads may access data from multiple
memory spaces during their execution. Although this separation allows improving
the performance of the application, it also increases the complexity of access control
mechanisms and makes it prone to security breaches. Multiple memory transfer
across the data transmission bus for the global, constant and texture memory spaces
is costly. As such, they are made persistent across kernel launches by the same
application. This implies that the NVIDIA driver stores application-related state
information in its data structures. As a matter of fact, in case of interleaved execution
of CUDA kernels belonging to different host processes, the driver should prevent
process Pj to perform unauthorized access to memory locations reserved to any
process Pi. Indeed, this mechanism has a severe flaw and could leak information.

A solution that preserves isolation in memory spaces like global memory, that
in recent boards reaches the size of several gigabytes, could be unsuitable for more
constrained resources like shared memory or registers. Indeed, both shared memory
and registers have peculiarities that raise the level of complexity for the memory
isolation process. As an example, the shared memory is like a cache memory with
the novel feature that it is directly usable by the developers. This is in contrast with
more traditional architectures such as x86, where SW is usually cache oblivious. For
what concerns registers, a feature that could taint memory isolation is that registers
can be used to access global memory as well; in fact, a modern GPU feature (named
register spilling) allows mapping a large number of kernel variables onto a small
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number of registers. When the GPU runs out of HW registers, it can transparently
leverage global memory instead [8].

Even when making use of perfectly standard GPU code, information leakage
flaws can be produced; the leakages can be induced by stressing the existing GPU
memory allocation and de-allocation primitives that lead to exploiting three critical
vulnerabilities. As for the first vulnerability, it is possible to induce information
leakage on GPU shared memory. Further, an information leakage vulnerability based
on GPU global memory, and another one based on GPU register spilling over global
memory are possible. The impact of one of these leakages on a publicly available
GPU implementation of a cryptographic protocol (e.g. the AES standard [24]) can be
devastating. In particular, through the global memory vulnerability it is possible, for
a non-legitimate user, to access both the plain text and the encryption key. However,
countermeasures and alternative approaches can be devised to fix the highlighted
vulnerabilities. In general, from the SW point of view, GPU code writers are required
to pay particular attention to zeroing memory as much as possible at the end of kernel
execution. Unfortunately, this is troublesome for a number of reasons:

• Most of the programmers do not have fine control over kernel code (e.g. if the
kernel is the outcome of high-level programming environments such as JavaCL,
JCUDA, OpenCL, etc).

• The parallel kernel programmer usually aims at/is asked to write the fastest pos-
sible code without devoting time to address security/isolation issues that might
hamper performance.

As such, the best results can be obtained if security enhancements are performed at
the driver/HW level. From the GPU platform point of view, the suggestions comprise:

• Memory management unit (MMU) memory protection mechanisms. The memory
protection mechanisms have to be devised to prevent concurrent kernels from
reading other kernels’ memory.

• Monitoring and access control. GPU drivers should be modified in order to allow
the OS to monitor usage and to control access to GPU resources; by doing so,
anomalous resource usage and suspicious access patterns could be detected and/or
prevented.

Some relevant contribution to GPU security is presented in [8], measuring the over-
head those information-leakage-preventing approaches would have on a real GPU.
In the following section, possible mitigations are discussed for specific information
leakages due to the GPU memory architecture.

1.5.1 Shared Memory

As for the shared memory leakage, there is a vulnerability window that goes from
kernel completion to host process completion. As such, the shared memory attack is
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ineffective once the host process terminates. A possible fix makes use of a memory-
zeroing mechanism that is better executed inside the kernel. This is a sensible solution
since shared memory is an on-chip area that cannot be directly addressed or copied
by the host thread.

1.5.2 Global Memory

As regards the unauthorized access to global memory through GPU primitives, this
can cause an information leakage. The natural fix would consist of zeroing memory
before it is given to the requesting process. This way, when information is deleted the
malicious process/party is unable to access such information. This approach should
naturally be implemented inside the GPU runtime. In fact, in the memory-zeroing
approach, threads run in parallel, each one zeroing its serial memory area. However,
in general, zeroing does worsen performance in GPU [43], as these techniques force
additional memory copies between a host and a device memory. Introducing an
additional mechanism to perform smart memory zeroing would require an overall
redesign of the graphics double data rate (GDDR) approach and as such it will most
probably increase RAM cost. HW-based fast zeroing would probably be the most
feasible and convenient solution. However, the inner details about low-level memory
implementation for GPU cards are only known by their designers.

As regards the selective deletion of sensitive data, selectively zeroing specific
memory areas is feasible in theory and it would potentially reduce unnecessary
memory transfers between GPU and CPU, since most data would not have to be
transferred again. A “smart” solution would probably be the addition of language
extensions (source code tags) to mark the variables/memory areas that have to be
zeroed due to the presence of sensitive data. On the one hand, this would require
language/compiler modifications while, on the other hand, it would save some costly
data transfers. However, this approach implies some caveats, as sensitive data when
in transit between CPU and GPU cross various memory areas that are still potentially
accessible. As such, for performance sake, sensitive areas should be as contiguous
as possible.

1.5.3 Register Memory

When register usage exceeds HW capacity at runtime, register data content is spilled
over global memory. Register allocation is handled at the lower level of the SW stack;
hence, the leak is probably due to an implementation bug regarding the memory
isolation modules. Therefore, fixing this information leakage at the application level
is quite difficult. A much simpler workaround would be to implement the fix at the
GPU driver level that, given the closed-source nature of the driver, at present only
GPU designers can provide. In particular, the driver should prevent registers from
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spilling to locations in global memory that are reserved for host threads; second, the
data content of the spilled registers has to be reset to zero when they are released.

1.5.4 GPU Reliability and Availability

A GPU cloud also introduces problems related to effective performance guarantees
among competing GPU sessions. With respect to latter, a relevant issue with present
GPUs is the possibility of causing a DoS by leveraging purely standard GPU code
(kernel code). In fact, present implementations of both HW and SW do not consider
pre-emption or at least use it as a last resort. As such ad hoc GPU code can be
used to spawn a very large number of threads that take forever to complete and/or
strongly interact with the host with large data exchanges. This can surely render the
GPU unresponsive but can also render the CPU itself unresponsive, given that data
transfers to the GPU also involve the CPU. It is possible to set a time-out in the driver
to detect when the GPU becomes unresponsive. However, if the CPU is also heavily
involved in the data exchange, the GPU time-out becomes ineffective as the CPU
itself will get stuck, thus generating a complete system DoS.

As seen earlier, the GPU SW/HW platform has to further evolve over the years to
become securer and easier to deal with. This latter point is one of the most important
results, which has to be achieved, as will be discussed in the following section.

1.6 Visionary Thoughts for Practitioners

One of the trends for the future of GPU cloud is undoubtedly the ease of fruition of
resources and services. This is one of the reasons for the increasing popularity of
heterogeneous computing in IT and in the future clouds. In particular, a number of
new technologies and approaches will pave the way for revolutionary advances in
the use of GPU cloud:

• Heterogeneous Systems Architecture (HSA is one of the most promising trends
in system architectures. HSA systems will have a large number of different pro-
cessor cores, connected together and operating as peers, most probably offered
as computing resources in clouds. The APU approach integrating GPU and CPU
cores on the same die was not enough. In fact, GPGPU computing is complex to
SW developers as CPU and GPUs have different memory addressing. As such a
CPU program has to copy the data back and forth from the GPU memory. This
wastes time and renders it difficult to make use of both CPU and GPU code on
the same data concurrently. This also implies that the GPU cannot seamlessly
access the same data structures the CPU is working on. In fact, CPU data struc-
tures make use of pointers; essentially, memory addresses that refer to other
pieces of data. These structures cannot simply be copied into GPU memory, be-
cause CPU pointers refer to locations in CPU memory. Since GPU memory is
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separate, these locations have no meaning when referred to in CPU addressing.
In order to fully leverage heterogeneous computing, full and fast shared access
to memory has to be guaranteed. The HSA approach can be extended to other
accelerators/coprocessors/heterogeneous cores.

• NVIDIA GPUDirect [27] provides the following features:
– Accelerated communication with network and storage devices. Network and

GPU device drivers can share “pinned” (page-locked) buffers, eliminating the
need to make a redundant copy in CUDA host memory.

– Peer-to-peer transfers between GPUs to high-speed direct memory access
(DMA) transfers to copy data between the memories of two GPUs on the
same system/PCIe bus.

– Peer-to-peer memory access to optimize communication between GPUs using
NUMA-style access to memory on other GPUs from within CUDA kernels.

– Remote DMA (RDMA) collaboration among different GPUs requires fast and
seamless transfer of possibly large amounts of data among different GPUs on
the same physical machine or on the network towards remote GPUs.

• Heterogeneous uniform memory access (HUMA) will be introduced, as an exam-
ple on future AMD Jaguar APUs and NVIDIA Maxwell GPUs. With HUMA, a
cache-coherent system, the CPU and GPU share a single memory space. The GPU
can directly access CPU memory addresses, allowing full sharing consistent view
of in-memory data by GPU and CPU cores. Cache coherency renders the HW
more complex, as SW errors only affect performance and not functionality and
correctness. GPU cloud can enormously benefit from HUMA. In fact, the support
for virtual addressing will render the distributed system approach feasible inside
the cloud, provided that the OS will support it in the host. In fact, with HUMA,
GPUs and CPUs use the same virtual addressing.

• Kernel launch parameters also depend on the available number of cores and their
capabilities. Automatic parallelism (AP) renders the GPU as an active part of the
choice and allows it to self-adjust and scale the number of concurrent threads of
a single kernel.

The above technological/architectural trends and advances will increase scalability
and shared access to GPU resources in the cloud. This will allow other components,
such as ARM CPUs, cryptographic accelerators and field programmable gate arrays
FPGAs, to cooperatively work on a large amount of data. As an example, future
AMD Kaveri APUs will embed a small ARM core for creation of secure execution
environments on the main CPU. This will allow clouds to seamlessly host complex
heterogeneous serial/parallel algorithm implementations that would use specialized
HW over cloud nodes. However, increasing the self-configurability and the shared-
ness of GPU platforms in the cloud further exposes them to SW bugs, access and
manipulation by malicious users and malware. In particular, the following ones are
relevant:

• Shared access to memory and data structures will exacerbate the problems of
concurrent programming to levels never reached before.
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• Shared access to memory and to other resources (network card, bus) will render
DoS attacks much easier to be launched and effective.

• Self-configuration will introduce new bugs and issues that are difficult to spot and
debug.

Apart from specific technological points seen above, the research community will
have to investigate, evaluate and deploy GPU approaches pervasively in order to
overcome present limitations, as will be discussed in the following section.

1.7 Future Research Directions

Future GPU cloud trends indicate the provisioning of improved sharing of data among
heterogeneous cores. This will give rise on the one hand to a potential performance
increase, however difficult to achieve. On the other hand, this trend will increase
the number of potential GPU isolation issues. As such, GPU-aware virtualization
[36] and guaranteed core isolation will require further attention as well as integrity
protection approaches that call for further investigation.

Among the future research direction that will deserve particular attention in the
near future:

• Convergence: GPU cloud computing can be massively scalable and powerful,
however, present differences both in HW architecture and SW driver behaviour
do not enable to write long living portable code (one-code-to-rule-them-all) to
perform adequately well in different scenarios. Novel approaches are needed
for code portability and self-configuration/optimization. It is true that the last
compilation step is performed on the fly, but novel, more effective, language-
based approaches are needed to fully take advantage of the available computing
cores and memory hierarchy.

• Scalability: Parallel computing resources scale quite well on a single host. How-
ever, distributed GPU computing is still in its infancy due to the current limitations
in data sharing across remote GPUs. HUMA and RDMA, together with mes-
sage passing interface (MPI), system services interface (SSI) and/or Hadoop-like
approaches, will have to be investigated and combined in the future to allow
larger general-purpose tasks to be offloaded to GPU cloud distributed computing.
Even though specialized scientific computing solutions exist, they are high-cost
specialized solutions that rarely scale to GPU as a service level.

• Advanced core sharing: Effective approaches to correctly share GPU resources
among different tenants have to be devised and evaluated for GPU cloud to be
successful. Present GPU sharing approaches exclusively/selectively associate the
GPU with a given tenant or VM. The used approach is not secure as isolation
is not natively supported by GPUs. GPU virtualization is the way forward, but
it has to be supported at the HW and driver level. To this end, having the GPU
driver integrated into advanced OS isolation mechanisms might help. As a matter
of fact, novel open-source support for GPGPU computing over NVIDIA, AMD
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and Intel GPUs is slowly maturing. Homogenizing the SW architecture under the
OS supervision would help adopting advanced isolation approaches that would
allow good performance over heterogeneous computing cores.

Let us now point the reader to some rules of the thumb or guidelines to follow when
approaching a GPU cloud solution.

1.7.1 The Way Forward

Given the large savings and computing agility that GPU cloud environments offer,
large enterprises are starting to experiment with heterogeneous multicore cloud com-
puting into their existing IT systems and resources. For the newcomers aiming to
consider leveraging to GPU cloud, the following best practices can be seen as a way
forward:

• Learn from others’ mistakes—adopting the practices that have been successful
elsewhere

• Evaluate technology internally—start deploying on premise as much as possible
• Avoid vendor lock in—aim towards open standards as they eventually lead to

reduced migration costs as the technology evolves
• Ensure autonomy—minimizing the development and maintenance activities
• Ensure security of data—noting that this is a major concern on any public/hybrid

cloud

Following the above suggestions helps enterprises and users to reduce/limit the risks
involved with adopting such new approaches and technologies. Provided the GPU
cloud issues and caveats are taken into consideration, the benefits of using them are
worth the effort, as summarized in the concluding section.

1.8 Conclusion

As shown above, a GPU cloud allows on-demand access to a large shared pool of
powerful parallel computing resources. It helps providers in reducing costs and man-
agement responsibilities, and it allows increasing business agility. For these reasons,
it will become even more a popular paradigm and increasingly more companies
will shift toward GPU cloud computing. The advantages are clear and significant.
Nevertheless, as in any new paradigm, there are also challenges and inherent issues.
These ones relate to effective usage, scalability, data governance, process monitoring,
infrastructure reliability, information security, data integrity and business continu-
ity. The way forward for an enterprise is to plan a strategy for integrating existing
resources into GPU cloud offerings, to have appropriate internal knowledge to cor-
rectly align the IT resources with applications, to follow best practices suggested by
other organizations and strategically think in terms to moving towards distributed
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heterogeneous computing. Once, this is done, the enterprise is well on its way to
fully benefit from the GPU cloud environment and gain the benefits that such novel
cloud technologies offer.

As a final remark, it is very likely that GPU cloud computing will be the next big
thing for cloud users and stakeholders.
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Chapter 2
Taxonomy and Classification of Access Control
Models for Cloud Environments

Abhishek Majumder, Suyel Namasudra and Samir Nath

Abstract Cloud computing is an emerging and highly attractive technology due
to its inherent efficiency, cost-effectiveness, flexibility, scalability and pay-per-use
characteristics. But alongside these advantages, many new problems have also sur-
faced and some of these issues have become a cause of grave concern. One of the
existing problems that have become critical in the cloud environment is the issue of
access control and security. Access control refers to a policy that authenticates a user
and permits the authorized user to access data and other resources of cloud-based
systems. In access control, there are several restrictions and rules that need to be
followed by the users before they can access any kind of data or resource from the
cloud-based servers. In this context, there are many access control models suggested
by researchers that currently exist. In this chapter, a brief discussion of the various
access control models has been presented. Moreover, the taxonomy of access control
schemes has also been introduced. Finally, based on the analysis of the mechanisms
adapted therein, the access control models are classified into different classes of the
proposed taxonomy.

Keywords Access control models · Taxonomy · Classification · Cloud environment ·
Identity-based · Non identity-based · Centralized · Collaborative

2.1 Introduction

Cloud computing is an emerging computing paradigm that relies on sharing of re-
sources rather than having local servers or personal devices to handle applications
and data. Cloud computing is a synonym for distributed computing over a network.
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The term cloud in cloud computing can be defined as a combination of hardware, net-
works, storage, services and interfaces to deliver aspects of computing resources. A
cloud-based service includes the delivery of software, infrastructure and storage over
the Internet, based on user requirements and demands. These services are provided
on demand, as and when consumers require.

Cloud computing is a rapidly developing area in information technology (IT). In
fact, it has revolutionized the software industry. Because of the current growth of IT
and database (db) system, there is an increased need for confidentiality and privacy
protection. Access control has been considered as a major issue in the information
security community. Through access control, the system restricts unauthorized users
to access resources and guarantees confidentiality and integrity of its resources and
valid consumers. But traditional access control models (ACMs) primarily consider
static authorization decisions based on the subject’s permissions on target objects.

The goal of cloud computing is to realize “the network as a high-performance
computer”. It allows the users to have all their data in the cloud and get all kinds
of services from the cloud using their Internet terminal equipment. In this way, all
users become capable of running processes and storing data in the cloud. There are
three requirements for cloud services:

• Cloud service provider (CSP) must be able to specify access control policies for
users to access data and other resources.

• An organization must be able to enforce more access control policies on its user
requests for resources of the organization. When an organization wants to use
a cloud service, it must map its policies on access control policies of the CSP.
This mapping of policies may be violated. Therefore, an organization can prevent
violation of its policies by enforcing more policies on access requests.

• Data owner (DO) must be able to offer cloud services to consumer.

Cloud services are accessed using some kind of network, e.g. Internet. But the
Internet has many security issues because of its vulnerabilities to hackers and other
threats. Therefore, cloud services will face a larger number of security issues. Many
security policies and technologies for web services are already available. These
techniques can have significant impact on resolving security issues of cloud service.

Of all the security issues, access control is an important issue. Traditional ACMs
cannot be applied directly in cloud environment because of their static nature. A
large amount of resource, huge number of dynamic users, dynamic and flexible
constructions are some important characteristics of cloud services which should be
considered in ACMsaccess control models for cloud computing. Each autonomous
domain in a cloud system has its own security policy. So it is important that the access
control be flexible enough to have these multiple policies in multiple domains. Many
access control scheme for cloud computing have already been proposed. In this
chapter, a detailed discussion on various access control schemes has been presented.
Moreover, the taxonomy of these ACMs has been proposed.

The organization of the chapter is as follows. Section 2.2 provides an overview
of the concept of access control and the necessity of access control models ACMs.
Section 2.3 provides an in-depth analysis of the various existing ACMs. In Sect. 2.4,
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the importance of taxonomy of ACMs has been discussed and Sect. 2.5 introduces
the taxonomy of ACMs. Finally, the chapter concludes with Sect. 2.6.

2.2 Access Control

Access control [19] is generally a mechanism or procedure that allows, denies or
restricts user access to a system. It is the process of deciding who can use specific
system, resources and applications. An ACM is defined as a set of criteria a system
administrator utilizes to define the system user’s right. This ensures that only autho-
rized users can access the data, and it also monitors and records all attempts made
to access a system. It is a very important component of cloud security.

Nowadays, a large number of distributed open systems are being developed. These
systems are like virtual organizations. The relationship between users and resources
is dynamic. In these systems, users and DOs are not in the same security domain.
Users are normally identified by their attributes or characteristics and not by their
predefined identities. In such cases, the traditional ACMs are not very much suitable
and therefore many access control schemes have been developed. All ACMs rely
on authentication of the user by the site at the time of request. Sometimes they are
labelled as authentication-based access control.

ACM provides security to the resources or data by controlling access to the re-
sources and the system itself. However, access control is more than just controlling
which users can access a computing or a network resource. In addition, access con-
trol manages users, files and other resources. It controls user’s privileges to files
or resources or data. In ACM, various steps like identification, authentication, au-
thorization and accountability are performed before a user actually accesses the
resources or the original objects.

2.2.1 Issues and Challenges

Access control is a useful mechanism, but it has a number of issues that need to be
addressed:

• DO must always be online for providing access right (AR) and authorization
certificate.

• When a user makes a request for accessing data, the CSP must check the whole
system for providing data, therefore the searching cost gradually increases.

• Because of searching the whole system for providing data, accessing time becomes
higher.

• When a user wants to access data from an outside server, the user faces a lot of
problems because he/she must be registered outside his/her domain.

• Data loss is a very serious problem in cloud computing while accessing data. If
the vendor closes due to financial or legal problems, there will be a loss of data
for the customers. The customers would not be able to access those data.
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• Granularity (fine grained) is one of the most important issues in cloud computing
while accessing data.

• When data are on a cloud, anyone can access it from any location. Access control
algorithms should differentiate between a sensitive data and a common data,
otherwise anyone can access sensitive data.

• There is a high possibility that the data can be stolen by a malicious user.
• The customer does not know where the data are located in cloud server. The vendor

does not reveal where all the data are stored. Data may be located anywhere in
the world, which may create legal problems over the access of the data.

2.3 Access Control Models

This section presents a detailed discussion and analysis of different ACMs.

2.3.1 Mandatory Access Control Model

Mandatory access control (MAC) model [2] can be defined as a means of restricting
access to objects based on the sensitivity of the information contained in it and the
authorization of subjects. Whenever a subject attempts to access an object, an au-
thorization rule enforced by the administrator examines the security attributes and
decides whether the access to the object can be given. MAC is the most important
ACM amongst the available ACMs. It takes a hierarchical procedure to control ac-
cess of resources or data. MAC focuses on controlling disclosure of information
by assigning security levels to objects and subjects, limiting access across security
levels and consolidating all classification and access controls into the system. It is
relatively straightforward and is considered as a good model for commercial systems
that operate in hostile environments where the risk of attack is very high. In MAC, the
policy set-up and management are performed in a secured network and are limited
to system administrators. It is a type of access control where the central adminis-
trator controls all the tasks. The administrator defines the usage and access policy,
which cannot be modified by the user. The policy defines who can have access to
which data or resources. MAC can be used in the military security [8] for preserving
information confidentiality.

The main advantage of MAC is its simplicity. It also provides higher security
because only a system administrator can access or alter controls. Moreover, MAC
facilitates the use of multilevel security [8]. The disadvantage of MAC is that the
central administrator is the single point of failure. It does not ensure fine-grained
least privilege, dynamic separation of duty and validation of trusted components.
Moreover, in MAC, users need permission from the central administrator for each
and every activity. MAC model is difficult and expensive to implement due to its
reliance on trusted components and the necessity for applications.
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2.3.2 Discretionary Access Control Model

Discretionary access control (DAC) restricts access of objects within the group of
users to which they belong. A user or subject, who is given a discretionary access to
a resource, is capable of passing the access to another subject. This model adopts the
concept of object ownership. Here, the owner of the object is authorized to grant its
access permissions to other subjects. In DAC [2], separate rules for each or a group of
user are defined. Access to system resource is controlled by the operating system [31].

DAC allows each user or a group of user to access the user’s or the group’s data. It
is a type of access control in which a user has complete control over all the programs
the user owns and executes. The user can also give permission to other user to use
the user-owned files or program. DAC is a default access control mechanism for
almost all operating systems. It is very flexible and widely used in commercial and
government sectors. In DAC, an access control list (ACL) is maintained. ACL is a
tabular representation of subjects mapped to their individual ARs over the objects.
It is effective but not much time efficient, with less number of subjects. In DAC, the
system knows who the user of a process is but does not know what rights the user has
over the objects of the system. Therefore, for creation and maintenance of ACL, the
system either performs a right lookup on each object access or somehow maintains
the active ARs of the subject. Because of this right management issue, modification
of multi-object rights for individual users becomes difficult.

The main advantage of this model is that a user can give their ARs to another
user belonging to same group. DAC focuses on fine-grained access control of objects
through the access control matrices [21] and object-level permission modes. The main
problem is that ACL does not scale well on systems with large numbers of subjects
and objects. Maintenance of the system and verification of security principles are
extremely difficult in DAC because the users control ARs of their own objects. Lack
of constraints on copying of information from one file to another makes it difficult
to maintain safety polices.

2.3.3 Attribute-Based Access Control Model

In attribute-based access control (ABAC) [2], the access control decisions are taken
based on the attribute of the requestor, the service, the resources and the environment.
Here, access is granted on the basis of attributes that the user could prove to have
such as date of birth or social security number (SSN). But setting these attributes
is very difficult. The ABAC system is composed of three parties, namely DO, data
consumers, cloud server and third-party auditor, if necessary. To access the data files,
shared by DO, data consumers or users can download the data files of their interest
from the cloud server. After downloading, consumers decrypt the file. Neither the
DO nor the user will be online all the time. They come online if necessary. The
ABAC provides policy for sensitive data. It allows an organization to maintain its
autonomy while collaborating efficiently. The ABAC is composed of four entities:



28 A. Majumder et al.

Fig. 2.1 Health-care scenario

• Requestor: It sends request to the cloud and invokes action on the service
• Service: In this section, software and hardware provide services
• Resource: Resources are shared among the cloud services. When a user sends a

request for a particular data or resource which is not present in that cloud service,
the resource will be gathered from another service

• Environment: It contains information that might be useful for taking the access
decision such as date and time

Each data file can be associated with a set of attributes which are meaningful in
the area of interest [19]. The access structure of each user is defined as a unique
logical expression of these attributes to reflect the scope of user AR over data files.
As the logical expression can represent any desired data file set, fine graininess of
data access control is achieved [41]. To enforce this access structure, a public key
component for each attribute is defined. Data files are encrypted using a public key
component corresponding to their attributes. User secret keys are defined to reflect
their access structures so that a user can easily decrypt a cipher text if and only if the
data file attributes satisfy the user’s access structure.

If this mechanism is deployed alone, there will be heavy computational overhead.
Specifically, problem will arise when a user wants to revoke from the server, which
requires the DO to re-encrypt all the data files accessible to the leaving user. To
resolve this problem and make the mechanism suitable for cloud computing, proxy
re-encryption is combined with key policy-attribute-based encryption. This enables
the DO to delegate most of the computation-intensive operations to cloud servers
without disclosing the file contents. Here, data confidentiality is achieved because
cloud servers cannot read the plain text of the DO.

Figure 2.1 presents a scenario of a health-care centre. For each data file, the DO
assigns a set of meaningful attributes. Different data file can have a common set
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of attributes. Cloud servers keep an attributes history list (AHL) which keeps the
version evolution history of each attribute. There are proxy re-encryption [1] keys.
In the ABAC, there is a dummy attribute (AttD). The main duty of the AttD is key
management. The AttDis required in every data file’s attribute set and will never be
updated in future. The access structure of each user is implemented by an access
tree. For key management, the root node must be an AND gate, and one child of that
root node is a leaf node which is associated with the AttD. The AttDis not attached
to any other node.

The ABAC allows fine grandness of data access without disclosing the data con-
tents in a cloud server. But the ABAC does not provide data confidentiality and
scalability simultaneously.

2.3.4 Role-Based Access Control Model

The role-based access control (RBAC) [14] determines the user access to the system
by the job role. The role of a user is assigned based on the latest privileges concept. It is
defined by the minimum amount of permissions and functionalities that are necessary
for the job to be done. Permissions can be added or deleted if the role changes.
Access control decisions are often determined by the individual roles users play as
part of an organization. This includes the specification of duties, responsibilities
and qualifications. For example, the roles in a bank include user, loan officer and
accountant. Roles can also be applied to military system. Analyst, situation analyst
and traffic analyst are common roles in a tactical system. The RBAC is based on
access control decisions which allow user to access data within the organization.
ARs are grouped by role name and access to resources is restricted to users who
have been authorized to assume the associated role. The users cannot pass access
permissions to the other users. For example, if an RBAC system is used in a hospital,
each person who is allowed to access the hospital’s network has a predefined role
(doctors, nurse, lab technician, etc). RBAC is used in many applications [3, 13, 22]
such as mobile application and naming and grouping of a large db. All roles are group
of transactions. A transaction can be thought of as a transformation procedure [10]
plus a set of associated data items. Each role has an associated set of individual
members. The RBAC provides a many-to-many relationships between individual
users and ARs.

Figure 2.2 shows the relationship between individual users, roles/groups or trans-
formation procedures and system objects. The RBAC can be described in terms of
sets and relations. These sets and relationships are as follows:

• For each subject an active role is assigned which is currently used by the subject.
It is denoted as:
AR (s = subject) = [the active role for subject s].

• Each subject may be authorized to perform one or more roles. It is denoted as
RA (s = subject) = [authorized roles for subject s].



30 A. Majumder et al.

Fig. 2.2 How to assign a role for a particular user

• Each role may be authorized to perform one or more transactions.
TA (r = role) = [transaction authorized for one role].

• Subjects may execute transactions. The execution operation will be performed if a
subject can execute transaction at the current time otherwise execution operation
will not be performed.
exec (s = subject, t = tran) = [true if and only if subject s can execute transaction t].

In RBAC, for accessing the data or communicating with the cloud server, the users
should give their identity and then must satisfy the following three basic rules:

• Role assignment: A subject can execute a transaction only if the subject has
selected or been assigned a role, i.e. ∀s = subject, t = tran, (exec (s, t) �⇒AR(s)
�= Null).

• Role authorization: A subject’s role must be authorized for the subject, i.e. ∀s:
subject (AR (s) ⊆ RA (s)). With the previous rule, this rule ensures that users can
take one role for which they are authorized.

• Transaction authorization: A subject can execute a transaction only if the trans-
action is authorized for the subject’s active role, i.e. ∀s = subject, t = tran, (exec
(s, t) �⇒ t ∈ TA(AR (s))).

With the rule of role assignment and role authorization, transaction authorization
ensures that the users can execute only a transaction for which they are authorized.
Because the condition is “only if”, the transaction authorization rule allows additional
restriction on a transaction [14]. That is, the rule does not guarantee a transaction
to be executed just because it is in TA (AR (s)). This would require a fourth rule to
enforce control over the modes. Fourth rule is:

• ∀ s: subject, t: tran, o: object, (exec(s, t) �⇒ access(AR(s), t, o, x)), where x is a
mode of operation like read, write, append, etc.

RBAC is a non-DAC mechanism which allows and promotes central administration
of an organizational-specific security policy [28]. That means administrative task
consists of granting and revoking membership to the set of specified roles within the
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Fig. 2.3 The VPC gateway connections

system. For example, when a new user enters the organization, administration simply
grants membership to an existing role. When a user’s function changes within the
organization, the user membership to the user’s existing roles can be easily deleted
and new roles can be granted. At last, when the user leaves the organization all
memberships to all roles are deleted. The main problems arise on RBAC when it is
extended across administrative domain of the organization.

2.3.5 Gateway-Based Access Control Model

The gateway-based access control (GBAC) [38] enables the users in a private cloud
to access resources of other collaborative private clouds transparently, dynamically
and anonymously. The GBAC is mainly based on a gateway. For each and every
organization, there is a gateway which is responsible for converting the user’s original
data into SecurityAssertion Markup Language (SAML). Then this SAML goes to the
target organization. Here, the gateway plays a vital role for communication of data.
It enables a secure connection between the two private clouds. In order to complete
a task, several enterprises will form a collaborative cloud so that they can share data.
As a collaborative cloud is task oriented, the users involved in that task make a virtual
team. The team members are dynamic and anonymous to the peer clouds. They may
use a third party to communicate with each other because the peer cloud may not
have the same platform for communication.

Figure 2.3 shows a gateway connection of a virtual private cloud (VPC). In a
VPC [30], a user in one cloud is able to access the resources in a peer cloud. As
shown in Fig. 2.3, there are two layers. The first and the second layers are used
to implement inter-enterprise and intra-enterprise securities, respectively. In inter-
enterprise layer, there are two units, namely the network security unit (NSU) and
the data security unit (DSU). When two organizations want to communicate with
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each other, the NSU deals with security function. The NSU checks for virus in the
system. It works as a local gateway. The DSU implements security functions such
as authorization, authentication, access control, confidentiality and privacy for any
transaction between the two private (or enterprise) clouds. TheVPC will be compliant
with the existing private cloud and require little change to the inter-enterprise layer.
When a user from a collaborative cloud wants to make use of the resource of a peer
cloud, the user should be treated as a user of the target cloud. Thus, the gateway will
ensure the security of the cloud.

The gateway includes the following components:

• Traffic collection unit: It collects traffic from network devices such as routers and
servers.

• Traffic processing unit: It classifies the traffic data and records information such
as Internet protocol (IP) source and destination addresses along with timestamps
in a db.

• NSU: It comprises firewall, intrusion detection system (IDS) and virus scanner,
etc., which handles security function as local legacy gateway. When a threat is
identified, it notifies the response unit.

• DSU: It uses the db in traffic processing unit along with the rules from policy
management unit to analyse network traffic. When a threat is identified, it notifies
the response unit.

• Policy management unit: It provides predefined rules for the behaviour of analysis
unit to identify the network.

• Response unit: When threats are detected, it notifies the alarm reporting and
security configuration management who in turn will react accordingly.

In GBAC, there is a unit called management organization unit (MOU) [39]. MOU
may be installed in each computer of the enterprise in order to reduce the burden of
the security gateway and to reduce the risk of information leakage. In GBAC, the
users can access three types of resources:

• Access to inter-cloud resources: In an enterprise, any user can be verified using
the legacy authentication mechanism. If a gateway is assigned for a special user
of the enterprise, the user and the gateway can be authenticated [42] via the
enterprise’s internal mechanism. As shown in Fig. 2.4, when a user wants to
access the resource of a collaborative enterprise, the user sends a request to the
local authenticator A1, containing the user’s authentication information. The user
notifies the local gateway to send its credential to the local authenticator A1.
After the local authenticator A1 verifies its authenticity, it sends the request to the
gateway G1. The gateway G1 translates the request into an SAML format [32],
replaces the requestor with an authorized identity, and signs on the translated
request. Then it sends the request to the target gateway G2. The target gateway
G2 verifies the request based on the signature of the sending gateway G1 and
translates the “standard” request format into its own request format. G2 sends the
request to its own authenticator A2. After A2 authenticates the request, the user
can access the resource of service.
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Fig. 2.4 A one-way inter-cloud access

• Access to intra-cloud resources: In GBAC, the gateway is considered as a special
user of the enterprise and can be authenticated by the enterprise’s internal mecha-
nism. So they can achieve mutual authentication [25]. There is no need to change
the internal access mechanism of an enterprise because all the internal resources
are transparent to the enterprise members. The gateway can represent any user
within its enterprise to send and receive data in proper security [17, 20].

• Access to external resources: Access to external resources means gathering of
some extra data or information via a third party. When two users want to commu-
nicate with each other via a third-party platform, the virtual cloud should build
its own protection.

In GBAC, the resources are converted into SAML format, so it is difficult to be
accessed by an unauthorized user. GBAC is a one-way ACM. In GBAC, access from
one organization to another cannot proceed in a bi-directional manner.

2.3.6 Novel Data Access Control Model

Novel data access control (NDAC) [15] is an ACM that ensures secured and confi-
dential data communication between user and cloud server. The model consists of
three participants: DO, CSP and user. Table 2.1 shows all the notations and their
description used in this section to explain the scheme.
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Table 2.1 Notations
and description

Notation Description

PU Public key
PR Private key
PUSP Public key of service provider
PRSP Private key of service provider
PUUSR Public key of user
PRUSR Private key of user
PUOWN Public key of owner
PROWN Private key of owner
fi ith file
Di ith file message digest
Oi ith object
EOi Encrypted form of ith object
EK Encryption
DK Decryption
KO Symmetric key of data owner
MD5 Hash algorithm
CapList Capability list
AR Access rights (0 for read, 1 for write or 2 for both

read and write)
UID User identity
FID File identity
KS Secret session key
NDi New message digest for ith file
DSi ith dataset
N1, N2+1 Random generated number

NDAC is composed of three phases, namely file storage, user authorization and
file access phase. These phases use different algorithms for storage, access and
authorization purposes [15], as outlined subsequently.

• File storage: In this phase, the DO outsources the encrypted data files and ca-
pability list to the CSP. The CSP decrypts and stores the data item in the cloud
server. The phase consists of the following steps:
– Step1: Let data be outsourced (f1, f2. . . . fn). The DO initially computes the

hash value for each file, i.e. Di ← MD5 (fi), encrypts fi and Diwith a secret key
K0, i.e. Oi ← Ek0(fi, Di). Since fi and Di are encrypted, the security between
the user and the DO increases. To update the capability list, the DO computes
the CapList ←(UIDUSR, FID, AR) and sends {EKPUSP(UIDDO, EKPROWN(Oi,
CapList))} to the CSP.

– Step2: After receiving the message, the CSP decrypts it by CSP’s private key
and store UIDDO, Oi and CapList in the cloud server.

• User authentication: In this phase, the DO authorizes a user to access some of
the user’s data that are managed at the cloud and the user becomes a valid data
consumer [29]. The user sends a registration request to the DO after encrypting it
by the DO’s public key. The DO decrypts the message using the DO’s private key
and checks the user request. Then the DO adds the user into the user’s capability
list and sends the updated capability list to the CSP after encrypting it by the public
keys of the CSP. The CSP now decrypts the message and checks the timestamp. If



2 Taxonomy and Classification of Access Control Models for Cloud Environments 35

Fig. 2.5 Secured data
exchange between the CSP
and user using the D-H key
exchange

it is correct, the CSP decrypts the CapList using the DO’s public key and updates
the CapList. The DO encrypts the key parameters using the user’s public key and
sends the message {EKPUUSR (N1+1, TimeStamp, K0, MD5)} to the user. The
user decrypts the message and checks N1+1 and timestamps. If it is correct, the
user stores K0 and MD5.

• File access: In this phase, the data exchange between user and CSP is done using
the modified Diffie–Hellman (D-H) key exchange algorithm. For accessing the
file, the user encrypts a data access request by the CSPs public key and sends it to
the CSP. On receiving the request, the CSP first decrypts the message using the
CSP’s private key and checks timestamp. If it is correct, the CSP authenticates
the user through comparing UIDDO, UIDUSR, FID and AR, else stops the whole
procedure. The CSP generates a private value YA and other D-H parameters and
encrypts them using public key of user (Fig. 2.5). Then it sends the encrypted
message to the user. The user decrypts the message using the user’s private key
and calculates user’s private value YB. The user encrypts YB using the CSP’s
public key and sends it to the CSP. The CSP decrypts the message and checks
whether N2+1 is correct. If it is correct, the CSP calculates the shared session
key KS and then encrypts the data using Ks, i.e. EOi ←EKS(Oi) and sends {EOi,
N2+2} to the user.

The main difficulty with the NDAC is that the DO should be always online when a
user wishes to access the data. But this model provides data confidentiality, secured
data access and resists various attacks. It removes the problem of two major attacks
namely the replay attack [26] and the man in the middle attack.

2.3.6.1 Replay Attack

In the replay attack, when two parties communicate with each other, the attacker
simply copies one user’s profile and replaces it by the attacker’s own profile. In the
cloud environment, the two users are the cloud service user and CSP. The details of
this attack in the cloud environment are described below:

• Step 1: The attacker sends an access request to the CSP, i.e. request (UID, FID,AR)
to CSP.
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Fig. 2.6 Replay attack

• Step 2: The CSP checks the validity of request and chooses private key (XA),
timestamp (N2) and parameter (p, q) and computes YA, then sends (YA, p, q, N2)
to the attacker.

• Step 3: After receiving the message, the attacker generates the attacker’s private
key (YB) and computes a secret key (Ks), then encrypts it using the CSP’s public
key and sends it to the CSP, i.e, EKPUSP(YB, N2+1) to CSP.

• Step 4: Now the CSP decrypts the message and checks N2+1, computes a secret
key Ks and re-encrypts the user’s data using Ksto get EOi and sends it (EOi, N2+1)
to the attacker.

• Step 5: At last, the attacker decrypts the user’s message using Ks and Ko, i.e. the
attacker successfully reads the user’s data. Figure 2.6 shows how a replay attack
occurs in a cloud server.

The NDAC withstands the replay attack by introducing timestamp, N1 and N2. For
user authorization, timestamp and N1 have been used in the message between the user
and DO and also between the DO and CSP. Timestamp and N1 assure freshness in
user authorization. On the other hand, timestamp and N2 are used at the time of data
exchange between the user and cloud server to ensure the validity of the data request.

2.3.6.2 Man in the Middle Attack

In this case, the attacker resides between the two users. When the users exchange
a message, the attacker can intercept those packets. But the user cannot detect the
attacker during message transfer. The steps of this attack in the cloud environment
are described as follows:

• Step 1: The user sends an access request to the CSP.
• Step 2: The CSP checks the validity, chooses a private key (XA), timestamp

(N2) and parameter (p, q) and computesYB using the modified D-H key exchange



2 Taxonomy and Classification of Access Control Models for Cloud Environments 37

Fig. 2.7 Man in the middle
attack

(MDKE) protocol. Then, it sends (YA, p, q, N2) to the user. The attacker intercepts
the message and stores it in the attacker’s own db.

• Step 3: After receiving the message, the user generates the user’s private key XB, a
secret key Ks, and computesYB using (MDKE). It encrypts (YB, N2+1) using the
public key of the CSP and sends the encrypted message, i.e. EKPUSP(YB, N2+1)
to the CSP. But at that time, the attacker intercepts this message and deletes it.
And generates the attacker’s own private key, then computesYB1 same as the user.
After that it encrypts the message using the CSP’s public key and sends it to the
CSP.

• Step 4: The CSP decrypts the message and checks N2+1. It computes the secret
key using MDKE and re-encrypts the data by the secret key. After putting times-
tamp, the message is sent to the attacker. Now the attacker simply decrypts the
user’s message and successfully reads the user’s data. Figure 2.7 shows how man
in the middle attack occurs in the cloud environment.

To counter the problem of man in the middle attack, the NDAC uses public key
encryption. The CSP uses the public key of the user to encrypt YA, q and p. On
the other hand, the user uses the public key of the CSP to encrypt YB. Therefore,
anybody except the intended user will not know YA, YB, q and p. Thus, the man in
the middle attack cannot be undertaken.

2.3.7 Usage Control-Based Access Model

Usage control-based access (UCON) [11] can easily implement the security strategy
of DAC, MAC and RBAC. UCON inherits all the merits of the traditional access
control technologies. Usage control based on authorizations, obligations and condi-
tions ([ABCs] UCONABCs) [24] is the most integrated model. UCON provides a very
superior decision-making ability and is a better choice to be used as a cloud service
ACM. UCON is just a conceptual model and no exact specification is given, so still
much work is needed for establishing ACM based on UCON. Figure 2.8 shows a
basic structure of the UCON model. The UCON model consists of six parts: subject,
rights, objects, authorization, obligation and conditions.
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Fig. 2.8 The UCON model

• Subject and subject attribute: A subject is an entity which has some rights marked
as S. The subject may be the user group, the user or it can also be a computer
terminal. The subject attribute identifies the main capabilities and features of a
subject [4]. The common subject attributes include identity, user group, role,
membership and capacity list.

• Object and object attribute: Object is an entity which accepts the visit of a subject.
Object may be information, document and record used in a workflow system.
The object attribute identifies the important information of an object. It includes
security level, relations, type, ACLs and so on.

• Rights: Rights are the set of actions that the subject can perform on an object. The
set also specifies some conditions and restriction on request from the subject.

• Authorization: Authorization is the decision-making factor. Authorization is an
important part in the UCON model. It is based on a subject’s attributes, an object’s
attributes as well as the right to request. Implementation of authorization may lead
to some changes to the subject attribute or object attribute value. It will also have
an impact on the decision-making process of the user’s visit to the server.

• Obligation: Obligation is the function that must be implemented before visiting
or during visiting of a user to a cloud server. The obligation that should be ful-
filled will not statically be set by the system administrator in advance, and it
is dynamically selected according to the subject attributes and object attribute.
The implementation of obligation may also update the variable attributes of the
entities.

• Condition: Condition is the decision-making factor. Condition assesses current
hardware environment or system limitations to decide whether the user request
will be granted or not. Condition assessment does not change any subject attributes
or object attributes.
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Fig. 2.9 The Nego-UCONABC model

In UCON, negotiation module is applied for increasing flexibility. When the access
request mismatches with the access rules, instead of refusing access directly, the
model allows the user to get a second access choice through negotiation in some
condition. So the user can get another chance to access the object through the change
of parameters and attributes in the negotiation process. Authorization of the UCON
model is based on the entity’s attributes and access policies, but sometimes these
attributes and policies are sensitive and need to be protected. The protection of
these sensitive attributes and policies has to be considered in negotiation. Figure 2.9
shows the Nego-UCONABC model. The UCON basically consists of three platforms,
namely cloud user, SAML server and cloud service. These platforms are used for
user-friendly communication or negotiation with the cloud server:

• Cloud user: The cloud user is the initiator in service request. When the user
attributes are insufficient or condition parameters are inconsistent, the user request
will not be executed.

• SAML server: The SAML server mainly consists of three modules: SAML asser-
tion module, sensitive attributes protection module and negotiation module. The
SAML assertion module is responsible for assertions and responses to assertion
requests. The sensitive attributes protection module is used to protect the user’s
sensitive attributes. The negotiation module is responsible for the negotiation of
the user with the cloud server for attributes, obligations and conditions.

• Cloud service: Cloud service includes seven modules, namely cloud service,
policy enforcement point (PEP), policy decision point (PDP), policy information
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point (PIP), policy administration point (PAP), eXtensibleAccess Control Markup
Language (XACML) policy db and negotiation module. Cloud service is simply
a service provider. The PEP accepts the user’s requests and then executes the
decision of PDP. The PDP makes authorization decision based on ABCs. The PIP
gets entity attributes and conditions. Then, it delivers them to the PDP for making
decision. The PAP makes and manages policies. The XACML policy db stores
ABCs’ policies. Policies are expressed in XACML. The negotiation module is
used to negotiate with the cloud user for ABCs.

In the UCON-based ACM, there is a negotiation model for negotiation between the
cloud user and the cloud server for collaboration of different purposes. The main
problem of the UCON-based ACM is that there are several conditions and the user’s
request must satisfy each and every condition one by one. If any request does not
satisfy the condition of any model, the user cannot negotiate with the cloud server.

2.3.8 Purpose-Based Usage Access Control Model

The purpose-based usage access control (PBAC) [7, 34] is a new ACM that extends
traditional ACM to multiple cloud environments. The feature of this model is that
it allows the checking of access purpose (AP) against the intended purpose for the
data item. A purpose describes the reasons for data collection and data access. A
set of purposes P is organized in a tree structure known as purpose tree (PT), where
each node represents a purpose in P and each edge represents a hierarchical relation
between the two purposes. This access model directly dictates how data items should
be controlled. Purpose plays a central role in privacy protection in the cloud server.
The system has to make the access decision directly based on the AP.

To access a specific data item, the purpose should be matched with the intended
purpose of the data item that is already assigned in the cloud server. Intended purposes
are purposes associated with data and are used to regulate data access. An intended
purpose consists [34] of two components: allowed intended purposes (AIPs) and
prohibited intended purposes (PIPs). Intended purposes can be viewed as a brief
summary of privacy policies for data. An access decision is made based on the
relationship between the AP and the intended purpose of data. That is, access is
granted if the AP is entailed by the AIPs and not entailed by the PIPs. If the access
request is not granted, it can be said that the AP is not compliant with the intended
purpose. Users are also required to state their APs along with the data access request.
System validates the stated APs by ensuring that the users are allowed to access data
for the purposes. The AP authorizations are granted to the users based on the AP of
the data, obligations and conditions.

Let PT be a Purpose Tree and P be the set of all purposes in PT. Pu is the set of
intended purposes, i.e. Pu = (AIP, PIP) and AP is an access purpose defined over PT.
So it can be written as, AIP ∈ P and PIP ∈ P. AP is compliant with Pu, i.e. AP ⇒PT

Pu, if the following two conditions are satisfied:
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Fig. 2.10 The purpose tree structure

1. AP /∈ PIP
2. AP ∈ AIP

Otherwise, AP is not compliant with Pu, which is denoted by AP � ⇒PTPu.
In the PBAC [9], AP is authorized to the user through the subjects. As discussed

above, let PT be a Purpose Tree, Pu be an intended purpose in PT and S be the set
of subjects in the system (Fig. 2.10). An AP is authorized to a specific set of users
by 2 tuples (s, pu), where s ∈ S and pu ∈ Pu. Here both the AP and the subjects may
be organized in hierarchies. Suppose Pu = ({General Purpose}, {Marketing}). If AP
= phone number, then AP � ⇒PT Pu since in the hierarchy structure phone number is
not under marketing and phone number ∈ PIP and phone number /∈ AIP. However,
if AP = Official use, then AP ⇒PT Pu, as official use /∈ PIP and official use ∈ AIP.

The purpose-basedACM is suitable for hierarchical data [33]. The main advantage
of this model is that it can be used to control the data in a dynamic environment. The
problem with this model is that it describes only authorization but is silent on the
rest of the steps necessary for ensuring secured access of data.

2.3.9 Capability-Based Access Control Model

Capability-based access control (CBAC) [16] is an ACM where the DO is able to
create, modify or delete an appropriate capability from the capability list (CapList)
of a user.

The CBAC is composed of a DO, many data consumers called as the users and
a CSP. As shown in Fig. 2.11, the DO encrypts the data using the DO’s private key
and places the data on the CSP. The CSP stores the encrypted [35] data files that the
user wants to access. When the DO receives the data access request from the user
and it sends the required keys and a certificate to the user. The user then presents the
certificate to the CSP and gets the encrypted data from the CSP. The DO comes online
when a new user is to be registered or when the CapList is to be updated at the CSP.
But the CSP is always online. The DO can also execute a binary application code at
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Fig. 2.11 Secure data access between the user and CSP

the CSP for managing the DO’s data files. Communication between the CSP and the
user or between the user and the DO [12, 40] is made secured using the cryptographic
primitives like secure socket layer (SSL)/transport layer security (TLS) [37].

In this model, the DO encrypts the outsourced data with a symmetric key, which
is shared only with the user. On the other hand, for the purpose of secured communi-
cation [40] between the CSP and user, a symmetric key is generated using a modified
D-H key exchange protocol. It relieves the CSP from key management burden that is
needed in the public key cryptography. The model guarantees secured access to the
outsourced data and at the same time it relieves the DO from worrying about every
data access request made by the user, except the initial one. Hence, the DO will not
be a bottleneck and the efficiency of this model increases.

As shown in Fig. 2.12, every data or data request is maintained by the service
provider who actually stores the data file. It maintains a CapList containing the user
id, object id and AR. On the other hand, an object table is also maintained to map
objects to their base address. For example, the DO can be a university teacher who
posts the students’ grades into the cloud, and the user can be any university student
registered in the same course who views his/her grades from the cloud. The DO
computes a message digest using MD5 [36]. In the CBAC, a 128-bit MD5 hash
value is used for data integrity. This model ensures data confidentiality and integrity
between the DO and the users.

On receiving the request from the user, the DO adds an entry into the CapList if it
is a valid request. For simplicity, the DO has a separate procedure for verifying the
genuineness of the client request. The DO now sends the CapList and an encrypted
message intended for the user with all the key parameters needed by the user for
decrypting the data files to the CSP. After receiving the data files and CapLists from
the DO, the CSP stores the information in its storage and sends a registration reply
to the user using over-encryption, i.e. encrypting twice using EKPUUSR. The notation
PUUSR is defined in Table 2.1. This scheme does not allow the CSP to see the
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Fig. 2.12 The education scenario

original data file. Here, the data files are only visible to the user and the DO. For
sending the data files and CapList, the following steps are executed by the DO:

• Step 1: The DO groups the data as files (fi) and generates message digest Di of
each file using MD5, i.e. DißMD5(fi). Now the DO encrypts Di and fi by its
own symmetric key (Ko) and generates an object list Oi, i.e. Oiß EKo(fi, Di).
The DO re-encrypts the whole encrypted message by the CSP’s public key and
obtains EOi, i.e. EOiß EKPUSP(EKPROWN(Oi)). The notations PUSP and PROWN
are described in Table 2.1.

• Step 2: The DO now updates the DO’s CapList with the user id, file id and AR,
i.e. capListß (UID, FID, and AR, respectively).

• Step 3: After updating the CapList, the DO first encrypts this list by the DO’s own
private key and re-encrypt this encrypted list by the CSP’s public key, i.e. EKPUSP

(EKPROWN(CapList)).
• Step 4: At last the DO sends the encrypted data items that means object list and

encrypted CapList to the CSP, i.e. Send (EOi, EKPUSP (EKPROWN(CapList)).

After receiving the data files and CapList from the DO, the CSP stores it in its own
db. For storing these items, the CSP executes the following steps:

• Step 1: Upon receiving the data items and CapList from the DO, the CSP stores
the data items and CapList in separate arrays, i.e. StorageArray[ ] ß(EOi) and
StorageArray[ ] ß(CapList).

• Step 2: The CSP first decrypts StorageArray[ ] by the CSP’s own private key and
decrypts this decrypted array again by the DO’s public key. It stores the encrypted
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files (Oi) and updates the object table list (OBT), i.e. OißDKPRSP (DKPUOWN

(StorageArray[ ])) and ObjTableß(Oi, SPi).
• Step 3: The CSP also updates the CSP’s own CapList. For updating the list, the

CSP first decrypts StorageArray[ ] by CSP’s own private key and then by the DO’s
public key. Thus, the CSP gets the CapList and stores it, i.e. CapListßDKPRSP

(DKPUOWN (StorageArray[ ])).

When a new user is to be added, the user needs to send a registration request with the
UID, FID, timestamp and ARs required for the data file to the DO. For registering
the new user, the following steps are executed. The notations used in these steps are
defined in Table 2.1.

• Step 1: User sends a registration request with the UID, FID, Nonce, timestamp
and ARs required for the data file to the DO, i.e. (EKPUOWN (EKPRUSR (UID, FID,
N1, TimeStamp, AR))) to DO.

• Step 2: The DO adds an entry into the CapList if it is a valid request, i.e. add
(CapList (UID, FID, AR)).

• Step 3: The DO now sends the CapList and an encrypted message, intended for
the user, with all the key parameters needed for decrypting the data files to the
CSP. The DO encrypts the updated CapList and sends it to the CSP i.e. (EKPUSP

(CapList, (EKPROWN (EKPUUSR (KO, MD5, N1+1, TimeStamp))))) to the CSP.
• Step 4: The CSP updates the copy of the CapList and sends the message to the

user, which is intended for the user,i.e. (EKPUUSR (EKPROWN (EKPUUSR (KO,
MD5,N1+1,TimeStamp)))) to the user.

• Step 5: At last, the user decrypts the message and knows the symmetric key and
hash functions used by the owner. Thus, the new user gets registered.

After the completion of the registration request, the user can access the data from
the cloud server using secured data exchange algorithm, i.e. the D-H key exchange
algorithm. The main advantage of this model is efficient data access, i.e. the DO need
not always be online. This ACM is flexible in the sense that it can create, add and
delete capabilities as and when required. Other advantages are data confidentiality,
authentication and integrity.

2.3.10 Towards Temporal Access Control Model

Towards temporal access control (TTAC) [43] has drawn a great amount of interest
as it gives emphasis on the issue of security. The model has been proposed to fulfil
the needs of practical cloud applications in which each outsourced resource or data
can be associated with an access policy on a set of temporal attributes. Each user
can also be assigned [5] a license with several privileges based on the comparative
attributes. To enforce the valid matches between access policies and user’s privileges,
a proxy-based re-encryption mechanism [1] with respect to the current time has been
introduced.



2 Taxonomy and Classification of Access Control Models for Cloud Environments 45

Fig. 2.13 The simple sce-
nario of the TTAC

In the cloud-based data storage service, the TTAC mentions three different entities:
DO, cloud server and users (Fig. 2.13). To ensure the data access to be compliant with
the assigned policy, fine-grained access control has been introduced into the storage
service. This access model is extended with the concept of encryption technique. At
first, the DO makes use of a temporal access policy P to encrypt data before storing
it in the cloud. On receiving an access request from a user, the cloud service checks
whether the corresponding temporal constraints can be satisfied in P with respect
to the current time tc. Then, it converts the data into another cipher text (Ctc) using
re-encryption method and sends this cipher text to the user. At last, the authorized
user can use the user’s private key (SK) with access privilege (L) to decrypt Ctc.
In order to implement temporal access control, a clock server is set-up that always
provides exactly the same current time by communicating with the user and the CSP.

In this model, the following notations are used:

• A is the set of attributes, A = {A1. . . ..Am}.
• Ak(ti, tj) is the range constraint of attribute Ak on (ti, tj).
• P is the access control policy expressed as a Boolean function and generated by

grammar P = AK (ti, tj) | P AND P|P OR P.
• L is the access privilege assigned into the user’s licence and it is generated by L

= {Ak(ta,tb)} where Ak ∈ A.

This scheme follows the principle of secured temporal control [6]. Let AK ∈ A be
a range-based temporal attribute and (P, L) be a constraint–privilege pair with AK,
where Ak [ti, tj] ∈ P and Ak [ta, tb] ∈ L. Given a current time tc, secure temporal
control requires that the access is granted if and only if tc ∈ [ti, tj] and tc ∈ [ta, tb]. This
model provides some user benefits [23] for accessing the cloud data. The benefits
are as follows:
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• Flexibility: The TTAC can provide more flexible access control based on temporal
constraints such as date control and periodic control. Day control means control
on year, month, and day such as ((2010 ≤Year ≤ 2011) AND (4 ≤ Month ≤ 7)).
On the other hand, periodic control means control on week and hour such as
((3 ≤ Week ≤ 5) AND (8:00PM ≤ Hour ≤ 10:00PM)). Also this model supports
all kinds of level controls and integer comparisons for example ((3 ≤ Security
Clearance ≤ 5) OR (2, 000 ≤ Salary ≤ 5, 000)).

• Supervisory: The TTAC-based cryptosystem introduces a proxy-based re-encry-
ption mechanism that can apply the current time to determine whether the user’s
download request is reasonable and rely on the re-encryption technologies to
produce a new version of data under the current time. Such a proxy service can
also determine the legitimacy of user behaviours.

• Privacy Protection: In this ACM, the access policies enforced are entirely depen-
dent upon the temporal attribute matches between cipher texts and private keys in
the client side. In the re-encryption process, the cloud servers do not require any
user information that is used to enforce access policies. This mechanism ensures
that user privacy (UID, user’s private key) is not disclosed to cloud servers.

This scheme helps the DO to achieve temporal data access control on the file stored
in the cloud server.

2.3.11 Organization-Based Access Control

Organization-based access control (OrBAC) [27] defines the security policy only
for abstract entities by assigning permissions, prohibitions, recommendations and
obligations. In OrBAC [18], eight entities are used for accessing the cloud data:

• Subject: Subject means users or active entities to whom rights are assigned.
• Objects: Files, emails, printed form, etc., are objects. They are mainly non-active

entities.
• Organization: It represents the structure or group of active users or entities, where

each user or subject plays certain roles.
• Role: It is used to structure the relationship between individuals and organizations

when the individual user wants to access the data from the cloud server.
• Action: Actions such as << select >>, << open file ()>>, << send >> etc.

are used to access the data.
• View: A set of objects that satisfy a common property. In a cloud, the view

administrative records cover all administrative records of a user.
• Activity: Activity performs the action that has a common goal. Such as “consult”,

“edit”, “pass”, etc.
• Context: Context is used to express the situation such as normal or emergency.

Context can also consider the temporal access history.

OrBAC does not provide the relationship between trust and reputation for service
quality within the cloud. This model takes into consideration the management of
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trust in the cloud environment via the function of a trusted third party (TTP) and
parameter confidence indicators.

2.4 The Need for Classification

All ACMs have their own merits and demerits. An ACM that performs the best in
one scenario may not perform well in the other scenario. So while designing a system,
proper selection of an ACM is very important. Classification of the ACMs will help
the system designers to understand the properties of an ACM. Thus, it will lead to
proper selection of the ACM for a system. A detailed discussion on the taxonomy of
ACM has been presented in Sect. 2.5.

If there are small numbers of users in a cloud, the identity-based ACM can be
applied, as each user can be defined with a unique name and role. But if the number
of users is large, it will be quite difficult to assign a name for each and every user.
In that scenario, the non-identity-based ACM can be used by the CSP. Sometimes
large number of users wants to access data for some special purpose, then the CSP
can use the tree-based non-identity ACM for accessing data. Otherwise the CSP can
use one of the ACMs among the non-tree-based non-identity ACMs.

If the CSP wishes to assign different rule for different user and the number of users
are small, the CSP can use centralized ACM for each user. If the rules for a group of
users are same, the CSP can use the group-based ACM. On the other hand, if all the
users are under the same cloud, centralized ACM can be used. If in the considered
system there are multiple collaborating clouds, the CSP can use collaborative ACM.

It is, therefore, clear that for selection of an appropriate ACM by the CSP,
classification of ACMs plays a vital role.

2.5 Taxonomy of ACM

This section presents the classification of ACMs. The ACM can be classified in two
ways. First one is based on the process of identification of the user in the cloud. The
second one is based on the management of access control.

Based on the process of identification of the user, the ACM can be classified into
two types: identity based and non-identity based (Fig. 2.14). In the identity-based
ACM, the users and resources are identified by a unique name or role. Identification
may be done directly or through roles. These ACMs are effective in unchangeable
system, i.e. users are fixed or predefined. The identity -based ACM is mainly used
when there are small numbers of users in a cloud server. In the non-identity-based
ACM, there are no unique names or roles for the users and resources. The DO defines
the access policies and encrypts the data under the policies before putting them in
the cloud server. They do not rely on the cloud server to do the access control. When
the DO puts cipher text in the cloud server, all the legal user can use the cipher text.
The identity-based ACM can further be divided into two classes: tree-based ACM
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Fig. 2.14 Classification based
on identity and non-identity

and non-tree-based ACM. In the tree-based approach, each user is assigned an access
structure that is usually defined as an access tree over data attributes or files. The user
secret key is defined to reflect the access structure so that the user is able to decrypt a
cipher text if and only if the data attributes satisfy the user’s access structure. On the
other hand, in a non-tree-based approach, no such tree is maintained for accessing
the data.

In the non-identity- based ACM, there are two types of ACMs namely tree-based
and non-tree-based ACMs. In the tree-based ACM, a PT is made based on the re-
quirement of the user, i.e. what the user wants to access from the cloud server. There
are different PTs for different purposes. On the other hand, in a non-tree-based model
such kind of tree is not maintained.

Attribute-based access control (ABAC) is a tree-based identityACM.As discussed
in Sect. 2.3.3, there are unique roles or names for each and every user and resource.
Each user is assigned an access structure which is usually defined as an access tree
over data attributes. User secret key is defined to reflect the access structure so that the
user is able to decrypt a cipher text if and only if the data attributes satisfy the user’s
access structure. Because of all these reasons, the ABAC is a tree-based identity
ACM. On the other hand, MAC, DAC, and RBAC are non-tree-based identity ACM.
In MAC, DAC and RBAC, there is a unique role or name for each and every user or
resource. But no tree is maintained for accessing the file. In MAC, the administrator
defines the usage and access policy, which cannot be modified by the user. The policy
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also defines who can have access to which data or resources. As discussed in Sect.
2.3.2, the DAC is a model where separate rules for each or a group of user are defined.
Access to the system resource is controlled by the operating system. In the DAC,
the user can also give the permission to the other user to use the user’s own files
or programs. The RAC determines the user access to the system based on the job
role. The role of a user is assigned based on the latest privileges concept. The role is
defined with the minimum amount of permissions and functionalities. Permissions
can be added or deleted if the role changes. In the RBAC, there are separate ARs
for individual user. So MAC, DAC and RBAC do not maintain any tree for access
control and thus comes under the category of non-tree-based identity ACM.

On the other hand, the PBAC, UCON, CBAC, GBAC, TTAC, NDAC and Or-
BAC are non-identity-based ACMs. In these models, there are no such unique roles
or names for each and every user. The PBAC allows the checking of AP against
the intended purpose for the data item. A set of purposes P is organized in a tree
structure, which is known as PT, where each node represents a purpose in P and
each edge represents a hierarchical relation between the two purposes. This access
model directly dictates how the data items should be controlled, i.e. purpose plays a
central role in protecting privacy in the cloud server. So the PABC is considered as a
tree-based non-identity ACM. On the other side, the UCON provides very superior
decision-making ability and does not use any tree. As discussed earlier, CBAC is
an ACM where the DO is able to create, modify or delete an appropriate capability
from the CapList for a user to access a data file. In GBAC, for each and every orga-
nization, there is a gateway which is responsible to convert the user’s original data
into SAML. Then, this SAML goes to the target organization. The TTAC gives an
efficient temporal access control encryption scheme for cloud services with the help
of cryptographic integer comparisons and a proxy-based re-encryption mechanism.
In the TTAC, each user can be assigned a license with several privileges based on the
comparative attributes. To enforce a valid match between access policies and user’s
privileges, a proxy-based re-encryption mechanism with respect to the current time
has been introduced. The NDAC provides data communication between the user and
cloud server. This scheme implements data storage, user authentication, data access
and integrity checking. The OrBAC defines the security policy only for abstract
entities. Therefore, in UCON, CBAC, GBAC, TTAC, NDAC and OrBAC, there is
no tree for accessing data file, and these ACMs are considered as non-tree-based
non-identity ACM.

There is another way of classification which is shown in Fig. 2.15. This classi-
fication is mainly based on centralized and collaborative approach. In a centralized
ACM, there is a central administrator which can control all the tasks of a user. The
central administrator controls the whole system or cloud server. In a centralized
ACM, a user cannot do anything of the user’s wish. Actually, in centralized ACM,
all the rules and obligations are assigned by the authority.

On the other hand, in collaborative ACM there is collaboration between two or
more cloud organizations. Here, collaboration is mainly maintained by the gateway
of each and every cloud organization. A collaborative cloud is a cloud community
that consists of private enterprise clouds. It includes virtual computing resources
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Fig. 2.15 Classification
based on centralized and
collaborative approach

dedicated to a particular collaborative activity and is subjected to information-sharing
policies. The users in each private cloud are able to access the resources of other pri-
vate clouds to which it is collaborating in a controlled manner. The users in different
clouds may exchange information via the third-party platforms. A collaborative cloud
is task oriented and provides high-access relationship among private clouds.

Centralized ACM is divided into three categories, namely per user based (PUB),
group user based (GUB) and all user based (AUB). In PUB, the ACM administrator
assigns rules and obligations for each and every user. Here, the user cannot do
anything against the rules of the central administrator. The administrator can allow
different rules and obligation for different users. Same rules and obligations can be
assigned for different users or all users. In GUB, there are rules and obligations
assigned for a group of users. All users belonging to the group use same rule for
accessing any kind of data or resources. There are different rules for different groups.
A user who belongs to one group cannot use the rules of another group. In AUB, the
administrator assigns common rules and obligations for all the users of that server.
All the users of that server should follow those rules for accessing data or file or any
kind of resources from that cloud server.

MAC and RBAC are considered as the PUB-centralized ACM. In MAC and
RBAC, the administrator assigns access rules for individual user. Here, in these
schemes, the central administrator controls the whole system. The user cannot do
anything by the user’s wish. The user must follow the rules which have been assigned
by the central administrator. So, both MAC and RBAC are considered as the PUB-
centralized ACM. The DAC is considered as the GUB-centralized access model.
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In the DAC, the central administrator assigns AR for a group of users. The user can
give the user’s AR to another user who belongs to the same group. So the DAC is a
GUB-centralized ACM. ABAC, UCON, CBAC, TTAC, PBAC, NDAC and OrBAC
are considered as the AUB-centralized ACM. In these models, there is a common
rule for each and every user. The CSP assigns ARs for all users in the system.

On the other hand, the GBAC is a collaborative ACM. The GBAC represents
virtual cloud for collaborative clouds based on the gateway. There is collaboration
between two or more private cloud environments. In order to complete a task, several
enterprises will form a collaborative cloud so that they can share data. There is a
gateway for each and every private cloud. Here, the gateway plays a vital role for
communication of data. Gateway converts the user original data into an SAML. Then,
this SAML goes to target organization.

2.6 Conclusion

Nowadays, cloud computing has become very popular due to its cost-effectiveness
and flexibility. However, there are also various issues in the cloud computing
paradigm such as data security, data access, performance as well as energy-related is-
sues and fault tolerance. Among them, the problem of data access has been discussed
in this chapter. A detailed discussion and analysis of ACMs in cloud environment
has been presented. Taxonomies of ACMs have also been proposed. The ACMs
have been classified in different ways e.g. identity based and non-identity based and
centralized and collaborative. The identity-based and non-identity-based approaches
are further subdivided into sub-categories, e.g. tree-based and non-tree-based ap-
proaches. The centralized approach is classified into three types: PUB, GUB and
AUB approach. All the models discussed in this chapter have some advantages and
some limitations also. Classification of ACMs is helpful for understanding the char-
acteristics of the access models. NewACMs can be developed in future for faster user
access to the data. Moreover, there is a huge scope of work to improve confidentiality,
security and scalability of ACMaccess control models in the cloud environment.
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Chapter 3
Access Control As a Service in Cloud:
Challenges, Impact and Strategies

Muhammad Awais Shibli, Rahat Masood, Umme Habiba, Ayesha Kanwal,
Yumna Ghazi and Rafia Mumtaz

Abstract The evolution of service-oriented architecture has given birth to the promis-
ing cloud technology, which enables the outsourcing of existing hardware and
software information technology (IT) infrastructure via the Internet. Since the cloud
offers services to a variety of organizations under the same umbrella, it raises secu-
rity issues including unauthorized access to resources and misuse of data stored in
third-party platform. The fact that the cloud supports multiple tenants is the cause
for the biggest concern among organizations: how to prevent malicious users from
accessing and manipulating data they have no right to access. In this regard, var-
ious access control techniques have been proposed, which concentrate on certain
authorization issues like the ease of privilege assignment or the resolution of policy
conflicts, while ignoring other important weaknesses such as the lack of interoper-
ability and management issues which arise in the dynamic cloud environment. To
cover all these challenges, access control as a service (ACaaS), which stems from
its significantly more popular parent, security as a service (SECaaS), is considered
a viable solution for mediating cloud service consumers’ access to sensitive data.
In this chapter, we assist the cloud community in understanding the various issues
associated with providing authorization services in the cloud that may be technical,
such as privilege escalation and separation of duties, or managerial, such as the
steep requirement of time and money for this purpose. ACaaS is the comprehensive
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solution to some of the issues highlighted previously. We have also discussed the
significance and impact of ACaaS, along with the strategies reported in the literature
for providing a secure access to the applications hosted on the cloud. We then holis-
tically cover the authorization requirements of the cloud environment, specifically
for software as a service (SaaS) model, evaluating the extant relevant solutions based
on certain defined factors from the National Institute of Standards and Technology
(NIST)-. The outcome of our research is that an ideal ACaaS should be extensive and
holistic, which encompasses all the requisite security and managerial features and
provides an efficient and reliable access control mechanism to the cloud consumers
that complies with international standards.

Keywords Access control as a service · Authorization · Cloud security · Security as
a service · Software as a service

3.1 Introduction

Cloud, being a distributed environment, comprises large groups of servers with ded-
icated connections that are used to distribute the data-processing tasks among them.
Cloud computing promises many benefits to the information technology (IT) industry
such as unlimited storage and processing power, along with the services that are meant
to be available, scalable and flexible [47, 66]. Cloud services typically offer five basic
and essential characteristics, namely on-demand self-service, broad network access,
resource pooling, rapid elasticity and measured service [66]. These features make
cloud computing diverse from the traditional computing methodologies. Since the
cloud paradigm is based on pay-as-you-go model, it allows the organizations to
outsource their data and IT services at economical rates [66]. In addition, its service-
oriented architecture (SOA) helps in providing opportunities for creating, organizing
and reusing the existing components. Cloud is capable of offering anything as a ser-
vice such as software as a service (SaaS), platform as a service (PaaS), infrastructure
as a service (IaaS) [66, 95], database as a service (DbaaS), security as a service
(SECaaS) [20], identity as a service (IDaaS) and satiates numerous needs of the IT
using the virtualization techniques.

Regardless of the evident advantages of cloud, the security of the services and
resources stored in there is highly questionable, thus requiring further exploration
and alleviation of significant cloud security issues to help ensure its rapid adop-
tion. The emergence of its various service models, like SaaS, PaaS and IaaS, has
introduced new security challenges for cloud service consumers (CSCs) [48, 95].
Security of this paradigm is a troubling concern not only for the cloud consumers
but also for the service providers. It has many open security issues such as secure
data management, risk from malicious insiders, data segregation, authentication and
authorization [48, 79, 95]. In order to resolve these security issues, cloud computing
has been revolutionized with the new delivery model of security as a service [20].
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The motivation behind the proposition of SECaaS is to facilitate CSCs and cloud ser-
vice providers (CSPs) with different security solutions delivered over the Internet or
providing them more control over the security features of their data and applications.
SECaaS supports different security services to service consumers including mainly
access management services, identity management services, identity federation ser-
vices, email security services, data encryption and intrusion detection services [20].
The SECaaS can be applied at SaaS, PaaS or IaaS layers for protection of customer’s
assets at cloud platform. At the SaaS level, the security services are provided to
protect the data and applications running at cloud. At the PaaS level, the security fea-
tures protect the data, applications, as well as the underlying operating system (OS).
Moreover, the SECaaS layer on top of the IaaS supports the protection of application
data, OS and the underlying virtual environment [25].

Among the aforementioned categories of SECaaS, identity and access man-
agement [55] is generally considered one of the thorniest issues in cloud security.
However, we are particularly accentuating access management owing to its
significance in ensuring the security of data and services in cloud. Once the business
organizations bypass their enterprise IT barriers to adopt the benefits of cloud,
the management of user identities and access control becomes the most complex
and critical hurdle [79, 95]. It is one key area where the CSPs are still playing to
catch up to the mainframe computing world. Therefore, an effective access control
mechanism is required that formulates policies and rules for defining the access
level for each service consumer. Generally, access is considered as an all-or-nothing
proposition, which means that after successful authentication to the cloud, the
service consumers have the autonomy to do a lot of inadvertent harm to start and stop
a virtual server or wreak havoc inside the entire cloud environment [45]. Therefore,
cloud providers are required to ensure segregated and virtualized networks for each
CSC within a particular environment. Many third-party security software, such
as Reflex Systems vTrust [81, 82] ensure more granularities, where the CSCs may
execute their applications but not change the configuration or shut down the virtual
server itself. Granular-level access control improves the management of service con-
sumers across multiple environments. It is critical to ensure that the CSCs can only
access the files they are authorized for and offers the management to keep an eye over
the entire activities performed over the network. In addition, the sensitivity level of
applications also varies depending upon their operation and data usage, so the CSCs
need to have the capability to incorporate required access control model accordingly.

In this chapter, we primarily focus on access control as a service (ACaaS) for cloud,
which provides the required access control services (ACSs) to data owners (DOs)
and CSPs without involving them in any aspect of the implementation. To be precise,
the ACaaS aims to ensure the segregation and confidentiality of the data contents in
a multi-tenant cloud environment. Moreover, the ACaaS facilitates the CSPs and
CSCs by ensuring the ease of the user profile management, defining a common
policy format for its translation and defining an efficient, cost-effective mechanism
for access control. In this chapter, we describe various SECaaS issues specifically
related to the ACaaS for cloud. In addition, and equally importantly, we elaborate the
access control challenges, their impact and corresponding strategies reported in the
literature. Further, we have identified open issues and potential research directions
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in the area of ACaaS, after performing an extensive literature survey of industrial and
research-based access control for cloud solutions. The identified unattended issues
serve as potential problems that need to be addressed by cloud community, thus
helping the CSCs to protect their data on cloud.

3.2 Cloud Computing Challenges and Security Issues

Cloud computing security is still in its infancy, which means that it still requires fur-
ther investigation and mitigation of prevailing security issues to help ensure its mass
adoption [8, 79]. These issues include secure data management, risk from malicious
insiders, data segregation, authentication and authorization, confidentiality, integrity
and availability of personal and business critical information stored at cloud [17, 95].
Figure 3.1 depicts many cloud computing challenges and security concerns that need
to be addressed. Enumerated subsequently are some of the most critical problems
faced by the CSCs today.

3.2.1 Confidentiality

Privacy is one of the main concerns in the cloud environment, which is ensured by
maintaining the confidentiality of data and information [47, 97]. Confidentiality is
somewhat related to authentication and aims to prevent unauthorized disclosure of
the protected data. Since cloud is ubiquitous, it can be accessed through various
devices and applications, causing an increase in the number of access points, which
consequently adds to the threat of unauthorized disclosure [110]. On the other hand,
delegation of complete access control rights to the CSP, whose trustworthiness is
rather uncertain, adds to the risk of data compromise. Therefore, some methods
must be introduced to maintain the confidentiality of the data stored at the cloud,
such as encryption; however, encryption brings about critical issues of its own, such
as key management problems and querying the encrypted information, etc. [8, 51].
The common modes of encryption are the implementation of algorithms such as data
encryption standard (DES) and advanced encryption standard (AES) [35].
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3.2.2 Data Integrity

Data integrity is a key component of information security, which means that informa-
tion will be protected against illegal modification, fabrication and deletion [88, 95].
It is a serious issue in the multi-tenant cloud environment for which authorization
mechanisms are applied [75]. Authorization specifies and enforces the access rights
for every authenticated user. However, due to the increase in access points and system
entities, it is crucial to be ensured that only authorized entities are allowed to access
the protected data [75]. Another common method used for ensuring the integrity is
to use digital signatures. The corporate methods used for hashing and digital sig-
natures include digital signature algorithm (DSA), algorithm by Rivest, Shamir and
Adleman (RSA) [32], SHA1 and SHA2 [92]. However, similar to encryption, digital
signatures also have issues of their own. Various attacks can be launched against
the digital signature schemes including the meet-in-the-middle attack [74], adaptive
chosen attacks [33], key-only attacks, known message attacks and forger [41, 77, 84].

3.2.3 Data Locality

Cloud computing allows service consumers to use its applications and resources for
the processing of their business critical data and related requests. However, CSCs
are completely unaware of the data storage location, which typically raises privacy,
security and transparency concerns [47, 95, 97]. Since information disclosure laws
and policies vary from country to country, the locality of data storage is of utmost
importance for organizations having stringent privacy policies. For instance, few
countries including Europe and America have data privacy and disclosure laws to
ensure that certain type of sensitive data cannot leave the country territory [13, 25].
Thus, the lack of transparency and data control are the key barriers towards the
adoption of cloud computing services.

3.2.4 Trust

Trust in a cloud environment is dependent upon the selection of deployment model,
as control of data, applications and information are externalized and delegated out
of the owner’s firm control [54]. Trust between the CSP and the CSC is one of the
main issues that cloud computing is dealing with. In addition to this, cloud hides
the data storage and maintenance details from its service consumer, which raises
many transparency and trust-related issues [3, 76], as discussed above. Selection
of CSP with fully trusted and appropriate services is one of the challenging issues
in multi-tenant and heterogeneous cloud environment, as trust is a subjective and
context-sensitive term [89]. Similarly, the trust level may increase or decrease with
new experiences, and new knowledge, or external opinion causes an overriding
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influence over the old values of trust. Therefore, in order to establish trust between
consumer and CSP, an agreement is signed between the service consumers and CSPs,
technically known as service-level agreement (SLA) [30]. This document merely
contains the list of cloud services that the service provider is offering and willing
to perform [50, 97]. SLAs do not have a standard format; therefore, they cannot be
regarded as an effective mechanism to ensure the relationship of trust between CSP
and CSC.

3.2.5 Virtualization

Virtualization is among the key components of cloud infrastructure with many se-
curity risks [47, 62]. In a typical scenario, one physical machine may host multiple
instances at a time. Virtualization is intended to ensure that each virtual machine
(VM) instance is running in isolation; however, this required isolation is not met com-
pletely. Control and administration of these guest and host OS is another substantial
challenge [30]. Vulnerabilities have been identified in almost all of the virtualization
software that can be misused by malicious users. For instance, one of the most well-
known virtualization solution, VM monitor (VMM), fails to ensure perfect isolation.
The VMMs are required to be ‘root secure’, preventing the guest OS interference
in the host OS [52]. Many other design and implementation vulnerabilities due to
increased code size and use of unpatched old images are also vulnerable to zero-day
attacks, VM escape attack, and VM checkpoint attack [47]. Furthermore, malicious
hypervisors such as BLUEPILL rootkit [85], Vitriol [11] and SubVir are installed
on the fly, which give attacker the host privileges to modify and control VMs [38].
These vulnerabilities may allow the insiders to bypass certain security boundaries,
escalate privileges and remote code execution.

3.2.6 Compliance and Audit

Organizations face new challenges as they move from traditional enterprise solutions
to cloud. Management, delivery and communication of compliance with a multitude
of regulations across various authorities are among the major cloud security chal-
lenges [65]. Both the CSCs and CSPs are required to understand the similarities
and differences in the standing compliance and audit standards and practices. Issues
dealing with evaluating as to how cloud computing affects compliance with the inter-
nal security policies as well as various regulatory and legislative requirements need
to be addressed. The CSPs with services compliant with the international security
standards, such as Payment Card Industry-Data Security Standard (PCI DSS) [75],
Sarbanes-Oxley Act (SOX) [102], Health Insurance Portability and Accountability
Act (HIPAA) [7], Federal Information Security Management Act (FISMA) and ISO
270001 [44], are considered more reliable, trustworthy and secure [1].



3 Access Control As a Service in Cloud: Challenges, Impact and Strategies 61

3.2.7 Identity and Access Control

Identity and access management are a definite cause of concern for CSPs and CSCs
[83, 95]. Various traditional rules may no longer apply in virtual cloud environments;
however, identity and access management models are the basis of reliable and se-
cure availability of cloud services to consumers. When identity and access control
solutions are implemented outside the local boundary of organization, the manage-
ment and applicability of these mechanisms become more complex and challenging.
Leveraging the existing enterprise directory services such as lightweight directory
access protocol (LDAP) in cloud environment typically fails to provide access con-
trol, since they offer no support for the management of access control from the
CSC’s end points. In addition, some organizations provide manual provisioning and
de-provisioning of users and applications in the cloud, which adds to the admin-
istrative burden of IT staff. On the other hand, malicious insiders may exploit the
weaknesses within the data security model and gain unauthorized access to the pro-
tected information using various attack mechanisms. These attacks mainly include
cross-site scripting, Structured Query Language (SQL) injection, cookie manipula-
tion [14], taking advantage of the known vulnerabilities that are unpatched, zero-day
attacks and more specifically data encryption and availability issues as far as cloud
computing is concerned.

3.2.8 Digital Forensics

Digital forensics is an emerging field that helps law enforcement with digital evidence
collection, inspection, exploration and reporting, at minimal operational cost and
investigation complexity [16]. Digital forensics in cloud brings to light new technical
and legal challenges, since the detection and collection of evidences in remote,
flexible, scalable and third-party controlled cloud environment is different from the
conventional digital forensic tasks. In addition, tools for cloud-based digital forensics
are not available, thus investigators are restricted to use the traditional tools like
Guidance EnCase or AccessData Forensic Toolkit (FTK) [30]. Even though the
objectives of cloud forensic investigator are similar to the conventional investigators,
however, due to the generally untrustworthy nature of cloud environment, the issues
in cloud forensics are multiplied such as distributed information, large data stores
and lack of physical access.

3.2.9 Other Security Issues

In addition to the above-mentioned issues, there are many other security and pri-
vacy challenges which have been familiarized after the emergence of new cloud
concepts that mainly include cloud federation, insourcing and outsourcing of dy-
namic resources [38, 47, 62, 97]. These advance-level security challenges can be
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categorized into five main classes, including safety standards, network, access con-
trol, cloud infrastructure and data categories. The safety class deals with standard
bodies and authorities where the lack of safety standards, compliance risks, lack of
auditing [37], lack of legal aspects (SLA) and lack of trust between CSPs and cloud
consumers are the focused challenging issues [46, 34]. The network category is-
sues are considered to be the most challenging since cloud computing is more prone
to network-related attacks compared to the traditional computing paradigms [105].
This category deals with proper installation of network firewalls, network security
configurations, Internet protocol vulnerabilities, and Internet dependence security
issues [96, 106].

Access control category focuses on account and service hijacking issue, which
includes fraud, phishing and other attacks to steal the sensitive credentials of cloud
consumers [62]. Malicious insiders, unreliable authentication mechanisms, privi-
leged user’s access and browser security have been identified as the major issues
of this category [103]. Insecure interfaces of application programming interfaces
(APIs) are the most focused challenging issues under the cloud infrastructure cate-
gory, which cover various vulnerabilities in the set of APIs provided by the cloud
providers to their consumers to access services. Quality of service, sharing techni-
cal flaws, reliability of suppliers, security misconfiguration, multi-tenancy, server
location and backup are the other major security issues in cloud infrastructure cate-
gory. Furthermore, data redundancy [46], data loss and leakage [12], data location
[46], data recovery [63], data privacy [15], data protection [15] and data availability
[15, 64] have been identified as the key issues in different scenarios where data have
to be properly encrypted, transmitted, secured, controlled and available in the time
of need.

3.3 Security As a Service

In the cloud paradigm, sensitive data are held by the third-party service providers in
remote, unknown locations, which highlights the requirement of the primary security
of data and applications. In this regard, the SECaaS delivery model refers to providing
different security services to the cloud consumers, with the aim to protect critical
assets stored in cloud [20]. This service delivery model offers various benefits to
the cloud consumers by providing the basic protection to business critical data and
applications. One of the major benefits includes the availability of greater security
expertise and advanced features as compared to the traditional security mechanisms
within the local boundary of an organization. SECaaS can be applied to any of
the SaaS, PaaS and IaaS level to protect the data, or the security features can be
subscribed as on-demand services for protection of data in local organization [43].

The major purpose of this delivery model is to reduce the cost of hiring the
security experts and analysts [2, 20]. It also reduces the complexity and workload
of housing and managing the security solutions and underlying resources. All the
security-related administrative tasks are outsourced, which saves cost and time, hence
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Fig. 3.2 Security as a service
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allowing the organization to devote more time to its core functionalities. This model
provides a special type of environment where the CSCs have a greater control over
their data and applications, and the additional security features mitigate the risk
of any intrusion and illegal access [43]. Another major advantage of SECaaS is a
web interface that allows in-house administration of some tasks as well as a view
of the security environment and ongoing activities [2]. This service delivery model
includes different security mechanisms as a service, e.g. ‘email security as a service
(ESECaaS)’, ‘identity and access control as a service’ (ACaaS) and ‘web security as
a service’, as depicted in Fig. 3.2.

One of the SECaaS types is ESECaaS, which is a well-defined utility for securing
customer’s emails in cloud as well as in enterprises [21]. This service type provides
on-demand email SECaaS to cloud consumers by incorporating the existing solutions
on a more abstract level rather than instituting new methods of email security. This
email security is provided by two main methods: fully outsourced and enterprise
augmentation methodologies [21]. In the fully outsourced methodology, the entire
inbox and interfaces are outsourced to the cloud platform. An email user interface
is provided by the cloud provider for all the organization’s end users. The CSP
is responsible for circumventing the different threats, e.g. email spam, malware
and virus propagation and phishing attacks. In the second method, the on premise
emails and interfaces are secured through additional security features subscribed as
on-demand cloud services.

Another important type of SECaaS is ‘Identity and access management-as-a-
service’ also known as ‘ACaaS’, where the identity management and access control
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Table 3.1 Types of security as a service

S.No Types of SECaaS Description

1 Identity and access
management

This includes people, processes and systems that are used to
manage access to enterprise resources by assuring the identity

2 Data loss and prevention This service offers protection of data, usually by running as
some sort of client on desktops/servers and running rules
around what can be done

3 Web security This provides an added layer of protection on top of things like
anti-virus (AV) to prevent malware from entering the
enterprise via activities such as web browsing

4 Email security Email security service provides control over inbound and
outbound email, thereby protecting the organization from
phishing and malicious attacks

5 Security assessment Traditional security assessments for infrastructure and
compliance audits are defined and supported by multiple
standards such as the National Institute of Standards and
Technology (NIST) and International Organization for
Standardization (ISO)

6 Intrusion management This service provides intrusion management processes for
pattern recognition to detect and react to statistically unusual
events

7 Encryption As the name suggests, this service consists of encryption and
decryption, hashing, digital signatures, certificate generation
and renewal, key exchange

8 Network security This service addresses security controls at the network in
aggregate or specifically addressed at the individual network
of each resource

solutions are provided as on-demand services to the cloud consumers [22]. Differ-
ent identity management solutions for securely maintaining, creating and managing
the digital information of organization’s end users are available as cloud services.
Similarly, access management mechanisms, including attribute-based access control
(ABAC), role-based access control (RBAC), task-based access control and usage-
based access control, are provided to consumers for assuring the authorized access
to data and applications. This service is provided by CSPs by adopting either of the
two methods. According to the first method, the entire application is outsourced to
cloud platform where the identity and access management of data and application
are provided by the cloud provider. Whereas in the second method, the enterprise
rents in the on-demand identity and ACSs and adds these solutions as extra security
features to the application running on local systems [22]. These services assure the
identity of application’s users by proper verification mechanisms and then granting
the correct level of access to the resource.

‘Web security as a service’, as shown in Table 3.1, is another significant type
of SECaaS where different key components of web security are provided as on-
demand services to consumers that mainly include web malware scanning, uniform
resource locator (URL) filtering, central access control policy set and vulnerability
intelligence [23]. The web SECaaS is responsible for providing the cloud-based
dynamic services to protect the end users and their devices without requiring static
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approaches of security and is provided by adopting three different methods. The
simplest method of web SECaaS is to directly forward the web traffic to the cloud
platform, where content filtering and different anti-virus (AV) services are used to
protect the web content. The second method involves the use of a security gateway that
is deployed by the enterprise in its local domain to cache the static web content. The
gateway is managed through using the management and reporting interfaces provided
by the cloud provider. All the web traffic is forwarded to the malware protection,
vulnerability assessment and web filtering services of CSP. Third approach is the use
of security agents which protect the remote users by pushing the web traffic to the
content filtering services of cloud provider [23].

As discussed previously, there are various categories of SECaaS [20], where each
category stands alone and can be provided as an independent service through cloud,
much to the benefit of the service consumers. In addition, each category has its own
definite set of functions such as intrusion management that specifically deals with
the detection and prevention of unusual patterns and events, whereas the network
security is responsible for governing the network security controls only. Of all the
aforementioned categories, identity and access management is an important one
and due to many open authorization issues, this chapter mainly focuses on access
management for cloud.

3.4 Access Control As a Service

In the cloud environment, when the users move their applications, traditional controls
are no longer effective enough to protect sensitive data as they are is residing on
untrusted networks (de-parameterization) [36]. Various access control systems have
been developed so far, however, all of those systems are suitable only for distributed
computing environments, where a set of service consumers and services are known
beforehand [53]. In addition, conventional access control models do not ensure the
security and confidentiality of data and resources at cloud. In most of the cases, CSC
and their requested resource belong to different security domains. All these factors
render traditional access control models ineffective for cloud. Moreover, as every
cloud has unique security policies; therefore, cloud requires a flexible access control
mechanism applicable to various kinds of environments.

The ACaaS is a cloud-based approach that aims to ensure the ease of the au-
thentication and authorization of CSCs while they access various cloud services and
resources [67]. In the ACaaS, the management and evaluation of access control de-
cisions are externalized and handled by some trusted third-party service provider.
The ACaaS operates on application layer and provides an authorization store that is
managed and accessed either through code or through a managerial gateway. After
the one-time configuration, the CSCs access the applications via ACaaS using an au-
thentication token bundled with authorization claims [67]. Instead of implementing
the application-specific access control mechanisms, one can choose the ACaaS to
organize the authentication and much of the authorization of their service consumers.
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The ACaaS not only facilitates fast and easy application development but also allows
its customers to access and acquire multiple services and resources with reduced or
single sign-on authentications.

The ACaaS is required to be developed in a way that it offers compatibility with
the well-known programming languages and runtime environments along with the
support for international standards such as OpenID, OAuth, WS-Trust [4], etc. In
addition, ACaaS must be compatible with most of the modern web platforms such as
Python, Java,.NET, Ruby and PHP. Some real-time implementations of ACaaS are
also available in the market: Azure Platform AppFabricACS [68], Junos Pulse Access
Control Service Ver. 4.4 [49] just to name few. An ACaaS comprises policy decision
point (PDP), policy enforcement point (PEP), policy administrator point (PAP) and
policy information point (PIP) [108] components. Each of these components can be
developed and managed by the service consumer or they may use the ones provided
by the ACaaS provider (trusted third party). To be precise, the ACS provider ensures
the segregation and confidentiality of the data contents, even if it gets together with
CSCs and CSPs.

3.4.1 Components of Access Control As a Service

3.4.1.1 Policy Decision Point

The PDP is responsible for the retrieval of access control policies from the PAP
module into the main memory and evaluating the CSC requests against those policies
[57, 80], as shown in Fig. 3.3. The typical response that a web resource access request
might have is either permit or deny. After evaluating the policy, if the decision
made by the PDP is as desired, then it responds with a permit token; otherwise, it
denies the authorization request. In case of no matching policy or error, the PDP
generates a response declaring not applicable or indeterminate, respectively. Hence,
the PDP essentially answers to ‘yes’or ‘no’questions. In a common use case scenario,
(1) the CSC requests for a cloud resource, (2) the PEP captures the access request,
and (3) forwards it to the PDP module, (4) the PDP consults its policy stores (PAP
and PIP) and responds with the authorization decision as either permit or deny.
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3.4.1.2 Policy Enforcement Point

The PEP is the most trusted component in the authorization architecture, responsible
for the enforcement of the decisions made by the PDP, as depicted in Fig. 3.4. PEP is
the logical entity that implements policy-based management and controls the access
to secure cloud applications and resources [57, 80].

It can be embedded within the web service or placed as an interceptor in front
of it and describes the service consumer’s attributes to other entities on the system.
However, regardless of its placement, the PEP protects a resource in many different
ways. In a common use case scenario, (1) whenever the CSC attempts to access a
resource on cloud, (2) the PEP intercepts the resource access request and translates it
into any of the policy language such as eXtensible Access Control Markup Language
(XACML) that is understandable by the PDP, (3) it then forwards the access request
to the PDP for policy evaluation, (4) after evaluation the PEP enforces its decision,
which is either permit or deny.

3.4.1.3 Policy Administration Point

The PAP is responsible for authoring, managing and debugging the access control
policies [57, 80]. The PAPs are required to have user-friendly graphical user inter-
faces (GUIs) with editors having complete language support to define and administer
polices, as per the user requirements. The web service accession request of service
consumers to a protected resource, as shown in policies created are used by the PDP
to evaluate and decide whether to permit or deny. Common use-case scenario is
presented in Fig. 3.5, where (1) policy administrator interacts with the PAP module
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for creating and managing policies, (2) later these policies are used by the PDP for
making authorization decisions.

3.4.1.4 Policy Information Point

The PIP refers to an attribute store that works in conjunction with the PDP to perform
the policy evaluation [57, 80] as shown in Fig. 3.6. When the CSC attempts to
access the protected cloud resource, (1) the PEP intercepts that request, generates
a resource access request and sends it to the PDP, (2) all the required attributes for
policy evaluation are queried from the PIP, (3) the PIP further requests its attribute
stores (LDAP or SQL database) for attribute aggregation and answers back with the
attributes required for decision making.

A complete overview of the ACaaS is portrayed in Fig. 3.7, where the CSCs’
request for cloud applications and their service acquisitioning requests are intercepted
by the PEP that consults the PDP for access decision. The PDP, after consulting the
PIP and PAP, responds with either deny or permit. The cloud-based ACaaS must be
flexible and reliable to satisfy the user requirements and dynamic nature of the cloud.

3.5 Access Control Challenges in the Cloud

The risk of security breach in cloud-hosted applications is rather high due to the
immature, shared and distributed nature of the paradigm. Many enterprises and cloud
consumers have critical data to be stored in the cloud, which makes the access control
an essential requirement to be catered by the cloud providers. Many traditional access
control solutions and mechanisms are inadequate in dynamic environment due to
which cloud authorization is facing several challenges and issues. Major challenges
that are faced by access control in the cloud are discussed in the following sections.
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3.5.1 Access Control Challenges with Respect to Management

There are various challenges and issues of access control models with respect to their
management in distributed cloud platform. Few of these access control challenges
are discussed subsequently.

3.5.1.1 Management of User Profile and Access Control Policies

In a cloud computing environment, maintaining and creating the user profiles
and access control policies are more challenging because the information may
come from different sources—using different processes, naming conventions and
technologies—and may need to be transmitted securely between organizations over
a hostile Internet. Moreover, there are typically too many technical rules to manage,
and these rules do not match the understanding of human administrators. Further-
more, these technical rules needs to be updated frequently to maintain them correct
after each time system change, and it is hard to establish that the level of confi-
dence/assurance of the technical policy enforcement matches the intent of the human
administrator. As a consequence, it is critical to carefully plan the tools and processes
to make the access policies updating process manageable through automation.

3.5.1.2 Developing Common Policy Format

In order to avoid interoperability and compatibility issues between policies specified
by the cloud providers and cloud consumers, commonly used policy specification
format is required. According to the OASIS XACML [94], managing the policy con-
figuration at each point of policy enforcement is quite expensive and unreliable [93].
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Therefore, creating and managing access control policies manually do not demon-
strate best practice in the protection of the information assets of the enterprise and
its consumers on the cloud. The XACML gives detailed general access control re-
quirements and has standard extension points for defining new functions, data types,
combining logic, etc. [94]. Keeping in view these standard extension points, a com-
mon policy format must be introduced that can holistically cover different cloud
applications.

3.5.1.3 Inadequacy of Traditional Access Control Models in the Cloud

Different types of access control models are proposed and deployed so far for tradi-
tional enterprise applications that mainly include discretionary access control (DAC)
and mandatory access control (MAC) models. Enterprises can leverage these autho-
rization models to seamlessly protect cloud applications as well [86]. However, these
access control models have some specific parameters that are suitable only for par-
ticular scenarios to provide restricted access of data. To make authorized access to
resources on cloud, the access control policies must be formulated in a way that they
can handle the dynamic nature of the cloud environment. Some of the cloud services
do not call for strict authorization rules and are accessed after confirmation of few
user attributes. Other services require the verification of several factors, considering
the additional constraints before permitting access to the cloud-based data. There-
fore, an access control model having static and specific features is not suitable for
the variety of applications and services hosted on the cloud.

3.5.1.4 Time Consuming and Expensive for Organizations

If organizations start making access control policies for their data and applications,
it would consume a lot of their time and money. Reason for this insufficiency is that
most organizations do not hire security experts, they ask their network administrators
to create and execute policies. Most of these administrators do not have sufficient
knowledge on security and they leave loopholes and ambiguity in specifying the
security policies. If security professionals are hired, it may lead to over-budgeting for
small organizations. In addition, those security professionals first need to understand
company infrastructure before creating policies, which is a time-consuming task.

3.5.1.5 Translation of Security Policies into Deployment Environment

Another authorization challenge is the translation of access control policies into
security implementation, which is more time consuming, repetitive, pricey, and error
prone. If organizations try to implement security policies within their applications
that would easily amount to the bulk of security costs as traditional users are managed
into and out of the access control lists (ACLs) for various access control models.
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3.5.1.6 Selection of Suitable Access Control Model for the Cloud

The cloud security alliance (CSA) specifies some challenges in selecting or reviewing
the adequacy of access control solutions for the cloud services [18, 60]. According to
the CSA, it is very difficult to determine the suitability of an access control model for
different types of services and applications hosted on the cloud. Also, these organi-
zations do not find suitable format for specification of policies and user information.
These problems need to be catered by providing the liberty to select any model that
suits the security requirement of organization.

3.5.1.7 Complex Management and Implementation of Access Control Models

All the data and applications of cloud consumers are distributed on different locations
which introduce complexity in applicability and management of access control mod-
els. The location of data in the cloud is distributed and unknown to the consumers,
which makes it difficult to analyse the access control vulnerabilities and threats at
these locations. These authorization threats are invisible to the cloud consumer which
introduces complexity in implementation and management of a unified access control
model that can reliably secure the distributed data on various locations in the cloud.

3.5.1.8 Performance of Access Control Models in the Cloud

Cloud computing technology contains tens of thousands of physical servers and
VMs. These VMs and servers are constantly added and detached, depending upon
the number of consumers and their required computing resources. In this regard,
traditional access control models are not adequate to handle the access control of
such a large-scale resources. The speed and performance of these models decreases
if these are implemented in the cloud. There is a need to introduce new access control
models that can meet the high-performance requirements of the cloud environment
and handle the large-scale resources.

3.5.1.9 Dynamic Provisioning and De-provisioning of Users

Traditional access control models are not effective in the cloud environment because
dynamic provisioning between the consumers and cloud providers needs more flex-
ible models to be implemented. In a multi-tenant environment, the consumers are
added at runtime to use the different cloud resources and removed at any time dy-
namically. Traditional access control models are static in nature and cannot provide
dynamic addition and removal of consumers from ACLs. There is no functionality
to manage the delegation and revocation of access privileges at the runtime as new
consumers are added to access the resources.
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3.5.1.10 Application-Specific Access Control Requirements

The sensitivity level of applications also varies depending upon their operation
and data usage, so the cloud consumers must have the capability to incorporate
the required level of access control model accordingly. Similarly, as the cloud is
offering services to various users—individual user, application, corporate user of
organization—their access levels must be differentiated in order to have controlled
data access. These problems need to be catered by providing flexible and more
efficient access control models as compared to the traditional models.

3.5.2 Access Control Challenges with Respect to Security

There are several security attacks and threats that introduce challenging issues
in adoption and implementation of the access control mechanisms in the cloud
environment. Some of these threats are described subsequently.

3.5.2.1 Elevation of Privileges

Elevation of privilege is a threat in which a user is logged in to the system as a
normal user having low-level privileges [29, 71]. After the successful login, the user
tries to obtain the root privileges or high-level access to the system. In the cloud
scenario, the elevation in privilege helps the attacker to access the VMs and stored
data of consumers. In a multi-tenant environment, this threat affects more than one
consumer’s resources and the attacker can obtain unauthorized access to many VMs
at a time.

3.5.2.2 Disclosure of Confidential Data

In the disclosure of confidential data, the attacker accesses the sensitive data due
to the failure of access control operation [71]. This is the attack on confidentiality
of data stored at different locations. In the cloud scenario, this threat allows the
attacker to illegally access the critical data of consumers stored at distributed locations
[29]. Confidential data can be illegally accessed either due to the failure of access
control mechanism provided by the cloud providers or due to the absence of efficient
mechanisms.

3.5.2.3 Data Tempering

Data tempering is the threat in which the user accesses the stored data and makes
modifications according to requirements and kind of attack [29, 71]. This is the
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attack on integrity of data stored due to failure of access control operations and
functions. In the cloud scenario, the data tempering causes unauthorized access to
the consumer’s data in physical servers or VMs at the cloud platform. This attack
mostly targets the infrastructure layer services where complete VM is hijacked and
required modifications are made to the data.

3.5.2.4 Unauthorized Access to Configuration Stores

This type of unauthorized access makes an attacker able to modify the sensitive
configuration files as well as the binding settings of system. This is the attack on
integrity and confidentiality of configuration files due to the either failure of access
control operations or absence of proper access control mechanism. This attack targets
the system and configuration files of the cloud services at the SaaS, PaaS or IaaS
layer.

3.5.2.5 Unauthorized Access to the Administrator Interfaces

Unauthorized access to the administrator interfaces makes an attacker to access the
administrator settings and modify them according to the type of privileges required
to the system. In this type of attack, the attacker exploits different vulnerabilities
in web interfaces of cloud providers using which the services are provided to the
consumers.

3.5.2.6 Retrieval of Plain Text Configuration Secrets

Retrieval of plain text configuration secrets makes an attacker to successfully ac-
cess the configuration files and their secrets [71]. The attacker can retrieve sensitive
information from these files like the strings having database connection URL and
path. This retrieved information about the consumer’s database leads to unauthorized
access to sensitive data stored in the cloud.

3.6 Literature Review and Analysis

Despite the various advantages of the cloud computing, there are still challenging
issues which are preventing different organizations from migrating their critical data
and applications onto the cloud. In order to assure adequate data security in the
cloud, the implementation and deployment of efficient and reliable access control
mechanisms are required. Various access control techniques have been introduced for
assuring the effective access management of data and applications on cloud. How-
ever, in order to highlight the key challenges that the cloud consumers can face for
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adequate protection of their data, there is a need to perform a comprehensive analy-
sis of various famous access control techniques. In this regard, we have performed
a detailed and in-depth critical analysis of access control techniques according to
the NIST- defined assessment features, including mainly separation of duty, ease of
privilege assignment, least privilege, policy conflicts, configuration flexibility, policy
repository and retrieval, policy distribution and horizontal scope [42].

In the following subsections, we present a detailed analysis of the various cloud-
based access control techniques against the above-mentioned NIST- defined access
control features. Furthermore, the merits and demerits of each presented technique
are provided from the ACaaS perspective. Our analysis intends to help all the stake-
holders (CSCs and CSPs) in taking a knowledgeable decision while making a choice
for the cloud-based access control models.

3.6.1 API Access Control in Cloud Using the RBAC Model

Sirisha et al. [91] proposed the secure access control APIs for the cloud. This tech-
nique uses the RBAC model involving two stages, the user attribute authentication
and then role validation. This technique assumes that the user is already authenticated
with some authentication mechanism, and all its attributes and roles are managed in
some database. Once the user is authenticated, its attribute will be verified from a
database, and a specific role against its attribute will be assigned to it. Therefore, the
user can only access those services that are allowed for assigned role. Same is the
case in the second stage of access control; there is a database of permissions corre-
sponding to different roles. After identifying the roles, the permissions are checked
in the database against that role and accordingly, the access is granted or denied.

The proposed access control technique implements the RBAC in which all the
permissions to an object are associated with the roles of the subjects. The manage-
ment for assigning and revoking the roles and permissions is simple, thus providing
the feature of ease of privilege assignments. The RBAC and ABAC mechanisms are
implemented atAPI level where the management of attributes, e.g. subjects, roles and
resources require little modifications to deploy in different scenarios which escalate
the configuration flexibility. The attribute-validation and role-validation modules use
the underlying local database, hence supporting the policy distribution and retrieval
features. There is no support to the policy conflicts and least privilege features in
the proposed API access control in the cloud. The RBAC and ABAC models are
implemented at the application layer through which the cloud consumers can access
the cloud services. This API-level access control is platform independent and can be
incorporated in any environment that escalates the horizontal scope. The assignment,
revocation and management of roles are performed by the ‘role validation mecha-
nism’module. Similarly, the assignment and revocation of objects and their attributes
are performed by the ‘Attribute validation mechanism’’ module, due to which the
proposed technique supports the separation of duty.
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3.6.2 Ensuring Access Control in the Cloud-Provisioned
Health-Care Systems

Narayanan et al. [73] have proposed a solution to ensure authorized access in cloud-
based health-care systems. In the RBAC, the roles and tasks are not separated so the
combination of these two parameters, task–role-based access control (TRBAC), has
been adopted for these systems. Authors have analyzed some access control require-
ments for electronic health-care system. Tenant, user, task, information resource,
business role, permission, session and work flow are the factors to be considered for
access control mechanisms. Classification of tasks is done on the basis of active and
passive access control and inheritable and noninheritable tasks.

The proposed access control for health-care systems provides both static and
dynamic separation of duty at task definition and task instance levels. The static
separation of duty is supported by prohibiting the assignment of two or more mutual
tasks to the same role at the same time. Similarly, the dynamic separation of duty is
performed at the time of the task instance creation level. At that time, the dynamic
separation of duty prohibits the concurrent execution of two or more tasks by the same
role in work flow. In the proposed TRBAC model, the tasks are classified into passive
and active access controls. In order to add a task from the passive access control to
active access control, the user assignments, role hierarchy, permissions assignment
and constraints, all are modified. This affects the usability and performance of the
access control systems and thus fails to support the ease of privilege assignments
feature. The proposed system has local policy repository due to which it supports
local distribution and retrieval of access control policies. Least privilege is achieved
through task instances. The access permissions are granted when the task is initiated
and the access control permissions are revoked when the task is completed. The task
instance is created for each user and the user gets to see only certain information.
However, the proposed system does not support any mechanism to resolve the policy
conflicts between two or more rules. The proposed system parameters, e.g. roles
hierarchy and tasks classification need to be modified for environments that demand
multiple factors for access decision, reducing system’s configuration flexibility.

3.6.3 Multi-Tenancy-Based Access Control in the Cloud

Due to multi-tenancy in cloud computing, duty separation between the CSP and
tenant is a main concern. The solution proposed by Li et al. [61] is a multi-tenancy-
based access control (MTACM) model for application security in the public cloud.
The main idea of the MTACM is to classify the subjects and objects in the traditional
access control mechanisms into two granule levels. One was tenant granule level and
the other was application granule level. First level was managed or controlled by the
CSP to implement the compartmentalization of different tenants, while the second
was controlled by the tenants to control the access to their applications.
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In the MTACM, the separation of duty between the CSP and consumers is sup-
ported by classifying the subjects and objects into two granular levels, as described
previously. Furthermore, the tenant rules are defined to provide separation of duty at
the tenant granular level by prohibiting the assignment of two or more same manage-
ment subjects to one tenant. The five core modules OpenSSL module, Identification
and Authentication module, Audit module, Access control module and Management
module adhere to the platform dependency as all of these are implemented on Nginx
module, hence limiting the scope of the MTACM. The overhead of adding, creat-
ing and removing the objects rules, subject rules and security policies is distributed
between the cloud providers and cloud consumers, thus providing the ease of priv-
ilege assignments feature and improving the performance of the MTACM system.
The access control module implements the DAC and MAC mechanisms and uses its
local policy repository for storage of access control rules. Furthermore, the MAC
model of the MTACM assures the assignment of only those privileges to the tenant’s
subjects, which are necessary to complete the tasks. However, the MTACM system
does not mention any procedure to avoid the policy conflicts which may arise be-
cause of the access decisions of multiple rules. The DAC and MAC mechanisms are
implemented at the API level; however, the dependency of access control module on
top of Nginx requires complex modifications for different environments that lower
the configuration flexibility.

3.6.4 SaaS Access Control Research Based on Usage-Based
Access Control

Junli Zhu et al. [109] have highlighted the access control problem faced by the cloud
consumers, which is mandatory for protecting the user’s sensitive information in
the SaaS model. Traditional access control models like attribute-based, role-based or
fine-grained access models are not sufficient for protecting the private data of users in
the cloud. This system presents a unified access control model which is designed for
preventing the user’s critical data from unauthorized and illegitimate access. Trust
management and digital rights management have been identified as the important
security problems faced by today’s business world and the IT organizations. In this
system, the usage-based access control (UCON) post-obligation model has been
implemented that can guarantee the fine-grained and secure access control on the
customer’s private data. Attributes mutability and continuity of attributes are the two
significant properties of the UCON model. Authorization and obligations are the
major components of the model. Types of authorization mainly include PreA, where
authorization is performed before granting any access, and OnA, where authorization
is executed during the usage. Similarly, PreB are some mandatory requirements that
should be satisfied before granting access. OnB are those requirements that needed
to be satisfied during the execution of access control.

In the proposed UCON model, the PreA, PreB, PostB and OnB are managed
and maintained separately by distributed modules and PEPs due to which the model



3 Access Control As a Service in Cloud: Challenges, Impact and Strategies 77

adheres to the separation of duty feature. The UCON PreA, PreB, PostB and OnB
model checks for the user privileges and makes an authorization decision before the
usage of specific resource is allowed to the customer. During the use of that resource,
the model facilitates the continuous checking of required obligations as well as
encounter policies for the user privileges, thus supporting the least privilege feature.
The proposed access control model is platform independent and can be implemented
for wide range of SaaS applications in the cloud, therefore supporting the horizontal
scope. In order to alter the defined privileges of a user, all the associated PreA, PreB,
PostB and OnB policies are needed to be modified, which affects the speed and
performance of access control model; therefore, making the process of privileges
assignment more difficult. However, the model does not support any mechanism for
policy distribution as well as policy repository and retrieval. Similarly, there is no pro-
cedure that can make authorization decisions when there is any conflict between two
or more rules, thus lacking the policy conflicts support. The model is implemented
for any SaaS layer application, thus supporting the configuration flexibility.

3.6.5 Policy Enforcement Framework for Cloud Data
Management

Hamlen et al. [39] have identified different security and privacy concerns of the
user’s data, which are the major hindrances to the adoption of the cloud technology
by the IT and business world. In order to provide secure and robust cloud services,
there is a need for highly flexible and distributed policy framework that can ensure
the integrity and privacy of customer’s data on the cloud platform. In this technique,
authors have proposed a flexible policy enforcement framework for data management
on cloud which includes two types of access control models, i.e. the rule-based access
control and context-based access control model. In this framework, three significant
dimensions are considered for policies, namely data type, computation and policy
requirements. Major modules of the proposed framework include policy-reasoning
module, data-processing task rewriting module, preprocessing module and post-
processing module. Different policy types that include policies for data sharing and
traditional access control mechanisms have been catered by the proposed framework.

In the proposed framework, preprocessing and post-processing modules sep-
arately manage the policies regarding the different users, their attributes and
data-processing tasks thus adhere to the separation of duty principle. The model
provides the multiple groups’ principle, which can resolve the conflicts of data ac-
cess rules between two or more consumers by adding the mutually exclusive users
into a separate group; therefore, it supports the policy conflicts’ feature. The in-
clusion and exclusion of enforcement mechanisms into the binary code of the job
require complex modifications for every new data management policy, which limits
the configuration flexibility of the model. Moreover, there is no mechanism to sup-
port the least privilege principle in the model. The preprocessing and post-processing
modules are responsible for generating and storing the formulated data management
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policies, hence providing the local repository for policy storage and retrieval. The
aspect-oriented in-lined reference monitors (IRMs) and aspect-oriented program-
ming (AOP) are responsible for creating and formulating the platform-independent
data access control policies, thus increasing the horizontal scope of the model. Pol-
icy reasoning module maps the access control policies to a specific set of tasks, and
it defines the user privileges automatically, hence introducing the ease of privilege
assignments’ feature in the model.

3.6.6 The Privacy-Aware Access Control System Using A-RBAC
in a Private Cloud

There are three parties involved in offering cloud services to consumers: DO, CSP
(CSP) and user. Capability-based access control system along with cryptographic
techniques is proposed for cloud platform by Mon et al. [72]. Capability list consists
of user ID (UID), file ID (FID) and their corresponding access rights. Values for
access rights are assigned as 0 for read, 1 for write, and 2 for both read and write.
The DO computes the MD5 hash of data files and encrypts it with the DO’s private key
and public key of the CSP. The CSP stores these encrypted data files and capability
lists for users, but the contents of data files are not revealed to them. Diffie–Hellman
algorithm is used to generate the symmetric keys that are shared between the CSP
and the user for the purpose of secure communication. New user first performs
the registration by the DO sending UID, FID, nonce, timestamp and the required
access rights. The DO sends the capability list, intended encrypted content and
corresponding decryption keys to the CSP after the user verification. The CSP updates
the capability list accordingly and also sends registration confirmation to the newly
added user. After that, the user directly requests the CSP for data access and gets
encrypted response which is then decrypted to get the session key and hash value.

Least privilege is followed for this technique by assigning access rights for the
basic unit of data file. Duties are clearly defined for cloud consumers with the specifi-
cation of access rights in capability access list. Users can only perform the functions
specified by the DOs in their corresponding list following the separation of duty.
Policy conflicts are not managed in this proposed system. The capability list con-
tains the static entities of users and their corresponding allowable objects that are
not well suited for dynamic environment like cloud. It does not consider the mul-
tiple factors for access decision, which is the major requirement for distributed
environment results in limiting its configuration flexibility. Double encryption is
used in the proposed technique to provide strong cryptographic strength through
which keys management, configuration and their distribution to a large number of
consumers become overhead. It will make the system inflexible to be adopted in
different computing platforms and environments, thus limiting its scope. The access
control policies for the private cloud are stored at the local databases of data provider
and the user’s logs, whereas the privacy preference specifications are managed at the
DO’s end, thus offering local as well as federated policy repository and retrieval fea-
ture. The system specifies policy by defining permissions in the capability list with
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UID and FID that will somehow simplify the policy creation process and therefore
introducing the ease of privilege assignments’ feature.

3.6.7 Secure Access Mechanism for Cloud Storage

Harnik et al. [40] also propose the capability-based access control mechanism to
address the access control requirements for cloud storage. Proposed access control
model offers the extensive delegation mechanism by appending original capabil-
ity with reduced delegated capability. Identity field is introduced in the capability
that performs user authentication and eliminates the identification overhead at the en-
forcement point. The proposed mechanism also offers features like scalability, chains
of services, user-to-user access delegation, improved performance, availability,
revocation, interoperability, and pre-resource audit ability.

In the proposed capability-based access control model, the propagation of end
user access rights all the way down in hierarchical manner is incorporated via the
chain of services mechanism. This chain of services mechanism ensures the least
privilege principle by propagating the end-client access token to only the required
users according to their capabilities. The authentication component is responsible for
authenticating a client and provides it with a token for its identity. After the authen-
tication, the client is directed towards the authorization component that generates
a token having the capability of the user, thus ensuring the separation of the duty
principle in the model. However, the model does not incorporate any mechanism
for resolving the conflicts between two or more access control policies. The access
control manager of the proposed design is flexible enough to implement a diverse
range of access control models that can include capability based, attribute based
or role based, allowing compatibility with any of the underlying platforms and en-
vironments, thus escalating the horizontal scope. The data centers in the proposed
model are high coupled with the storage layer and replication manager; therefore,
adding any new module or deploying the existing solution in the new scenario in-
troduces complex interoperability issues making the configuration flexibility low.
The identity manager and access manager use their separate databases for storage
of policies and user’s capabilities-related data, thus offering local policy repository
and retrieval. The replica manager updates the entire user’s capabilities information
across the distributed data centers; however, the large number of replicas makes the
update process complex and the privilege assignments more difficult.

3.6.8 Provenance-Based Access Control in Cloud Environments

Adam Bates et al. [10] stated the granular access control to be the most challenging
and promising security issue for data storage in cloud computing. Relevant policies
for migration of data across the boundaries and scattered policies of organizations



80 M. A. Shibli et al.

have been identified as the major reasons for this issue. In this article, an access
control model has been introduced, which is based on provenance and its use in
critical applications. Provenance provides all the information about different actions
and processes taken on specific data and is used to mitigate these access control
challenges in the cloud. The system achieves the three main goals which include
distribution of provenance in the dynamic cloud environment, assessment of remote
data objects and provenance-based access control model where provenance is also
a significant component along with the basic objects, subjects and rights for access
control. The system also includes the additional provenance database and policy
database modules other than the core PEPand PDP.

The proposed access control mechanism supports least privilege where the con-
sumers are permitted to use only those data objects which are mandatory to perform
certain actions in accordance with their data provenance policies. However, there is
no specific procedure or rules defined for assuring the separation of duty principle,
which is necessary to limit the access of subjects for eliminating the security breaches.
If some conflicts appear between two or more policies, the provenance records in
the provenance database are used to immediately revoke the subject’s privileges on
that data object, hence providing support to the policy conflict feature in the model.
The access control policies are not integrated into the OS; however, transferring
from one policy to another is not an easy task even at the API level due to the large
number of provenance records associated with each single data object. Therefore,
the configuration flexibility is lower in this provenance-based access control model.
The provenance database is responsible for storage of provenance information, and
the policy database manages the storage of security policies, thus incorporating the
policy repository and retrieval feature locally. The core components of the cloud
provenance authority, which mainly include the PEP, PDP, provenance database and
policy database, can easily be deployed in any environment independent of the un-
derlying infrastructure; therefore, supporting high horizontal scope. However, the
presented provenance-based system does not specify any mechanism for ensuring
ease of privilege assignment feature.

3.6.9 Access Control of Cloud Services Based on Usage-Based
Access Control

Danwei et al. [27] describe a cloud service security solution. The presented solution
is based on the UCON and negotiation module. The article gives a brief introduction
to the cloud computing and service models, followed by the high-level design and
architecture of Nego-UCONABC authorization module for cloud environment. In the
Nego-UCONABC, access control decisions are based on attributes, obligations and
conditions. Digital certificates are used to declare the entity’s attributes assigned
by the issuer. Obligations are stored in policy database as rules using the XACML,
whereas conditions are formulated from the operating environment and stored in the
policy database using the XACML. The negotiation module is specifically designed
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to resolve the issues related to inadequacy of the user attributes and inconsistency in
condition parameters. The Nego module helps ensure the flexibility of access control
model and is comprised of Security Assertion Markup Language (SAML) server and
cloud service module.

In this system, the negotiation module handles the issues regarding the conflicts
between access request and access rules. It allows the user to get a second access
choice by changing certain parameters and attributes instead of refusing the access
directly. Therefore, it offers support to policy conflicts. Configuration flexibility is
another important feature that is offered through its negotiation module that assists
the change in attribute and conditions according to the user requirement. The Nego-
UCONABC offers local repositories for policy storage and retrieval, thus improving
the efficiency as well as the cost of access control. Since the proposed system is
based on the UCON model and maintains separate databases for the storage of poli-
cies regarding services, negotiations and attributes, thus adhering to the separation
of duty principle. Furthermore, the presented solution defines a clear access control
mechanism for privileges assignment, offering support to the ease of privilege assign-
ment as well. The system uses local repositories for policy storage and retrieval, thus
helping in efficient policy distribution and applicability. Presented system does not
specify any mechanism for ensuring the least privilege principle. Horizontal scope
is another critical feature that the proposed system does not incorporate in its design
and architecture.

3.6.10 Access Control As a Service for Public Cloud Storage

Zhang et al. [108] presented anACS for the public cloud storage, where authorization
decision is subject to the DO’s decision or PDP (PDP) and PEP modules. This article
aims to address the problem of flexible access control in service and data outsourcing
scenarios to protect the sensitive data of the owners. In order to implement the
designed service, an attribute-full proxy re-encryption (AF-PRE) scheme is offered
as a core component of the proposed solution. The key features of the presented
solution include realization of simple key management, capacity to compose the
attributes along with the anticipated combination of authorization and encryption
with appropriate separation. In order to give the proof of concept, authors performed
security analysis of their system. They further claim that their scheme for executing
queries on the encrypted data can be efficiently integrated with the presented solution.

In the presented AF-PRE scheme, the access control expressions are often gen-
erated from the attributes that advance to establish a privilege value. This value is
then sent to the PDP delegation module to assist in the decision-making process and
ensures the least privilege principle. In case of policy conflicts between the ACSs,
the AF-PRE scheme ensures the confidentiality of data contents and provides certain
mechanisms to prevent policy conflicts. The presented scheme offers a clear sepa-
ration of policy and mechanism such as attribute-based encryption for outsourced
situations, thus offering support to configuration flexibility. The ACS for the public
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cloud storage is under the control of the DO, and the PDP (PDP) and PEP can be
securely delegated, thus offering local as well as federated policy repository and
retrieval feature. In addition, the authors highlight separation of duty as the most
significant feature of their scheme that offers support to separation methodology in
cloud scenarios. Horizontal scope is another critical feature that this scheme offers
via its AF-PRE mode; access control policies are publicized by re-encryption keys
and privilege values and are generated independently from encryption operation. Au-
thorization update is the dedicated module that handles the change in privileges and
ensures the ease of privilege assignments. Policy distribution is offered through the
policy translator module that computes a new privilege value, updates its PriV table
and sends it to the PDP delegation module that performs the replacing operation.

3.6.11 Usage Control in the Cloud Systems

Lazouskiet al. [58] present an advanced authorization framework based on the usage
control (UCON) model and the OASIS XACML standard to control the usage of
cloud resources. The presented framework is capable of handling the issue of long-
lasting accesses by interrupting the ongoing usage of previously assigned resources
when the object’s access rights are revoked by the owner. Proposed framework’s
prototype is implemented and integrated with the OpenNebula toolkit (ONE) that
provides ACLs and usage quotas. OpenNebula is a widespread framework for the
management of cloud services and resources. System performance tests are also
carried out on the prototype to validate the effectiveness of the proposed system.
The ONE front end and the authorization service (AS) are hosted in the VM with
Ubuntu 10.04 and Java 3.6 support. However, the prototype requires improvements
in terms of security and management of various other long-lasting cloud resources
and services.

The presented framework addresses the issue of unauthorized accesses by inter-
rupting the accesses that are in progress when the corresponding access rights do not
hold any more. In addition, the designed ACS continuously checks for the policy
enforcement, so guarantees the least privilege principle. If there is some conflict
between the policies or if the decision process recognizes the policy violation, re-
sources are immediately released and the access rights are revoked, offering support
to policy conflict feature. The prototype of the authorization system is developed
and that API is then integrated with the OpenNebula, thus ensuring configuration
flexibility. Proposed scheme provides a GUI and ACS for the retrieval of user at-
tributes required for the UCON authorization system. The PIP contacts the attribute
managers (AMs) to acquire the required attributes that are stored in its local reposi-
tory. The system offers horizontal scope through its AS module that may execute on
other machines instead of the one that is enforcing the access control decision. The
AM module is responsible for the handling of the policy distribution among various
components of the ACSs. However, this framework does not specify any mechanism
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to ensure the separation of duty. Similarly, the ease of privilege assignment is also
not incorporated in the design and architecture of the presented framework.

3.6.12 OpenPMF SCaaS: Authorization As a Service for Cloud
and Service-Oriented Architecture Applications

Lang [56] presents the concept of portable security and compliance policy automa-
tion for cloud applications. Proposed system aims to provide protection to the cloud
applications and mashups in a seamless manner. Further, this system intends to
improve and simplify the secure software development life cycle for cloud applica-
tions. The presented system comprises two main components, the policy automation
and technical policy generation. The policy automation aspect includes policy con-
figuration, technical policy generation, application authorization management, and
incident reporting. The policy configuration is offered as a pay-per-use cloud service
to the various application development tools. On the other hand, the technical policy
generation, enforcement and monitoring module is implanted into cloud application
development and runtime platforms. The article also discusses a reference imple-
mentation called OpenPMF Security & Compliance as a Service (SCaaS) which is
based on ObjectSecurity OpenPMF, Intalio BPMS and Promia Raven.

The SCaaS enforces the security policies to ensure that only authorized users may
invoke secure cloud services and applications following the least privilege principle.
The SCaaS policy feed services are used by multiple cloud tenants, thus, to avoid the
policy conflicts that may arise due to the generation of multiple conflicting technical
policy rules for shared resources, proposed scheme makes the use of the model-
driven security (MDS) concepts. The process of policy update is asynchronous and
is performed at application start-up or whenever the security rules change (without
the need to restart the protected end system). This greatly enhances performance and
robustness and ensures configuration flexibility principle. Policies are either gener-
ated within cloud using hosted MDS and PaaS development tools or uploaded from
local MDS and development tools, thus offering local repository for policy storage
and retrieval. Furthermore, the separation of duty principle is ensured through the
policy modeling module that divides the tasks among various modules to guarantee
the security and compliance requirements. The SCaaS is developed to support the
diverse cloud environment where the MDS is installed across multiple development
tool (e.g. Eclipse, Intalio BPMS) and aims to protect the applications on various
runtime application platforms (e.g. various web application servers, JavaEE, DDS,
CORBA/CCM), hence supports horizontal scope. In OpenPMF, the OpenPMF run-
time policy repository is responsible for the distribution of policy to the various
Open-PMF PDP/PEPon each protected application runtime platform. However, the
presented ScaaS does not specify any mechanism for ensuring the ease of privilege
assignment feature.
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3.6.13 Secure Data Access in Cloud Computing

Privacy-aware access control system (ARBAC) is proposed for cloud that is com-
posed of two models: RBAC and ABAC [87]. It provides secure access to personal
identifiable information (PII). The system consists of the DOs, data users, cloud
providers and privacy managers. The DOs use VM instances to host their data ac-
cording to organizational permissions and specify the privacy preferences of data.
Users access the cloud-based services and data according to the defined access rights
and policies. Cloud providers perform different operations and management tasks
on servers according to the rules specified by the DOs. The privacy manager is the
essential component of the system responsible for the specification of privacy poli-
cies based on the user and data classification levels. In the proposed ARBAC system,
the user requests to access data and provides corresponding subject, resource and
environment attributes that are required for the service. The CSP verifies the given
attributes according to the defined privacy policy in order to return the response of
either permit or deny.

Since the ARBAC is the composition of RBAC and ABAC, the least privilege
is supported by granting permissions according to specified attributes and role pa-
rameters in policy. Management of attributes (subject, resource and environment)
in different scenarios requires detailed configuration modifications, resulting in low
configuration flexibility. Access control policies are stored and retrieved from a lo-
cal repository; and prior to enforcement, these policies are evaluated against the
attributes defined for subject, resource, environment and user roles, which improves
the system reliability. Separation of duty is achieved in a way that each subject and
resource is associated with particular attributes based on which job functions and ac-
cess rights are defined. The user and data classification levels are defined according
to which privacy preferences, access policies and privileges are formulated. Hence, it
offers support to ease the privilege assignment principle. Incorporation of additional
parameter like environment attributes (that can manage the system-related properties
and characteristics) helps in increasing horizontal scope of the system across differ-
ent platforms and applications. However, the paper does not specify any mechanism
for the distribution of generated policies. Similarly, the policy conflicts avoiding
procedure is not mentioned in the proposed ARBAC system, which may occur due
to the difference in access decision of multiple policies.

3.6.14 Distributed Access Control Architecture for Cloud
Computing Software Control in the Cloud Systems

Almutairi et al. [5] has presented a technique for data storage and distributed access
control in the cloud paradigm. This technique uses the attribute-based encryption
scheme and key distribution centers that assign keys to the users on the basis of
attribute groups. An access policy will be assigned to each DO that contains a list
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of attributes and public keys to encrypt the data against those attributes. A secure
SSL channel was used to transfer the data on to the cloud. When a user wants to
access some data, it requests the data from cloud and the cloud will give required
information in an encrypted form. Access policies are in the form of trees, wherein
the attributes act as leaf nodes and the Boolean functions act as internal nodes. This
scheme also provides user revocation feature in which the revoked user will not able
to use or see the data of providers.

The proposed architecture uses the RBAC model, where the least privilege princi-
ple is ensured by limiting the user access privileges according to the assigned roles.
Considering the collaborative nature of the cloud, the authors offer a specification for
semantic and contextual constraints that ensures adequate protection of services and
resources, thus ensuring adherence to the configuration flexibility principle as well.
This technique offers clear separation between the specification of semantic, such
as separation of duty and contextual (such as temporal or environmental constraints
included in an access request) constraints, to ensure the security of cloud services
and resources, especially for mobile services. The design of the proposed architec-
ture is generic enough to support other access control policies (such as DAC and
MAC), increasing the horizontal scope of the system. The distributed access control
architecture includes support for both federated and loosely coupled collaboration
models that enhances the policy storage and retrieval capabilities of the system.
Access control module (ACM) is composed of PDP, PEP and policy repository and
deals with the distribution of policy at various layers. In order to avoid and resolve
the policy conflicts in the cloud, some verification models and tools are required;
however, the authors mention it as their future work. In the same way, the authors
do not specify any mechanism to ensure the ease of privilege assignment’s feature.

3.6.15 RBAC-Based Access Control for SaaS Systems

Software as a service (SaaS) eradicates the need for installation and execution of
a software or application on the customers’ own machine, thus facilitating mainte-
nance and support. Considering the features like multi-tenancy and configuration,
the existing access control (AC) methods when applied to the SaaS systems may
raise problems like role name conflicts, cross-level management and the isomerism
of tenants’ access control. Therefore, the author proposes the S-RBAC [59] model
that combines the best features of RBAC and ABAC model to solve the AC prob-
lems in the SaaS system. Proposed solution comprises certain components where
each component separately handles some related set of responsibilities to ensure
consistency and proper authentication, and permission management likewise limits
the access rights of users and administrators.

The S-RBAC model includes the RBAC features also, thus, offering support to
the least privilege principle, where resource’s access rights are evaluated according
to the assigned roles. The access filter server (AFS) is responsible for filtering the
resource access requests, via filter configuration and the capability list generated by
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the ACS, enhanceing the configuration flexibility principle. General permission-role
constraints (GPRCs) module of the proposed system ensures separation of duty prin-
ciple where user roles are assigned after dividing the different skills and different
interests to different kinds of people in order to prevent or reduce the chance of fraud
and cut down the loss made by mistakes. The S-RBAC model enhances the hori-
zontal scope of the system since it offers scalability and supports the heterogeneous
access control requirement of tenants. The user–role constraint (URC) module of the
presented system helps to ensure the ease of privilege assignments, where the autho-
rization rules are specified between the users and roles in a tenant to avoid assigning
the exclusive roles to the same user. Furthermore, the tenant administrator is respon-
sible for the description and distribution of roles and permissions among the tenants.
The proposed model presents a solution to address the role name conflicts, how-
ever, policy conflicts are not considered in the proposed solution. Similarly, policy
repository and retrieval mechanisms are not specified in the proposed solution.

3.6.16 Fine-Grained Data ACS with User Accountability
in Cloud Computing

Attribute-based encryption (ABE) was proposed in [60], which aims to ensure fine-
grained access control and resolves the issues related to user accountability and
real-time revocation. There are two kinds of ABE: key policy ABE (KP-ABE) and
cipher text policy (CP-ABE). In KP-ABE, the access policy and the user’s private
key are bounded together, which helps to determine the files the user is authorized
to access. On the other hand, in CP-ABE, the access policy is defined within the
cipher text where each file and user key has different attributes; here, the relationship
is between the user key and its attributes. In the proposed model, the broadcast
encryption has been performed by the DO on the user group by selecting a random
number. The encrypted data are then uploaded on the cloud.

In the current system, the least privilege principle is followed by defining the
access structure for each user. If the user access structure matches with the requested
file attributes, then access is granted to the data hosted on the cloud. Separation of
duty is followed in a way that jobs are defined for all the system entities: DO, cloud
provider, consumer and third-party auditor. Cloud provider can keep the encrypted
data files, users can access them if their access structure is matched with the file
attributes specified by the DO. Access control policies are generated and stored in
a local policy repository for quick retrieval; furthermore, each policy is associated
with a user rather than with each file to be accessed. Policy specification module of
this system requires defining the access structure for each user, which may introduce
large overhead in terms of mathematical operations and algorithms and thus does
not provide ease in privilege assignment. Policy conflicts are not managed by this
system, which may occur due to the difference between decisions of two or more
access control policies. In addition, these systems require great amount of time to
execute the mathematical operations and algorithms along with minimal support



3 Access Control As a Service in Cloud: Challenges, Impact and Strategies 87

for different execution environments, therefore, failing to deliver horizontal scope.
The system is not flexible enough because it requires the management of complex
operations which decrease its applicability in different environments that result in
low configuration flexibility. Similarly, the proposed system does not include the
mechanisms for policy distribution.

3.6.17 Achieving Secure, Scalable and Fine-Grained Data Access
Control in Cloud computing

Hierarchical attribute-based encryption (combining hierarchical identity-based en-
cryption [HIBE] and cipher text policy-based attribute-based encryption (CP ABE))
on cloud has also been proposed for access control [107]. Hierarchical structure has
been given in which there are root master (RM) and domain masters (DMs). RM
corresponds to the private key generator and generates and distributes keys and other
important parameters. DM is like the attribute authority in the CPABE and the DM in
the HIBE, which handles the delegation of keys to DM and their distribution to users
at the next level. Unique identifier has been assigned to each DM and attribute, ID
and attributes have been assigned to the users. Each user’s position has been defined
by the user’s own ID and public key of DM administrating the user.

The proposed system follows the least privilege principle with the help of access
structure assigned to the users. This access structure defines the set of access rights
corresponding to each data file. Separation of duty is satisfied in such a way that job
functions are assigned for each system entity and the system does not allow them to
execute tasks that are not permissible for them. Complexity and overhead for policy
specification increases with the number of attributes and steps required to execute
mathematical operations. Inclusion of new feature within system requires tedious
tasks that introduces overhead and lowers the ease of privilege assignment. Scope
of the proposed system is limited to specific application environments due to the
operational complexity of its mathematical functions, thus offering no support to
horizontal scope. For efficient user revocation, a two-step algorithm is proposed to
update the keys for the remaining users. However, the addition of any other property
for access control introduces a large number of processes and operations that involve
complex interoperability issues making the overall system’s configuration flexibility
low. There is no mechanism available in the system to handle the policy conflicts
for access decision between two or more policies. In addition, the access control
components such as PAP and PDP, PEP for policy storage and distribution are not
specified in the design and architecture of the proposed system.

3.6.18 Cloud Police: Taking Access Control Out of the Network

Popa et al. [78] proposed a hypervisor-based access control technique, named ‘cloud
police’, for cloud paradigm. Several security policies such as tenant isolation, inter-
tenant communication, fair sharing among tenants, rate-limiting tenants and locally
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initiated connections for intra-cloud-based environment are identified. Based on these
policies, a policy model is defined that uses predicate logic, wherein several rules in
the form of ‘if-then’ action condition separated by comparison operator are used.

The proposed hypervisor-based access control technique offers configuration flex-
ibility for supporting policies in multi-tenant environments, network-independence
to decouple the access control from the network, and scalability to handle hundreds
of thousands servers and users. In the proposed distributed solution, policy reposi-
tory and retrieval is handled in a distributed way where the hypervisors are required
to be aware of the policies of their hosted VMs only and not the policies of any other
group or the group membership. This model does not require a policy management
service from the cloud provider but requires an additional API in both the hypervisor
and the VMs. The use of API help ensures the horizontal scope of the proposed
system. In the cloud police, the cloud provider is responsible for the distribution of
the group policy to the hypervisor at the VM start-up and updates it to all the group
members when the policy changes. The authors of the proposed technique do not
explicitly talk about any system module that aims to ensure the conflict resolution be-
tween policies. Moreover, this framework does not specify any mechanism to ensure
separation of duties. Similarly, the ease of privilege assignment is also not incor-
porated in the design and architecture of the cloud police. The principle of least
privilege is also of great importance; however, it is not included in the proposed
technique.

3.6.19 Towards a Multi-Tenancy Authorization System
for Cloud Services

Calero et al. [18] discuss multi-tenancy authorization system suitable for middle-
ware services in the PaaS layer of cloud. The authorization system proposed in this
article provides access control to the information of different cloud services using
the cloud infrastructure. This authorization system is able to support collaboration
agreements between different cloud providers also known as federation. The system
supports RBAC model where the users are assigned to given roles having a set of
privileges associated with that role. Additionally, hierarchical role-based access con-
trol (HRBAC) is also incorporated within the authorization model, which enables
hierarchies of roles within a system. For cloud environment, this model could be best
explained by Fig. 3.14. The cloud services belonging to distinct businesses can use
a different information model having information related to users, privileges, roles,
and resources.

The proposed system is based on the RBAC and HRBAC in which the roles are
assigned to the subjects, and each subject is given access rights on only required
objects according to its role, thus following the least privilege principle. Similarly,
the RBAC and HRBAC access mechanisms follow the separation of duty principle by
prohibiting the assignment of two or more mutual tasks to the same role at the same
time. The proposed authorization model supports the HRBAC and path-based object
hierarchies and provides access control decisions on API level, which increases
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Table 3.2 Analysis of cloud-based access control systems

Cloud Authorization Systems SoD HS EPA PD LP PC CF PR &R

API AC in cloud using the RBAC [91] � � � � × × � �
Ensuring AC in cloud provisioned systems [73] � × × � � × × �
Multi-tenancy based AC in cloud [61] � × � � � × × �
Toward a MT Authz system for cloud [18] � � × � � × � �
SaaS AC research based on UCON [109] � � × � × × � �
PEF for cloud data management [39] � � � � × � × �
PA-ACS ARBAC in private cloud [72] � × � � � × × �
Secure access mech. for cloud storage [39] � � × � � × × �
Towards secure Prov.-based AC in cloud [10] × � × � � � × �
AC of cloud service based on UCON [27] � × � � × � � �
AC as a service for public cloud storage [108] � × � � × � � �
Usage control in cloud systems [58] × � × � � � � �
Openpmf SCaaS: AaaS for cloud [56] � � × � � � � �
Secure data access in cloud computing [87] � � � × � × � �
A distributed AC for CC software [5] � � × � � × � �
RBAC-based AC for SaaS systems [59] � × � � � × � ×
Fine-grained ACS & accountability in CC [60] � × × × � × × �
Achieving secure & FGD-AC in CC [107] � × � × � × × ×
Cloud police: AC out of the network [78] × � × � × × � �
CF Configuration flexibility, EPA Ease of privilege assignment, HS Horizontal space, LP Least
priviledge, PC Policy conflict, PD Policy distribution, PR&R policy repository and retrieval, SoD
Separation of duties

the scope across different federated cloud environments. In the HRBAC model, the
roles are defined as the specialized categories of generic roles, and all the privileges
of the high-level roles are delegated to the derived roles. This process continues
throughout the hierarchy, thus making the process of privilege assignment easier.
The proposed system has a knowledge base module which is responsible for the
storage of access control policies, authorization statements and trust relationships;
therefore, it supports the local policy repository and retrieval. The system does
not specify any mechanism to resolve the policy conflicts between multiple users
and tenants in distributed cloud environments. The proposed multi-tenancy access
control is implemented at the API level having the simple configurations for wide
range of applications that require little modifications in defined hierarchies and roles,
therefore supporting high level of configuration flexibility.

3.6.20 Synopsis

The aforementioned cloud-based access control systems have been evaluated against
the NIST- defined assessment criterion and its summary is presented in Table 3.2,
highlighting their capabilities and limitations. We have analyzed various cloud-based
access control models on the basis of the NIST-defined security metrics. Our analysis
reveals that most of the access control models do not offer support to all the essential
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security features, hence forfeiting an effective access control system for the cloud.
None of the access control models heuristically covers all the essential features;
moreover, they lack compliance to international standards as well. There is a need
for an extensive and holistic access control system in the form of a framework to
cover these required features and provide an efficient and reliable access control
mechanism to cloud consumers. The cloud-based ACaaS is supposed to address the
management and security challenges highlighted in Sect. 3.5 such as the formation
of common policy format, translation of policies into deployment environments,
etc. However, our analysis shows that none of the analyzed system caters to these
imperious access management challenges completely, therefore requiring further
research and development in this area.

3.7 Industrial Survey and Opportunities

Nowadays, various organizations are focusing on providing the ACaaS which will
be based on the centralized policy decisions regardless of the location of individual
customers. In this regard, Ping Identity is providing on-demand authorization solu-
tions to its customers and supports portability and extensibility beyond the enterprise
boundaries [99, 100]. First, the SAML assertions are generated, which include some
additional attributes from the external identity management systems. These SAML
assertions are used for authorization decisions of different applications and its users.
One of the major services is PingFederate, which provides cloud identity connector
for authorizing different users to their accounts and their data and applications [101],
e.g. for Facebook, Twitter and LinkedIn, etc.

The SETECS is an information security company that implements and advertises
three main technologies and products, which include corporate security, secure mo-
bile transactions, and secure medical applications [90]. The core SETECS products
are based on strong cryptographic algorithms, compliant to all relevant standards
and certified by the NIST and US Government. The role-based authorization service
is provided by the SETECS, and it is compliant with the standards of the XACML
profiles. The authorization solution uses three major protocols for providing the core
functionalities, which mainly include PAP, PDP and PEP.

Trusted Integration is another well-known vendor that provides authorization
solutions. Their FedRAMP Security Authorization Solution offers standardized ap-
proach to security evaluation, authorization, and real-time monitoring for cloud
services and resources [104]. It intends to meet the diverse requirements of CSP.
FedRAMP’s ASs aim to reduce the cost and time required for the implementation
and execution of the cloud-based services while ensuring that the delivered services
implicate adequate information security protection [26]. Their authorization solution
applies to almost all the service deployment models, for instance, IaaS, PaaS and
SaaS with security controls responsibility that is shared between the organizations
and the CSP.

Dell-Quest’s Access Management System controls user and group access to cloud
services and resources throughout the Windows enterprise and network attached
storage (NAS) devices in order to meet the security and compliance requirements,
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control operational costs and optimize infrastructure performance [28]. It gives logi-
cal suggestions as to who should ‘own’which data resources, bringing accountability
and visibility from a single console into resources that are actively used. Its key bene-
fits include data intelligence, access insight, data control, compliance accountability
and access.

The Microsoft’s Identity and Access Solution allows its customers to control
access to organizational data and resources while offering a seamless end-user
authentication experience [69, 70]. It allows the management and federation of
identities across multiple organizations and CSPs to give employees appropriate
access to the resources they require. It ensures secure and always available remote
access capabilities of the resources that can be reached from anywhere but only to
the legitimate users with appropriate permissions.

The Axiomatics is another major vendor that offers solution for cloud-based ac-
cess control management. ABAC service from Axiomatics is based on XACML
3.0 and is specifically designed for federated cloud environments [9]. It defines a
hierarchical authorization structure that is capable of resolving and delegating the
complex access management tasks to the appropriate system entity. There are nu-
merous other solutions available in industry including Cloudera’s Sentry, which is an
open source, fine-grained access control for Apache Hive and Cloudera Impala [24],
IBM’s Software Value Plus (SVP) Authorization [98], Cloud access’s Access Man-
agement System [19, 55] and Amazon’s Identity and Access Management (IAM) [6].
The prominent features of these access control solutions are shown in Table 3.3.

All of these above discussed vendors facilitate the cloud consumers with access
control solutions; however, their products are not open source and cannot be pur-
chased. Cloud consumers are not able to obtain the required details and modify the ex-
isting solutions according to their requirements and preferences. Furthermore, these
third-party solutions are designed to provide access control for specific applications
and are not sufficient for a wide range of applications deployed at the SaaS, PaaS and
IaaS layer cloud services. Similarly, most of these solutions do not offer support to all
the essential access control features and the ones that offer support to all of them have
their own certain weakness. For instance, the ‘Ping Identity’s access control solution’
adheres separation of duty and least privilege features, whereas the ‘Axiomatics’s
ABAC model’ offers horizontal scope and ensures the ease of privilege assignment.
There is a need to propose more flexible and extensible access control solutions
which can holistically cover all the essential features of the access control models.

3.8 New Horizons—Open Issues and Directions of Work
in ACaaS

The ACaaS is a rather recent concept of offering ASs in cloud, which is steadily
gaining traction in the market. Ideally, ACSs should incorporate all the managerial
and technical aspects perfectly to provide the best possible solution. Even though the
research in this domain is moving towards the increasingly mature solutions, there
are still a large number of critical issues that have gone unattended.
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Table 3.3 Access control industrial solutions

Industrial solution Significant features

Ping Identity Cloud identity connector
SAML assertions for communication

SETECS Corporate security
Secure mobile transactions
Secure medical applications

Trusted Integration Real-time monitoring for cloud services and
resources

Security evaluation
Dell-Quest’s Access Management System Supports Windows enterprise and network

attached storage (NAS) devices
Accountability and visibility of resources
Data intelligence and control

Microsoft’s Identity and Access Solution Seamless end-user authentication experience
Axiomatics Support for federated cloud environments

Dynamic access rights delegation
Attribute-based access control with XACML

3.0
Cloudera’s Sentry Fine-grained access control

Multi-tenant administration
Regulatory compliance with HIPAA, SOX

and PCI
Cloud access’s Access Management System Single sign-on (SSO) between multiple

network applications
Provides self service capabilities

Amazon’s Identity and Access Management (IAM) Supports identity federation
Fine-grained access control to Amazon Web

Service resources

One glaring issue that needs to be addressed is the lack of a common policy format
that would alleviate the inherent interoperability issues in the cloud environment. To
this end, utilization of a standard policy creation language XACML is highly recom-
mended. The purpose of XACML, an OASIS standard, is to express the authorization
policies in XML together with the request/response operations [93].

Another important specification for providing an effective ACS for cloud is that
it should be a generic and comprehensive framework in the form of authorization
application that will allow secure authorization of resources for cloud-hosted ap-
plications. This would allow enterprises to focus on the functional requirements of
their business logic and not spend time and money figuring out the complexities of
creating a robust access control system. In this regard, an effective authorization
layer in the form of a plugin or an API should be implemented that could potentially
be used by different types of cloud applications (on the SaaS layer) for authorized
access to their resources (data).

Similarly, the extensibility of the ACS is also a rather challenging problem that
needs to be further explored. Cloud hosts a plethora of applications that have certain
business-specific parameters; therefore, any access control mechanism being layered
on top of such an application should factor these parameters and make policies
accordingly. This feature will provide autonomy to the users of the ACaaS to choose
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the desired model such as role-based or fine-grained access control according to their
own authorization requirements.

Typically, the ACaaS layer is implemented over the SaaS layer and the more
advanced solutions focus on this service model. Although the same rules apply
for ACaaS, PaaS and IaaS, there is a lot of room for improvement, providing the
service on top of those deployment models since they still provide the very basic
authorization mechanisms. For instance, adequate partitioning of policy domains
and secure delegated administration is required for PaaS. IaaS, on the other hand,
is less likely to be web based and so the access management service will have to
be customized accordingly. For this, access management will have to be on a per-
customer basis, so that the passwords and privileges given to one customer do not
enable them to access other customer environments [9].

Other issues include privacy of DOs and compliance of the access control sys-
tem with country- and organization-specific privacy laws; extensibility to formulate
policies and rules for each level of user, support for delegation rights in cross-cloud
domain, dynamic specification of entities involved in data sharing, etc.

3.9 Conclusion

Cloud technology has garnered a great amount of research interest due to its various
benefits and promising potential. Because of economical nature of its services, it
has gained popularity in enterprises as well. However, in spite of the fact that cloud
technology affords attractive service packages for the business world, its adoption
is still rather slow, mainly due to the security and privacy concerns that exist in the
domain.

Consumers need to be assured that the confidentiality and integrity of their data
in cloud is maintained and that only those authorized can access them. Ongoing
research in the area so far has resulted in many proposals that cater to a few select
issues, but until the advent of SECaaS, there were no mature solutions that provided
comprehensive data security in the cloud. Even so, focus on providing robust ACaaS
for cloud is required.

The cloud community is quickly learning the importance of a holistic ACaaS,
which is the reason why the last few years have seen an increased number of solutions.
However, there are numerous challenges associated with providing such a service that
mainly include coming up with a standard policy format and translating said policies
for different deployment environments among administrative issues, and technical
concerns like unauthorized access to administrator interfaces or data tampering. An
adequate access control mechanism for cloud would be one that overcomes both
technical and administrative challenges, and is extensible and reliable, allowing
complete control over who gets to access what resources hosted on cloud.

In this chapter, we have performed an in-depth analysis of the various state-of-
the-art access control models and highlighted their issues. In addition to this, we have
emphasized the impact and various challenges in providing a comprehensive ACaaS
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solution to the CSCs, as reported in the literature. After conducting a thorough study
on access control mechanisms in cloud and the related work that exists within the
domain, we come to the conclusion that extant access control solutions for cloud are
not generic and do not cover all the required features holistically. Therefore, there is
a need for a meticulous research in order to develop and design an effective ACaaS
for cloud environment that allows CSCs and CSPs to securely manage access to their
resources.
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Chapter 4
Realization of Open Cloud Computing
Standards, Forums and Platforms

G M Siddesh and K G Srinivasa

Abstract With the increased popularity of cloud computing, there is an increase in
demand for resources among the heterogeneous workload types in the cloud envi-
ronment. However, major concerns in this domain refer to the issues like scalability,
security, trust, interoperability, loss of control and the problem of vendor lock-in.
The hype of this emerging technology has resulted in a huge number of standards
and frameworks in this domain. In this context, open standards present the solution
to manage the cloud environment by integrating openness in the standards so that
everyone benefits by reducing the time to switch among the service providers. In this
regard, there is a great need for an open cloud in the present information technology
(IT) domain that needs to manage thousands of resources with applications, which
are distributed in nature to handle the issues in the cloud. Open cloud guarantees
the users to select the best technologies now and in the future. There is a great need
among users and developers for standardizing the cloud frameworks, which lead to
the evolution of different open cloud forums. These forums have the responsibility
to define and design standards for various services in the cloud so that openness and
interoperability can be achieved. Open cloud forums do not aim towards achiev-
ing a single homogeneous cloud environment, but as the cloud matures several key
principles of cloud must be followed to ensure openness. Open cloud forums are
community driven and ensure universal acceptance of open standard formats and in-
terfaces. This chapter presents the understanding of open clouds and their underlying
principle, provides an introduction to open cloud standards and their benefits, and
discusses the understanding of open cloud forums, their goals and contributions. The
chapter also presents a discussion of some well-known open-source cloud platforms,
in particular OpenStack, Nimbus, Open Nebula and Eucalyptus.
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4.1 What is Open Cloud?

With cloud computing gaining popularity, there is an increased demand for com-
moditization of typical computing resources which are available as a service. Cloud
computing is leading to an exemplar shift in the way the research and business do-
mains have started outsourcing their information technology (IT) and computational
needs to data centres rather than maintaining their own infrastructure. The main idea
is to offer elastic access to dynamically provision IT resources on a pay-on-use basis
to service users. Cloud users are able to access the services of cloud from anywhere
in the world on demand Hence, cloud computing can be classified as a new paradigm
for the dynamic provisioning of computing services supported by state-of-the-art
data centres containing ensembles of networked virtual machines (VMs). The loss
of control and risk involved in this model is a major concern among the IT domain.
The open clouds embrace cloud computing as an opportunity to open up siloed IT
departments and engage the business units to help drive their success. There is a
great need for an open cloud in the current market to have a secured and reliable
cloud environment. Open clouds need to support the current IT domain to continue
their work similar to GNU and Linux forums. Open clouds matter because there is
a need for the cloud to be bigger than the proprietary companies so that the users
and organizations have as much control over their computing destiny at scale as they
have on their stand-alone servers by avoiding the problem of vendor lock-in [1, 2].

In the upcoming years, there will be a great deal of research in the public clouds
to manage the issues of scalability, security, trust, service offerings, interoperability,
loss of control and the problem of vendor lock-in. The open cloud architecture makes
it possible to take advantage of these researches without interrupting the current
business. Further, it simplifies to utilize these options at the proper time and for the
suitable applications. The closed cloud architectures limit the choices to a small set
of providers and provide the vendor control of the user infrastructure [3, 4]. The key
principles of open cloud solution are as follows [1, 2]:

• Openness. Allows building and managing a heterogeneous hybrid cloud infras-
tructure. Openness spans to open access to rich information, open economical
model and different service providers.

• Choice of deployment. Provides a choice to the end users to select the deployment
platform and service providers, and this resolves the problem of vendor lock-in.

• Portability. Allows creating cloud-ready solutions that can be easily deployed
among multiple cloud service providers. Further supports easy switching between
providers without disrupting the service.

• Standards based. Defines a standardized interface for cloud environments while
enabling service providers to differentiate their service offerings at the same time.
Open cloud standards drive the new level of interoperability across clouds.

• Application programming interface (API). Offers flexible open APIs with high
degree of extensibility, so that services can be accessible at the inter-cloud level.
Standardizing the APIs solves the problem of integration and interoperability.

• Integration. Allows building a global cloud of clouds—inter-clouds—
interconnected by open standard interfaces. Services can be integrated among
the multiple service providers achieving a true hybrid cloud environment.



4 Realization of Open Cloud Computing Standards, Forums and Platforms 105

Fig. 4.1 Potential risks in the
adoption of clouds [6]

• Extensible. New application classes and service classes may require new features;
it allows extending while retaining useful features.

• Commodity based. Must leverage extensive catalogue of open-source software
offerings.

This chapter presents the understanding of open clouds and their underlying prin-
ciples, provides an introduction to open cloud standards and their benefits, and
discusses the understanding of open cloud forums, their goals and contributions. The
chapter also presents a discussion of some well-known open-source cloud platforms,
in particular OpenStack, Nimbus, Open Nebula and Eucalyptus.

4.2 Open Cloud Standards

Cloud computing is the latest trend which is grabbing the attention of IT domain,
there is a paradigm shift in the usability of cloud because of its cost-effective model.
As noted in Fig. 4.1, there are some major concerns among the consumers of potential
risks involved in the adoption of clouds. These potential risks demand defining of
standard management and service policies that are initiating towards the development
of open standards in clouds [5].

4.2.1 Benefits

Adoption of open cloud standards leads to the following advantages [7–9]:
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• Open cloud standards restructure the cloud computing. Open cloud stan-
dards have redesigned the design and management issues in cloud computing by
achieving higher efficiency with maximum return on investment (ROI). Vendors
associated with these standards concern customers interoperability, portability
and other issues.

• Open cloud standards improved the IT domain effectively. The success be-
hind the cloud is its cost-effectiveness. The adoption of open standards in cloud
computing has led to a remarkable improvement in the IT deployment and
management

• Open cloud standards drive the longevity of the vendor. Adoption of open
cloud standards guarantees that the cloud vendors gain trust and reputation among
the customers. Further, fear of vendor lock-in, integration, interoperability issues
among the cloud consumers will be resolved, leading to the longevity of the
vendor.

• Simplified and self-manageability. Open cloud standards provide simple, self-
service access to complex applications. It provides the business with access to a
more agile IT infrastructure and ensures applications and data are portable across
the clouds.

4.3 Open Cloud Forums

Open forums help to build an open cloud by delivering the cloud standards: it not only
brings openness in building hybrid clouds but also helps achieve coalition among
the different communities and business models in cloud domain. Open cloud forums
aim to provide the solution for vendor lock-in problems among the cloud users.
Further, open cloud forums strongly focuses on portability, interoperability, integra-
tion, efficiency, agility, extensibility and cost benefits of cloud to IT infrastructures’
applications [7].

Open cloud forums involve community consensus and advocate for universal
acceptance of open standard formats and interfaces. These forums provide open
framework which aims to support user autonomy and success of service providers’
business. Interfaces and frameworks delivered by open cloud forums are suitable to
support three service models of cloud computing: infrastructure as service (IaaS),
platform as service (PaaS) and software as service (SaaS). Open cloud forums in turn
help to build proficient cloud usage model and challenges.

4.3.1 Goals

Following are the key goals of open cloud forums [7]:

• Define and manage principles of open cloud with the consent of open community.
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• Convince service providers and cloud community to follow the open cloud
principles.

• Promote the cloud service providers to contribute in development of open cloud
products and services.

• Educate the cloud community about open cloud products and services that comply
with open standards.

• Support to integrate the advantages of different benefits of cloud services in the
construction of a hybrid cloud.

• Offer simple solutions in the process of migration, by allowing enterprises to
leverage existing infrastructure that is already in place.

• Prevent a vendor to take over the economical model of a costumer.
• Allow IT to offer all of the agility and benefits of cloud, preserving the control on

the workloads.

4.3.2 Open Cloud Forums and their Contributions

The success of open cloud forums has driven the open standards to achieve efficiency
in the usage and operations of clouds in the IT domain. Some of the key open cloud
forums and their contribution towards standardization of cloud components are [10]:

• Open cloud computing interface (OCCI). OCCI consists of a set of open
community-led specifications delivered through the open grid forum. OCCI is
a protocol and API for different cloud management jobs. OCCI was originally
initiated to create a remote management of API for IaaS model-based services,
allowing the development of interoperable tools for common tasks including de-
ployment, autonomic scaling and monitoring. It has since evolved into a flexible
API with a strong focus on integration, portability, interoperability and innova-
tion while still offering a high degree of extensibility. The current release of the
OCCI is suitable to serve many other models in addition to IaaS, including, e.g.
PaaS and SaaS. The OCCI has found wide acceptance among many of the cloud
projects like OpenStack, OpenNebulla, FiWare project, Reservoir: an European
Union FP7 project, Big Grid project: an Dutch e- science grid project, R2AD,
PyOCNI, etc. [11, 12]

• Cloud standards customers council (CSCC). The CSCC is an end user support
group committed to increase the cloud’s successful adoption, by handling issues of
standardization, security and interoperability in the clouds. The CSCC provides
the cloud users with the opportunity to drive client requirements into standard
development organizations and deliver materials such as best practices and use
cases to assist other enterprises. The CSCC has been followed by IBM, Kaavo,
CA Technologies, Rackspace and Software AG [13].

• Open cloud initiative (OCI). OCI is a non-profit organization established to
advocate open standards in cloud computing. It is inspired by the open-source
initiative (OSI) and aims to find a balance between protecting important user
freedoms and enabling providers to build successful businesses. OCI focused on
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interoperability, avoiding barriers to entry or exit, ensuring technological neutral-
ity and forbidding discrimination. They define the specific requirements for open
standards and mandate their use for formats and interface [14].

• Distributed management task force (DMTF). The DMTF is an industry forum
that develops, manages and promotes standards for system management in the
IT domain. It enables system management interoperability among different ser-
vices in the IT environment. The DMTF’s Cloud Management Working Group
(CMWG) aims at developing interoperable cloud infrastructure management
standards and promoting adoption of those standards in the industry [15].

• Open cloud consortium (OCC). The OCC aims at developing standards and
frameworks for interoperating between clouds. The OCC focuses on large data
clouds. It has developed the MalStone Benchmark for large data clouds and is
working on a reference model for large data clouds [16].

• Open cloud standards incubator. The DMTF’s open cloud standards incubator
focused on standardizing interactions between cloud environments by developing
cloud management use cases, architectures and interactions. Currently this group
is managed by the CMWG [17].

• CMWG. The CMWG is responsible for the development of specifications that
deliver architectural semantics and implementation details to attain interoper-
ability among the cloud service providers and consumers. The CMWG has
proposed a resource model that captures the key artefacts identified in the use
cases and interactions for managing clouds document produced by the open cloud
incubator [18].

• Open data Centre alliance (ODC-A). The ODC-A helps in building expertise
in cloud usage models and challenges. The ODC-A supports all the three service
models of clouds: IaaS, PaaS and SaaS. The use cases of ODC-A include security,
quality of service (QoS), storage in clouds [17].

• Open management group (OMG). The OMG focuses on modelling, deploy-
ment of applications and services on clouds for portability, interoperability and
reuse. The OMG supports all the three service models of clouds, that is, IaaS,
PaaS and SaaS. The use cases of OMG include provisioning, metering, billing,
development associations and platforms [18].

• Open grid forum (OGF). The OGF is a standard development organization work-
ing in the areas of grid, cloud and related forms of advanced distributed computing.
The OGF community pursues these topics through an open process for develop-
ment, creation and promotion of relevant specifications and use cases. The use
cases of OGF include provisioning, metering and billing in IaaS service model of
the cloud [19].

4.4 Open-Source Cloud Platforms

Some of the major open-source cloud platforms like OpenStack, Nimbus, Open
Nebula and Eucalyptus will be discussed in the next session.
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Fig. 4.2 Architecture of OpenStack [21]

4.4.1 OpenStack

OpenStack is an open-source technology to build private and public clouds. It was
originated at NASA with Rackspace dedicated to massive infrastructure. OpenStack
project is licensed under Apache 2.0; it aims at providing a dedicated environment
to build a cloud hosting architecture, massive scalability, flexibility, openness by
overcoming the problem of vendor lock-in. The success of OpenStack is because
of its openness, and it consists of open-source components to deliver public and
private cloud service. Being open it supports a validation process for the adoption
and development of new standards. OpenStack supports scalability, where a massive
scalability of up to 1 million physical machines, 60 millionVMs and billions of stored
objects can be achieved. OpenStack project is a compatible and flexible solution for
implementing different drivers by supporting various hypervisors like XEN, KVM,
Hyper-V, ESX, etc. [20].

Features Following are the features of openstack [21]:

• Leverage resource pools on demand
• Focus on high-performance computing (HPC) deployment
• Provide dashboard to allow cloud administrators to create and manage projects
• Simultaneously launch and manage multiple resource instances
• Launch and customize instances in the OpenStack dashboard within the limits the

user’s administrators have set

Architecture Figure 4.2 shows the architecture of OpenStack. The components
of OpenStack include compute (Nova) : This component offers computing power
through VMs on demand. This is similar to the Amazon’s EC2 service, further it pro-
vides volume services similar to the elastic block services (EBS). Compute defines
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drivers that interact with underlying virtualization mechanisms. Further it supports
the role-based access control, network management and IP allocation and administra-
tive API extensions. Object storage (Swift) : It stores objects in a massively scalable
large-capacity system with built-in redundancy and failover; additionally, it allows
storing or retrieving files. Object storage consists of containers, which is the storage
compartment for data, similar to directories, and objects, which is a basic storage
entity. Some of the use cases of object storage includes backing up or archiving
data, serving graphics or videos, storing secondary or tertiary static data, developing
new applications with data storage integration, storing data when predicting storage
capacity is difficult, creating the elasticity and flexibility of cloud-based storage for
your web applications. Image service (Glance) : This service of OpenStack supports
discovering, registering, and retrieving the VM images. It allows the users to query
the VM image metadata and retrieve the actual image through HTTP requests. The
VM images are made available through OpenStack. Image service can be stored in a
variety of locations from simple file systems to object-storage systems. Dashboard
horizon: It is a modular web-based user interface for all the OpenStack services.
Identity keystone : It provides authentication and authorization for all the OpenStack
services [22, 23].

4.4.2 Nimbus

Nimbus is an open-source toolkit which is a cloud IaaS via Amazon’s Elastic
Computing Cloud (EC2) and Web Service Description Language (WSDL) web ser-
vice APIs. Nimbus was designed with the goal of turning clusters into clouds mainly
to be used in scientific applications; it is a science cloud solution. Nimbus provides
a special web interface known as the Nimbus Web. It is under the affiliation of the
GLOBUS project, it uses the features of GLOBUS like GRID FTP and Cumulus for
image repository, GLOBUS credentials for authentication. Nimbus is highly flexi-
ble and customizable in handling different sized virtual networks and creating VMs
based on the user requirements. It poses restriction on the scalability by limiting the
number and size of the VMs created [24, 25].

Features Following are the features of Nimbus [26]:

• It is an open-source IaaS
• Storage cloud service
• Remote deployment and life cycle management of VMs
• Compatibility with Amazon EC2 and S3
• Support for X.509 credentials
• Easy to use cloud client
• Fast data propagation
• Per user quota allocation
• Easy user management
• Contextualization
• VM network configuration
• Local resource management plug-in
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Architecture Figure 4.3 shows the architecture of the Nimbus platform, that is, tools
that deliver the power and versatility of infrastructure clouds. The infrastructure of
Nimbus is an open-source EC2/S3-compatible IaaS targeting features that interest
the scientific communities, like support for proxy credentials, batch schedulers, best-
effort allocations and others. Nimbus is a set of open-source tools which includes
cloud client: It is a command line-based tool. Cloud client provides users up and run-
ning instances and clusters in minutes even from laptops. Nimbus interfaces: Nimbus
provides the interfaces of elastic computing cloud (EC2) and web service resource
framework (WSRF). Nimbus IaaS Service: It is a workspace manager, which is a
stand-alone site VM manager which distributes the VM images. Cumulus: It works
as an independent storage service, which is a repository of the VM image. Cumulus
is an open source for simple storage service (S3) REpresentational State Transfer
(REST) API. Workspace resource manager: It is an open-source resource manager
for multiple differentVMMs. The workspace resource manager implements dynamic
leases. Workspace pilot: This component achieves virtualization, without disrupting
the current cluster it integrates with the local resource managers and it is a best effort
service. Virtual machine manager (VMM) : It is a stand-alone component responsible
for handling the VM control, image management and reconstruction and contextu-
alization information management. The VMM communicates with the workspace
using Secure Shell (SSH). Further, the VMM handles the network-related settings
forVMs in assigning media access control (MAC) addresses and IP addresses, DHCP
delivery tool, building up a trusted networking layer. Context broker: Allows clients
to coordinate large virtual cluster for launching, controlling, and monitoring cloud
applications. It works with different cloud service providers. Context agent: It is a
lightweight agent on each VM which securely communicates with the context broker
using a secret key [26].
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4.4.3 Open Nebula

Open Nebula is an open-source initiative towards designing, managing and promot-
ing standards in cloud computing. It aims to achieve innovation in providing open,
flexible, extensible, and complete management layer for the operation of virtualized
data centres and enterprise-class cloud data centre management. It is designed to
build on private/public/hybrid environment to provide open IaaS. Open Nebula is
flexible enough in supporting heterogeneous configurations of storage, network and
hypervisors. It supports open cloud forum interfaces such as OGF OCCI service in-
terface, REST based interface, Amazon Web Service (AWS) EC2 API. Open Nebula
handles the issue of security by providing authentication based on the lightweight
directory acess protocol (LDAP), SSH and X.509 certificates [27].

Features Following are the features of Open Nebula [28]:

• Provides AWS-based EC2, EBS, OGF OCCI interfaces
• Supports automatic installation and configuration
• Fine-grained accounting and monitoring
• Easy integration with any billing system
• Powerful and flexible scheduler for the definition of workload and resource-aware

allocation policies
• It is an high availability architecture and provides cost-effective failover solutions
• Fully platform independent
• Dynamic creation of virtual data centres
• Modular and extensible architecture
• Customizable plug-ins for integration with any third-party data centre service
• API for integration with higher-level tools such as billing, self-service portals
• Fully open-source software released under Apache license

Architecture Figure 4.4 demonstrates the architecture of Open Nebula. Open Nebula
architecture is divided into three layers: Tools: This layer contains the management
tools such as Command Line Interface (CLI), Scheduler, the Cloud RESTful inter-
faces, and third-party tools created using the XML-RPC interface or the new Open
Nebula Cloud API. Core: The Open Nebula core controls and monitors the VMs,
virtual networks, storage and hosts. Open Nebula core components are request man-
ager, VMM, transfer manager, virtual network manager, host manager and database.
Drivers: plug-in different virtualization, storage and monitoring technologies and
cloud services into the core [28, 29].

4.4.4 Eucalyptus

Elastic Utility Computing Architecture Linking Your Programs To Useful System
is an open-source software framework for cloud computing that implements IaaS
in a private/hybrid environment. Eucalyptus efficiently enhances the private and
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hybrid clouds within an enterprise’s existing IT infrastructure. The eucalyptus IaaS
platform is fully compatible with AWS API (Amazon EC2) [25]. It is a simple,
flexible and hierarchal modular architecture. Eucalyptus supports Xen hypervisor.
It is a Linux-based solution with the support of limited scalability when compared
to massively scalable solutions. Eucalyptus implements a distributed storage system
called walrus which is similar to Amazon s3 storage solution. Eucalyptus is not
completely open, some modules are closed in nature. It may be called as an open
solution for commercial EC2 cloud [30–32].

Features Following are the features of Eucalyptus [33]:

• It is compatible with AWS API
• It supports for Linux and Windows VMs
• It supports multiple cluster as a single cloud
• It has configurable scheduling policies and service-level agreements (SLAs)
• It provides web user interface (UI) and command-line tools for cloud administra-

tion and configuration
• It is a massively scalable architecture
• Its installation is available from binary packages for Centos, openSUSE, Debian,

and Fedora. Also available on Ubuntu as Ubuntu Enterprise Cloud (UEC).

Architecture Figure 4.5 shows the architecture of Eucalyptus. A Eucalyptus cloud
setup consists of five types of components. Cloud controller and Walrus : The cloud
controller (CLC) and walrus are the top-level components, with one of each in a cloud
installation. The cloud controller is a Java program that offers the EC2-compatible
SOAP and Query interfaces as well as a web interface to the outside world. In
addition to handling incoming requests, the cloud controller performs high-level
resource scheduling and system accounting. Walrus, also written in Java, implements
bucket-based storage, which is available outside and inside a cloud through the S3-
compatible SOAP and REST interfaces. The top-level components can aggregate
resources from multiple clusters. Each cluster needs a cluster controller (CC) for the
cluster-level scheduling and network control and a storage controller (SC) for the
EBS- style block-based storage. The two cluster-level components would typically be
deployed on the head node of a cluster. Every node with a hypervisor will need a node
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Fig. 4.5 Architecture of
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controller (NC) for controlling the hypervisor. Both CC and NC are written in C and
deployed as web services inside Apache: the SC is written in Java. Communication
among these components takes place over SOAP with the WS security [34, 35].

4.4.5 Comparison of Open-Source Cloud Platforms

Table 4.1 discusses a brief comparison of different open-source cloud platforms.

4.5 Conclusion

Cloud computing is a hot topic in the current trend among the IT domain, which makes
the IT firms to move from the traditional IT cost model to cloud computing model.
Cloud computing is attracting people because of its economical model, wherein
people rather than investing on static IT costs are investing only on cloud operational
costs which is cost effective. Cloud consumers will get on-demand computational
capacity and pay for whatever they have used. Cloud is a pay-as-you-go model.

In spite of these advantages, the cloud computing is facing a major step back be-
cause of its inherent characteristics like loss of control, security risks, vendor lock-in.
Openclouds in cloud computing provide cloud consumers the control of their future,
their technology roadmap. It helps users to integrate with other communities and
service providers to take up innovation in their areas. Open cloud tries to involve in
the success of cloud computing by solving the inherent characteristics of the cloud
mentioned earlier. The open forums help to build an open cloud by delivering open
cloud standards. These open standards, interfaces and principles are globally accept-
able. Open standards provide a common framework in achieving easy portability,
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Table 4.1 Comparison of open-source cloud platforms [36–40]

Features OpenStack Nimbus Open Nebula Eucalyptus

Philosophy Unified
authentication
system,
virtualization
portability

Nimbus context
broker,
scientific
clouds

VM migration
support, highly
customizable
cloud

User management
web interface,
mimic Amazon
EC2

Cloud service
model

IaaS IaaS IaaS IaaS

Cloud
deployment
model

Public and hybrid Public Private, public
and hybrid

Private and hybrid

Hypervisors KVM, Xen,
Hyper-V, LXC

Xen and KVM KVM, XEN and
VMWare

Xen, KVM and
VMware

Interfaces EC2, S3, OCCI,
REST interface

EC2, S3, REST,
interface

Native
XML/RPC,
EC2, S3,
OCCI, REST
Interface

EC2, S3, OCCI,
REST interface

Code base Python Python, Java C, C + +, Ruby,
Java, Shell
Scripts, yacc,
Lex

Java, C

OS Linux Linux Linux Linux, Windows
VMs

Networking Flat, VLAN,
Open vSwitch

IP is assigned
using DHCP

Support Open
vSwitch,
Ebtable and
802.1Q

Managed,
managed-
novLAN,
system and
static

Storage (disk
image)

Swift, nova, Unix
file system

GridFTP, cumulus Unix file system Walrus

Security Authentication
using X.509
credentials,
LDAP

Authentication
using X.509
credentials

Authentication
using X.509
credential, ssh
rsa keypair,
password,
LDAP

Authentication
using X.509
credentials

License OpenSource—
Apache2.0

OpenSource—
Apache2.0

OpenSource—
Apache2.0

OpenSource and
commercial

providing full user control on their resources, avoiding vendor lock-in and handling
the issues of security. To struggle with some proprietary standards, interfaces and
principles of cloud, there is an open-source movement in cloud computing. This
growing movement has led to many open-source cloud platforms like OpenStack,
Open Nebula, Nimbus, Eucalyptus, etc.

Some of the goals, principles, contributions of open clouds, open forums, open
standards are discussed in this chapter. Further, this chapter discusses the features and
architectures of some major open-source cloud platforms. Over the past many years,
it is proved that the IT solutions are strengthened when built over open architectural
foundations. In this regard, the growth of cloud computing will have a positive impact
with the introduction of open standards and open clouds.
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Chapter 5
Role of Broker in InterCloud Environment

Saswati Mukherjee and Shyamala Loganathan

Abstract Cloud computing represents a great promise of quickly delivering the
more efficient information technology (IT) systems to companies and enterprises,
encouraging small- and medium-sized companies to make use of more intensive
and widespread technology and, therefore, stimulating a strong recovery on a new
basis of the information and communications technology (ICT) market. Two major
challenges in cloud computing are scalability and consistent achievement of qual-
ity of service (QoS) standards set by the consumers. Various cloud resources can
be acquired from the cloud service providers (CSPs) at different abstraction levels
based on the services provided by the CSPs and requirements of the users. A uniform
solution of delivering the promised services with proper performance metrics is to
implement a federated environment with the help of an agent or a broker. This chap-
ter presents the vision, the challenges, and the architectural elements of brokerage
services of a federated cloud computing environment. It provides a basic overview
and expectations and sets the background for the rest of the chapters in this book.

Keywords Cloud computing · Federation · Inter-cloud · Multi cloud · Broker ·
Brokerage services · CBS · Scheduling · QoS

5.1 Introduction

Cloud computing has evolved as a new paradigm that fulfils the dream of utility
service in computing. It offers the promise of quickly delivering more efficient infor-
mation technology (IT) solutions to companies and enterprises, encouraging small-
and medium-sized companies to exploit the computational resources offered by a
third party. Utilizing the pay-as-you-go model, the cloud stimulates a strong re-
covery on a new basis of the information and communications technology (ICT)
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market. The main aim of the evolution of cloud computing is perhaps to deliver
services providing dynamically scalable virtualized resources to the users. Cloud
computing exploits the technologies of virtualization and web services to provide an
environment where the customers can enjoy complete on-demand provisioning and
elasticity [1].

A major challenge faced by a cloud service consumer is the increasing complexity
offered by various cloud providers. Cloud resources can be acquired from the cloud
service providers (CSPs) in different abstraction levels based on various factors. In
this business model, the major concern of a service consumer is to select the CSPs
who offer services that best fit the user’s needs. This poses as a major problem since
the functionality and usability of the exposed cloud services would differ based on
the type of cloud providers and platforms. Further variation depending on the issues
such as the methods for packaging and managing images, heterogeneity of resources
and technologies used by the CSPs, use of providers’ own metrics or properties,
etc., would bring in added complexity. The types of instances offered, the level of
customization allowed for these instances, the price and charging time periods for
different types of instances, whether the pricing models are on demand, reserved or
spot prices, etc., would impose more variations. In the absence of standardization,
the choice becomes harder since different CSPs offer their proprietary services using
the interfaces they find suitable. For example, consider the cases of Amazon and
Rackspace, two giants in the cloud space. The central processing unit (CPU) capa-
bilities are expressed by Amazon in terms of the number of cores and computation
units. Rackspace, on the other hand, defines CPU capabilities in terms of physical
host machine. Therefore, the task to choose the suitable service from a plethora of
services available, each perhaps expressed in a different way, is far from trivial.
After choosing a CSP based on any premise or even arbitrarily, a serious hurdle for
a consumer is to decide an appropriate offering of the chosen CSP for its current
requirement. Gartner has predicted that the complexity of combined cloud services
is far too heavy a burden for an individual consumer [2].

On the other hand, the prime most concern of the CSPs in a cloud environment is
to be able to satisfy the users’ needs. Two major problems for the CSPs are the re-
quirement of scalability and conformance to the negotiated service-Level agreement
(SLA) based on the quality of service (QoS) targets. These are particularly challeng-
ing since a cloud scenario works under changing workload and dynamic resource
requirements. To be able to face the challenges, a computing environment has to
be created that would enable the expansion of capabilities such as virtual machines
(VMs), files, databases, services, storage, etc. Only then a cloud provider will be
equipped to handle sudden spikes in service demands.

The aspect of user satisfaction is tied partially to the ability of a CSP to provide
a service locally for a user or at least from a geographically nearby location. Since
a client request can come from any location, it is virtually impossible for any single
cloud provider to deal with the requirement of having established data centres in
multiple locations to meet the users’ demands locally. This inability may lead to the
service providers not being able to provide adequate responsiveness and usability
to consumers distributed worldwide, thereby causing serious problems especially
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during a sudden high demand of workload. In a cloud environment such spikes are
not only expected but also a way of life. The failure to meet these spikes of demands
is fraught with problems of having inconvenienced consumers who are left without
essential yet paid for resources. To meet these requirements, the CSPs need to adopt
a mechanism that allows them to dynamically expand or shrink their provisioning
capability on demand.

From the above-mentioned discussion, one can conclude that whether it is an
individual consumer trying to make a right decision amongst many offerings or it is
a cloud provider trying to expand its footprint, both need assistance beyond what is
currently available.

An elegant and easy solution to all the problems mentioned can be achieved by
making a pool of services in the form of a cloud federation. Leasing available ser-
vices from the other cloud providers, when required would ensure that every CSP
can, provide better support for specific consumers’ local needs. On the other hand,
finding similar services together in a federated environment would make the job of
comparing various factors and making the right choice easier for a cloud consumer.
However, this necessitates building mechanisms for seamless federation of data cen-
tres of various cloud providers supporting dynamic scaling of applications across
multiple domains by interconnecting the CSPs for the purpose of providing a plat-
form for quick comparisons, diverting traffic, managing loads and accommodating
spikes on demand. This chapter strives to look into the various issues in building a
cloud federation.

The organization of this chapter is as follows. We will first look at what is the
motivation behind cloud federation and brokering, discussing the types of cloud
federation and benefits thereof. Next, a quick look at the basic cloud architecture
proposed by the National Institute of Standards and Technology (NIST), wherein
an overview of cloud broker (CB) or agent and the types of brokers are discussed.
The chapter further proceeds to see how a federation of cloud can be achieved using
broker. Since cloud essentially has a layered architecture with abstractions in the
higher layers, broker in different layers are discussed next. Brokers can be of vari-
ous types and the next section discusses the taxonomy of brokerage in cloud. Two
important aspects that a broker or an agent must be aware of are how to schedule
different consumer requests and how to handle SLAs. The chapter discusses these
aspects from the perspective of brokering finally drawing up the architecture of a
generic cloud.

5.2 Motivation

A cloud federation offers direct benefits to every participating entity, be it a CSP, both
as provider and as consumer who can be an individual consumer user or a consumer
enterprise. For an individual consumer and enterprise, the federation provides the
platform that consists of services and/or computing facilities from different CSPs.
The federation may further extend its services to be integrated and composed based
on the requirements of the consumer. For a consumer CSP, the federation creates an
environment to extend the business footprints to all possible geographical locations,
thereby expanding business and obtaining customer satisfaction. On the other hand,
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the providers in the federation are those that have available and idle resources at the
time of offering the service in the federation. Thus, for a CSP provider, idle and
underutilized resources earn at lean period. In fact, the usage pattern of a typical data
centre shows that there is an equal divide between the peak time and lean time. While
during the peak time, it needs a large amount of resources; but during the lean time,
a major part of these resources are underutilized. Hence, federation is a profitable
way of ensuring that every data centres have their resources utilized at all times.

Although there are multiple choices of how to achieve interoperable cloud feder-
ation, one of the most important options of implementing the federation of multiple
clouds is perhaps through CBs or agents that serve, at the very basic level, as inter-
mediaries between the CSP consumers and providers. In the federated scenario,
a broker is an entity that has responsibilities such as provisioning and manag-
ing resources across various cloud platforms and automatically deploying various
application components utilizing the resources assigned.

These cloud middlemen will also help individual consumers to make the right
choice in selecting the right platform, deploy apps across multiple clouds, and even
provide cloud arbitrage services that allow end users to shift between platforms to
capture the best options from amongst all the available options for an individual. As
Gartner predicts, cloud services are to be adopted by individual consumers such that
the cloud service brokerages will develop the ability to govern the use, performance
and delivery of the integrated cloud providers. According to Daryl Plummer, manag-
ing Vice President and Chief Gartner Fellow: “Unfortunately, using services created
by others and ensuring that they’ll work—not only separately, but also together—are
complicated tasks, rife with data integration issues, integrity problems and the need
for relationship management. Hence the role of brokers to add value to services and
to deliver on top of old services” [2]. Figure 5.1 shows the basic structure of a CB.

Whether it is the requirements of the CSP or the consumers or whether it is the
current and future requirements, cloud brokering is the need of the day and it is
virtually impossible to overlook brokers in the cloud, given the complexity of the
cloud ecosystem today.

5.2.1 How Many Clouds?

Since the current cloud ecosystem is complex, added to the future promise of an
exponential increase of such complexity, it is not only expected but also required that
the cloud providers of the next generation equip themselves with certain capabilities
to be able to meet the requirements and demands of the complex usage of the cloud
services [3]. These include:

• A mechanism of dynamically growing or shrinking resources on demand as sudden
spikes in demands rise and disappear.

• The ability to participate in the market-driven resource provisioning system,
maximizing resource utilization while still surviving in the business, satisfying
negotiated SLAs with the customers. These SLAs are negotiated and finalized
based on the factors such as availability, competitive market prices, etc.
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Fig. 5.1 Structure of a cloud broker

• The capability to provide authentication and security when such providers are
dealing with multiple consumers and other client CSPs.

• A method to adhere to strict QoS standards while delivering on-demand, reliable
and cost-effective services exploiting technologies such as virtualization and web
services.

• The ability to provide effective post-deployment support to consumer enterprises
and customers ensuring that they obtain maximum value for their investments.

Any CSP, be it the software as a service (SaaS), platform as a service (PaaS) or
infrastructure as a service (IaaS) provider, has to necessarily ensure conformance
to QoS parameters as part of their fundamental promise to the customer while fac-
ing infrastructure constraints, budget constraints as well as scalability constraints.
Therefore, when a CSP, especially the small and medium providers whose resources
are limited and hence either due to a sudden spike or due to a lack of a certain type
of resource in some location, is unable to fulfil the demand of a consumer, it would
willingly participate and exploit any relationship with other providers leasing addi-
tional resources from other clouds (mixing multiple public and private clouds) as
well as renting out its own idle or underutilized resources. This automatically helps
the provider to better support its specific user needs without trying to acquire new
resource every time such needs arise.

As enterprises struggle to sort out the array of cloud computing requirements,
options and services, analysts see a growing opportunity for some form of cloud
federation. Various researchers have used different terms to specify different flavours
of the basic concept of federated cloud [4]. This section looks at three such terms:
cloud federation, multi-cloud and inter-cloud.
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When a group of cloud providers establish a voluntarily interconnected rela-
tionship by sharing resources amongst themselves for the purpose of collaborative
resource utilization, it is termed as cloud federation. On the other hand, multi-cloud
is a scenario where a client uses various services offered by multiple, independent
clouds for fulfilling its requirement of cloud service. In multi-cloud, there is no
voluntary interconnection between the various providers. Clients or their represen-
tatives have to manage various related tasks such as interoperability, scheduling and
composition of resources on their own [5]. A point to note is that in both cases an
assured, guaranteed service is provided to the respective service consumers [6, 7].
Another term, inter-cloud is defined in [8] as follows: “A cloud model that, for the
purpose of guaranteeing service quality, such as the performance and availability of
each service, allows on-demand reassignment of resources and transfer of workload
through a [sic] interworking of cloud systems of different cloud providers based on
coordination of each consumers requirements for service quality with each providers
SLA and use of standard interfaces.”

“Inter-cloud” draws an analogy with the Internet [9]. Just like the Internet is the
network of networks, an inter-cloud is the cloud of clouds. Overall, the concept
of bringing different clouds together, where multiple providers are made available
for each other or for their consumers, having the capabilities of a federation of
clouds, offers substantial benefits to all the participants of the federation. Some of
these include:

• Ability of a service provider to create the best possible service in the market within
the budget requirement of the consumer.

• Reduced execution time of a task since multiple CSPs can be used for the fulfilment
of one provider’s commitment to the consumer, thereby fulfilling the SLAs.

• Ability of the cloud providers to expand and diversify to all geographic locations
and to easily accommodate sudden spikes in demand without having to build a
cloud footprint in multiple geographic regions.

• Ability for the cloud providers to maximize profit by successfully handling more
customers than would be possible with the single owner infrastructure. This also
ensures that the service providers are able to meet the SLA requirements, thereby
locking in satisfied customers even during demand spikes.

• Ability of the providers to offer fault tolerance by completely avoiding cloud
service outages.

• Increase in the providers’ revenue by renting out computing resources that would
otherwise be idle or underutilized during lean period.

• Ability of the clients or consumers to avoid the need of vendor lock-in.
• Ability of the providers to better adapt to market conditions quickly.
• Ability of the consumers to choose from amongst all the available services the

best one as their budgets may permit.
• Ability to use the infrastructure and tools with automated provisioning and man-

aging mechanism along with an effective self-supporting deployment capability.
• Since a cloud service may be atomic in the sense that a consumer would need

to actually handle an array of services all from different providers to obtain a
complete solution, the federation provides such ability to a customer.
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Although providing federation capabilities amongst the CSPs brings forth substantial
economic advantage for the participating CSPs and substantial performance gain as
well as economic advantage for the participating consumers, it gives rise to a series
of critical concerns. Since there are many cloud providers and platforms with various
exposed cloud service interfaces that are different on different parameters, when a
CSP looks for another CSP to serve a client request in a federated environment, some
conflict may arise. The job of selecting the right service offered by a right provider
with the right parameters that match the original service provider is nontrivial. To
this end, the cloud instances in the federated environment must be able to do a set of
work. Let us take an example. CSP1 is a service provider that agrees to provide some
service to a consumer client, say CL1. CSP1 and CL1 frame a set of SLAs that define
all the necessary terms suitable for both. However, if due to overload, CSP1 is now
unable to provide all the resources needed by CL1, it cannot violate the agreed upon
SLA. Hence it will turn to the federated environment to hire resources temporarily
from another provider, say CSP2. CSP1 will combine its own resources with these
leased resources for the service of CL1. However, this task is far from trivial, given
the fact that both CSP1 and CSP2 may use completely different standards.

A uniform solution of dealing with this is perhaps to have all cloud vendors to
agree on some standardized protocols for sharing resources such as information, files,
computing resources, etc. and also sharing identity amongst themselves. However,
currently there are no set interoperability standards in cloud environments that can
seamlessly federate and interoperate amongst disparate clouds.

To this end, researchers propose two major methods to tackle the cloud federation
scenario:

• One is a decentralized inter-cloud topology that is self-organizing [10]. The pro-
posed inter-cloud or the cloud of cloud protocol supports one-to-one, one-to-many,
and many-to-many use cases and provides a standard for exchange of resources
such as content, storage and computing power in a network of clouds.

• The other, a more popularly accepted method, is the use of CB. In this method,
the need is to provide and implement a CB or agent to federate different cloud
providers’ abilities. The next section discusses the NIST reference architecture,
which has put forward the idea of a broker [11].

5.3 The National Institute of Standards and Technology
Architecture

Figure 5.2 presents a high-level view of the NIST reference architecture called cloud
computing reference architecture (CCRA) [11]. Various factors such as requirements,
uses, characteristics and standards of cloud computing can be better understood using
this generic high-level diagram.

It consists of five major actors, each playing a role and performing a set of specific
functions. The major actors of the architecture are (i) cloud consumer, (ii) CSP, (iii)
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Fig. 5.2 NIST Cloud computing reference architecture (CCRA) 2.0 [11]

cloud auditor, (iv) CB, and (v) cloud carrier. Each actor has well-defined activities
according to the role it plays in the architecture. As specified by the NIST, these actors,
besides having a specific role to play, also interact with each other in a well-defined
manner. A short description of each actor is provided subsequently.

Cloud Consumer The most important stakeholder is perhaps the cloud consumer.
Any entity, a person or an organization with the intention of consuming one or more of
the services offered by a provider comes in the category of cloud consumer. Typically
SLAs are the means of an understanding between consumers and providers. A cloud
consumer can look around to find a cloud provider most suitable for the consumer’s
requirements, pricing and any other terms.

Cloud Provider A cloud provider is an entity, a person or an organization, which is
responsible to develop the infrastructure and offer services to be consumed by the
consumer. Depending on the type of services offered, SaaS, PaaS or IaaS, a provider
builds a suitable infrastructure. It is the sole responsibility of the service provider to
ensure that the SLAs are adhered to. Further, security and privacy of the services has
to be also ensured by the service provider.

Cloud Auditor A cloud auditor is an entity that evaluates various parameters and
assesses whether a service provider is having conformance to the standards. Based on
any objective evidences available and measuring these against standards, an auditor
is able to assess a service provider on the basis of various parameters.

Cloud Carrier A cloud carrier is the conduit between cloud consumers and cloud
providers. It provides connectivity and transport of the cloud services. Depending
on the requirement of a cloud consumer and the SLAs between the provider and the
consumer, a provider will engage in an SLA with the cloud carrier so that proper
distribution of the services is provided to the consumer.
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Cloud Broker The CB acts as an intermediary that helps the user integrate various
cloud services offered by the cloud providers. Instead of requesting a service from a
service provider directly, a cloud consumer may request cloud services from a CB.
The NIST architecture adopts various categories of brokering services suggested by
Gartner [12], and these are (1) intermediation, (2) aggregation and (3) arbitrage.

• Service intermediation. The term intermediation implies that the broker should
be between a provider and a consumer. According to the NIST, intermediation
brokers should be able to enhance a certain service by adding capabilities. Such a
service may further be improved by providing the value-added services before a
consumer uses the service. Such additional services may be identity management,
performance reporting, enhanced security, etc.

• Service aggregation. An aggregation service of a broker would require a broker
to be in contact with one consumer and multiple CSPs. The job is to successfully
combine various services offered by the CSPs and form a service specifically
required by the consumer. The NIST suggests that since there are different com-
ponents involved from different providers, it is the responsibility of the broker to
ensure that an appropriate data model suitable for all is adopted. It is further the
responsibility of the aggregation service to ensure movement and security of data
across such diverse CSPs.

• Service arbitrage. Service arbitrage, while being similar to service aggregation,
differs in the fact that arbitrage service is free to choose from all CSPs offering
a certain service based on some criteria. This automatically provides flexibility
to such a service that is not available to the aggregation scenario. Therefore, if a
certain service is available, an arbitraging broker has the opportunity to make a
choice from multiple agencies.

Although many researchers and organizations have adopted the NIST architecture to
deploy cloud, there are some limitations in the architecture. Especially the scope of
the proposed broker architecture is very limited.

5.3.1 Limitations

In spite of being a good mechanism for describing service and business or operational
relations, the NIST CCRA falls short on some critical criteria [11]. These include:

• CCRA is not suitable for large-scale enterprise applications
• It does not have any provision for multilayer and multi-domain cloud services or

infrastructure
• It does not provide for virtualization as a cloud feature
• No mechanism is offered for provisioning and enforcing QoS
• The CCRA has no provision for distinguishing between customer organization

and end user
• Although the CB is included, there can be several issues:
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– It does not provide a uniform definition of what a CB is, and it serves no clear
role in the CCRA

– The scope of the broker is not well defined in the context of either the cloud
provider or the cloud consumer

– Broker acts more as an intermediary role between the consumers and providers,
rather than providing a proper brokerage service

– There is a mismatch between the way the NIST has presented the idea of a
broker and the general idea of what a typical broker is supposed to be.

– Various roles proposed by the NIST for a CB are not well accepted by the
research community [13, 14].

With the above-mentioned background, this chapter bridges the gap between the
accepted understandings of what a traditional brokering is supposed to do and how
this can be adapted in the current cloud scenario. Finally a generic architecture is
proposed for the purpose of cloud federation.

5.4 Cloud Broker

“The future of cloud computing will be permeated with the notion of brokers negoti-
ating relationships between providers of cloud services and the service customers,”
commented L. Frank Kenney, Research Director, cited by Gartner [2].

The CB acts as an agent, just like a broker in any field. A broker might be the
software, appliances, platforms, another cloud or suites of technologies that can add
value to the base services available through the cloud. Addition of values may be
managing identity of the users, providing access control to these services, providing
and ensuring security, supervise and monitor the previously created agreements or
even creating completely new services. Essentially, a CB can act in two different
roles: as an intermediary and as an independent gateway.

As an intermediary, the broker acts between the consumer and provider, saving the
consumer time by obtaining advance knowledge about the various services provided
by different CSPs and providing the consumer with necessary business and technical
information about how best to use the cloud computing resources and/or services
available. In this model, a broker must acquire complete knowledge about the cus-
tomer regarding the work processes, possible budget flexibilities, restrictions about
data movement and any other requirements/restrictions to be able to successfully
inform or provide the necessary information as is needed by the customer. Typically,
a broker is expected to provide a list of recommended cloud providers for a require-
ment and the customer, armed with this knowledge, independently makes a choice
and contacts the service provider to negotiate the SLA and eventually arrange the
needed service. In this situation, the buyer is a client and the seller is the provider or
both the buyer and the seller are the CSPs.

As an independent gateway, on the other hand, the CB has to directly negotiate
contracts with cloud providers on behalf of the customer. This is the broker as defined
by Gartner [2], “A cloud services brokerage is a business model in which a company
or other entity adds value to one or more (generally public or hybrid, but possibly
private) cloud services on behalf of one or more consumers of those services.”
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Here, a broker, besides having knowledge about the customer, is also allowed to
get into contracts with the service providers on behalf of the customer. The broker is
free to make decisions about whether services should be distributed across multiple
vendors in an effort to get the best service at the lowest cost. Such brokers offer the
customer a single consistent interface to different and multiple providers, both for
business purpose and for technical purpose. In this case, the CB has the ability to
offer “transparent visibility” regarding the provider or providers in the background
[15]. Negotiation here is obviously more complex since multiple vendors might be
involved. The broker hides any complexity and makes it appear to the customer as if
all the services are being purchased from a single vendor.

Cloud brokerage strategies are still in its nascent state and are an evolving phe-
nomenon. In the existing business practice, a CB charges a customer on an hourly
basis for the customer’s time, although a broker may charge different customers
differently depending on the type, kind and the duration of the brokerage service it
is providing.

5.4.1 Existing Work

Buyya et al. [16] presented an early vision of cloud interconnection, a market-
oriented architecture for resource allocation within the clouds. The authors also
discussed about the global cloud exchanges and markets. The inter-cloud system
architecture proposed in a recent article on cloud computing by Rajkumar Buyya [3]
includes a cloud exchange comprising directory, auctioneer and financial settlement
functions. In the proposed architecture, the cloud coordinators handle scheduling
and resource allocation, and the CBs negotiate with cloud coordinators for resource
allocation that meets the users’ QoS needs. In RESERVOIR [7], considering the re-
duction of costs and QoS as the main management objectives, services with multiple
VMs are transparently provisioned and managed across clouds in an on-demand ba-
sis. Vecchiolaet al. [17] discussed the architecture of using multiple clouds to reduce
the completion times for deadline-driven tasks. Celesti et al. [9] propose that archi-
tecture enables cloud federation based on a three-phase model, namely discovery,
matchmaking and authentication. Brokering functionality in their architecture is pro-
vided by a matchmaking agent, which is responsible for choosing more appropriate
cloud/clouds to establish a federation based on information collected at the different
layer levels.

5.5 Broker in Layered Service Model

There is extensive literature classifying the services offered by cloud providers in
various ways. Perhaps the most generic architecture is the layered service model
where each cloud supports a vertical stack containing a minimum of three types of
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services, viz. SaaS, PaaS and IaaS. In this architecture, each layer interacts with the
lower layer, thereby providing an increasing abstraction and isolation. Perhaps thus,
it is most fitting to incorporate broker-mediated federation in the layered architecture
[18]. In this model, each service layer is mediated by brokers specific to that layer,
and these brokers handle the specific concerns of that layer for all the participating
clouds.

Brokering at the Software-as-a-Service Layer In cloud, perhaps the most popular
layer is the SaaS layer. In this layer, a provider provides an application service that
is used by a consumer. Major emphasis of this layer is proper fulfilment of the user’s
requirements and conformance to the SLAs between the provider and the consumer.
A cloud provider guarantees a given level of service that is specific to an application.
Some typical services are security, time taken (either completion or response time),
pricing of running the application, characteristics and input parameters specific to the
application, etc., in addition to a set of generic QoS parameters such as availability/up
time, etc. On the other hand, in a federated scenario, the requirement is that the CSP1
is able to find a CSP2 that conforms to the SLA and other parameters already agreed
upon between CSP1 and CL1.

While it is possible for a broker in this scenario to look at all the possible parame-
ters, but it is sufficient for a generic SaaS layer broker to include the requirements such
as offering real-time usage monitoring and looking at the requirements of billing and
ensuring very strict adherence to security requirements. The SaaS broker’s services
at this layer may include:

• Tracking: The SaaS brokers need to offer real-time usage tracking to keep a
track of the exact usage for billing based on multiple pricing models offered by
various providers. This job is particularly challenging in the face of changing
requirements of the consumers as well as dynamically modifiable pricing models
of the providers.

• Billing and payment: In a cloud environment, billing can be very complex and
also expensive for an individual provider due to various factors such as differ-
ent policies that may be applicable for different customers for the same service,
various modes of payment used by various customers, flexible payment terms
customized for each client, etc. However, a broker can afford to make a large in-
vestment in this respect and can provide billing service. The SaaS brokers would
also be responsible for the generation of periodic reports about the business trends.

• Security: The SaaS level security may include protecting the servers, which is
used to deploy the SaaS solution, ensuring that the users are properly identified
and proper access control mechanism is in place.

• Analytical ability: Providing business intelligence by applying analytics to the
large amount of data available to the broker can also benefit all parties.

Brokering at the Platform-as-a-Service Layer PaaS is explained by the NIST [19]
as follows: “The capability provided to the consumer is to deploy onto the cloud
infrastructure consumer-created or acquired applications created using programming
languages, libraries, services, and tools supported by the provider. The consumer
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does not manage or control the underlying cloud infrastructure including network,
servers, operating systems, or storage, but has control over the deployed applications
and possibly configuration settings for the application-hosting environment.”

So, essentially in PaaS, a provider offers computing platform to its consumers that
allows the creation of web applications quickly and easily without the complexity of
buying and maintaining all the software and infrastructure required. Since the PaaS
layer uses frameworks, tools, libraries and runtime environments, these may require
different licensing conditions, different pricing and performance criteria based on
various parameters such as versions, manufacturers, make, etc. A PaaS layer broker
needs to take into account all these. In addition to these, the generic requirements of
the PaaS layer broker also needs to provide fault tolerance, security, etc. Brokering
policies at the PaaS layer will try to optimize the requirements and the cost.

Brokering at the Infrastructure-as-a-Service Layer The IaaS is explained by the
NIST [19] as “The capability provided to the consumer is to provision processing,
storage, networks, and other fundamental computing resources where the consumer
is able to deploy and run arbitrary software, which can include operating systems and
applications. The consumer does not manage or control the underlying cloud infras-
tructure but has control over operating systems, storage, and deployed applications;
and possibly limited control of select networking components (e.g., host firewalls).”

A provider has to offer the infrastructure to its consumers in this layer. A federation
at this layer would require dynamic provisioning of various resources being pulled
from different types of cloud, private as well as public. In the infrastructure layer,
this has a serious impact since various infrastructures may have different capabilities
and even characteristics depending on whether the resource belongs to a private or
a public cloud. Thus, a broker at this layer must be able to thoroughly look into
the various classes and pick and choose as per the requirements and constraints of
the application.

Initially, an IaaS broker should enable resource provisions by matching the
requirements of the resource classes with the requirements of the application co-
ordinating on parameters such as throughput and constraints such as pricing, budget
and performance of the resource. However, the broker’s job is not complete once
the provisioning is done. It also needs to continuously monitor the progress of the
application since a sudden failure or unavailability of a resource should not cause any
problem to the consumer. In case of a failure or any such problem due to which a re-
source is not accessible to the application, the broker should immediately re-provision
a similar resource obtaining it from another CSP. This is resource adaptation that is
typically done on runtime.

5.6 Brokerage Taxonomy

There are different ways of classifying various types of cloud brokering. The first
one is based on the ways brokers are implemented. There are three possible schemas
in this scenario:
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Fig. 5.3 Centralized federation scheme using a broker

Centralized Single Broker In this strategy, a third-party broker takes care of the
federation. Figure 5.3 depicts a centralized broker, which does matchmaking of the
providers on behalf of a cloud requester based on the requirement and offerings, after
performing a proper discovery of such offered services.

In a multi-provisioned SLA-driven world of brokers, it is the responsibility of a
broker to compare the SLAs of each provider to match the requirement of a user
and to select the most appropriate one on behalf of the user. Thus, a single broker
environment enables heterogeneous set of clouds to interact with each other through
the broker interface. However, all these imply that the whole picture of the available
providers’ capabilities along with all constraints must be known to the broker. This
works fine for a small cloud set-up; however, for a large cloud environment this
solution is vulnerable to bottleneck and a single point of failure. An alternative is a
hierarchical scheme.

Hierarchical Broker In this scheme, instead of one centralized broker, different
clouds are connected to different brokers. These brokers, in turn, are connected to
each other. Interactions happen at different levels, between brokers at the higher
levels and between a broker and a provider at the lower level as given in Fig. 5.4.

In hierarchical brokering, matchmaking happens through interactions between
brokers. Since there are a number of options at each level, the single point of failure
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Fig. 5.4 Hierarchical federation scheme

is taken care of easily. However, this model is fraught with the problem of high
communication cost and delay. Even when there is a straightforward requirement
that can be fulfilled with simple or no brokering, a hierarchical brokering will still
involve a fixed set of communications.

Meta-Broker A typical scenario is to abstract away some of the information to a
special broker that acts as a meta-broker. In this scenario, there is a local broker for
each cloud, in addition to a meta-broker. While a meta-broker provides the point
of communication with the federated environment for the resource requester, local
brokers are the point of contact for the service providers.

Meta-broker can be either centralized or distributed. In a centralized environment,
there is one meta-broker across the federated environment. When a requester contacts
the meta-broker with a specific requirement, it in turn checks the repository to decide
the appropriate cloud and contacts the correct local broker. The local broker does the
matchmaking after obtaining the requirement from the meta-broker and initiates SLA
negotiation for the required resources available with the prospective consumer. Once
the negotiation completes, the local broker does the actual provisioning, execution
and managing the rest of the interactions. Figure 5.5 illustrates a centralized meta-
broker.

This scenario is a little different in a decentralized meta-brokering. In the decen-
tralized scenario, each cloud has a local broker and a meta-broker component. Like a
centralized environment, the resource requester would contact the meta-broker com-
ponent with a request. Meta-broker would first try to fulfil the request from its own
cloud through its local broker component. In case a request cannot be fulfilled lo-
cally, either due to lack of resource or due to SLA constraints, the meta-broker would
contact other meta-brokers and their local brokers to start negotiation. Eventually
the requested resource would be provisioned from one of these clouds.

Whether it is centralized or decentralized, meta-broker facilitates request provi-
sioning in a federated cloud environment. While centralized meta-broker has the
problem of single point of failure, decentralized meta-brokers are devoid of this
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Fig. 5.5 Generic meta-broker architecture

problem. Further, since in case of meta-broker, communication is only between meta-
brokers and between a local broker and the corresponding meta-broker, unnecessary
communication cost is also avoided.

A second way of classifying CB is on the basis of the two parties which it serves.
Since, a broker can bridge the gap between the various end points, we can use this
to investigate the various types of brokers.

Single-Consumer-Multiple-Providers Broker Sometimes a cloud consumer requires
an integration of various services provided by different cloud providers. This broker
helps the consumer obtain and use various services provided by different providers.
For example, a consumer, for some initiative, may need to use a software provided
by an SaaS provider such as salesforce [20] and requires to exploit a large amount of
internal data already captured and stored in cloud storages like S3 or databases like
SimpleDB [21]. Further, the same consumer may also need to process the gathered
data using an IaaS service, may be from Sun or Google App Engine. The necessary
technical support to achieve such integration would be provided by this broker who
would examine the requirements and help the consumer to integrate, compose and
orchestrate the required services obtained from various vendors. This broker can act
either as an intermediary broker or as an independent gateway providing transparent
visibility to its customer.

SLA-Based Broker This broker’s main aim is to provide the best possible SLA to the
consumer while conforming to the imposed functional constraints. Thus, the con-
sumer would provide a set of functional requirements along with the corresponding
SLAs. The broker does the matchmaking and selects, on behalf of the consumer,
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providers that offer the required functions with the best pricing model and any other
non-functional requirements provided through the SLAs. The main aim of this broker
is to negotiate the best deal for the consumers. This broker provides transparency to
its customers in terms of negotiation. However, once the negotiation is done, it does
not have a necessary responsibility to keep the various vendors transparent from its
customer.

Broker for Provider Clients In this scenario, a broker is used in a federated envi-
ronment by a cloud provider to obtain resources for certain services that it is unable
to provide to its consumer. Here, the cloud provider is the service requester. The
requester CSP may have certain capability to partially fulfil the client’s request. In
that case, the requester would wish to obtain, from the federation, only those ser-
vices that it is unable to offer. Thus, this CSP needs the broker not only to shop
for the required services with the most fitting SLA parameters but also to be able to
seamlessly integrate the services of the client CSP with the ones obtained from the
federation.

Cloud Aggregation Broker This is an advanced concept where the broker is capable
of building and offering a new service [22]. This broker can incrementally build
new service by obtaining common capabilities from different vendors and mixing
together other components from the third-party cloud platforms. In this scenario, the
broker truly provides value-added service to its customers in the sense that beyond
integrating services, it also adds new capabilities and provides a single access point
to this upgraded composition. From the perspective of the application consumer,
complete transparency about the service providers not only during integration but
also through the lifetime of the service is an integral part of this brokering.

5.7 Scheduling in Cloud Broker

Scheduling forms a major part in cloud since it allows users to plug-in anytime from
any place to utilize large-scale resources, be it storage or computing. The providers
are responsible for accommodating requests on demand by dynamically expanding
and contracting their resources in the form of virtual instances on the resource pool.
These providers also need to have a mechanism of dispatching the execution of these
virtual instances on their physical resources.

This need becomes multiplied in a scenario containing many clouds, as the fed-
erated approach expands the cloud capabilities in terms of services, with the aim
of achieving a wider distribution of resources. However, since the global resource
utilization equilibrium amongst the various resource pools in the federated environ-
ment would still need to be maintained, resource scheduling strategy becomes a very
important design issue in a federated environment.

Resource scheduling in a federated environment is, however, not an independent
strategy. It has to take into account the corresponding local data centre schedul-
ing plans. The data centres have to focus on how to automatically and dynamically
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distribute and schedule the involved tasks according to the current workloads expe-
rienced in their infrastructures. Specifically, the approach implies that a local data
centre should participate in the on-demand resource provisioning process at both
local (intra-) and global (inter-) scale as well as manage the resource provision-
ing, demand allocation and queuing of user tasks at a local level by considering the
characteristics of the actual system as well as the requirements of the user demands.

Cloud federation is fraught with inherently formidable challenges. Since the basic
framework of cloud is virtualization, VMs form the base of cloud. These VMs are
deployed on physical machines by the data centre scheduling mechanism. A typical
cloud environment consists of multiple data centres. Since strict adherence to SLAs is
a requirement in cloud, failure or even an overload of a physical machine necessitates
that a deployed VM be migrated immediately. However, on the operational side, it
is hard enough to determine even within a single service provider the best host for a
VM for an optimal end-user performance, migrating such VMs flexibly and quickly
is a very hard task. Cloud federation just multiplies the difficulty level since now the
consideration of interoperability has to be included.

For scheduling in a federated scenario, the following factors need to be considered
[23]:

• Heterogeneous pool of resources
• Need of interoperability amongst local schedulers
• Dynamicity of the environment
• Geographical distribution between different pools of resources
• Need for collaboration amongst the various data centres for job sharing amongst

different infrastructures
• Load balancing across the federated ecosystem
• Proper resource allocation mechanisms
• Virtualized environment
• Self-management of resources

To handle all of the above-mentioned considerations in a dynamic federated en-
vironment, special attention needs to be given to the mechanism of scheduling.
Meta-scheduler is a term found frequently in the grid computing, whose purpose is
to establish a wide policy control amongst disperse resources. Policies used by such
meta-schedulers include negotiation and management of a pool of resources bounded
to different administrative domains. Hence, meta-schedulers possess functionalities
required to offer interoperable resource management. Further, meta-schedulers are
proficient in handling sudden spikes in demand and are equipped to dynamically
bridge the gap amongst local and remote participants. Considering all the prop-
erties inherent to a meta-scheduler and the architectural issues in federated cloud
scenario, the meta-schedulers seem to be the right choice for a federated cloud. The
meta-scheduler scheduling strategies are classified into centralized, hierarchical, and
decentralized scheduling [21]. We now investigate these strategies in detail.

Centralized Meta-Scheduling In the centralized model, meta-scheduling happens
directly by a central instance that maintains information of all resources. Each time
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new jobs are submitted, the centralized meta-scheduler either sends the jobs for
execution or arranges the jobs in a queue as there is no availability of resources.
Specifically, the centralized meta-schedulers do not perform scheduling decisions
[24] but only act as dispatchers. A central component is responsible for managing
and communicating to various local schedulers of different providers. It gathers the
information about job completion and availability of computational resources from
the local sites. The dispatching decision is taken by the central component. The
advantage of the centralized model is that a complete knowledge of the actual en-
vironment through central administration is achieved; therefore, common concerns
in scheduling such as starvation could be easily predicted. In addition, the meta-
scheduler assigns jobs constantly from the centralized pool list to the best possible
resource for execution, which improves the performance. However, for each central-
ized meta-scheduler, a local system administrator maintains the complete control,
thus making systems’ dynamic changes unpredictable. In addition, possible situa-
tions such as bottleneck in responses and centralized failure are very important to
be overcome.

Hierarchical Meta-Scheduling The hierarchical meta-scheduling scheme is similar
to the centralized scheduling. In this setting, jobs are submitted to a central in-
stance of the scheduler, which communicates with other schedulers belonging to its
hierarchy. An advanced solution of hierarchical scheduling has been presented by
Lucas-Simarro et al. [25] as a geographically distributed high-performance comput-
ing (HPC) setting. It is a layered architecture and offers a modular and autonomous
solution on each layer. It is also reliable and scalable as it is hierarchically organized
and performs scheduling in a space-sharing manner using deadlines. However, since
there is only one central scheduling instance in the proposed system in which all jobs
are to be submitted, this solution cannot be claimed as a truly hierarchical one.

Distributed Meta-Scheduling The distributed meta-scheduling theme originally de-
fines that each resource has a local and a meta-scheduler. Thus, jobs are directly
submitted to a meta-scheduler and the meta-schedulers decide whether it is possible
to schedule the job in their own cloud or decide to which local schedulers to relocate it.
A federated cloud encompasses resources from various infrastructures that may enter
and leave dynamically. Allowing this denotes that real-time coordination is essential
in decentralized interoperable collaborations so that the meta-schedulers are aware
of the infrastructures available at any point in time in the ever-changing scenario. In
the simplest of the cases, meta-schedulers query each other at regular intervals to
collect the current load data [26], and hence use this information to find a suitable
site with the lowest load for a certain job. Though distributed meta-scheduling is
complex compared to the centralized and hierarchical themes, it is more scalable
and flexible.

The scheduling mechanism in a broker should be adopted based on the type of
broker and the kind of service it provides.
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5.8 Role of Service-Level Agreement in a Cloud Broker

The SLA is a contract between a service provider and a customer that describes
the service, responsibilities, terms, guarantees and service level to be provided and a
mutually agreed upon set of consumer expectations and provider obligations. Typical
QoS parameters that are included in the SLAs are resource availability, response time
and deadlines. The authors in [27] came up with a list of factors to consider when
defining the terms of an SLA:

• Responsibilities of both parties: It is important to define the balance of respon-
sibilities between the provider and consumer. For example, the provider will be
responsible for the SaaS aspects, but the consumer may be mostly responsible for
the consumer’s VM that contains licensed software and works with sensitive data.

• Business continuity/disaster recovery: The consumer should ensure the provider
maintains adequate disaster protection.

• Maintenance: Consumers should know when providers will do maintenance tasks
and what will happen to consumer’s task at that time.

• Data location and security: There are regulations that certain types of data can
only be stored in certain physical locations. Providers can respond to those require-
ments with a guarantee that a consumer’s data will be stored in certain locations
only and the ability to audit that situation.

• Provider failure: Make contingency plans that take into account the financial
health of the provider.

• Jurisdiction: Understanding the local laws that apply to the provider as well as
the consumer.

• Brokers and resellers: If the provider is not the one who is offering the service but
is a middleman, the consumer should have a clear understanding of the policies
of not only the middleman’s but also the actual provider in the background.

• Business-level objectives: An organization must define why it should use the cloud
services before it can define exactly what services it will use.

A CB requires that it should define, implement and apply cloud service management
within and across mixed cloud services through strict negotiation and monitoring
of formalized business SLAs [28]. The SLA management should include all three
deployment models: IaaS, PaaS and SaaS.A broker not only negotiates, on the behalf
of its customer but also continuously monitors the service against a set threshold of
the SLAs. Violation can be tolerated only up to the threshold. Upon crossing the
defined threshold, it is declared as an SLA violation and alarms in the form of an
automatic notification, adjustment and some provisioning actions till the service does
not come back in line with its SLA guides.

The key goal of a broker is to provide cloud service management and real-time
control and agility to ensure that the cloud IT services are always applied in the right
way, with the right amount at the right time to ensure the business services they
support achieve their defined targets.
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Fig. 5.6 Cloud ecosystem with generic CB architecture

5.9 Cloud Broker: Generic Architecture

In this section, the architecture of a broker is provided that possesses the functional-
ities of a single broker in a federated scenario having combined capabilities of both
the SLA-based broker and the broker for cloud providers.

The proposed CB provides brokering service either between a client consumer
and different provider CSPs or between a client CSP seeking resources and different
provider CSPs. Thus, a service requester to this broker can be a client consumer, a
user or an organization seeking a service from the federated cloud, or another CSP
that is unable to provide service to its own consumer due to some temporary inability.
The service providers, on the other hand, are cloud providers. These can be public
cloud, private cloud, community cloud or hybrid cloud. The CB keeps a track of
all the services available in the federated environment. Further the broker offers all
other necessary services for interoperability between the requester and the providers
such as intermediation, monitoring, portability, governance, provisioning, adapting,
security, composition services and also negotiates relationships.

The CB has the capability of composing various services offered by different
providers. Figure 5.6 shows a federated cloud ecosystem with the architecture of a
generic CB. On one side, it has the service requesters who can be an independent
client consumer, an organization seeking service/resource or a CSP who needs re-
source or service. On the other side, the CB has the CSPs that are ready to offer
resources/services to the federation.
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The proposed generic CB architecture consists of the provider’s publish interface
module that handles the interactions between the broker and the service providers,
requester’s interface module that handles the interactions between the broker and
the requester, publish manager module that handles the services published by the
providers, authentication manager that handles the authentication of users, match-
maker module that finds a match for a requested service amongst all published
services, SLA manager that handles the negotiation of SLAs between the requesters
and providers, monitoring manager that monitors the progress of a task after de-
ployment and handles any failure or change in QoS or any related matter. Finally,
there is the layer-specific task manager module that handles layer-specific special
requirement on the basis of the layer where the broker is deployed. Short description
of each of the module is provided subsequently.

Provider’s Publish Interface The CSP’s interface is a two-way mechanism used both
by the service providers for publishing their services they are willing to lease out
in the federated environment and by the CB for contacting the service providers for
various purposes. The publishing process should be simple and this is a continuously
changing scenario. Each provider in the federated environment is a CSP and they
publish their available idle resources that are not being used. A published resource can
be withdrawn at any point in time by a provider if there is a local need for the clients
of the provider. A provider would publish the service/resource description along with
SLA constraints and pricing information of the particular service/resource.

Publish Manager Publish manager maintains the information about different pub-
lished services, both their pricing models and any constraint that they may impose.
It helps the matchmaker module to select certain services for specific request. It also
interacts with the interface on demand by sending cloud service subscription request
in an attempt to fulfil a requester’s requirement in case the aggregated published
services cannot fulfil a certain requester’s requirements. Some CSPs, under those
circumstances, may respond their willingness to publish their resource if available.

It may be noted that the CB does not impose any restriction on the type of ser-
vice/of resource being exposed through the published information. Thus, all types of
services, for example, SaaS, IaaS, PaaS or data storage as a service (DSaaS) as well
as all types of service providers, e.g. private cloud, community cloud, public cloud
and hybrid cloud can use the CB’s interface to notify their published information
and obtain SLA negotiation, invocation of services based on matched and negotiated
resources/services and the relevant data through this interface.

In this architecture, the composition of services can be dynamic in the sense that
as a request arrives, the CB subscribes to the CSP using abstract logic and then
eventually transfers this to the concrete service logic, finally invoking the service
and passing on the obtained result to the requester.

It can receive requests from the cloud service consumers through requester’s
interface, analyse the requested cloud services, select appropriate service logic and
function patterns based on CSB database information from subscription or internal
integration, execute related operations, then invoke and adapt to the concrete cloud
services and resources from the various CSPs.



5 Role of Broker in InterCloud Environment 141

Requester’s Interface Requesters who need a resource/service would contact the CB
through the requester’s interface to first send the requirements and the corresponding
constraints in terms of pricing and any other restrictions to the CB. These requests
along with the constraints are stored in a request buffer (RB) till the requests are
not provisioned. The CB goes through the RB and performs matchmaking, SLA
negotiation and layer-specific tasks and ensures that the requester’s job gets done
successfully. On completion of the job, the appropriate result and/or messages are
sent to the requester by the CB through this interface.

Authentication Manager The broker needs to authenticate the consumers in order
to provide the result of some requests correctly as well as for billing purpose. The
authentication manager maintains a database of requesters and stores all necessary
information regarding the requests given by the requester such as the SLAs asked by
the requester, the negotiated SLAs obtained by the broker on behalf of the requester,
any special payment terms by some provider, etc. At the time of delivery of the result
and payment, all these can be verified by the authentication manager.

Matchmaker The job of this module is to find a suitable service for a specific request.
Matchmaker accepts the pending requests from the RB, request being an application
request, platform-specific request or infrastructure request, and looks for a match
amongst all available services published by the providers in the publish manager. All
such matches are then forwarded to the SLA manager. In case no match is found,
the CB sends a request to the CSPs for publishing resources that would match the
pending request.

SLA Manager This module gets its inputs from the matchmaker. The job of this
module is to understand and negotiate SLAs with each of the matching CSP on
behalf of the requester and finalize the service for every request. To determine which
provider best fits with the user’s SLA needs, the SLA manager needs to evaluate
the complete list of services of the CSPs chosen by the matchmaker, with special
attention to factors such as service availability, the cost per unit of capacity for
a provider, the mechanism and the metrics provided by the CSPs to monitor the
leased out services. The SLA manager takes care of the problem of heterogeneous
methods of service offerings and nonstandard SLA description by the CSPs. Thus,
the responsibility of the SLA manager is to understand the requirements of the users,
have a good idea of the descriptions of the offers by each of the chosen CSPs, to
compare these in order to make a correct and efficient choice. To be able to achieve
these, the SLA manager has to consider not only the technical requirements but also
all the rules and conditions of the providers.

It not only has to understand the metrics provided by the CSP with whom the
deal is finalized but also has to obtain proper information about how to monitor the
service to determine whether the provider is delivering the service as promised, the
responsibilities of the provider as well as what remedies are available if the terms
of the SLA are not met by the providers. The SLA manager has to pass all these
information to the monitoring manager whose responsibility is to monitor the
services.
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Monitoring Manager After a requester’s job has been deployed, the monitoring
manager takes over and monitors the CSP on behalf of the requester. It is the job of the
monitoring manager to properly interpret the SLAs given by the CSPs and to ensure
that these are strictly adhered to. It is also the responsibility of the monitoring manager
to identify a violation of SLA when one surfaces. It can be non-conformance to any
of the previously agreed upon SLAs. Inclusion of penalties in the SLA can also be
previously agreed upon and in case there is a violation, it is the monitoring manager’s
responsibility to ensure that it is accurately compensated, as per the agreement.

Another job of the monitoring manager is to monitor the changing requirements
on the consumers’ side and reconfigure the cloud resources accordingly [26].

Layer-Specific Task Manager In many cases, a broker needs to give some service
specific to a layer. The layer-specific task manager performs this task. For example,
if a service composition is needed for a request in the IaaS layer with required
specification from the requester, the layer-specific task manager takes care of this.

The above-mentioned architecture is generic and has no special functionality.
However, rendering it for any special purpose the CB would only require the addition
of specific modules to this architecture. It can be readily observed that the proposed
CB can easily be converted to an SLA-based broker or a cloud aggregation broker
by making simple modifications. Similarly, creating hierarchical broker or even
decentralized meta-broker would be a simple task.

5.10 Conclusion

Cloud collaboration is currently the most attractive solution in the cloud world of
high-demand and huge elasticity requirement. Even though there are various ways of
bringing in such collaboration, federation definitely is the most attractive one from
the perspective of both the service consumer and the provider. In a federation, cloud
providers voluntarily form a collaborative environment and hence help consumers as
well as providers, both small and medium, to a large extent. Such federation benefits
the most when these are mediated by the brokers. A broker, on the other hand, can be
classified based on the brokers’ actions, centralized or decentralized. Although cen-
tralized brokers are more intuitively acceptable options, decentralized meta-brokers
have a promising future since such brokers can avoid all the problems of a central-
ized architecture while providing the benefits of broker. However, the problem of
cloud federation in general and the problem of implementing a CB for the purpose
of federation in specific is a complex problem owing to the heterogeneity of actors
and technologies involved. A fundamental aspect here is the definition of a common
ground on which various federation techniques can refer to. The implementation of
a federation, both with broker and without, is still a challenge.

This chapter introduces the concepts of cloud federation with the help of the CB
and identifies the capability requirement of the entities in a broker. The cloud bro-
kerage model is examined in great detail and a generic CB architecture is proposed.
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The constituent entities of the architecture are discussed in detail. The proposed ar-
chitecture can be easily adapted to accommodate all types of brokers. This is a novel
area of intensive research whose body of knowledge is yet to be established prop-
erly. While most research projects focus on developing cloud federations, majority
exploiting the usage of broker, most industry projects use brokers for the purpose
of authentication, billing, etc., across clouds. Research in this area is in its nascent
stage and a generic state-of-the-art solution is yet to arrive. These research and devel-
opment activities of federation as well as brokerage would provide enhanced degree
of scalability, flexibility and simplicity for management and delivery of services in
a federated cloud environment. The cloud world would witness an enormous surge
of brokerage in all fields, particularly in federation in near future.
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Chapter 6
Patterns of Trust: Role of Certification for SME
Cloud Adoption

Alea M. Fairchild

Abstract Growth of cloud computing as a concept continues to pose challenges
on how to deliver agile, yet secure, information technology (IT) services to enter-
prises. While the hype surrounding cloud computing may have peaked, the concept
of “cloudwashing” (adding the term “cloud” to an existing service for marketing rea-
sons) continues to cause confusion and inflated expectations with enterprise buyers.
This fear, uncertainty, and doubt (FUD) just slows down the growth of a potentially
larger market. This is especially true for small and medium sized enterprises (SMEs)
who turn to IT providers to handle the underlying systems for their businesses. To
assist cloud service buyers, a recent communication from the European Commis-
sion advocated voluntary certification for cloud service providers (CSPs). This has
sparked a debate as to the relevance and authority of certification bodies in verifying
the ability and capability of CSPs. In this research, we are developing an exploratory
model looking at signaling quality, the independence of certifying authorities, and
the impact of regulatory backing for trust of certification bodies, based on the existing
academic literature on standards of adoption and trust. We are examining what role
the third-party certifiers can play in adoption of cloud by SMEs, exploring the roles
of certifiers in Europe already involved in market adoption to test our framework,
together with four established cases of service providers seeking certification.

Keywords Adoption · Certification · Cloud governance · Information economics ·
SME · Trust

6.1 Introduction

Buyya et al. [1] defines cloud as: “. . . a type of parallel and distributed system
consisting of a collection of interconnected and virtualised computers that are dynam-
ically provisioned and presented as one or more unified computing resources based
on service-level agreements established through negotiation between the service
provider and consumers.”
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This definition shows a computing resource as a service being provided; there is
an agreement for said service; and the fact that this service is negotiated between
parties. The forms of service that cloud computing provides today may be broken
down into managed services, software as a service (SaaS), utility computing, and
platform as a service (PaaS). The ideas behind these forms of service are not new, but
the fact that the users can tap into these services from web browsers via the Internet
makes them “cloud” services [2].

Cloud-based software is often easier to use, quicker to install and implement, and
provides far greater flexibility than on-premise solutions that need to be installed and
maintained, especially for SMEs without resources for a dedicated IT staff. Cloud-
based software can also help small businesses lower costs, often by a significant
amount. A recent survey by market research firm IDC found that almost every SME
that uses cloud services saves money, with many lowering costs between 10 and 20 %.
Despite these benefits, the path to the cloud has been bumpy, particularly in Europe,
and due to a convoluted web of privacy laws and other governmental regulations, as
well as concerns about data security, analysts estimate that business cloud adoption
in Europe lags behind the USA by about 2 years [3]. Cloud provides a big opportunity
for Europe, and openness is the key attributed to provide opportunity for SMEs, with
a concern that lock-in and barriers to entry could block that opportunity.

As part of their Europe 2020 strategy on cloud computing, the European Com-
mission’s recently released strategy to boost adoption of cloud computing services
throughout Europe had a statement was that “cloud certification should be volun-
tary and industry driven, building on current and emerging international standards
to foster global compatibility of cloud computing offerings” [4].

But is certification good for making and growing a marketplace? What is the role
of certifiers in making a market, and how are they regulated? Auriol and Schilizzi
[5] show us that there is a problem signaling the quality of goods and services when
quality is never observable to consumers. Certification acts to transform unobserv-
able credence attributes into observable search attributes. They then studied the cost
of certification systems on market structure and performance in agricultural seed
production. Given we are discussing an intangible deliverable, since this is a service,
that is not available in bulk, we will take a slightly different approach.

The central research question is “What are the benefits of cloud service
certification for building trust and establishing market growth for SME customers?”

Our research objectives are the following:

• Define the role of the certifier in creating trust and establishing credibility
• Examine the impact of certification on market development
• Explore how best to regulate the certification process to protect user benefits, if

needed

For our methodology, in this chapter, we will explore the role of the certifier by
examining complementary markets where certification is active to see how trust has
been created as well as the impact over time on market growth; and by examining the
activities of one particular early market entrant in certification to see how stakeholder
dynamics work between them, their customers, and the government bodies in the
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Third Party Cer fying 
Body 

Value for CSPs: 
• Verifica on 
• Audit document 
• Marke ng 

Value for SMEs: 
• Signal of quality 
• Independent 

view 
• Infomediary 

Model of Third Party Cer fiers for CSPs and SMEs

Fig. 6.1 Role of the third-party certifying bodies—our model

countries where they are present. Using a case study in this research is motivated by
seeing examples in the field to test and extend theory. Figure 6.1 visually demonstrates
the role of the third-party certifier we are examining.

Our model examines the role of the third-party certifying body as an intermediary
that is providing value to both the CSPs and the SMEs in their activities. As shown
by the “not equal” sign, the definition of that intermediation role does not include
oversight by one or more governmental bodies at this time, however, this is one
element that would potentially change the balance between the parties if it became
mandatory.

6.2 Adoption Issues for SMEs: Cultural, Economic,
and Organizational

To start, we need to examine why a certifier would be needed for adoption, particularly
for the SME. What sets this target group apart from larger enterprises? How would
a certifier play a role in influencing this group of companies?

Cloud computing can be seen as an emerging computing service paradigm. And,
like other services of this scale, complexity, and novelty, there are fears, uncertainties,
and concerns about the technology’s maturity. However, the most important can be
listed as those relating to control, vendor lock-in, performance, latency, security,
privacy, and reliability [6].

In Europe, SMEs are considered organizations of great importance, which is a fair
assessment as they represent more than 95 % of the business sector of the developed



148 A. M. Fairchild

economies [7] and which, due to reduced resources and difficult access to IT, are
ideal candidates for adopting cloud computing.

In terms of computing resources, an SME can by using cloud leverage a lower
capital expenditure (CAPEX) and have less physical requirements of on-premise
equipment. Cost benefits are derived from an efficient utilization of IT resources and
increased flexibility, i.e., the possibility to request and use resources only when they
are actually needed.

The European Network and Information Security (ENISA) conducted a survey
in 2009 to determine the actual needs, requirements, and expectations of SMEs
for cloud computing services. This survey found that 68 % of the SME responses
it received indicated that avoiding capital expenditure in hardware, software, IT
support, and information security was behind their possible engagement in cloud
computing while almost 64 % of the responses also indicated that flexibility and
scalability of IT sources was the reason [8].

The ENISA survey showed that 29 out of 62 SME responses saw “loss of control
of services and/or data” as being “very important” [8]. Issues relating to performance
and latency (evidenced by the temporary run-outs of capacity by some providers)
are also problematic [6].

Research conducted by Easynet Connect has shown that UK SMEs are increas-
ingly eager to adopt cloud computing, with 47 % planning to do so within the next
5 years. Of those companies which indicated their preparedness to move to cloud
computing, 35 % of them cited cost savings as the key driver [9].

6.2.1 Role of SME in Technology Adoption

The results shown below can be found in the ENISA report: “Cloud computing
Risk Assessment: Benefits, risks and recommendations for information security
(Table 6.1).

Most of the reasons shown above are business continuance and capital expendi-
ture rationale. For an SME, given a limited budget and constrained resources, the
economic rationale and benefits gained might even be of a higher priority, but the
risk compared to a multinational enterprise (MNE) might also be perceived as higher
with more to lose.

Cloud adoption for innovation of business processes was not highlighted in this
ENISA study. Is there a culture in SME as early adopters or not? Thang and Yap
[10] point out that the chief executive officer (CEO) often has a significant role in
the adoption of IT by SMEs. An SME that is likely to adopt IT will most often have
a CEO who has a positive attitude toward IT adoption, who is innovative and who is
knowledgeable about IT.

Mehrtens et al. [11] show in their research three forms of SME organizational
readiness as highly relevant to the adoption of the Internet: (a) the level of IT
knowledge among IT professionals; (b) the level of IT knowledge among non-IT
professionals; and (c) the level of IT use within the organization.
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Table 6.1 Reasons for adoption of Cloud [8]

What are the reasons behind your possible engagement in the Cloud Computing area?

Answer options Response percent (%) Response count

Remove economic/expertise barriers impeding to
modernize business processes by the introduction of
Information Technology

30.6 22

Avoiding capital expenditure in hardware, software, IT
support, Information Security by outsourcing
infrastructure/platforms/services

68.1 49

Flexibility and scalability of IT resources 63.9 46
Increasing computing capacity and business performance 36.1 26
Diversification of IT systems 11.1 8
Local and global optimisation of IT infrastructure

through automated management of virtual machines
25.0 18

Business continuity and disaster recover/capabilities 52.8 38
Assessing the feasibility and profitability of new sen/ices

(i.e. by developing business cases into the cloud)
29.2 21

Adding redundancy to increase availability and resilience 27.8 20
Controlling marginal profit and marginal costs 15.3 11
Other (please specify) 13.9 10
Answered questions 72

This research leads us back to the early comment of economic constraints for
SME cloud adoption. Is the lack of IT personnel in a traditional SME one factor for
cloud adoption?

The work of Sultan [6] examined the economic viability and efficiency of cloud
computing for SMEs and its benefits. Sultan [6] tried to explain how cloud services
differed from anything experienced so far by those businesses in terms of flexibility,
availability, and cost structure. Furthermore, they examined the findings of some
surveys which not only reveal the preparedness of many SMEs to use cloud comput-
ing and showed that many of those businesses are already using some of the cloud
services on offer. This study concentrated mainly on the merit of “public” cloud
services (where services are provided by “remote” suppliers who take responsibility
for delivering those services to their clients), and not “private” and “hybrid” cloud
offering. In working with public cloud providers such as Amazon and Rackspace,
SMEs can take advantage of economies of scale that large cloud providers are able
to offer, and leverage the potential of an outsourcing partner with industry exper-
tise. However many SME enterprises with limited in-house IT support and limited
knowledge about cloud technologies find it difficult to make the choice on private vs.
public cloud. In examining organizational issues for adoption, one question to ask:
Does size matter to a CSP? Several CSPs have developed specific packages geared
toward SME needs.

Keung and Kwok [12] have recently developed a cloud deployment model as-
sessment method called Cloud Deployment Selection Model (CDSM). The model
has been validated in real case studies, and recommendations derived have been
compared with real adoption cases. Based on the factors identified from many SME
organizations, it could be an important tool for SMEs to decide between private or
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Table 6.2 Processes that could be outsourced—n = 72 [8]

Which IT services/applications supporting business processes are most likely to be outsourced to
a cloud computing service provider?

Answer options Response percent (%) Response count

Payroll 38.9 28
Human resources 19.4 14
Procurements 16.7 12
CRM/sales management 52.8 38
Accounting and finance 30.6 22
Project management 41.7 30
Application development on the cloud 44.4 32
Anonymised data analysis 29.2 21
Other (please specify) 12.5 9
Answered questions 72

public cloud solutions. Marston et al. [13] state that for SMEs, the prices and the
terms and conditions (SLAs) are far better with a cloud provider than the SME could
realize themselves with their moderate investment levels.

Another issue within the SME is expertise within horizontal applications outside
of the core expertise of the business. Knowledge of the latest human resources (HR)
and payroll applications may be outside of the employees of the business, therefore,
the wish to outsource these applications to someone more knowledgeable may be
a driver to external parties. Below, Table 6.2 highlights what processes companies
want to be outsourced from the ENISA study on cloud adoption.

Given some of the economic and organizational drivers for SME cloud adoption,
we then examine what role a third-party certifier might play in helping reduce the
risk of CSP selection for the SME.

6.2.2 Role of Third-Party Certifiers

Fundamental concepts from information economics can provide a framework for
examining the role of the third-party certifiers who are “external institutions that
assess, evaluate, and certify quality claims” [14]. Five important concepts that we
can use for this framework from an information economics perspective are:

• Uncertainty
• Information asymmetries
• Opportunistic behavior
• Divergences between private and social returns
• Signaling institutions

For the framework of our evaluation of the role of certifiers, we started with Spence’s
[15] article on Job Market Signaling, which provides an approach for thinking about
countervailing institutions (institutions that emerge to address problems that arise
from uncertainty and asymmetric information). Given uncertainty in the market some
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individuals or institutions may attempt to signal differences to prospective buyers or
employers. Differentiation is critical to position a firm amongst its competitors.

We then looked at Tanner’s [16] argument that third-party certifiers’ key asset is
their perceived independence. If third-party certifiers are truly independent, than the
costs of obtaining third-party certification (for a quality attribute) will be inversely
related to the quality of a firm and/or its product. If this were not the case, third-party
certification would not allow for discrimination on the basis of quality. Masters and
Sanoga [17] raise an additional point in that they argue that the emergence of third-
party certifiers depends, in part, on the presence of a national standards authority. In
a sense they provide a basis for certifying the certifiers.

We also have included other industry-specific certifications and quality seals in
our evaluation of the role of certification and their role in trust with SMEs. The first
example is ISO/IEC 27001, initially published in 2005, designed for information
security management and assists firms in developing an independently assessed and
certified information security management system. This standard allows SMEs to
protect their reputation, as well as compete with bigger brands. We also explored
SAS70 II certification, which is developed by the American Institute of Certified
Public Accountants (AICPA) and used for audit control for activities and processes
in services in ICT in the dedicated server and co-location hosting market. We also
included in our analysis Eurocloud’s Datacentre Star Audit (DCSA), which is a more
niche seal of approval for data centers throughout Europe.

In examining existing related theory, we utilise Habib et al. [18] on trust and
reputation in cloud environments. In online service environments, trust and reputation
models have been proven useful in decision making [19]. We have also included
research from Prezas [20] on trust and ISO/IEC 27001 certification.

Using a framework developed on these information economics concepts and in-
formation from other certification and quality seal market efforts, we will therefore
be examining the dynamics of market adoption based on:

• Signaling quality in cloud service provisioning
• Independence of certification bodies in impacting market adoption
• Regulatory backing for trust of certification bodies

After structuring this framework, we will then examine the Cloud Industry Forum
as an example of a certifying organization and how their offerings match with the
framework as to impact of market growth and adoption.

6.3 Structuring the Framework on Trust and Adoption

As discussed above, we developed a framework to assess the role of the third-party
certifier on trust and adoption for the SME.What did we synthesize from our literature
research? Examples of relevant findings from Table 6.3 include:
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Table 6.3 Synthesis of findings from literature

Topic Findings

Signaling quality in cloud service
provisioning

Fomin et al. [21] argue that the benefits of ISO 9001
certification have gradually shifted from earlier times
when its certification was used as a signal to markets
[22] to one where firms can actually gain direct benefits
from the effective use of the quality management
system itself. But opinion is mixed as to whether a
formal accreditation process would actually provide
large organizations in particular with the assurance
required to participate seriously in the cloud world [23]

Independence of certification bodies
in impacting market adoption

Tanner’s [16] argument that third-party certifiers’ key asset
is their perceived independence. Masters and Sanoga
[17] argue that the emergence of third-party certifiers
depends, in part, on the presence of a national standards
authority

Regulatory backing for trust of
certification bodies

Empirical research has shown that communication about
norms in cases of self-regulation is difficult, for both
parties [24]. Backhouse et al. [25] suggest that in some
cases for ISO/IEC27001, in the countries with the
largest number of certificates for ISO/IEC 27001 the
certification process is driven by either government
regulation, as in Japan or supplier/buyer demands or the
necessity of outsourcing and offshoring in markets such
as Taiwan, Singapore and India

• A shift from earlier times when its certification was used as a signal to markets
to one where firms can actually gain direct benefits from the effective use of the
quality management system itself.

• In the countries with high participation in certification, the certification process is
driven either by government regulation, supplier/buyer demands, or the necessity
of outsourcing and offshoring the activity.

An additional point is benefits creation. Saint-Germain [26] argues that an important
driver for ISMS certification is demonstrating to partners that the company has identi-
fied and measured their security risks and implemented a security policy and controls
that will mitigate these risks In addition, international invitations to tender are be-
ginning to require that organizations be compliant with certain security standards,
and security audit demands from financial institutions and insurance companies are
increasing. A further incentive is lower insurance premiums for ISO 27001 certified
companies [27]. It has been seen that governments and other regulatory agencies are
moving away from this labor intensive command and control approach of govern-
mental certification and experimenting with various forms of self-regulation. Part
of this self-regulation is adding benefits for the certification process to maintain
compliance.

The next step to our research was to identify the rationale for CSPs to join a
certification scheme. Do these kinds of schemes help make a market develop faster
and/or more efficiently?
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6.4 Cloud Service Providers Use Cases of Certification
from the Cloud Industry Forum

The Cloud Industry Forum (CIF) is a non-profit organization based in the UK and
was developed to assist in advocating cloud adoption. The CIF has been establishing
research in cloud adoption, in order to create commonality in language and standards.
They claim that they are trying to enable innovation in the marketplace, not restrict
it [28].

The CIF has developed a code of practice that aims to provide transparency
amongst CSPs, to assist the cloud service users (CSUs) in determining the core in-
formation necessary for decisions on adoption of cloud services, and to incorporate
current standards and frameworks (e.g., ISO 9001, ISO 14001, and ITIL®) requir-
ing provision of organizational, commercial and operational information which are
independently reviewed. The CIF proposes an annual self-certification process for
the CSPs, which would be an online submission based on off-line review [28].

The three pillars that provide the scope and framework for their certification are
as follows:

• Transparency: Of the organization, its structure, location, key people, and
services. This has to be reflected on your website.

• Capability: The processes and procedures in operation to support the delivery of
services and customer experience.

• Accountability: Commitment of senior executive to the Code of Practice and
behavior with customers.

If successful, this would lead to an approval to use certification mark and listed on
the CIF site as a self-certified vendor.

For our research, we have randomly selected three CSP participants from the
CIF certification program and looked at the framework criteria with the exception of
regulatory backing. Using only three CSPs obviously is not reflective of the entire
marketplace, but as all three have already joined a certification scheme, it gave
us a good basis for CSP experience in this area. The rationale for the exclusion of
regulatory backing was that as all three members had already joined CIF, who does not
have regulatory backing, we held with Tanner’s research [16] that the independence
of the certification body was one of the features that drew these CSP firms to join,
given their comments. We would have to survey other CSP firms that did not join to
see if the independence was a factor in their not becoming certified by the CIF.

The three CSP firms selected for this study are the following:

• ChannelCloud: This CSP was established 10 years ago in the USA, launched in
the UK and Ireland in January 2011. The goals of this CSP is to build a federation
of ChannelCloud partners across the UK and Ireland toward its vision for a new,
truly comprehensive method of delivering IT services to clients.

• Unit4: UNIT4 has been at the forefront of cloud computing for many years. The
company’s newest offering, Shared Journey, is a cloud-based deployment option
designed for organizations looking to set up a shared services operation that is
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quick to establish, easy to grow and responsive to change, which can be seen as
ideal for SMEs.

• Webroot: Founded in 1997, the company provides best-of-breed security so-
lutions that protect personal information and corporate assets from online and
internal threats. Based in Broomfield, CO in the USA, the company is privately
held and backed by some of the industry’s leading venture capital firms, including
Technology Crossover Ventures, Accel Partners, and Mayfield. The company was
also one of the founding members of CIF.

Each of these three CSPs provided materials on their rationale for joining the CIF
and some background on how much work the CIF audit was for them to do prior to
their acceptance into the CIF. The management quotes in Table 6.4 came from the
following sources, with the materials provided from the CIF:

• ChannelCloud: Paul Byrne, CEO, ChannelCloud UK/Ireland
• Unit4: Anwen Robinson, MD of UNIT4 Business Software Ltd.
• Webroot: George Anderson, EMEA Product Marketing at Webroot

6.5 Continuance of the Research

There are several options for continuing this research. One is to test if the enhanced
quality of service that the certification audit requires benefits the SME in terms of
trust and reliability. Other activities around this research could be to interview SME
firms who work with these CSP firms to see if the certification was a factor in the
selection of the cloud service. The challenge with this is two-fold: these schemes
are reasonably new and the SME may not have seen enough service to verify how
certification helped the process, and there may not yet be enough SMEs willing to
participate in this kind of research to give us a good sample of the marketplace.

The concept of regulation of certification also needs to be addressed. As an ini-
tial part of this research, we interviewed lobbyists in Brussels on certification and
governmental backing. The consensus from these interviews is that it could benefit
certification, but that most European Union (EU) governments would not be willing
to make the investment at this time as the governments feel this regulatory effort
would slow down the pace of market development for cloud.

6.6 Conclusion

In this research, our goals were to explore the role of the third-party certification
on adoption of cloud computing by SMEs. The literature base was established by
examining other markets where certification has been used to see how trust has been
created. We did not get enough empirical data on the impact of certification on other
markets on growth over time and certification as a direct impact factor to market
growth has not appeared in the literature we have examined in this regard.
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We utilized the case of one particular early market entrant in cloud certification to
see how stakeholder dynamics work between them, their customers, and the govern-
ment bodies in the countries where they are present. What we found was anecdotal
evidence that the benefits to the CSP of certification lay more in the restructur-
ing of their offer to achieve certification than to the SME than in the awareness of
certification by the potential client.

In terms of the relations with the governmental bodies, in the jurisdictions where
the certifier is located, there is no governmental backing of these schemes; therefore
we were not able to see a dynamic in that relationship. The UK government has
specifically stated that it is not interested in a regulator role in a debate with the CIF
in November 2012 [30].

The success of cloud certification schemes toward SMEs can be seen as more
longitudinal research. SMEs across geographies and industries are making major
changes to their business models to be able to compete with larger firms by utilizing
cloud services to improve operations and become more efficient. The adoption of
cloud by SMEs initially have been driven by internal user demand [29] and horizontal
application development (e.g., Dropbox and cloud e-mail), where a trusted partner
does add a value component to the implementation.
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Chapter 7
A Framework for Evaluating Cloud Enterprise
Resource Planning (ERP) Systems

T. Chandrakumar and S. Parthasarathy

Abstract Cloud computing is a new paradigm, transforming the information tech-
nology (IT) industry, and the commercial sector, that is involved in reshaping the
way enterprise services are designed, implemented, and deployed. Rather than using
complex software systems, customers are beginning to spotlight on their core busi-
ness processes while obtaining all required IT functions as cloud services. Enterprise
resource planning (ERP) systems attempt to integrate data and processes in organi-
zations. These systems are among the most adopted IT solutions in organizations.
This chapter explores the literature available on cloud ERP systems, suggests the
factors accounting for cloud ERP, and proposes a framework for evaluating cloud
ERP systems. This framework is grounded on software engineering parameters in-
volved in the development of cloud ERP. The validity of the framework is illustrated
with the help of a case study.

Keywords Business process · Cloud · Customization · ERP · Evaluation · Software
engineering

7.1 Introduction

Enterprise resource planning (ERP) systems are integrated software packages with a
common database that support business processes in companies [29]. They involve
distinctive functional modules that reflect the departmental structure of an organi-
zation (bookkeeping, acquisition, sales, production, warehousing, and so on.). They
are created and offered by ERP outlets and sold as “standard software” that fits the
necessities of numerous organizations, regularly improved for certain commercial
ventures (industry or vertical solutions). Since ERP systems help the core processes
and need to reflect the organizational structure of an organization, they come in nu-
merous diverse sizes and specializations. They ordinarily experience a considerable
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customization procedure to make them fit to the necessities of a specific organiza-
tion, and they frequently need to be electronically joined with other software systems
(e.g., legacy systems or partner systems). The possibility of such adaptations needs
to be tended to after the choice for distributed computing is taken. Executives in-
cluded in managing enterprise operations and advancing corporate ERP systems
progressively need to assess the suggestions and effect of distributed computing. For
executives included in selecting, executing, man maturing, and streamlining ERP
systems, the coming of cloud computing may well be one of the more critical and
disruptive events that they will see in their professions [11]. As awareness and use of
cloud and software as a service (SaaS) offerings press on to develop, ERP decision
makers are progressively being asked to survey and impart the suggestions and im-
pacts. Notwithstanding, the radical updates guaranteed by cloud computing joined
together with the developing nature of numerous cloud services are making this a
troublesome undertaking. Heading organizations of all sizes and in each part are
now well-attentive to the formal that cloud-based services can convey to organiza-
tions especially as far as expense, speed, and adaptability. The energy is additionally
building quickly on the supply side, with essentially all major software organizations
now taking dollars from on-commence incomes and steering further investment at
the improvement of SaaS products or variants. Cloud computing is a developing
reality because of the pervasiveness of the Internet and Internet technologies, joined
together with developments in hardware virtualization, and advanced more adapt-
able software architectures. The extra profit of multi-tenancy (or offering) carries
enormous cost saving to software vendors through the upgrade and support of one
form of code [17, 23]. Likewise, a key stimulator has been the different presenta-
tions of cloud services by organizations, for example, Google, Amazon, Netsuite,
Salesforce, and Workday, and in addition accepted mega software companies like
Microsoft, Oracle, and SAP.

Cloud computing, like similar forms of IT outsourcing, is heralding certain
promises to user companies, such as:

• The decrease of capital cost because the customer does not acquire hardware or
licenses up front any more [24]

• Cost transparency, e.g., through pay-per-use or subscription models [25]
• The decrease of operational costs [24]
• Increased flexibility for business processes due to lower switching cost [15]
• Guaranteed service level [22]
• Simplicity through commodity services [25]

“Cloud computing is a standout amongst the most examined and advertised inno-
vations of later years. Engagement in cloud computing is basically impelled by its
potential to reduce capital utilization and to pass on versatile IT services at simpler
variable costs” [24]. The practicality of such modification need to be had a tendency
to not long after the decision for cloud computing is taken. While there is small
mistrust that cloud computing could be helpful in the zones of office computing
and work group joint effort [6], it is intriguing to analyze distinctive types of work-
ing an unpredictable business software system (such as an ERP system) in a cloud
environment.
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7.2 Review of Literature

The new cloud ideal model is rolling out in the complete IS/IT domain. Numer-
ous companies base their IT-procedures conforming to this movement. While minor
complex frameworks, such as cloud customer relationship management (CRM) are
as of now effectively offered and actualized in the cloud, the reception inside the
enterprise frameworks space faces more many-sided quality and safety aspects [27].
Cloud computing is a chance to totally change how business and its individuals work.
Safeguarding the organization from capital consumptions that keep going more ex-
tended on the accounting report than in the server room may be the regularly referred
to profit; however, there are some you might not have acknowledged. The develop-
ment of services for cloud computing (as a particular form of IT outsourcing) has
been stimulated by three complementary and very influential technological achieve-
ments: Asynchronous JavaScript and XML (AJAX) technology, multitenancy, and
virtualization [5, 19, 30]. Every revolutionary paradigm shift brings along new op-
portunities for doing business and cloud computing is not an exception. Incumbents,
as well as new providers of IT services are positioning themselves horizontally and/or
vertically along the cloud computing layers. However, one of the biggest questions
being asked is how to effectively price IT services. Different pricing models have
been studied [12] among them, e.g., fixed/variable [16], negotiating [32], service-
level agreement (SLA)-related ones [10], or pay as you go [2, 8]. Developing nations
are also seeing the opportunity of providing cheaper hosting services [4]. We believe
there is a need to look at cloud computing from the interdisciplinary perspectives
as well, in order to establish the viability of this model and provide guidance for
practice. A study [3] looked at the problems faced by cloud service providers as
how providers can price infrastructure in such a way that it may impact resource
utilization.

Enterprises can hope to face numerous exchange offs when they move IT into the
cloud. Cloud-based services exhibit options regarding cost, speed, and adaptability.
Presently, the ERP is attempting to respond to the requirements of the industry.
Accenture brought up the vitality of this change as ERP’s relocation to cloud is not
an inquiry of “if” but “when” [21]. Cloud ERP gets consideration by decreasing
the usage, support and foundation expenses of result in correlation to on-premise
ERP [9]. Enterprises can hope to face numerous exchange offs when they move
IT into the cloud. Security is one of the central points to the cloud model, and
it is frequently a passionate one besides. As cloud offerings burgeon, there will be
continuous challenges with interoperability, portability, and migration. To make sure,
interoperability is likewise an issue for on-start requisitions, yet this test is amplified
in the cloud. An alternate component is the absence of generally demarcated SLAs by
cloud providers. The cloud is frequently touted as an answer for organizations with
extensive varieties in registering request. Cloud computing is not simply a matter of
adding an infinite number of servers. Some problems and processes cannot be solved
simply by adding more nodes. They require different architectures of processing,
memory, and storage [14].
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Cloud computing has advanced as a key processing stage for imparting assets that
incorporate infrastructures, software, applications, and business processes. Virtual-
ization is a center innovation for empowering cloud asset offering. On the other hand,
generally existing cloud computing platforms have not formally received the service-
oriented architecture (SOA) that might make them more adaptable, extensible, and
reusable [33]. Enterprise cloud computing becomes more and more prevalent in the
IT and business application industry. The scientific approach is to overcome most of
the disadvantages of legacy on-premise solutions. Therefore, the existing different
research streams, requirements, and semantic perspectives need to be converged into
one central ubiquitous, standardized architectural approach [1]. A study reported in
[28] presents the cost savings and reduction in the level of difficulty in adopting a
cloud computing service-enabled ERP system.

ERP systems, relational databases, and other mature information technologies are
undergoing commoditization and facing challenges from SaaS players moving into
front-end enterprise applications [13]. Most of the Indian SMEs have adopted the
traditional ERP Systems and have incurred a heavy cost while implementing these
systems.

7.3 Cloud Computing—An Overview

Cloud computing is defined by the National Institute of Standards and Technol-
ogy (NIST) as a model for empowering ubiquitous, helpful, on-demand network
access to an imparted pool of configurable computing resources (e.g., networks,
servers, storage, applications , and services ) that could be quickly provisioned and
discharged with insignificant administration exertion or service provider collabora-
tion. The cloud is including us. We use the cloud normally if picking up passage to
e-mail, Facebook, doing online banking, purchasing goods, and services online—
even when using iTunes or Xbox Live! These are not; one or the other liable for it,
as it is directed and cared for purpose, or do the majority of us grasp the force and
flexibility distributed computing carries a small and medium business (SMB). At its
core, cloud computing means providing computing services via the Internet. The
“cloud” idea is tightly connected with the “as a service” idea. The public cloud, case
in point, addresses a set of standard possessions of altering sorts that could be joined
to collect procurements. Public clouds offer virtual machines to furnish outfit power,
file systems, data storage systems, network devices, and other elements. They are
regularly alluded as infrastructure as a service (IaaS). Various forms of public cloud
providers and SaaS companies also offer a development platform as a service (PaaS).

In general, the public cloud has significant limitations when used to construct
business applications. These constraints are testing enough that the movement to
the cloud will fundamentally comprise a private cloud framework that looks little
resemblance to the public cloud.

In the simplest of terms, cloud computing refers to end users connecting to soft-
ware applications and information that runs in a shared environment rather than a
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dedicated environment. Rather than conventional figuring situations, from the most
recent 30 years, where every provision was doled out to a particular bit of equipment
dwelling in a data center, cloud computing enables end users to connect to applica-
tions of their choice at any day, any time, and on any Internet-connected device. The
term “computer cloud” is overloaded as it covers infrastructures of different sizes,
with different management, for a diverse user population. Several types of cloud
environments are envisioned:

• Private Cloud—the infrastructure is operated solely for an organization. It may be
managed by the organization or a third party and may exist on or off the premises
of the organization.

• Community Cloud—the infrastructure is shared by several organizations and sup-
ports a specific community that has shared concerns (e.g., mission, security
requirements, policy, and compliance considerations). It may be administered
by the associations or an unbiased gathering and might exist on premises or off
premises.

• Public Cloud—the infrastructure is made available to the general public or a large
industry group and is owned by an organization selling cloud services.

• Hybrid Cloud— the infrastructure is a composition of two or more clouds (private,
community, or public) that remain unique entities but are bound together by stan-
dardized or proprietary technology that enables data and application portability
(e.g., cloud bursting for load-balancing between clouds).

There are three cloud delivery models, SaaS, PaaS, and IaaS deployed as public,
private, community, and hybrid clouds. SaaS gives the users capability to use appli-
cations supplied by the service provider but allows no control of the platform or the
infrastructure. Paas gives the capacity to convey buyer made or procured requisitions
utilizing modifying dialects and instruments backed by the provider. Iaas permits the
client to convey and run subjective programming, which can incorporate working
frameworks and requisitions.

7.3.1 Software as a Service (SaaS)

SaaS applications are supplied by the service provider in a cloud infrastructure.
The provisions are open from different customer units through a dainty customer
interface, for example, a Web browser (e.g., Web-based e-mail). The provision of
an application which is hosted (off premise) by a provider as a service to customers
who access it via the Internet. In contrast to application service providing (ASP),
SaaS is based on a multi-tenant model where many customers are using the same
program code but have their own private data spaces. SaaS is only suited for the
software “out of the box” that does not require much customization or integration
with other applications [15]. The client does not supervise or control the underlying
cloud base incorporating system, servers, working frameworks, storage, or even
singular provision competencies, with the conceivable exemption of restricted client
particular requisition setup settings. Services offered include:



166 T. Chandrakumar and S. Parthasarathy

• Enterprise services, for example, workflow administration, aggregate ware and
community-oriented, supply chain, communications, digital signature, CRM,
desktop software, financial management, geo-spatial, and look.

• Web 2.0 provisions, for example, metadata administration, social networking,
blogs, wiki services, and portal services.

7.3.2 Platform as a Service (PaaS)

It gives the competence to convey buyer made or procured requisitions utilizing
customizing dialects and tools supported by the supplier. The client does not admin-
ister or control the underlying cloud base incorporating network, servers, operating
systems, or storage. The provision of resources required to build applications and ser-
vices (software development environment) to a customer by an outsourcing provider.
Typical use scenarios are application design, development, testing, and deployment
[30]. The user has control over the deployed applications and, possibly, application
hosting environment configurations. Such services include: session management,
device integration, sandboxes, instrumentation and testing, contents management,
knowledge management, and Universal Description, Discovery and Integration
(UDDI), a platform- independent, Extensible Markup Language (XML)-based reg-
istry providing a mechanism to register, and locate Web service applications. PaaS is
not particularly useful when the application must be portable, when proprietary pro-
gramming languages are used, or when the under laying hardware and software must
be customized to improve the performance of the application. Its major application
areas are in software development when multiple developers and users collaborate
and the deployment and testing services should be automated.

7.3.3 Infrastructure as a Service (IaaS)

With the capability to provision processing, storage, networks, and other fundamen-
tal computing resources; the consumer is able to deploy and run arbitrary software,
which can include operating systems and applications belonging to diverse domains.
The IaaS allows provisioning of computing resources (CPU cycles, memory, stor-
age, network equipment) to a client. In this service model it is possible to share a
server among multi tenants. The service is typically billed on a utility computing
basis (resource consumption) [30]. The consumer does not supervise or control the
underlying cloud infrastructure yet has control over operating systems, storage, de-
ployed applications, and possibly limited control of some networking components,
e.g., host firewalls. Services offered by this delivery model include server hosting,
Web servers, storage, computing hardware, operating systems, virtual instances, load
balancing, Internet access, and bandwidth provisioning. The IaaS cloud computing
delivery model has a number of characteristics, such as the resources are distributed
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and support dynamic scaling, it is based on a utility pricing model and variable cost,
and the hardware is shared among multiple users. This cloud computing model is
particularly useful when the demand is volatile and a new business needs computing
resources and it does not want to invest in a computing infrastructure or when an
organization is expanding rapidly.

7.4 Cloud ERP—The Present Scenario

When evaluating technology within the business, total cost of ownership (TCO) is
an important measurement of value. The technology vendor and buyer focus on one
thing, the acquisition cost. This is fundamentally because of budgetary cycles that
have a tendency to be concentrated on the short or close term. Indeed, it is usually
acknowledged that the expense of support, updates, streamlining, administration,
and preparing speak to roughly 3–5 times the expense of the obtaining—in excess
of a 5-year proprietorship period. Because of this, it is critically important that a
small business person look beyond the acquisition and implementation costs to the
long-term view as to how much will the solutions actually cost the business. In the
same way that one might survey the TCO of an “on-introduce” innovation result,
the same assessment must be attempted for a cloud/SaaS solution. The assessment
criteria and estimation may include factors, such as the following:

• Cost for every client, for every month
• Consulting/implementation fees
• Training costs
• Ongoing user support costs
• Upgrade costs
• Maintenance costs
• Extra application integration costs (third-party applications and information)
• Application/environment backup/restoration/recovery costs
• Ease and cost of adding new functionality or modules
• Ease and cost of adding new users to the solution/system
• Uptime commitments and cost of business downtime

Surely, cloud computing offers numerous attractive profits to ventures. The cloud
model moves the IT base from a forthright capital expenditure to an operational one.
Today’s enterprise IT portfolio consists of a hybrid ecosystem of services that in-
cludes a mix of internal and external IT providers as well as private and cloud-based
IT infrastructures. According to a recent international data corporation (IDC) sur-
vey (www.idc.com/prodserv/idc_cloud.jsp), private cloud frameworks in ventures
mostly have IT administration requisitions, endeavor wide correspondence and joint
effort instruments, and business provisions, for example, CRM and ERP. Further-
more, there is an improving example to outsourcing message, particular gainfulness
applications, site creation, hosting, and administration; and on-demand compute
and storage services. Provisions, for example, the IT help desk, data backup, and
archival services fall some place between these procedures. Diverse enterprises de-
cide to have these requisitions in-house or on public cloud bases. Legacy IT systems
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in the undertaking have a tendency to underpin custom enterprise requisitions and
those with sensitive data.

Organizations can utilize public cloud for huge batch-oriented tasks, those involv-
ing substantial spikes in necessities for handling power that overall might be out of
achieve or require tremendous speculation. Many enterprises procurement process-
ing resources for top loads are regularly surpassing normal use by a component of
2 to 10. Thus, server usage in data centers is frequently as low as 5 to 20 %. One
key profit of cloud computing is that it saves organizations from needing to pay for
these underutilized resources. Organizations can utilize the cloud to quickly scale
up or down; they can additionally purchase or discharge IT resources as required
on a pay-as you-go model. As one aggregation of specialists from the University of
California, Berkeley noted, “This versatility of resources, without paying a premium
for vast scale, is remarkable in the history of IT” [21].

Cloud services are an example that parts up consolidated stacks of undertaking
system and procurements into services either inner or outer service providers fulfill.
In spite of the fact that SOA modeling rebuilt requisitions into composable services,
it just tended to the requisition incorporation issue inside enterprises. Cloud services
unfold that engineering plan and execution design into business relationships be-
tween service consumers and providers. In IaaS, PaaS, and SaaS, providers own the
infrastructure, platforms, or software functions. As their part updates from straight
furnishing IT systems to supervising services that vendors deliver, IT staff need to
advance new skills. Instead of simply being technology masters, they will require
the abilities to intercede and reconcile legacy innovation and new services while
sticking to undertaking prerequisites, for example, compliance, accessibility, and
cost control.

An alternate pattern is the consumerization of IT. The border between individual
and business requisitions is rapidly vanishing, and representatives now routinely
utilize versatile apparatuses and systems to trade a noteworthy divide of business-
identified data. Notwithstanding routinely utilizing Internet provisions for business
purposes, from desktop hunt to connectivity suites, more workers are carrying their
own customer units to work to use in gaining entrance to administrations, for example,
instant messaging networks and social networking sites.

A bigger number of as a business need than a pattern, the adequate cooperation
between organizations and their clients and suppliers is likewise evolving IT. Cross-
enterprise joint effort presupposes sharing, exchanging, and managing information
across enterprise IT dividers. Such coordinated effort has extended past virtual gath-
ering rooms and meeting calls to incorporate provisional regulated access to internal
in-formation systems, knowledge bases, or information distribution systems.

Collaboration could reach out into incidentally taking advantage of the work-
force and IT holdings of different enterprises and crowd sourcing services. This
development will make new environments that depend on viably and specifically
empowering access to the needed systems and services. On the grounds that such
biological systems must be more open and receptive than universal IT, supervising
them will require granular and subjective access control components.
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7.5 Framework for the Evaluation of Cloud ERP

There are various components that executives might as well recognize in choosing
whether and how to utilize cloud-based services for their ERP systems. Industry
type, organization measure, result unpredictability, security needs, and a few other
organizational issues should all be tended to. From the viewpoint, we analyze the
pros and cons of moving ERP services to the cloud and present a framework that can
be used to evaluate the viability of cloud-based ERP systems for their organizations.
Cloud-based technology solutions require companies to loosen their control of crit-
ical data. Organizations should take a complete approach to the risks, from both the
business and the IT security points of view. Industry security gauges are developing
quickly, and cloud-based ERP suppliers have contributed a huge number of dol-
lars in building state-of-the art security competencies and data administration forms.
Accordingly, IT security directors need to reexamine how they group requisitions
and information dependent upon level of danger, better recognize particular secu-
rity necessities and the controls needed to administer hazard, and more completely
comprehend the capability of cloud suppliers to meet their security prerequisites. An
evaluation framework can also help in finding the most cost-effective solution for
the business, which is a key consideration in the process. All the same, one of the
most amazing offering purposes of cloud ERP frameworks is their beginning cost
funds. Two key factors found from the literature stand out from all the others: im-
plementation size and system complexity. These issues tackle distinctive intensities
hinging upon if the organization is actualizing an ERP answer despite anything that
might have happened before, moving from its current ERP solution, or enlarging its
current framework’s capacities to incorporate additional functionality. The decision
framework for evaluating Cloud ERP System software component is depicted in
Fig. 7.1. The highest level of hierarchy represents the goal, second level represents
the main attributes (Level 1), and third level represents the sub-attributes (Level 2)
represents the components.

Figure 7.2 indicates the different approaches in cloud ERP implementation.
Providers are investing significantly in enhancing their offerings, expanding the
functionality and availability of their services, and reducing the risks of adoption.
More diminutive organizations that need to add the profits of scale to bring down their
expenses and drive standardization might as well consider this choice now, as well
bigger organizations looking to lower expenses and drive institutionalization inside
divisions or practical units. ERP in the cloud is what is to come, and even organiza-
tions that have exceptional explanation for why not to take the plunge yet ought to
be observing improvements and acknowledging their more drawn out extent plans.

7.5.1 Implementation Size

At present, small- to medium-sized organizations are the probable hopes for the
cloud-based ERP systems, since execution and support costs are generally low. Nu-
merous extensive, complex organizations will uncover that cloud-based systems do
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Fig. 7.1 Evaluation framework—Cloud ERP system

Fig. 7.2 Different
approaches—Cloud ERP
system implementation
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not yet meet their enterprise-level needs, in spite of the fact that they may be suit-
able for littler divisions if the cloud-based result could be mixed into the existing
enterprise-wide ERP platform. Companies with large-scale ERP systems may sim-
ply find the benefits of scale gained from in-house ownership to be greater than the
potential cost savings offered by a cloud-based solution today. Rapid implementation
is generally agreed to be among the top benefits of cloud-based ERP and also con-
tribute to easier change of cloud service providers [7] and reduced time of providing
new products in certain types of business [20].

7.5.2 System Complexity

The complexity of any ERP system is measured along three dimensions: the extent of
integration, the amount of functionality, and the size of the footprint. Corporate en-
vironments that require essential usefulness, negligible customization, and restricted
joining are especially suitable for cloud-based results. More complex organizations
will probably uncover that cloud-based results are not the best choice at this time.
A few organizations might profit from alleged half-breed models, where some ERP
practicality is held in a conventional had environment while different requisitions are
executed through the cloud. A large company with complex supply chain require-
ments, for example, might continue to maintain its customized ERP solution while
using a cloud provider for selected business processes, such as talent management. A
business with multiple subsidiaries might keep a centralized, hosted ERP solution to
run the enterprise while providing its subsidiaries with a cost-efficient cloud-based
solution to run their local operations. Cloud ERP has moved beyond the experimen-
tation phase. The rising complexity when implementing and maintaining an ERP
landscape along with a rising TCO is forcing enterprises to look for ways to stan-
dardize their landscape and optimize assets. Enterprises are quickening development
by conveying cloud business systems over their worldwide vicinity.

7.6 Case Study

A case study was conducted in a manufacturing industry. The company had al-
ways stayed ahead with their streamlined operations and market-savvy products.
The company was using different stand-alone software packages for different as-
pects of business. While this legacy system had served their purposes in the past, the
company began to feel an increasing need for access to real time information. Instant
access to information from a unified, online budgetary, and management informa-
tion systems (MIS) report systems might give them an incorporated view crosswise
over distinctive levels of the association. The organization coveted experiences into
their financials and business So, they really needed a system in place to standardize
and streamline business processes across the organization and improve operational
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control through a comprehensive financial and management reporting system. The
interview was undertook with the employees in the mechanical as well as manage-
rial position, who were employed throughout cloud-founded SAP implementation
and the constituents of ERP vendor. These workers were employed with this cloud
ERP scheme in their day-to-day job. It is discovered that for just a cloud ERP im-
plementation in time, managerial issues considered already will do, but for reaping
the full benefits of the cloud ERP software after implementation, technical factors
highlighted in this study plays a crucial role.

The company was already using an in-house ERP system, using a combination
of features from 5M and Tally. However, there was no coordination between the two
systems and the information silos did not support business insights or growth. More-
over, the multi location structure made it difficult for the head office to get a clear
perspective of the overall business scenario. On-premise software was necessary for
definite aspects that required specialized customization . However, there were other
aspects where the major need was instantaneous access to real time information. For
instance, having online information on inventory and accounts was extremely impor-
tant. The company then uses a SaaS- based cloud model that would not upset their
existing framework and would work independently to provide business intelligence.

7.7 Findings and Discussion

The framework presented relies on parameters of software engineering in the devel-
opment of cloud ERP, following a hierarchical structure of quality characteristics
which are decomposed to sub-characteristics and attributes. The model adopts the
strict approach of the ISO 9126 standard as regards its hierarchy, but also gives de-
tails on how to measure each attribute, an issue which is not addressed by the ISO
model. The analysis of this new framework has helped us to reach the key construct
of an as-is scenario, that is: history and development of Cloud ERP systems, the
implementation lifecycle, critical success factors and project management, as well
as benefits and costs. Having distinguished and arranged the profits, costs, risks,
and limitations of cloud-based ERP rather than “traditional” ERP, we dissected them
further keeping in mind the end goal to elucidate and analyze applicable aspects of
cloud-based, hosted, and on-premise types of ERP systems through the literature
survey. For instance, some drawbacks of cloud-based ERP referred to extensively in
the literature as “security and confidentiality risks” were transformed into the feature
of “high level of security and confidentiality”.

Cloud-based ERP solutions have become one of the fastest growing segments of IT
industry [26]. Moreover, the shift from traditional ERP to cloud-based ERP is clearly
notable [18]. In particular many SME’s shift to cloud-based ERP solutions [9]. First
and foremost, with regard to cost profits of cloud-based ERP, generally investigated
papers ordinarily concurred up-on more level upfront and working expenses. The
explanation behind this is the way that undertakings do not have to make immense
upfront venture in the IT base. Likewise, unlike the traditional ERP, cloud-based ERP
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might be designed on interest and looked after and duplicated quickly which prompts
a greatly improved usage of the processing base. This thus will prompt more level
upfront and operational cost. Second, basically all the inventors state that cloud-based
ERP can rapidly be executed inside the endeavor unlike the accepted ERP which
needs more exertion and time. Cloud-based ERP delivers a rapid deployment model
that enables applications to grow quickly and match increasing usage requirements.
The user can easily scale up or scale down depending on its needs [31]. Findings from
interviews with ERP consultants provided partial support for the aforementioned
proposed framework. In spite of the fact that there is ordinarily an understanding
around them observing the stages of ERP life cycle and the determination procedure
of selection process of ERP software, the larger part of interviewees has not been ever
included with the arrangement of qualitative measures in the whatever time was spent
selecting cloud ERP software. The explanations expressed are the accompanying
high cost of making and measuring qualitative components, vagueness noticing the
way of qualitative measures, absence of time to dedicate to qualitative estimation,
and absence of directions by administration to build qualitative measures. Likewise,
notwithstanding the way that the key component of ERP is usually affirmed by all,
the assessment of cloud ERP software in practice does not explicitly take into account
the various relevant strategic elements.

7.8 Conclusion

A cloud ERP solution is expected to offer a flexible ERP that supports the growth of
the business within a fully managed private cloud environment—built on the proven
platform. High-performance computing is one of the most important technology
megatrends. By 2020, we will see 10 to 100 cores per server along with 100-TByte
memory available for business applications. The big driver for high-performance
computing is the cloud computing with virtual servers. This will change the IT
landscape as the PC’s acquaintance did with the computer landscape, which was ruled
by water-cooled host machines. As such, software and hardware manufacturers have
existed in close advantageous interaction. Every new software releases appetite for
execution has been satisfied by faster computers with additional powerful processors.

For large organizations, the private cloud speaks to a choice to have a cake and
consume it, as well. The point when contrasted with the standard components of the
public cloud, the specially designed private cloud emerges as a drastically distinc-
tive build. Unfortunately, numerous individuals press on to inexactly toss around the
expression “cloud” without understanding that it might allude to altogether different
demonstrates and without acknowledging its limitations. After a watchful examina-
tion of the cloud, numerous organizations may need to keep their CIOs for a long time
to come. The cloud is bad or awful: it is only another ideal model with its own focal
points and inconveniences. Over the long run, some of these concerns will be com-
prehended or the risks will be decreased to adequate levels. The cloud permits minor
startups to overcome IT restraints and carry new on-demand offerings to medium
sized organizations, yet it will be quite a while before it serves generally needs of
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larger enterprises. For generally associations, the inquiry of whether to move into
the cloud will be a matter of weighing the pros and cons. There is a “sweet spot”
for cloud business applications where the trade-off between rich business-specific
functionality on the one side and ease of maintenance but little extensibility on the
other is optimum. At this point, that spot is around ERP, CRM, and collaboration,
especially between enterprises.

Enterprises are analyzing the use of cloud to carry out some of their processes.
This put further new requirements to be addressed by this approach, contributing
to its shaping. For example, many enterprise processes are time critical, with se-
curity and privacy requirements. Also the scale of enterprise applications is in the
order of thousands of concurrent services. And this is in contrast with SMEs, which
have a number of service orders of magnitude lower than enterprises. Cloud com-
puting is converting how buyers, organizations, and governments store data, how
they prepare that data, and how they use figuring power. It could be an engine of
advancement, a stage for business endeavor, and driver of corporate effectiveness.
While an undeniably normally term, confusion stays over what precisely constitutes
cloud computing, how the businesses are unfolding, and what strengths will drive
their development and dissemination. The evaluation of cloud ERP System requires
the comprehension of the major effect cloud ERP has on the business technique,
the organizational structure and the part of the individuals of the organization all
through its existence cycle. The framework of ERP systems evaluation and selection
proposed in this paper is significant in that it makes ERP managers bear in mind that
ERP evaluation does not only refer to the analysis of the ERP product per se. In ad-
dition, and more crucially, it refers to the potential operational and strategic benefits
and the total investment required for selecting, purchasing, implementing, operating,
maintaining, and extending the proposed ERP system with additional applications
throughout its life cycle. Failure to identify the full costs of ERP investment can have
serious implications for the success of the ERP project.
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Chapter 8
DIPAR: A Framework for Implementing Big
Data Science in Organizations

Luis Eduardo Bautista Villalpando, Alain April and Alain Abran

Abstract Cloud computing (CC) is a technology aimed at processing and storing
very large amounts of data, which are also referred to as big data (BD). Although
this is not the only aim of the cloud paradigm, one of the most important challenges
in CC is how to process and deal with the BD. By the end of 2012, the amount of
data generated was approximately 2.8 zettabytes (ZB), i.e., 2.8 trillion GB. One of
the areas that contribute to the analysis of BD is referred to as data science. This
new study area, also called big data science (BDS), has recently become an impor-
tant topic in organizations because of the value it can generate, both for themselves
and for their customers. One of the challenges in implementing BDS is the current
lack of information to help in understanding this new study area. In this context,
this chapter presents the define-ingest-preprocess-analyze-report (DIPAR) frame-
work, which proposes a means to implement BDS in organizations and defines its
requirements and elements. The framework consists of five stages define, ingest,
preprocess, analyze, and report. It is based on the ISO 15939 Systems and Software
Engineering—Measurement process standard, the purpose of which is to collect,
analyze, and report data relating to the products to be developed.
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8.1 Introduction

Cloud computing (CC) is a technology aimed at processing and storing very large
amounts of data. According to the ISO subcommittee 38, the CC study group, CC
is a paradigm for enabling ubiquitous, convenient, on-demand network access to a
shared pool of configurable cloud resources accessed through services which can be
rapidly provisioned and released with minimal management effort or service provider
interaction [1].

One of the most important challenges in CC is how to process large amounts of
data (also known as big data—BD) in an efficient and reliable way. In December
2012, the International Data Corporation (IDC) stated that, by the end of 2012, the
total data generated was 2.8 zettabytes (ZB), i.e., 2.8 trillion GB [2]. Furthermore,
the IDC predicts that the total data generated by 2020 will be 40 ZB. This is roughly
equivalent to 5.2 terabytes (TB) of data generated by every human being alive in that
year. In addition, according to the report, only 0.5 % of the data have been analyzed
up to the present time, and one-quarter of all the currently available data may contain
valuable information. This means that BD processing will be a highly relevant topic
in the coming years.

One of the main areas contributing to the analysis of BD is data science (DS).
Although this term has emerged only recently, it has a long history, as it is based on
techniques and theories from fields, such as mathematics, statistics, data engineering,
etc. [3]. The integration of these fields into the BD paradigm has resulted in a new
study area called big data science (BDS).

BDS has recently become a very important topic in organizations because of
the value it can generate, both for themselves and for their customers. One of the
main challenges in BDS is the current lack of information to help in understanding,
structuring, and defining how to integrate this study area into organizations and how to
develop processes for its implementation. BDS involves implementation challenges
not faced in DS, such as the integration of large amounts of data from different
sources, data transformation, storage, security, the analysis of large data sets using
high-performance processing technologies, and the representation of analysis results
(visualization), to mention only a few.

This chapter presents the define-ingest-preprocess-analyze-report (DIPAR)
framework, which proposes a means to implement BDS in organizations, and
defines the requirements and elements involved. The framework consists of five
stages: Define, Ingest, Preprocess, Analyze, and Report (DIPAR), which we describe
here. We also explain how to implement these stages, along with the components of
the framework.

The rest of this chapter is organized as follows. Section 8.2 presents an overview
of BDS, including its definition and history, as well as its relationships with other
study areas, like data mining (DM) and data analysis (DA). Section 8.3 presents the
ISO 15939 Systems and Software Engineering—Measurement process standard, the
purpose of which is to collect, analyze, and report data relating to products to be
developed. Section 8.4 constitutes the core of this chapter, in which we present our
proposal of the DIPAR framework as a means to implement BDS in organizations.
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Section 8.5 describes the relationships between this framework and the measurement
processes defined in the ISO 15939 measurement process standard. Section 8.6
presents a case study in which the DIPAR framework is used to develop a BD
product for the performance analysis of CC applications. Finally, Sect. 8.7 presents
a summary and the conclusions of this chapter.

8.2 Big Data Science

The term big data science has been in common usage for only about 3 years, but
it has evolved, in part, from the term data analysis. In 1962, Tukey [4] writes that,
with the evolution of mathematical statistics, it will be possible to apply them to
“very extensive data,” which is the central interest in DA. Moreover, he points out
that DA includes, among other things: procedures for analyzing data, techniques
for interpreting the results of those procedures, ways of planning the data gathering
process to make analysis of the data easier, and so on.

In recent years, DM has been the area of knowledge that has been responsible
for DA in organizations. Authors like Han et al. [5] describe DM as an interdis-
ciplinary subject which includes an iterative sequence of steps for what he calls
knowledge discovery. These steps are data cleaning, data integration, data selection,
data transformation, pattern evaluation, and the presentation of results. Han explains
that these steps can be summarized in the extraction/transformation/loading (ETL)
process. Extraction is the stage in which data are collected from outside sources,
transformation is the stage in which methods and functions are applied to data in
order to generate valuable information, and loading is the stage in which the data are
inputted into the end target to generate output reports.

Although the ETL process has been applied in organizations for some years, this
approach cannot be used in its entirety in BD, because the traditional data warehouse
tools and processes are not designed to work on very large amounts of data. Some
authors, like Lin [6], contend that “big data mining” is about much more than what
most academics would consider simply DM. He goes on to say that a significant
amount of tooling and infrastructure is required to operationalize vague strategic
directives into concrete, solvable problems with clearly defined indicators of success.
Other authors, like Thusoo et al. [7], note that the BD processing infrastructure has
to be flexible enough to support optimal algorithms and techniques for the very
different query workloads. Moreover, Thusoo emphasizes that what makes this task
more challenging is that the data under consideration continue to grow rapidly. In one
example, in 2012 alone, Facebook generated more than 500 TB of new data every day.

8.3 Big Data Science as a Measurement Process

One of the most important challenges for organizations is to turn available data into
final products which generate value and create a competitive advantage for enterprises
and institutions. Meeting this challenge is vital to the development of measurement
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Fig. 8.1 Sequence of activities in a measurement process (Adapted from the ISO 15939
measurement process model [8])

processes that support the analysis of information related to the original data, with
a view to defining the types of products that can be developed. According to ISO
15939 [8] Systems and Software Engineering—Measurement process, the purpose of
a measurement process is to collect, analyze, and report data relating to the products
developed and the processes implemented within the organizational unit to support
effective management of the measurement process and to objectively demonstrate
the quality of the products.

ISO 15939 defines a sequence of four activities to develop such measurements,
which include establish and sustain measurement commitment, plan the measure-
ment process, perform the measurement process, and evaluate the measurement.
These activities are performed in an iterative cycle that allows for continuous
feedback and improvement of the measurement process, as shown in Fig. 8.1.

The activities performed during the measurement process are described below:
Establish and sustain measurement commitment. This activity consists of two

tasks: (1) define the requirements for measurement (2) assign resources. Defining
the requirements for measurement involves defining the scope of measurement as
a single project, a functional area, the whole enterprise, etc., as well as the com-
mitment of management and staff to the measurement process. This means that the
organizational unit should demonstrate its commitment through policies, allocation
of responsibilities, budget, training, etc. Assigning resources involves the allocation
of responsibilities to individuals, as well as the provision of resources to plan the
measurement process.

• Plan the measurement process. This activity consists of a series of tasks, such
as identifying information needs, selecting measures, defining data collection,
and defining the criteria for evaluating product and process information. It also
includes the activities related to reviewing, approving, and providing resources
for measurement tasks.
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• Perform the measurement process. This activity consists of the tasks defined
in the planning activity, along with the following sub activities: integrate proce-
dures, collect data, analyze data, develop information products, and communicate
results.

• Evaluate the measurement. This activity consists of evaluating information prod-
ucts against the specified evaluation criteria and of determining the strengths and
weaknesses of the information products and the measurement process. This ac-
tivity must also identify potential improvements to the information products. For
instance, changing the format of an indicator, changing from a linear measure to
an area measure, minutes to hours, or a line of code to a size measure, etc.

The next section presents the DIPAR framework, its stages, and its implementation
process. It also describes the relationships that exist between the stages and how the
framework is integrated into the measurement processes defined in ISO 15939.

8.4 The DIPAR Framework

The DIPAR framework integrates the four activities described in ISO 15939, and its
main objective is to design BD products that have a high impact on organizational per-
formance. Figure 8.2 depicts the five stages to be executed during the implementation
of the DIPAR framework, as well as the order in which should be executed.

The following subsections describe each stage of the DIPAR framework and the
elements they involve.
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8.4.1 Define the New Product to Develop

The first step in the DIPAR framework is to define whether or not a new BD product
is necessary. If it is not, all the analytical work developed to create the product will
be a waste of time and resources. Clearly, it is sometimes not possible to establish
the type of product to be developed, because there is no knowledge available on the
type of data that can be collected and analyzed. Patil [9] suggests that this issue can
be resolved by taking shortcuts in order to get products off the ground. He maintains
that these shortcuts will enable products to survive to the finished state because they
support good ideas that might not have seen the light of day otherwise, and that
taking them will result in the development of more complex analytical techniques
that will form a baseline for building better products in the future. Moreover, these
basic ideas should be aligned with the strategic objectives of the organization, e.g., “it
is necessary to improve the user experience in the online store, in order to increase
sales.” This strategy would enable these ideas to form the basis for building new
products, such as recommender systems and prediction systems.

8.4.2 Ingest the Big Data System

In order to clearly define the boundaries of the new product, large amounts of data
need to be analyzed. One of the main challenges of ingesting a BD system is to define
the ingestion sources, because most of the time data come from a number of sources,
such as Web logs, databases, and different types of applications. This makes very
difficult to know what type of data will be ingested by the BD system. For instance,
an organization can gather behavioral data from users from very different sources,
like Web page logs users visit, links users click, social media, the location systems
included in mobile devices, etc. In addition, many of these data sources (services)
are loosely coordinated systems which lead to the creation of a large number of
isolated data stores. This distributed scheme makes it difficult to know the type of
data that is being collected, as well as its state. In addition, the services provided by
different systems change over time and as functionalities evolve; sometimes systems
are merged into newer ones or replaced entirely. All these issues result in inaccu-
racies in the data to be analyzed, which must be kept in mind in the BD ingestion
process.

One solution to this problem is to use BD software that is designed specifically
to collect and aggregate data from different sources. Projects like Flume [10] and
Scribe [11] allow large amounts of log data to be collected, aggregated, and moved
from many different sources to a centralized data store. Moreover, since data sources
are customizable, this type of software can be used to transport massive quantities
of event data, including, but not limited to, network traffic data, data generated by
social media, and email messages, in fact, pretty much any data source imaginable.
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8.4.3 Big Data Preprocessing

One of the main problems that arises following the ingestion of a BD system is the
cleanliness of data. This problem calls for the quality of the data to be verified prior
to performing BD Analysis (BDA). According to Lin [6], during the data collection
process for Twitter, all the large, real-world data sets required data cleaning to render
them usable. Among the most important data quality issues to consider during data
cleaning in a BDS are corrupted records, inaccurate content, missing values, and
formatting inconsistencies, to name a few. Another important issue in data quality
assurance in BD preprocessing is formatting inconsistencies, caused by the very
different forms that data can take. For example, the property product ID could be
labeled product_id in one data service and productID in other service. Furthermore,
the data type for this property could be assigned a numeric value in the first case and
an alphanumeric value in the second case.

Consequently, one of the main challenges at the preprocessing stage is how to
structure data in standard formats so that they can be analyzed more efficiently. This
is often easier said than done: during the process of structuring and merging data
into common formats, there is a risk of losing valuable information. This challenge
is a current topic of investigation among researchers.

Another issue to address before embarking on BDA is to determine what data fields
are the most relevant, in order to construct analysis models [12]. One way to resolve
this issue is to sample the data to obtain an overview of the type of data collected, in
order to understand the relationships among features spread across multiples sources.
Of course, training models on only a small fraction of data does not always give an
accurate indication of the model’s effectiveness at scaling up [6].

8.4.4 Big Data Analysis

Once the data have been preprocessed, they are analyzed to obtain relevant results.
For this, it is necessary to develop models which can be used in the creation of
new products. One of the main problems arising during the design of such models
is to recognize which of the available data are the most relevant to an analysis
task. During a study of the BDA implementation process in organizations, Kandel
et al. [12] found that almost 60 % of data scientists have difficulty understanding the
relationships between features spread across multiple databases. He also found that
the main challenge in this process is feature selection, which is an important step in the
development of accurate models. Sampling is a good way to address these challenges.

In addition, according to Kandel, most data scientists have a problem with the size
of their data sets. This is because the majority of the existing analysis packages, tools,
and algorithms do not scale-up with BD sets. One way to solve this problem is to use
one of the new BD technologies, which make it possible to process and analyze large
data sets in a reasonable amount of time. For example, with Hive [13], this type of
task can be performed very rapidly. Hive is a data warehousing framework created
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at Facebook for reporting ad hoc queries and analyzing their repositories. Other
products, like Mahout [14], help to build scalable machine learning libraries which
can be used on large data sets. Mahout supports four use cases in which machine
learning techniques are used: recommendation mining, clustering, classification, and
market basket analysis.

Once it becomes feasible to develop complex models and algorithms for DA, it
is possible to create products with added value for the organization. However, to
establish the direction to be taken during the product development process, we need
to understand the results of the previous analyses. For example, once Amazon had
analyzed its large data set, they found that they could use the historical record of
Web pages visited by users to create a recommender system, for example: “People
who viewed product X also viewed product Y.”

It is clear that a mechanism is required for presenting the analysis results so that
they can be studied and understood, and, also communicated to the stakeholders
involved in the design of the product. In the next section, we describe aspects that
must be considered when reporting the analysis results.

8.4.5 Reporting of Results (Visualization)

Once BD are ingested, preprocessed, and analyzed, users need to be able to ac-
cess and evaluate the results, which must be presented in such a way that they are
readily understood. Often they are presented in statistical charts and graphs that
contain too much information which is not descriptive enough for the end user. Al-
though a number of BD analysts still deliver their results only in static reports, some
end users complain that this system is inflexible and does not allow for interactive
verification in real time [12]. According to the Networked European Software and
Services Initiative (NESSI), in its technical paper entitled, “Big Data, A New World
of Opportunities” [15], reports generated from DA can be thought of as documents.
These documents frequently contain varying forms of media in addition to a textual
representation. They add that the interface through which this complex information
is communicated needs to be responsive to human needs (“humane”), user-friendly,
and closely linked to the knowledge of the users. To achieve this, the NESSI pro-
poses the use of Visual Analytics (VA), which combines the strengths of human and
electronic data processing. The main objective of VA is to develop knowledge, meth-
ods, technologies, and practices that exploit human capabilities and the capacities of
electronic data processing. They list the key features of VA, which are:

• Emphasizes DA, problem solving, and/or decision making
• Leverages computational processing by applying automated techniques for data

processing, knowledge discovery algorithms, etc.
• Encourages the active involvement of a human in the analytical process through

interactive visual interfaces
• Supports the provenance of analytical results
• Supports the communication of analytical results to the appropriate recipients
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Furthermore, authors like Yau [16] maintain that data visualization is like a story in
which the main character is a user who can take two paths. A story of charts and
graphs might read much like a textbook; however, a story with context, relationships,
interactions, patterns, and explanations reads more like a novel. Nevertheless, the
former is not necessarily better than the latter. What this author suggests is that the
content should be presented in a format somewhere between a textbook and a novel,
so that BD can be visualized, that is, facts are provided, but context as well.

At the same time, authors like Agrin [17] focus on the real challenges that BD
visualization developers face and what should be avoided when implement BD vi-
sualization. Agrin maintains that simplicity must be the goal in data visualization,
suggesting, at the risk of sounding regressive, that there are good reasons to work
with charts that have been in continuous use since the eighteenth century. In ad-
dition, he notes that the bar chart is one of the best tools available for facilitating
visual comparison, as it takes advantage of our innate ability to compare side-by-side
lengths. Agrin [17] also lists a number of tools and strategies which can be useful in
the design of data visualization methods:

• Do not dismiss traditional visualization choices, if they represent the best option
for your data.

• Start with bar and line charts, and look further only when the data requires it.
• Have a good rationale for choosing other options.
• Compared to bar charts, bubble charts support more data points with a wider range

of values; pies and doughnuts clearly indicate part-to-whole relationships; tree
maps support categories organized hierarchically.

• Bar charts have the added bonus of being one of the easiest visualizations to
create: an effective bar chart can be hand coded in HTML using nothing but the
cascading style sheet (CSS) and minimal JavaScript, or one can be created in
Excel with a single function.

To summarize, it is important to consider the type of results to be presented in
determining what scheme of visual representation will be used. On the one hand, if
we need to show the degree of relationships between persons, graph representation
may be the best option. On the other hand, if we need to show the degree of influence
of certain factors on the performance of CC systems, perhaps the best option is the
bar chart.

In the next section, we present the relationships among the elements of the DIPAR
framework and the ISO 15939 Systems and Software Engineering—Measurement
process standard.

8.5 DIPAR Framework and ISO 15939 Measurement Process

One of the main characteristics of the DIPAR framework is that it was designed taking
into account the ISO 15939 measurement process activities. Each stage presented
in the DIPAR framework is mapped to the activities described in the ISO 15939
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Fig. 8.3 Relationship between the DIPAR framework and the ISO 15939 standard

standard; both the stages and the activities follow the sequence defined in ISO 15939.
Figure 8.3 shows the relationships that exist between the DIPAR framework stages
and the activities defined in ISO 15939.

Once the DIPAR framework has been mapped to ISO 15939, it is necessary to
present in a detailed form which of the stages described in the DIPAR framework
are part of the ISO 15939 activities. Table 8.1 presents the relationships between the
DIPAR framework and the ISO 15939 measurement process.

In the next section, we present a case study which uses the DIPAR framework to
develop a BD product for analyzing the performance of CC applications.
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Table 8.1 Relationship between the DIPAR framework and the ISO 15939 measurement process

ISO 15939 Activity DIPAR Stage Activities to Perform in the DIPAR Stages

1. Establish and sustain
measurement
commitment

1. Define the new BD
product to develop

Define the new BD product requirements
Align the product with the strategic

objectives of the organization
Define the scope of the product
Devise a development plan
Assign resources to the development

of the product
2. Plan the

measurement
process

2. Ingest the big data
system

3. Big data
preprocessing

Define the data collection sources
Sketch the type of data to collect
Define the interfaces for data collection

from the various data sources
Verify data quality
Perform data cleaning

3. Perform the
measurement
process

3. Big data
preprocessing (cont.)

4. Big data analysis

Obtain an overview of the relationships
among the collected data (e.g., sampling)

Develop models and algorithms for the
data analysis

Implement the selected models using big
data processing technologies

4. Evaluate the
measurement

4. BDA (cont.)
5. Report the results

(visualization)

Prepare the results in order to report them
to the users

Select the type of format to use to present
results (graphs, charts, bar charts, etc.)

Design flexible reports, in order to be able
to update them in real time

Design user-friendly interfaces to present
results

Support the results using a human-oriented
analytical process

5. User feedback 6. Redefine the product
to develop

Use the results to create or define more
complex products, such as recommender
systems, prediction systems, and market
basket products, etc.

Restructure new data to develop the new
products

8.6 Case Study

8.6.1 Introduction

One of the most important challenges in delivering cloud services (CS) is to ensure
that they are fault tolerant, as failures and anomalies can degrade these services and
impact their quality, and even their availability. According to Coulouris et al. [18],
a failure occurs in a distributed system (DS), like a CC system, when a process or
communication channel departs from what is considered to be its normal or desired
behavior. An anomaly is different, in that it slows down a part of a CC system
without making it fail completely. It impacts the performance of tasks within nodes,
and, consequently, of the system itself.
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Developing products for CC systems, and more specifically for CC Applications
(CCA), which propose a means to identify and quantify “normal application
behavior,” can serve as a baseline for detecting and predicting possible anomalies
in the software (i.e., jobs in a cloud environment) that may impact cloud application
performance.

The CS use different technologies for the data storage, processing, and develop-
ment services they offer, through various frameworks for managing CCA. Hadoop
is one of the technologies used most often in CS, because it offers open source tools
and utilities for CC environments. Hadoop includes a set of libraries and subsystems
which permit the storage of large amounts of information, enabling the creation of
very large data tables or summarizing data with tools that are part of the data ware-
house infrastructure. Although there are several kinds of application development
framework for CC, such as GridGain, Hazelcast, and DAC, Hadoop has been widely
adopted because of its open source implementation of the MapReduce programming
model, which is based on Google’s MapReduce framework [19].

According to Dean [19], programs written in MapReduce are automatically paral-
lelized and executed on a large cluster of commodity machines. In addition, according
to Lin’s [20] approach to tackling large data problems today is to divide and conquer,
which means that a large problem is broken down into smaller sub problems. Those
sub problems can be tackled in parallel by different workers. For example, threads in
a processor core, cores in a multi-core processor, multiple processors in a machine,
or many machines in a cluster. Intermediate results from each individual worker are
then combined to yield the final output.

CC systems in which MapReduce applications are executed are exposed to
common-cause failures, which are a direct result of a common cause or a shared
root cause, such as extreme environmental conditions, or operational or mainte-
nance errors [21]. Some examples of common-cause failures in CC systems are
memory failures, storage failures, and process failures. For this reason, it is neces-
sary to develop a product capable of identifying and quantifying “normal application
behavior” by collecting base measures specific to CCA performance, such as appli-
cation processing times, the memory used by applications, the number of errors in a
network transmission, etc.

In the next subsection, we present the implementation process of the DIPAR
framework for the creation of a product that can identify and quantify the normal
application behavior of CCA.

8.6.2 Define the Product to Develop

The first stage in the DIPAR framework implementation process is to define the
product to be developed. Table 8.2 shows the BD product definition stage and the
items involved in it .
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Table 8.2 Product definition stage and the items involved

Product name: CCA performance
analysis application

DIPAR stage: BD product definition

Item Values

1. Product requirements The product must improve CCA performance
The product must include a performance

measurement process (PMP)
The PMP must be able to measure Hadoop

performance characteristics
2. Product alignment with the strategic

objectives of the organization
The product must improve the performance of the

organization by increasing the quality of provision
of services in BD processing

3. Scope of the product The product must provide performance analysis for
users, developers, and maintainers

The product must be able to measure MapReduce and
Hadoop system performance characteristics

The product must not include analysis of elastic or
virtualized cloud systems

4. Development plan definition The product will be developed through the
following steps:
Install a Hadoop test cluster
Collect system and application performance

measures
Develop a performance analysis model
Report analysis model results

5. Resource allocation Hadoop test cluster
BD scientist
MapReduce developer
BD visualization developer

Table 8.3 BDS ingestion stage and the items involved

Product name: CCA performance
analysis application

DIPAR stage: BD ingestion

Item Values

Data types to be collected Two data types must be collected: (a) Hadoop cluster
measures (b) MapReduce application execution measures

Data source identification Hadoop system logs
MapReduce logs
System monitoring tool measures (e.g., Ganglia, Nagios, etc.)
MapReduce execution statistics

Interfaces for merging data The data collected from the sources will be merged and stored
in a BD repository like HBase [22]

8.6.3 Ingest the Big Data System

The second stage in the DIPAR framework implementation process is to ingest the
BDS. In this stage, the type of data to collect is defined as well as their sources.
Table 8.3 presents the elements involved in BDS ingestion.



190 L. E. B. Villalpando et al.

Table 8.4 BDS preprocessing stage and the items involved

Product name: CCA performance
analysis application

DIPAR stage: BD preprocessing

Item Values

1. Data quality The data collected from the various sources, such as logs,
monitoring tools, and application statistics, are parsed and
examined using the cleaning process provided by the
Hadoop Chukwa [23] libraries

Chukwa is a large-scale log collection and analysis system
supported by the Apache Software Foundation

2. Data cleaning The data cleaning process is performed using the Chukwa raw
log collection and aggregation work flow

In Chukwa, a pair of MapReduce jobs runs every few
minutes, taking all the available logs files as input to
perform the data cleaning process [24]

The first job simply archives all the collected data, without
processing it or interpreting it

The second job parses out structured data from some of the
logs and then cleans and loads those data into a data store
(HBase)

8.6.4 Big Data Preprocessing

As already mentioned, one of the main problems that arises following the BDS
ingestion stage is ensuring that the data are clean. To achieve this, preprocessing is
necessary, in order to verify the quality of the data to be subjected to BDA. Table 8.4
presents the elements involved in preprocessing and the steps to be followed.

8.6.5 Big Data Analysis

Once the data have been preprocessed, they can be analyzed to obtain relevant results.
In this case study, a performance measurement framework for CCA [25] is used, in
order to determine the form in which the system performance characteristics should
be measured. Table 8.5 presents the elements involved in the BDA stage and the
steps required to execute BDA.

8.6.6 Reporting the Results (Visualization)

Once the BDS has been analyzed, the results are evaluated. They have to be presented
in such a way that they are understood in statistical charts and graphs containing
information that is descriptive for the end user. Table 8.6 presents the elements
involved in the results reporting stage and the elements involved.
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Table 8.5 BDA stage and the items involved

Product name: CCA performance
analysis application

DIPAR stage: BD analysis

Item Values

Overview of the relationships
between collected data (sampling)

The Performance Measurement Framework for Cloud
Computing [25] defines the elements necessary to
measure the behavior of cloud systems using
software quality concepts

The framework determines that the performance
efficiency and reliability concepts are closely related
in performance measurement

The framework determines five function categories for
collecting performance measures, which are failure
function, fault function, task application function,
time function, and transmission function

Data analysis models and algorithms In order to analyze and determine the types of
relationships that exist in the measures collected
from Hadoop, a methodology for the performance
analysis of CCA is used [26]

This methodology uses the Taguchi method for the
design of experiments to identify the relationships
between the various parameters (base measures) that
affect the quality of CCA performance

One of the goals of this framework is to determine what
types of relationships exist between the various base
measures. For example, what is the extent of the
relationship between the CPU processing time and
the amount of information to process?

Model implementation using BD
processing technologies

Once the analysis method is determined, it is
implemented by Apache’s Pig and Hive technologies
in order to apply it to the BD repository

Apache Hive [13] is a data warehouse system for
Hadoop that facilitates easy data summarization, ad
hoc queries, and the analysis of large data sets stored
in Hadoop-compatible file systems

Apache Pig [27] is a platform for analyzing large data
sets that consists of a high-level language for
expressing data analysis programs, coupled with the
infrastructure for evaluating these programs. The
salient property of Pig programs is that their structure
is amenable to substantial parallelization, which in
turns enables them to handle very large data sets

Once the DIPAR framework implementation process was completed, the design
team observed that the original product could be redefined to create a new product.
This decision was based on the type of data and the results collected. Specifically,
the results show a strong relationship between certain factors (base measures) and
the performance of applications running on the cluster. Based on these results, we
were able to develop a new performance analysis application. The new product has
two main functions, the first as a recommender system, and the second as a fault
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Table 8.6 Results reporting stage and the items involved

Product Name: CCA Performance 
Analysis Application DIPAR Stage: BD Report the Results 

Item Values
1. Format to use to present the 

results 
• Bar charts, line charts, and scatter charts were

chosen to present the relationships between the
various performance factors.

• e.g. chart of factor contribution percentages

2. User interfaces to present the 
results

• A Web-based data visualization scheme was 
selected to present the results.  The JavaScript 
and D3.js libraries were selected to design the 
data visualization Web site.

3. A human analytical process to 
support the results 

• The charts were supported with textual 
explanations and classroom presentations by a 
data scientist.

prediction system. The performance analysis results can also be used to implement
different machine learning algorithms in both systems to obtain new features.

The recommender system would propose different Hadoop configurations to im-
prove the performance of CC applications, and the failure prediction system would
propose different cases or scenarios in which a CC system could fail or simply have
its performance degraded.

8.7 Summary

CC is a technology aimed at processing and storing very large amounts of data, and
one of its biggest challenges is to process huge amounts of data, known as BD. In
December 2012, the IDC released a report entitled, “The Digital Universe in 2020,”
in which the authors state that, at the end of 2012, the total amount of data generated
was 2.8 ZB. As a result, BDS soon became a very important topic in organizations,
because of the value it can generate, both for themselves and for their customers.
However, a limiting factor in BDS is the current lack of information to help in un-
derstanding, structuring, and defining how to integrate BDS into organizations. The
issues surrounding BDS integration are related to the large amounts of data from
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different sources that are involved, as well as to data transformation, storage, secu-
rity, etc. In this chapter, we have presented the DIPAR framework, which consists of
five stages: Define, Ingest, Preprocess, Analyze, and Report. This framework pro-
poses a means to implement BDS in organizations, and defines its requirements and
elements. The DIPAR framework is based on the ISO 15939 Systems and Software
Engineering—Measurement process standard, the purpose of which is to collect,
analyze, and report data relating to products to be developed. In addition, we have
presented the relationship between the DIPAR framework and ISO 15939. Finally,
we have presented a case study which shows how to implement the DIPAR frame-
work to create a new BD product. This BD product identifies and quantifies the
normal application behavior of CCA. Once we had completed the implementation
of the DIPAR framework, we found that the original product could be redefined to
create a new product. This new product has two main functions, one as a recom-
mender system, and another as a fault prediction system. The DIPAR framework can
be implemented in different areas of BD, and we are hopeful that it will contribute
to the development of new BD quality technologies.
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Chapter 9
A Framework for Cloud Interoperability Based
on Compliance and Conformance

José Carlos Martins Delgado

Abstract The current cloud computing panorama includes many cloud providers,
each with their own model, set of services and Application Programming Interfaces
(APIs), leaving users with an interoperability problem when trying to avoid a po-
tential dependency on a specific provider. Current approaches tend to tackle this
problem (user to cloud or cloud to cloud) by abstracting it, either by providing a
common set of APIs, which have to map onto each cloud’s APIs, or by introducing
brokers that adapt the views of the user and of the cloud. This chapter proposes
another approach that tries to solve the problem at its source, by defining a common
service and resource model, a small set of common services (core API), an inter-
operability mechanism based on compliance and conformance and an extensibility
mechanism that allows providers to build different clouds, based on this core and with
support for interoperability. The chapter also presents an interoperability framework
with three dimensions—lifecycle of services, levels of abstraction in interoperability
and concerns, entailing aspects, such as security, quality of service, Service Level
Agreement (SLA) and financial aspects. The main goal is not to provide an interop-
erability solution to existing systems but rather to establish a foundation layer for
cloud computing that shows how clouds should be organized to cater for provider
differentiation while supporting interoperability from scratch.

Keywords Cloud computing · Compliance · Conformance · Framework · Interop-
erability · Resource · Service

9.1 Introduction

In practical terms, cloud computing can simply be defined as the remote creation
and use of computer-based resources and services, in a setting characterized by
elastic, dynamic and automated resource provisioning, paid as used and managed in
a self-service way [1].
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Resource virtualization is the key enabling factor. From a pool of physical re-
sources (servers, storage, networks and so on), virtual resources can be dynamically
allocated and provisioned, or decommissioned and released, to form an apparently
elastic fabric of resources that are used on demand and paid as used. However, users
want the services that resources support, not the resources themselves. Resources
are becoming a commodity [2], allowing some Information and Communications
Technology (ICT) enterprises, the providers, to specialize in providing resource in-
frastructures cheaper, more reliably, better managed, faster provisioned and in a more
scalable way than any of the organizations that just require these resources for their
lines of business, the users.

This growing dichotomy between users and providers, known as utility computing
[3], is a marriage of convenience, as any outsourcing agreement. Providers alleviate
users from many issues, including expertise, risks, costs and management, in what
concerns resources and generic services. The user still has a share of the overall
solution in application-specific services, but at least this means that the user is leaning
more towards the core business than the ICT technologies that support it.

Moving on from an initial period of slow growth, in which concerns about security,
privacy, performance and availability were inhibiting factors, cloud computing finally
took the world by storm. Essentially, it becomes so easy, cheap and fast to get
computing resources that conventional ICT simply cannot compete. The advantages
have now more weight than the risks and disadvantages. It seems that there is no
single large ICT provider who is not investing heavily in cloud computing.

This is clearly a market driven by providers, with users still cautious with the
transition, but the scenario is evolving at a fast pace, including not only individuals
but also enterprises as customers. Two of the most recent examples of this, at the
time of writing (July 2013), are as follows:

• Amazon is driving a price war with other resource providers and has sliced prices
of dedicated instances (virtual servers running on dedicated physical servers) by
up to 80 % [4].

• Two giants, Salesforce and Oracle, signed a partnership to increase their combined
weight over competition in the cloud computing service market [5].

Gartner [6] predicts that the worldwide market of public cloud services will grow
18.5 % in 2013, to a total of US$ 131 billion worldwide. The growth in 2012 has
been 16.8 % and this rate should be sustainable for the next five years.

This is comparable only to the Web revolution, 20 years ago. It seems that both
users and providers were just waiting for a technology that would interconnect them
in a flexible and effective manner, so that the goals of everybody can be met. Two main
factors also gave their precious contribution to the bootstrap of cloud computing:

• From the point of view of consumers, social networking and multiplatform mo-
bility (laptops, tablets and smart phones) raised the pressing need of storing
information in a server somewhere, always available to be accessed from anywhere
and synchronized across platforms.



9 A Framework for Cloud Interoperability Based on Compliance and Conformance 197

• From the point of view of enterprises and service providers, the market pres-
sure from increasing global competition and ever-shortening turnaround times,
combined with a sluggish global economy, emphasized the basic principle of
concentrating on core business and (dynamically) outsourcing the rest.

However, we are still facing the same problem that drove the appearance of the Web:
interoperability. The goal is to endow distributed systems with the ability of mean-
ingfully exchanging information in interaction patterns known as choreographies.
Today, unfortunately, the problem is even worse than 20 years ago:

• The Web allowed uniform e-global access to media information and appeared
before the market, creating it instead of reacting to it. This gave time to standards
(HTTP, HTML and, later, XML) to be established before diversity could set in.
This is why today we can use any browser to access any Web site. Even in the
service realm, either with service oriented architecture (SOA) or representational
state transfer (REST), the scenario is basically standardized (although standards
are not enough to ensure interoperability [7]).

• The cloud enables global access to all kinds of computer-based resources, in a
very dynamic environment, but these are more complex than mere hypermedia
documents and the market exploded before standardization was achieved. This
means that today there are many cloud providers with incompatible interfaces [8]
and we cannot use the various clouds seamlessly.

Clouds are becoming the new data centres, now virtualized and much more dynamic.
In principle, this means that it should be much easier to change the provider of
resources and to discover and use the most convenient services. Unfortunately, this
is usually not the case. Complexity, diversity and the lack of standardization in
interoperability lead users to lock-in, since the costs of changing provider are typically
higher than the benefits of the optimizations stemming from the free choice of a new
provider. Market share and reputation become the main drivers for the initial choice
of provider, instead of a continuous analysis of service quality.

Therefore, we have the problem of standardizing a market that is blossoming at a
fast pace, with a war for market share between providers, battling with innovation,
prices and alliances. Will current standardization efforts stand a change in such an
environment, or will the stronger providers just impose de facto specifications? The
main goals of this chapter are as follows:

• To discuss the interoperability problem and to get a better grasp of its dimensions.
• To assess the limitations and problems of current efforts towards solving this

problem.
• To present a new approach and to discuss its relevance in dealing with concerns,

such as adaptability, changeability and reliability.
• To contribute to the systematization of interoperability in the realm of cloud

computing, by establishing a foundation layer that shows how clouds should
be organized to cater for provider differentiation, while helping to deal with
interoperability issues in a coherent way, right from scratch.
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The chapter is organized pursuant to these goals. Section 9.2 provides some
background information. Section 9.3 discusses the problem to understand it in a
more profound way. Section 9.4 discusses the limitations of current approaches.
Section 9.5 presents the new approach. Section 9.6 compares it to current approaches
and discusses the benefits, the risks and limitations. Section 9.7 provides some hints
into future directions of research. Section 9.8 draws conclusions on this matter.

9.2 Background

This section provides a brief review of the vast existing work on cloud computing, in
particular in the interoperability slant, and by no means is intended as an exhaustive
study. This is complimented by further information provided in Sects. 9.3 and 9.4.

9.2.1 Cloud Characterization

A cloud is a platform onto which computer-based resources and services can be
deployed for later use, in a way that can be described as follows:

• Virtual (abstracting many deployment details);
• Elastic (deploy/decommission as much as needed);
• Dynamic (changes can be frequent and are quick to implement);
• Utility-like (payment proportional to use, which is measured);
• Self-service (automated, on-demand access);
• Omnipresent (accessed through a network, from anywhere).

One of the most cited definitions of cloud computing, encompassing these charac-
teristics, is given by the US National Institute of Standards and Technology (NIST)
[9]. Although many variants of the service models available are possible, the NIST
considers the following three possibilities:

• Infrastructure as a Sservice (IaaS) —the user gets essentially raw resources and
must deploy services to them.

• Platform as a service (PaaS) —resources already have basic and common services,
but the user must still deploy the application-specific services.

• Software as a service (SaaS) —resources are provided ready to use, with services
deployed. The user may have to configure them before use.

The NIST also considers cloud deployment models, namely private, community,
public and hybrid clouds. The first three express the relationship between the owners
and the users of the cloud, whereas the latter refers to composition of several clouds,
in which the interoperability issue is of particular relevance.

Several survey papers [1, 10, 11] discuss the most relevant issues involving cloud
computing.
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9.2.2 Cloud APIs and Standards

There are many cloud providers at the IaaS level, the most developed of the cloud
delivery models. Besides large providers with proprietary APIs, such as Amazon,
Microsoft and Google, there is also a strong open-source movement in the cloud
market [12], with cloud management platforms, such as OpenStack [13], CloudStack
[14] and Eucalyptus [15]. Although not open source, VMWare’s vCloud [16] is used
as the underlying platform by several cloud providers. OpenStack and vCloud seem
to be the most popular platforms among the non-proprietary IaaS providers.

Nevertheless, popular cloud management systems are not a solution to prevent
lock-in. Each cloud ends up having its own features and characteristics, since cloud
providers need differentiation to attract customers, and there are several proprietary
cloud providers, usually the largest ones.

Several standards have been proposed to help solving the cloud interoperability
problem. If clouds can interoperate, a user (individual or enterprise) can use several
clouds and minimize lock-in.

At the IaaS level, cloud infrastructure management interface (CIMI ) [17], a
Distributed Management Task Force, Inc. (DTMF) standard since 2012, provides
an API to provision and manage resources typically found in clouds (such as virtual
machines, storage volumes and networks).

Open cloud computing interface (OCCI ) [18] is another standard, produced by
the Open Grid Forum (OGF) in 2011, which entails a more general and higher-level
resource model. It is described by three documents, which specify a generic core
(applicable to IaaS, PaaS, SaaS and even non-cloud environments), IaaS resources
and a RESTful HTTP rendering of the API.

Cloud data management interface (CMDI) [19] is a Storage Networking Industry
Association (SNIA ) standard, adopted by the International Organization for Stan-
dardization/International Electrotechnical Commission (ISO/IEC) which provides a
RESTful API to deal with storage resources in a cloud.

Open virtual format (OVF) [20], a DTMF standard adopted by ISO/IEC, allows
applications to be packaged and deployed to virtualized systems. Given its low level
and usefulness, it is the most used standard in cloud computing and constitutes a
means to promote portability of applications between clouds.

Topology and orchestration specification for cloud applications (TOSCA ) [21] is
a specification being developed by advancing open standards for information systems
(OASIS). At the time of writing (July 2013), a first version has been produced [22].
Like OVF, TOSCA is intended for application packaging and distribution, but at
higher level, emphasizing the services in their entire lifecycle (design, deployment,
monitoring and maintenance) rather than the infrastructure components that support
those services.

DTMF is also working towards a standard for cloud audit and governance, Cloud
Auditing Data Federation (CADF), to allow examining data and events in applica-
tions, even if they extend across several clouds. A working draft is available from
the DTMF site.
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Existing security standards and open specifications for distributed environments
(such as OAuth, OpenID and security assertion markup language; SAML) are used
in the cloud computing context, since there are no specific cloud security standards.
Nevertheless, there are guidelines in the area of governance, risk and compliance
(GRC), from the cloud security alliance (CSA ), and in the area of security and
privacy, by the NIST (cloud which has also produced a document on a security
reference architecture).

The International Telecommunication Union (ITU) has a cloud computing focus
group, which has produced a set of documents (available from the ITU site) regarding
the cloud computing domain, with emphasis on the telecommunication services in a
multiple cloud environment, in which interoperability is a major concern.

The Institute of Electrical and Electronics Engineers (IEEE) Cloud Computing
Initiative (CCI) represents another standardization effort, with particular emphasis
on cloud interoperability and two foreseen standards: IEEE P2301 (Guide for Cloud
Portability and Interoperability Profiles) and IEEE P2302 (Standard for Intercloud
Interoperability & Federation). The latter has produced a working draft, outlining the
architecture of the intercloud, a network of interconnected clouds that establishes,
at a higher level, a parallel with the Internet (seen as a network of interconnected
servers).

In [23], a good summary of existing standardization efforts is provided, with
particular emphasis on cloud interoperability and on the role that standards can play
in the field of cloud computing.

9.2.3 Other Approaches to Interoperability

Without immediate standardization concerns, there is a vast literature on the cloud
interoperability problem [24–26], encompassing many aspects and proposals. Cloud
interoperability is a complex issue, but we can distinguish two main situations in a
service’s lifecycle that require it: at deployment time (portability) and at operation
time (integration).

Portability [27] entails the ability to deploy the application that implements a
service to several clouds, or to dynamically migrate it from one cloud to another,
with minimal effort. Specifications for service packaging and distribution, such as
OVF [20] and TOSCA [21], are fundamental to achieve this goal, by providing a
common means to deploy and to migrate services. Nevertheless, portability is not
enough. A user may need to use or to manage services in several clouds, or a service
may be deployed across several clouds and its components need to interoperate and
to be managed in an integrated fashion. This requires integration, for which several
approaches exist.

One of the approaches is to recognize that working with a cloud implies invoking
the features of its API and therefore interoperability can be achieved by using a com-
mon API, most likely organized into layers. This provides an abstraction that needs
to be mapped onto the specific APIs of cloud providers. Examples of this approach
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are a cross-platform API [28], an object-oriented abstraction of cloud resources [29]
and an abstraction layer for cloud storage resources [30]. However, syntactic inte-
gration is limited because the semantics of services cannot be expressed and have to
be dealt with tacitly, by users and developers. Besides basic semantic information
(e.g. semantic Web services), we need semantic registries [31], semantic frameworks
[32, 33] and cloud ontologies [34–36].

The interoperability in the context of multiple clouds has been tackled by active
research [8, 37–39]. The organization of multiple clouds as an intercloud, considered
by the IEEE CCI, has been described in the literature [40–42].

We should also be aware that interoperability is not an exclusive problem of
cloud computing or any virtualized ICT system. Distributed applications, whether
supported by a cloud or by a conventional data centre, have the same basic inter-
operability problems. There is an ongoing effort to systematize an interoperability
body of knowledge, as a foundation for an interoperability science [43], and several
interoperability frameworks have been proposed [44, 45].

9.3 Understanding the Interoperability Problem

Deriving a good solution implies that the corresponding problem must first be well
understood. The Cloud Computing Use Case Discussion Group defines cloud inter-
operability in terms of writing code that is able to work with more than one cloud
provider simultaneously [46], whereas in [25] it is defined as the ability for multi-
ple cloud providers to work together. A broader set of situations that require cloud
interoperability is described in [47].

The goal of this section is to describe scenarios, actors, concerns and use cases
that require interoperability, as a first step to identify foundational interoperability
concepts and to derive a model that can express them in an orthogonal way.

9.3.1 Basic Scenarios

The current global computing scenario is not limited to clouds and neither is inter-
operability. The classical ICT setting is rather static, with typical N-tier enterprise
information systems deployed to a single data centre, eventually including a cluster
of servers. Users and developers are typical actors, both accessing applications in
that data centre and in other Web servers. Figure 9.1 illustrates this scenario.

Today, the scenario can be drastically different, with a plethora and mix of
disparate computing systems that need to interoperate, as illustrated by Fig. 9.1.

The following situations are now likely to occur:

• The data centre still exists, to hold critical or sensitive data, but it will probably
include a private cloud instead of a mere cluster.

• The enterprise applications will be deployed to a hybrid cloud setting, integrating
the enterprise’s owned infrastructure with one or more public clouds.
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Fig. 9.1 Classical ICT
scenario, with enterprise
applications in data centres
and global access to web
servers

• Mobile cloud computing [48] is another possibility, given the ever increasing
pervasiveness of smartphones and tablets that created a surge in the bring your
own device (BYOD) tendency [49].

• The explosive development of the Internet of things (IoT) [50] and of radio
frequency identification (RFID) tags [51] in supply chains raises the need to inte-
grate the enterprise applications with the physical world, namely through sensor
networks [52].

• Grids [53] and P2P systems [54] can be used for batch processing and specific
applications.

For simplicity, not all possible connections are depicted in Fig. 9.1, but the inherent
complexity of integrating all these systems is easy to grasp. Such heterogeneous
scenarios have been compared to a jungle of computer-based systems, by using the
designation jungle computing [55].

Tables 9.1 and 9.2 provide a characterization of the main types of these systems.
Table 9.2 distinguishes resources (provider view) from the services (user view) that
they implement. This distinction is important in systematizing the problem because it
provides a mapping between an idealized vision (the world as a set of interconnected
services) from a more practical one (a heterogeneous set of computing infrastructures
that provide resources to implement services).

9.3.2 Actors, Roles, Goals and Expectations

In complex systems, there are usually many actors involved, each with a different
set of motivations, assumptions, expectations, goals and contributions. This richness
is fundamental to understand the full scope of the interoperability problem.

We must distinguish role from actor. Each individual or organizational actor can
play, at a time or simultaneously, more than one role in the system. For example, a
programmer is an individual actor that performs both the roles of developer (creating
services) and user (invoking services during development or any other activity). We
use the role, rather than the actor, to establish the motivations for interoperability,
because it is the best way to organize needs and expectations in an orthogonal way.
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Table 9.1 General characterization of the main types of computing infrastructures

Infrastructure
model

Simple description Main distinguishing features Network Dispersion

Server Physical or virtual Always on computing resource None None
Cluster Set of servers Load balancing, reliability LAN None
Data centre Set of servers/clusters Centralized management and

physical infrastructures
LAN None

Web Global set of HTTP
servers

Global access to information
and services

Internet Global

Peer to peer Set of peers Decentralized cooperation Any Large
Grid Set of workers Opportunistic performance Internet Large
Cloud-IaaS Set of raw resources Utility-style provisioning of

raw resources
Internet Small

Cloud-PaaS Set of resources with
basic services

Utility-style provisioning of
preconfigured resources

Internet Small

Cloud-SaaS Remote resource with
an application

Utility-style use of an existing
application

Internet Small

Multi-cloud Set of clouds Brokered or seamless usage of
more than one cloud

Internet Large

Intercloud Global set of clouds Brokered or seamless usage of
all clouds

Internet Global

Jungle Global set of
networked resources

Brokered or seamless usage of
all networked resources

Any Global

Table 9.3 contemplates some of the most relevant roles and, in a simplified way, de-
scribes the main motivations and expectations of each with respect to interoperability.
The cloud is used as the archetype of a computer-based infrastructure, but the issues
are basically the same in all the infrastructure types described in Tables 9.1 and 9.2.

In summary:

• Users, developers and auditors are not fond of heterogeneity or variability, but
users and developers want to be able to choose among competing providers or
development environments.

• Providers acknowledge that being compatible with others may bring more cus-
tomers due to a lower entry barrier, but the same argument is also valid to lose
them to competitors. Therefore, extensibility, innovation and differentiation are
of prime importance.

• Brokers and consultants get their business from variability, by reducing its effects
to other roles. Therefore, they require interoperability (so that solutions exist) but
not normalization (so that variability is possible).

• SDOs try to counter market variability by producing widely adopted specifica-
tions. However, SDOs are not globally coordinated and standards partially overlap
and/or compete. Also, the fast pace of technology evolution hinders most current
standardization efforts. The realm of cloud computing is still ruled by the strongest
providers.

These goals are somewhat conflicting and actors performing more than one role may
adopt different postures, according to the project in which they happen to be involved.
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Table 9.3 Motivations and expectations regarding interoperability of the main roles performed by
actors involved in computer-based systems

Role Simple description Wish list

User Configures, uses and pays
services (no distinction
made between individual
and enterprise users)

Compatible cloud APIs (to use, configure
and manage applications)

Compatible security, SLA and business
models

Transparent choice of provider, for best
SLA/cost ratio

Single point of contact (provider or
broker)

Developer Creates, deploys and
manages services

Compatible platforms and service
libraries

Choice of a single development
environment

Develop once, run anywhere
Transparent support for dynamic

migration and cloud bursting
Provider Owns resources and rents

them by dynamic
provisioning

Compatible cloud APIs (to get more
customers and third-party services, to
use other clouds for resource bursting,
to act as a broker with innovative
services)

Mechanism for cloud API extension, to
enable differentiation from competition

Standards with several layers of
conformance

Sectorial standards (covering specific
topics), instead of large standards
covering everything

Broker Adapts and aggregates
services

User + Developer + Provider, since a
broker is a mix of all three roles

Many different providers and third-party
services, to increase the broker’s value

Auditor Audits and certifies services
and infrastructures

Abundant standards, covering almost all
aspects

Conformance to standards by almost all
providers

Very limited extension mechanisms, to
avoid variability that is difficult to audit

Consultant Provides knowledge and
solutions

Many standards
Many different providers and third-party

services
Many extension mechanisms

Standards Developing
Organization (SDO)

Universal adoption of its standards
Breadth of applicability
Completeness of specifications
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Table 9.4 Typical categories of features of a cloud API

Service model Category Main aspects/features

IaaS Workload (virtual machine images) Hypervisors, image format, deployment,
migration, load balancing, management

IaaS Persistent data Data models, storage and migration
IaaS Network Virtual networks, name resolution, policies,

management
IaaS Identity access management Authentication, authorization, account

management
PaaS Queue and notification Asynchronous messaging and eventing
PaaS Database Queries, management and administration
PaaS Workflow management Task coordination, scheduling
PaaS Content delivery Web caching, request routing, server load

balancing
PaaS Middleware and libraries Support for application development
SaaS User application Web Services, RESTful interface

9.3.3 Use Cases and Concerns

To understand interoperability, we need to identify which situations require it. A good
description of use cases is made in [23], including seven use cases (on the topic of
deployment) from the cloud computing use cases white paper [46], 21 from NIST (on
management, use and security) and 14 from DTMF (on management). A list of re-
quirements for multi-cloud interaction is presented in [8], regarding development, de-
ployment and execution of applications, spanning across the lifecycle of applications.

This plethora of use cases, scenarios and requirements is not detailed here, for
simplicity. If we compare the APIs of large clouds, such as Amazon AWS, Microsoft
Azure and Rackspace, we can easily understand why standardization is so difficult in
cloud computing. Too many providers, specifications and users have appeared into
play before the technology had the change to follow an organized and controlled
route.

Many of these use cases are high level and depend on the architecture of the specific
cloud, but others are recurrent and are present in all clouds (such as virtual machine
provisioning and storage access), although differing in the details. The former refer to
specific services, representing the differentiation of each provider, and are not partic-
ularly interesting to include in an interoperability effort. The latter constitute the basis
for an interoperability systematization and an eventual standardization proposal.

Any interaction with a cloud (from another cloud, user, developer, etc.) requires
interoperability, even if it pertains to some feature exclusive of that cloud. Here, we
are interested in the most common features, those that a typical cloud implements.
A cloud API can be structured in categories of features, according to each type of
resources or services with most relevance, as illustrated by Table 9.4.

These categories of features exist, in one form or another, in most clouds currently
offered on the market (if they support the indicated service models). However, the un-
derlying resource and service architectures, as well as theAPIs, can be quite different.
The higher-level the service model is the more difficult interoperability becomes.
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There are also transversal concerns, present in most, if not all, interactions with a
cloud. These include the following:

• Security
• SLAs
• Reliability and disaster recovery
• Metering and monitoring
• Cost and charging models
• Regulatory compliance and legislation
• Auditing and risk management
• Strategy and governance
• Policies and rules
• Management and control frameworks and standards

Some of these concerns need to be addressed explicitly and programmatically (by
using the API), whereas others can only be dealt with in a tacit manner or at the
documentation level.

9.4 Analysis of Current Solutions to the Interoperability
Problem

Standards are the canonical solution to interoperability problems but, depending on
the perspective (Table 9.3), the obligation to adopt some specification can be seen
as both a bonus and a curse. On one hand, it puts everyone on the same ground,
provides a concrete target for development and testing and enables interoperability.
Only lack of conformance to the standard can still originate problems. However, on
the other hand, a standard can behave as a straightjacket and hamper innovation,
differentiation from competition and customization.

In the general case, standards are more effective (with a broader acceptance)
when:

• They stem from real cooperation between competing specifications. This was
the case of the genesis of unified modelling language (UML) in which three
leading gurus of the modelling domain, James Rumbaugh, Grady Booch and
Ivar Jacobson truly cooperated to fuse their three approaches, respectively object-
modelling technique (OMT), object-oriented design (OOD) and object-oriented
software engineering (OOSE).

• They appear as the result of a perceived need and before the market expands (e.g.
HTTP, HTML, XML, Web services).

• What a standard specifies is not the core business in itself (although supporting it)
but is seen as useful. This is typically the case of standards pertaining to low-level
aspects, such as Open Virtual Format (OVF) [20].

Unfortunately, in the case of cloud computing, the market expanded before standards,
driven by innovation and perceived customer needs. When this happens, either we
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have a set of incompatible specifications or one dominates and takes the form of
a de facto standard. Amazon and Salesforce have been early adopters and became
leaders in their cloud market segments. Others, such as Microsoft, appeared later in
the scenario with enough quality to establish their presence, but until now none had
enough strength to impose de facto cloud standards.

Deficient standardization leads to incompatibilities and lock-in, which is an un-
desirable situation to all involved actors (with the probable exception of eventual
dominant providers). As described in Sect. 9.2.2, the number of standardization ef-
forts in cloud computing interoperability is significant. However, the main cloud
providers seem to be able to add features and capabilities at a much faster pace than
standards can settle and mature. In such a dynamic, market-oriented field, the stan-
dards that survive tend to be more de facto, spurred by real usefulness and market
acceptance, than de jure, designed by working groups in standardized bodies.

Since an all-encompassing standard is not likely to appear in the near future, the
current main alternative solutions are as follows:

• Set of standards—each covering a range of aspects of cloud computing interop-
erability. Some overlap and even compete and not all aspects are covered. The
main problem for a standard is gaining sufficient market traction, in particular
taking into account that cloud providers need to maintain their differentiation and
added value regarding competition. Also, in some cases standardization seems to
be more SDO-driven than required by cloud providers.

• Abstraction layer over several cloud APIs [28, 30]—this corresponds to map-
ping a given specification (a portable API) onto the APIs of the various clouds,
but it entails losing performance and dealing with compromises resulting from
conflicting requirements.

• Brokerage [56–58]—in which a set of services provide an API implemented by
invoking the APIs from several cloud providers. This can involve adapting ser-
vices, choosing the best service from a set of alternatives or adding new services,
probably by aggregating services from one or more providers. This is a flexible
solution, capable of custom adaptations, but again it can involve loss of perfor-
mance and compromises. The aggregated services can add value, but the fact
is that brokerage leads to a new API that may simply be one more contender,
increasing the problem instead of solving it.

Analysing this stack of solutions, we can identify several relevant issues:

• Standards tend to be an all or nothing solution, although in some cases the standard
includes limited extension mechanisms, such as options and levels of conformance
in OVF [20], the modular design of OCCI [18] and the provision for external
extensions in TOSCA [21].

• Standards tend to be specification silos. Each tries to solve all the aspects of the
area it tackles. Different standards usually deal with similar aspects with different
underlying models, ontologies and APIs. For example, the concept of container
is rather universal, but each standard deals with it differently.
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• In the same track, the current approaches to cloud interoperability and its stan-
dardization start with the current layered conception of a cloud (IaaS, PaaS and
SaaS) and impose rules and constraints to what we can do and cannot do, in each
layer and between layers. This brings much complexity because, instead of con-
sidering a small set of foundational concepts and then deriving interoperability
rules from them, the starting point is a working cloud, already a very complex
system.

• Standards tend to be over-encompassing and over-specifying, instead of being
modular (each dealing with a separate issue) and foundational (sticking to core
specifications, not to every detail).

• There should be a backbone standard specifying which are the areas and topics that
make sense standardizing and how these can be related. Each standard, tackling
one area or topic, would then fit a slot in that backbone. Unfortunately, there is
no such standard, as it would require global coordination of SDOs.

• The approaches using an abstraction layer and brokerage lead to APIs that suffer
from the same problems than standardized APIs, with the added problem that they
have neither SDOs nor large cloud providers to back them.

• Open source software, such as OpenStack [13] is sometimes heralded as a solution
to interoperability, avoiding provider lock-in. This works up to some level, since
a common specification is a good starting point. However, clouds based on open
specifications quickly gain extensions and new services that hinder transparent
interoperability. The main advantage of open source software is lowering the entry
barrier for cloud providers, which avoid building the cloud management platform
from scratch, not interoperability.

We contend that a different approach is needed, so that a better response to the cloud
interoperability problem can be given. This is the purpose of the next section.

9.5 A New Approach to the Cloud Interoperability Problem

9.5.1 The Strategy

We need to make clear that the cloud interoperability problem is unsolvable in its
entirety, given its nature, mainly due to the following reasons:

• Not all aspects are equally amenable to interoperability, because not all roles in
Table 9.3 have the same goals.

• The market innovates faster than it organizes. This means that the pressure to
provide more and better services than competitors is far greater than the need to
interoperate with them. Laggards desire interoperability, but innovators and early
adopters cannot (and usually do not want to) wait for specifications that support it.

• When the interoperability problem is solved at a given abstraction level (which
happens when that level becomes a commodity and everybody just wants a
standard), the need for differentiation by providers or the evolution in applications
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makes the interoperability problem move to the next upper abstraction level.
An example of this is the OSI model [59], which structured interoperability at
the communication level but then higher levels of interoperability started to be
tackled explicitly and today, 20 years later, we are still struggling with (certainly
not less) interoperability issues.

Therefore, it is not strange that the most successful specifications are low-level
standards, such as OVF and CMDI (because they are near the commodity level), and
open source platforms, such as OpenStack and CloudStack (because the open source
cloud market appeared after, and as a result of, the development of these platforms).

The obvious starting point to cloud interoperability is the IaaS service model,
and it has been questioned [23] whether it makes sense to standardize other service
models, such as PaaS and SaaS, which exhibit more variability and complexity.
The fact is that complex systems can be (recursively) described by the composition
of simpler systems, which means that even in complex systems we can identify
repeatable patterns which are amenable to standardization. We just need to discover
the basic concepts that constitute the fabric of clouds.

Chemistry and Physics have taught us that much that we observe and deal with
daily are just macroscopic and complex manifestations of very small and very simple
elementary components while interacting with each other. Chemistry devised the
periodic table of elements, the basic properties of atoms and of other elementary
particles. Physics has gone even further, by studying ever-smaller particles and other
artefacts, in search of a Theory of Everything that is able to unify all the fundamental
forces of nature (such as gravity and electromagnetism) and explain all observable
phenomena.

Clouds are very complex systems at a much higher level than elementary particles,
but the same composition principle should apply. There must be a set of concepts and
of their interactions that, by multiple and arbitrarily complex composition, should
be able to fully describe the behaviour and characteristics of clouds.

Instead of considering what to do with complex cloud subsystems and how to
make them interoperable, we propose to tackle cloud interoperability by adopting an
approach based on the composition principle, along the following guidelines:

• To try to discover which are the fundamental and primitive artefacts and as-
pects that underlie the entire cloud computing domain and, if possible, the entire
spectrum of computing infrastructures described in Tables 9.1 and 9.2

• To devise an interoperability framework that shows how to make them interoper-
able and under which conditions

• To model system interoperability as determined by the composition of the
primitive artefacts

Taking into account these guidelines and the problems of current approaches de-
scribed in the previous section, our strategy to tackle the cloud interoperability
problem can be outlined in the following way:
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• To devise a generic framework, valid for any computing infrastructure in
Tables 9.1 and 9.2. This can be the basis for a standard that can act as a backbone
of other more specialized standards and includes.
– A generic model of foundational artefacts, including a composition mecha-

nism.
– An extensible mechanism for self-description of artefacts.
– A foundational interoperability mechanism (the basis of all interactions).
– A framework to express the relevant aspects to interoperability between these

artefacts.
• To define a core specification based on this framework, built with a set of primitive

resources and their compositions.
• To define and to build clouds, and other infrastructures, by composition and

extension of existing resources.

The following sections detail the interoperability framework. The core specification
outgrows the context of this chapter, but a simple example of the approach is given
in Sect. 9.5.5.

9.5.2 A Generic Model of Foundational Artefacts

Our foundational artefact model, depicted in Fig. 9.3, is very simple and includes
only two main kinds of artefacts, resources and services, a composition mechanism
for resources and an interaction mechanism for services. In spite of its simplicity,
it can be used to build any arbitrarily complex computing infrastructure, including
heterogeneous scenarios, such as the one depicted in Fig. 9.2.

This model can be described in the following way:

• A service is the set of capabilities (involving behaviour, state or both) that as a
whole model some abstraction. Services can invoke one another, in the roles of
consumer and provider. All interactions relevant to the interoperability context
occur between services.

• A resource is the artefact providing the implementation of services and is either
primitive or recursively composed of other resources. A resource implements at
least one service (its management service), which exposes its inherent capabilities,
but it can implement any number of other services.

• Services refer to each other by references, which are resources. Services interact
by sending each other messages, which are also resources.

• One of the inherent capabilities of a resource is to incorporate and to expose
some of the capabilities of a message sent to its management service. This can
be accomplished by exposing a new service or changing that resource’s own
capabilities (behaviour or state).

• All services expose a capability that, upon a request message from a con-
sumer, responds with a message describing all its capabilities, thus supporting
self-description.
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Fig. 9.2 Modern ICT scenario, with enterprise applications deployed to hybrid clouds and integrated
with non-cloud systems

Exposed capabilities correspond essentially to exposed operations in an API. Be-
haviour capabilities are operations that execute specific actions, whereas state
capabilities correspond to data getter and setter operations. A server and a stor-
age container are examples of resources (most likely virtual, but not necessarily).
The server will certainly have a management service that exposes a deployment
operation, which receives a resource with the code that describes the service to be
deployed and creates a new service with that code. The storage container will have
a management service that includes getter and setter operations.

Figure 9.4 illustrates the relationship between resources and services in two differ-
ent clouds. There are two resources, A and B, each with its own management service.
Developers invoke operations in these services to deploy two new services, X and Y
(by sending them resources with the service descriptions), which interact and need
runtime interoperability. At this generic level, management services provide essen-
tially the same functionality, which can translate to deployment-time interoperability
by using compatible resource formats, such as OVF.

Resource composition corresponds to clustering a set of resources and then using
them as a new, composed resource, in a higher-level system. For example, a full
cloud in Fig. 9.2 is a composed resource that can be used to build a multi-cloud by
composition. The concept of system composition is recursive and universal.

Virtualization now makes possible to change dynamically the structure of com-
posed resources. Migration of a service can be accomplished by moving the resource
that implements it from one place to another in the global resource tree. This is
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Fig. 9.3 A foundational artefact model

illustrated in Fig. 9.4, in which each cloud is the top container resource for all the
resources it contains and a resource has migrated from one cloud to the other.

The migration of a service running on virtual machine corresponds to stopping
the service, generating a resource with its code and state, and sending that resource
as a message to the management service of another server, creating a new instance
of the service there and resuming execution.

In a grid, the worker resources will have operations to receive jobs, execute them
and sending back the results. Migration involves data, not code, but the resource
model applies exactly in the same way. References will probably implement uni-
form resource identifiers (URIs), but not necessarily. Non-Internet networks, such
as sensor networks, may use other addressing schemes and formats.

The concept of resource in this model is similar to the resource of the REST archi-
tectural style [60], but lower-level and more general. There is also a clear distinction
between resources and services, with the operations offered by services not limited
to a fixed set. This model combines the structural nature of REST with the service
flexibility of SOA [61] It has been designated structural services and it is described
in more detail in [62]. In any case, the most important aspect of this model is that it
treats all kinds of resources and of services in the same way, under a common abstrac-
tion. Specific features will be introduced by specializing capabilities in resources and
services, but at least now we have a common ground on which to base interoperability.
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Fig. 9.4 Relationship between services and resources

Fig. 9.5 Compliance and
conformance (P is how
X views provider Y. Q is how
Y views consumer X. P and Q
are specifications, not actual
services)
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Request

Response

Q

PX

Y
Request
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9.5.3 A Foundational Interoperability Mechanism

This section considers the basic interaction between two services and discusses how
interoperability can be established. This is valid not only for runtime interoperability,
such as between services X and Y in Fig. 9.4, but also at deploy-time, because de-
ploying a service to a resource corresponds to sending a message with the description
of the service to that resource’s management service. Therefore, deploy-time for a
service corresponds to runtime for the management service of the target resource.

Figure 9.5 considers the two services X and Y of Fig. 9.4, in which X plays the
role of consumer (sending a request) and Y plays the role of provider (honouring that
request and sending a response).

If X and Y were designed to work together, in these roles, there would be no
interoperability problem (assuming that the design was correct). Unfortunately, this
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is not always the case. Suppose that X was designed to interact with a provider P
and Y was designed to expect a consumer Q. Having X interoperable with Y involves
two conditions [63]:

• Compliance [64]—P must comply with Q in terms of requests, which means that
P must satisfy all the requirements of Y to honour requests. Therefore, X can use
Y as if it were P.

• Conformance [65]—Q must conf orm to P in terms of effects (including eventual
responses), which means that Q must fulfil all the expectations of P regarding
the effects of a request. Therefore, Y can replace (take the form of) P without X
noticing it.

Note that given these definitions, interoperability is inherently asymmetric in nature.
Apparently, symmetric interactions are the result of role reversal, in which interacting
services alternate between consumer and provider roles. Partial interoperability has
been achieved by subsumption, with the set of capabilities that X uses as a subset of
the set of capabilities offered by Y and as long as Y (or another service that replaces
it) supports the specification Q.

In many cases, services are conceived and implemented to work together, i.e. made
interoperable by design. When systems are complex and evolve in an independent
way, ensuring interoperability is not an easy task. A typical and pragmatic solution
is to resort to Web services and XML data, sharing schemas and namespaces, or
to RESTful APIs, which are simpler to use and require that schemas (media types)
be standardized or pre-agreed. In these technologies, both customer and provider
are forced to implement full interoperability (for example, sharing a XML schema),
even if only a fraction of the possible interactions is used. This leads to a greater
coupling than needed.

Other solutions involve discovering Web services similar to what is sought, by
performing schema matching with similarity algorithms [66], and ontology matching
and mapping [67]. However, manual adaptations are usually unavoidable.

The notion of partial interoperability, illustrated by Fig. 9.5, introduces a different
perspective, stronger than similarity but weaker than commonality (resulting from
using the same schemas and ontologies). The trick is to consider only the intersection
between what the consumer needs and what the provider can offer. If the latter
subsumes the former, the degree of interoperability that the consumer requires can
be granted, regardless of whether the provider supports additional features or not.

9.5.4 A Multidimensional Interoperability Framework

Compliance and conformance describe the basic interoperability mechanism in ab-
stract terms but do not give the full picture. This section outlines a framework that
provides further insight into this mechanism. We consider the following three main
dimensions, corresponding to fundamental perspectives of interoperability:
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Fig. 9.6 A typical service lifecycle, including redeployments as migrations

• Lifecycle of the services—interoperability is not merely about the operation stage
but starts much earlier in the system’s lifecycle, in the conception stage. After all,
what happens during operation is a consequence of what has been conceived and
designed. In current agile and virtualized environments, development, deploy-
ment and migration are frequent operations. In the same line of thought, OCCI
[18], TOSCA [21] and [8] consider explicitly several stages in the lifecycle.

• Abstraction— interoperability (compliance and conformance) can be considered
at several levels of abstraction, such as semantics and syntax. Considering these
levels separately leads to a better structuring of the interoperability aspects.

• Concerns— interoperability is not limited to functional objectives (the intended
effect by invoking another service). There is a range of other concerns that need
to be considered, mostly non-functional, such as configuration, SLA, reliability,
security, policy management, legislation and regulatory compliance, financial as-
pects and so on. If, for example, the provider cannot meet (cannot conform to)
the service level requirements of the consumer, interoperability will not be
properly achieved.

For simplicity, we will not consider here a fourth dimension, evolution, which cor-
responds to successive versions of the interacting services obtained by successive
iterations of their lifecycles.

Figure 9.6 illustrates a typical lifecycle. Different software engineering methods
may use different lifecycles, but the general idea is that it flows along phases such
as conception, implementation, deployment, production (also known as operation,
or execution) and finally transition. During conception, a strategy assessment deter-
mines if the lifecycle proceeds to subsequent phases or the service is not worthwhile
and is terminated. During operation, monitoring may determine reconfiguration or
migration (for load balancing, for instance) and evaluation of management met-
rics (key performance indicators; KPIs) may determine changes to the service, with
deployment of a new version of the service (and the current one is finalized).
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The lifecycle is very important for interoperability, because not only interaction
with other services must be considered by design (not as an afterthought) but also it
constitutes a way of managing what happens to the service, including migration, in a
controlled way. This is even more important in dynamic provisioning environments,
such as clouds.

When a service sends a message to another, there is a full spectrum of aspects
that both sender and receiver must understand, from low-level protocols up to the
intentions that motivated the interaction. These aspects can be organized into levels
of interoperability abstraction. We use a scale of five levels, which can be further
refined as follows:

• Symbiotic, reflecting the intent (motivation and goals) of a service when engag-
ing in an interaction with another. This can be tackled at levels of governance,
alignment, collaboration or mere outsourcing.

• Pragmatic, dealing with the effect of the interaction on the other service. This can
be specified at the choreography, process and service levels.

• Semantic, which expresses the meaning of the messages exchanged and of the
resulting behaviour at the levels of rules, knowledge and ontology.

• Syntactic, which deals with the format of the messages, in terms of schema,
primitive resources and their serialization.

• Connective, establishing the protocol at the message, routing, communication
and physical levels.

Interoperability is possible only if all these levels contribute to it. For example, if
the intended effect is expressed correctly at the upper levels but one service sends
a message in XML and the other is expecting JavaScript Object Notation (JSON),
they will not be able to interact. The same happens if services use exactly the same
technologies and tools, but one expects an effect (such as receiving a payment) that
the other does not provide.

In most practical cases, only a few levels are dealt with explicitly. The most
common are syntactic and pragmatic, with semantic gaining ground. The others can
be dealt with as follows:

• Tacitly, by assuming that what is missing has somehow been previously agreed, is
obvious or described in the documentation that the developer will read. Inferring
intent and semantics from documentation or undocumented behaviour constitute
examples of this.

• Empirically, by resorting to some tool or technology that deals with what is nec-
essary to make interoperability work. An example is using Web Services without
caring about the details of how they work.

The correlation between the lifecycle and interoperability dimensions of the frame-
work is illustrated by Fig. 9.7 (in which the lifecycle has been simplified) and can
be described in the following way:

• All the levels of abstraction of interoperability must be considered in every stage
of the lifecycle. Intentions behind interactions are still present during execution,
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although in a tacit way, and connectivity is already needed in the conception stage,
although in an empiric way. However, it is only natural that the method used to
evolve the service along its lifecycle considers interoperability at an abstract level
in the initial stages and at full detail in the operation stage. The progression
illustrated by Fig. 9.7 is just an example, since it depends on the method used.

• There must be compliance (in the consumer to provider direction) and confor-
mance (in the provider to consumer direction) in each corresponding cell (in a
given stage and abstraction level) in both interacting services. Figure 9.7 illus-
trates this in detail in the operation stage only. However, the same should happen
in other stages (the dashed arrows at the top of the figure indicate this). The
rationale for this is twofold:
– Services must be interoperable at each abstraction level of interoperability, be

it at the intention level (one must understand and accept the intentions of the
other), at the meaning level (interoperable ontologies and semantic relation-
ships) or at the basic protocol level (there must be message connectivity).

– Each stage in the lifecycle is a consequence of the previous stage, in a
model-driven fashion. For systems to be interoperable at operation time, their
conception and design must also be made interoperable.

• Evaluation and monitoring need not be made interoperable. Each service can
evaluate its design or operation independently, although the specifications for
interoperability must not be overlooked and need to be considered in the context
of the partners’ relationship. This is the case of SLA, for example, but these types
of aspects are dealt with by the third dimension of the framework (concerns).

Figure 9.8 depicts the framework in its three dimensions. The plane (two dimensions)
of Fig. 9.7 is repeated for each of the concerns relevant to interoperability. Besides the
functional interoperability (resulting from the specification of the services), we need
also to consider non-functional aspects such as security, SLA and financial aspects.

Compliance and conformance still apply in the non-functional realm, e.g.:

• The consumer must comply with the provider’s security policies when sending
a request. The provider must conform to the consumer’s security policies when
sending a response.

• The consumer must comply with the SLA metrics and policies that the provider is
able to provide and accept. In turn, the provider must conform to the requirements
(such as performance and reliability) sought by the consumer. If this is not ac-
complished, interoperability can be achieved in functional terms, but not entirely
because non-functional requirements have not been met.

• The same can be said about financial aspects, in which cost and payment terms
need to be agreed under basically the same principles as an SLA.
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9.5.5 A Simple Example

This section provides a very simple example of how partial compliance and confor-
mance can be used in a structural way and how it can promote API interoperability.
We will illustrate data compliance and conformance only, for simplicity, but it should
give an idea of what is involved. We use JSON to illustrate the details because it is
easier to read than XML.

Suppose that we want to use a cloud to create a virtual server. First, we need to
know which types of servers the cloud is able to create. To support self-description,
the cloud’s API should have an operation to return that information. In the light of
the model described in Sect. 9.5.2, that operation could return a JSON structure such
as the one in Listing 9.1.

{
"cpu": {

"architecture": ["x86", "x64", "powerPC"],
"cores": [1, 2, 4, 8],
"performance": ["extra", "high", "medium"],
"ram": [4, 8, 16, 32, 64],
"reliability": ["extra", "high"]

},
storage : {

"size" : { "min" : 0.1, "max" : 1000 },
"performance" : ["high", "medium"],

},
"zone" : ["Europe", "US", "Asia"]

}

Listing 9.1 JSON example describing the characteristics of a server

The JSON array elements express alternatives that the server can support. Object
members correspond to characteristics of the resource (central processing unit (CPU)
or storage). Note the structural organization of the server’s characteristics. They are
not just a linear list.

Listing 9.1 acts as a schema for the servers in this cloud, including all the char-
acteristics and possible values and alternatives. Servers are composed of a CPU, a
storage and are located in one of three alternative zones. The CPU and storage also
have their characteristics (self-explanatory, at the level of this example). Random
access memory (RAM) and storage sizes are expressed in gigabytes.

The cloud will have several server types available, each with a subset of the
possible combinations of characteristics. The cloud should also have an operation to
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retrieve a list of available server types. For example, that list could include the two
following server types described in Listing 9.2.

{
server_type_1 : {

"cpu" : {
"architecture" : ["x86", "x64", "powerPC"],
"cores" : [2, 4, 8],
"performance" : ["extra", "high", "medium"],
"ram" : [8, 16, 32],
"reliability" : ["extra"]

},
storage : {

"size" : { "min" : 1, "max" : 50 },
"performance" : ["medium"],

},
"zone" : ["US", "Asia"]

},
server_type_2 : {

"cpu" : {
"architecture" : ["x86", "x64"],
"cores" : [2, 4],
"performance" : ["high"],
"ram" : [4, 8, 16],
"reliability" : ["high"]

},
storage : {

"size" : { "min" : 0.1, "max" : 20 },
"performance" : ["high", "medium"],

},
"zone" : ["Europe"]

}
}

Listing 9.2 JSON example describing the characteristics of types of servers offered by a cloud

Now, imagine that we wanted to create a server with the following characteristics
(Listing 9.3) (the array elements express the alternatives we are willing to accept):
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{
"cpu" : {

"architecture" : ["x86", "x64"],
"cores" : [4, 8],
"performance" : ["medium"],
"ram" : [16, 32],

},
storage : {

"size" : { "min" : 1, "max" : 2 },
"performance" : ["high"],

},
"zone" : ["Europe", "US"]

}

Listing 9.3 JSON example describing the server characteristics required by a customer

Although we have not discussed the algorithms to test compliance and confor-
mance, an informal comparison between these JSON listings illustrates the following
comments:

• server_type_1 cannot be used because it does not conform to the server required
by the customer, in Listing 9.3. Checking the various characteristics, there is
a matching solution for all except storage performance. The customer requires
“high” but the server only offers “medium”. If it were the other way around,
conformance would be verified.

• server_type_2 conforms to Listing 9.3. For all characteristics, there is a matching
solution. Note that the customer requires a “medium” performance CPU but the
provider only offers “high”. From the point of view of performance this is valid,
but it may hinder conformance when cost is introduced (it may be higher than
acceptable, since the CPU is better than required). All characteristics need to be
taken into account when checking interoperability.

• The customer specified nothing regarding “reliability”, in Listing 9.3. This means
that anything is accepted in this characteristic and that it is not taken into account
when checking conformance.

• Compliance is also needed when the customer requests the creation of a server.
The operation to inquiry the cloud about the server types it supports exists to
help in the design, but there must be another operation to make the actual request
for the creation of the server instance. The type of the actual argument to pass
to that operation is Listing 9.3 (what the customer requires) and the type of the
formal argument is Listing 9.1 (what the cloud can provide). When operations are
invoked, the actual arguments must comply with the formal arguments. In this
case, Listing 9.3 must comply with Listing 9.1 (which we can verify by check-
ing that there is a matching solution for all characteristics in Listing 9.3). After
checking argument compliance, the server creation operation uses Listing 9.2
to search for a suitable server type, which it then creates.
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• The names and structure of the elements in Listing 9.1 must be in accordance
with the ontology used by the cloud. The customer needs not use exactly the same
ontology in Listing 9.3. Another one that complies with it is enough. Compliance
and conformance, as asserted in Sect. 9.5.4, must hold at all interoperability levels,
namely semantics, ontology [68] included.

9.6 Discussion and Rationale

9.6.1 Usefulness of the Approach

How can this framework be useful in the current interoperability panorama? The
main purpose of a framework is to aid in systematizing human thought, so that the
problem can be better structured and a solution is easier to find. The structure of
this chapter follows this approach, with a first structuring of the problem, analysis
of current solutions, a framework and the outline of a solution.

Even at the standardization level, we believe that the interoperability problem
(in any computing infrastructure and in clouds in particular), should use the same
approach, which can be outlined in the following way:

• To define an interoperability framework, based on a generic artefact model and on
orthogonal dimensions that cater for the lifecycle of artefacts, their interoperability
at various abstraction levels and non-functional concerns (security, SLA, etc.).

• To define a set of primitive types of artefacts for each type of computing infrastruc-
ture, with a self-describing interface. This set may be organized into categories
of artefacts.

• To define standard interfaces for the most used artefacts, in such a way that a basic
computing infrastructure (such as a cloud or a grid) could be built in a standardized
fashion, by composing the adequate types of artefacts.

• To define a backbone standard, corresponding to a minimalist computing infras-
tructure (with basic resources and services), which further standards could be laid
upon.

• To define provider-specific artefacts (non-standardized, thus providing explicitly
a mechanism for provider differentiation), either anew or by extension (based on
compliance and conformance) of primitive or standardized artefacts.

• To build provider-specific computing infrastructures (namely, clouds), by using
both standardized and provider-specific artefacts.

• To build an API centred on resources. This means that, instead of having a global
API, each resource should have its own API. The advantage of this is that there are
many operations common to different types of resources. Thanks to compliance
and conformance, which behave as a distributed inheritance mechanism, common
operations can be dealt with in the same way, as if we had distributed object-
oriented polymorphism.
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This is an incremental approach, which tries to standardize the minimum possible
but with a structure that is designed to grow, instead of solving a reasonably sized
chunk of the interoperability problem, which is the approach followed by most of
the current standardization efforts.

The partial interoperability granted by compliance and conformance provides a
better decoupling between services than a full standard specification that all services
must use or implement. Better decoupling increases adaptability (fewer dependen-
cies), changeability (it is easier to change a service if others depend on less of its
features) and reliability (it becomes easier to find a replacement for a service that
failed) [63].

9.6.2 Comparison with Other Approaches

Approaches, such as OCCI [18] and TOSCA [21] are more modular than other, but
still try to solve most of the problems in the areas they tackle. In [29], the abstraction
of cloud resources is presented in an object-oriented way, but without a framework
that guides the interoperability aspects. In [8], guidelines and requirements for the
functionality to include in a multi-cloudAPI are presented, along the service lifecycle,
but the ideas to implement them start at existing technologies, platforms and tools.
Although an evolutionary route, easier to implement, it does not solve the problem
of the standardization of the underlying model.

The intercloud [40–42] is an attempt to integrate multiple clouds, in a parallel with
the integration between servers provided by the Internet and the Web in particular.
The problem is that in cloud computing the market expanded rapidly before the
standards and the situation is quite different. The intercloud will only be as good as
the interoperability between multiple clouds. Again, this is a top-level approach to
interoperability, trying to integrate existing clouds without solving the lower level
interoperability problems first.

The approach that consists in defining a common API, abstracting the actual APIs
of cloud providers [28–30] is not without problems. It needs to abstract the different
artefacts used by cloud providers (which means compromises that enable support
only for the most used API patterns) and to deal with constant evolutions in the APIs,
since the field is not mature yet.

One recent trend, seen in OCCI [18], TOSCA [21] and in the Meta Cloud [69]
is the use of structural resource templates to describe the structure of a service, or
the resources it requires, so that provisioning is simpler and more automated. This is
in line with our artefact model (Fig. 9.3), which adds the benefit of compliance and
conformance, as exemplified in Sect. 9.5.5.

It seems that everybody agrees that a single standard, encompassing all the aspects
of cloud computing, namely interoperability, is not a viable solution. The main differ-
ence between the existing approaches is the subset of features to include, more verti-
cally (a small number of aspects, but crossing the whole stack of cloud service mod-
els) or more horizontally (encompassing only one cloud service model) orientated.
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Up to now, the most successful approach has been horizontal and low level, with
the OVF and CMDI standards. The other efforts tend to go to upper levels and to
build on what exists. Our proposal is different, starting by agreeing on a common
artefact model, simple enough to be general but with extension mechanisms that
enable each provider to build its own cloud model and platform. This approach starts
at the simplest and lowest layer, providing a cleaner foundation for the computing
infrastructure domain, not just for clouds.

9.6.3 Risks and Limitations

Freed from the compatibility burden, our approach lays down a clean model, based
on active and interacting resources, with their services and solutions conceived
specifically for them, instead of using established technologies designed for hy-
permedia document exchange and that simulate services on top of a document-based
abstraction.

New approaches, such as ours, have the advantage of exploring new routes, which
is an indispensable step for innovation, but are usually not exempt from their own
limitations and incur the risk of never generating enough traction to be adopted by
the market, thereby never progressing beyond the stage of an interesting solution. In
our case, the following main risks and limitations are easily perceivable:

• Essentially, this is an untried approach. There is a prototype implementation, but
it does not implement all the features and certainly has not been quantitatively
assessed at a reasonably large scale, with a real comparison with current ap-
proaches, namely SOA and REST. Therefore, the claims made still need practical
and meaningful validation.

• The approach is deeper than the mere domain of cloud computing. It goes back to
the Web itself, since it is based on the service paradigm and not on the classical
client-server hypermedia document exchange model. Although a potential better
match to modern application requirements, this is a huge paradigm shift, with
many possible problems in the way, yet to uncover.

• Any approach needs tools and middleware to support it, which requires market
interest and takes time to develop, leading to a bootstrap problem. This has yet to
be tackled, with a migration path that allows coexistence with current approaches.

• Compliance and conformance, in particular, constitute a rather different solution
from the schema sharing approach currently used. It raises several problems, from
formal treatment to performance, which have not been properly addressed yet in
realistic scenarios.

• Although the polymorphism granted by compliance and conformance has the
potential to support a common core of cloud service specifications, it has not
been demonstrated yet how this can actually be done in a practical way, to really
support useful standardization while allowing freedom for provider innovation.
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9.7 Future Research Directions

From the point of view of the users, the ideal would be to treat providers in a cloud
fashion, i.e. using services or installing their applications without really caring about
which cloud provider they are using. This means virtualizing the cloud providers
themselves, not just the infrastructure or the platform. We believe that the proposal
presented in this chapter is a step in that direction, but much needs to be done before
this vision can turn into reality, namely:

• There is currently no language that implements structural compliance and con-
formance as described in Sect. 9.5.3. We have presented a simple example in
Sect. 9.5.5 using JSON as notation, but this is much more limited than what we
can do with a language that supports better data structures and operations, not
just data, and combines the best of SOA (flexible services) and REST (flexible re-
sources). We are developing a compiler and platform for such a language (service
implementation language; SIL) [70].

• The semantic level, namely compliance and conformance at the ontology and
knowledge level, needs further study. At the moment, most of the research made
on interoperability at the semantic level concerns similarity and matching [66, 67],
not compliance and performance.

• The interoperability framework that we have presented has not been tested yet.
We are still building the prototype of the SIL environment, but the interoperability
problem in the domain of cloud computing is a very good match to the capabilities
of the language. We will use it as one of the first practical examples. The goal
is to build a very basic cloud platform, with a small number of universally used
resource types and operations, and then derive two example clouds with different
APIs, with additional resources and functionality. SIL itself serves to specify the
structure of the resources (as shown in Sect. 9.5.5) and services of a compose
application, allowing to test service and resource templates.

• One of the basic features of SIL is that it is compiled and serialized in binary. It has
two representations, one with a look and feel similar to JSON for programmers and
a binary format for computer processing. The compiler maintains the synchronism
between the two. Native support for binary means that service images to deploy
to resources no longer need to have a separate manifest or sent in a zip file. The
same binary format used to serialize the resources (in a tag followed by length
and value (TLV) approach) can be used to include these images. This allows us
to study an alternative to OVF with the goal of providing a native implementation
of the model depicted in Fig. 9.3.

9.8 Conclusions

The seamless interoperability that we enjoy today both at the Internet and Web levels
cannot be achieved in the near future in the field of cloud computing. In the former
cases, technology and standards had time to mature before the market expanded. In
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the latter, it happened the other way around. Under user pressure and by initiative of
some early-adopter providers (in cloud storage), the market expanded and is evolving
very rapidly, before standards had time to impose some order.

Today, large providers are not particularly interested in standardization. It seems
that the value of compliance with standards (perspective of the users) is greater than
the value of conformance to those standards (perspective of the providers). In other
words, the absence of widely accepted standards endows large providers with the
power of the lock-in law.

Only the lowest-level standards, such as OVF and CMDI, have enjoyed significant
success. The reasons for this are simple. These are the oldest standards and, given
their low level, do not contribute significantly to the differentiation that providers need
to attract a larger customer base. Nevertheless, users continue with an interoperability
problem, trying to defend themselves against provider lock-in. Current attempts to
solve or reduce this problem use essentially high-level solutions, building common
APIs over the existing providers and cloud computing concepts, or exposing brokers
that hide the differences between providers.

In this chapter, we have presented a different approach, starting from a founda-
tion artefact model, based on resources and services, adding a basic interoperability
mechanism, based on structural compliance and conformance, and foreseeing exten-
sion mechanisms upon which providers can build their differentiating services. We
proposed the idea of a core standard with the foundation concepts, which can serve
as a backbone for higher-level standards.

In a sense, this approach tackles the interoperability problem in the incremental
and generic way in which it should have evolved. However, it does not constitute an
evolutionary route, and is therefore most likely longer and harder to implement than
other approaches. Nevertheless, it has the merit of providing potential rewards in
terms of accomplishing a cleaner structure and organization than what exists today
in the cloud computing landscape.
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Chapter 10
Survey of Elasticity Management Solutions
in Cloud Computing

Amro Najjar, Xavier Serpaggi, Christophe Gravier and Olivier Boissier

Abstract Application Service Providers (ASPs) are increasingly adopting the cloud
computing paradigm to provision remotely available resources for their applications.
In this context, the ability of cloud computing to provision resources on-demand in
an elastic manner is of the utmost practical interest for them. As a consequence,
the field of cloud computing has witnessed the development of a large amount of
elasticity management solutions deeply rooted in works from distributed systems
and grid computing research communities. This chapter presents some solutions that
differ in their goals, in the actions they are able to perform and in their architectures.
In this chapter, we provide an overview of the concept of cloud elasticity and propose
a classification of the mechanisms and techniques employed to manage elasticity.
We also use this classification as a common ground to study and compare elasticity
management solutions.

Keywords Classification · Cloud ecosystem · Cloud elasticity · Elasticity manage-
ment · Survey

10.1 Introduction

Delivering computing resources as utility, similar to water and electricity is one
of the key promises of cloud computing [6, 9]. Before the emergence of cloud
computing technologies, ASPs were used to provision servers for their services in
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in-house datacenters. Most of the time, they were forced to deploy enough resources
to handle their peak-loads. Consequently, most servers in these datacenters remained
idle [6].

With the emergence of the cloud computing technologies, the primary advantage
for ASPs is to convert capital expenditure, previously dedicated to purchasing and
deploying in-house servers, into operational expenditure. This results into better cost
management. Moreover, the burdens of maintaining, upgrading and administrating
the datacenters are offloaded to the CP.

Elasticity is the most important feature of the cloud computing paradigm [56].
Because of this feature, cloud users can acquire more resources from the cloud when
the demand is high and relinquish unneeded resources when the demand decreases.
However, in order to benefit from the elasticity, cloud users (or the ASPs) need to
continuously monitor the end-to-end quality of service (QoS) of their cloud-hosted
applications so that strategies built on this monitoring could drive the scaling up and
down of resources allocated to each application. To relieve the cloud user from this
burden, commercial and academic solutions have been proposed to automate the
process and to minimize the cloud user intervention.

In the literature, some sources (e.g. [25, 48]) propose different classifications of
these elasticity solutions. However, none of them captures the characteristics of most
of the existing elasticity management solutions.

This chapter is organized as follows: Section 10.2 introduces the cloud ecosystem
with its different actors that allow us to clearly set the context of elasticity manage-
ment. Section 10.3 provides an overview of the problem of elasticity management
and it introduces the taxonomy and the analysis grid used in this chapter to classify
state-of-the-art elasticity management solutions. The following Sects. 10.4, 10.5 and
10.6 detail the features of current solutions along the three major axes of our analysis
grid. Section 10.7 analyzes in detail three selected recent elasticity management so-
lutions showing how the proposed taxonomy allows comparing them. This chapter
concludes with Sect. 10.8 and points out to our future research perspectives.

10.2 Cloud Ecosystem

Attracted by the cost reduction, ASPs are increasingly migrating their business to the
cloud. ASPs use resources rented from the cloud provider (CP) to build their service
that, in turn, is going to be consumed by their service users (SUs) or end-users. CP,
ASP and SU are the three main factors in this environment [6]. Their roles are as
follows:

1. CP is usually a company owning large datacenters with advanced software sys-
tems that allow it to lease resources on-demand over the Internet in exchange for
pay-per-use fees. From a service delivery model perspective [49], a CP can be
classified as infrastructure as a service (IaaS) provider (e.g. Amazon EC2 [2]) or
platform as a service (PaaS) provider, such as Google App Engine [27]. Note that
in the literature the CP can be referred to as cloud service provider [57, 61] or as
cloud operator [37].
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2. ASP is the party that uses the cloud resources rented from the CP in order to
build its services and applications, and to sell them to its clients in exchange for
pay-per-use or monthly/annual subscription fees. In the literature, an ASP can be
referred to as software as a service (SaaS) provider [6, 47, 81]. Dropbox [21] is
an example of ASP proposing an online file storage service built over Amazon S3
[3]. In this chapter, in particular contexts, we may refer to the ASP as the cloud
user.

3. SU is frequently named “end-user”. It is the customer of the service provider.
SUs use the service provided by the ASP in exchange for a fee. In this chapter,
we may use the terms SU and end-user interchangeably.

Other actors, such as brokers, cloud aggregators and cloud tools providers [62] can
also participate in the cloud ecosystem. However, we consider them to be beyond the
scope of our study. In this chapter, we only consider the three main aforesaid actors.

Both kinds of provider in this ecosystem (i.e. CP and ASP) have to guarantee their
service quality to their customers (i.e. ASP and SU, respectively). These guarantees
and obligations are specified in service level agreements (SLAs). As mentioned in
[61, 81], we distinguish between two types of SLAs:

1. SLACP−ASP: This SLA states QoS aspects provided to the ASP by the CP. The
guaranteed level of each QoS aspect is specified as service level objective (SLO).
It also stipulates penalties in case of violations of the SLOs that it contains.

2. SLAASP−SU: This SLA states the guarantees from the ASP to the SU ensuring
the QoS to be delivered to the SU (e.g. maximum response time, availability and
service-specific metrics).

Figure 10.1 illustrates an example of the cloud tripartite ecosystem in which the
problem of elasticity management is situated. Note that Fig. 10.1 shows only three
SUs and two CPs. Yet, in real cloud market settings, thousands of SUs may use the
service provided by the ASP, which in turn rents cloud resources provided by several
CPs.

From this global picture of the tripartite cloud ecosystem, the next section provides
the definition and explanation of the elasticity management.

10.3 Global View of Elasticity Management

As the result of their survey on different definitions of cloud computing, Vaquero et al.
[74] highlighted elasticity as one of the most important features of cloud computing.
The CP is in charge of providing elasticity. To this aim it needs to implement adequate
optimization and infrastructure management mechanisms to allow cloud resources
access at will. On the other side, the ASPs that are sandwiched between the CPs and
SUs, aim at performing rational elasticity management, so that they could achieve
their business goals while serving their clients with adequate service quality.

In the following, we focus on elasticity management from the point of view of
ASPs, i.e. as an ASP-centric problem. We consider that infrastructure optimization is
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Fig. 10.1 Tripartite cloud ecosystem

beyond the scope of this chapter since it is a CP-centric problem tackling datacenter
optimization (virtual machine; VM migration, energy-efficient physical machine
scheduling, server consolidation, etc.) Also, we limit our study to ASPs renting
resources from IaaS CPs. The next two subsections define elasticity and elasticity
management, respectively.

10.3.1 Elasticity

Based on the US National Institute of Standards and Technology (NIST) definition
of elasticity [54], Galante et al. [25] define elasticity as the ability of cloud user
to “quickly request, receive and later release as many resources as needed. The
elasticity implies that the actual amount of resources used by the Cloud user may be
changed over time, without any long-term indication of the future resource demands”
[25]. After presenting this widely accepted definition of elasticity, next subsection
defines elasticity management.
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10.3.2 Elasticity Management

In order to define and explain the process of elasticity management, we start by
defining scheduling and resource provisioning, two sub-processes that are tightly
related to elasticity management:

• Scheduling is a mechanism used by the ASP to assign each task or request
submitted by its end-users to a virtual resource for execution [10]. A cloud-
oriented scheduling mechanism takes into account different VM capacities, the
VMs waiting queue length, the requirements of each submitted job, etc.

• Resource provisioning is a mechanism to acquire the necessary virtual resources
from the CP. Given the workload and the end-user requests. It looks for the best
CP and the optimal VM sizes to acquire.

Both scheduling and resource allocation can exhibit cost awareness, SLA- awareness
or any other, ASP-defined, goal-awareness, such as end-user satisfaction. From these
two definitions, we define elasticity management as follows: “Elasticity Management
is an ASP-centric problem. It concerns finding an optimal tradeoff between the
satisfaction of the ASP customers and the ASP business goals. It may be achieved
by using resource provisioning alone or in conjunction with scheduling . Elasticity
management results in the acquisition or release of virtual Cloud resources”.

From this definition and the distinction between scheduling and provisioning, we
can distinguish two kinds of elasticity management:

• In simple elasticity management the elasticity manager tackles only the question
of Ccloud resource provisioning (when to provision resources, which resources,
from which providers, etc.). Scheduling is delegated to a load-balancer that dis-
tributes the workload among the VMs provisioned by the elasticity manager.
Examples of this type include [12, 29, 52, 64].

• In complex elasticity management, the resource provisioning decision arises as a
result of the scheduling process. For instance, when the scheduler concludes that
the current workload cannot be handled by the available VMs given the imposed
QoS constraints and the current size of VM job queues, the elasticity manager
provisions new VMs from the Ccloud in order to avoid service degradation or
penalties and also maintain the end-user satisfaction. Examples of this type include
[15, 26, 44, 81].

In the rest of this chapter, we use the term elasticity management to refer to both
approaches. Since elasticity management is a complex process, elasticity manage-
ment solutions usually consist of multiple components and services as mentioned as
follows [14]:

• Performance and workload monitors: These are the sensors of the system that
are in charge of collecting measures about the key performance and workload
indicators.

• Resource allocator: This component actuates the resources provisioning actions
determined by the elasticity manager.
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• Load balancer: It distributes the requests among the instantiated resources. When
the elasticity manager is a complex one, load-balancing is replaced by an ASP-
customized cloud-oriented scheduling algorithm.

• Elasticity manager: It plays the central role of compiling the information re-
ceived from the sensors, reasoning about this input using ASP-defined policies
and deciding which actions to make (which resources to acquire, from which CP,
etc.). This decision is then sent to the resource allocator that, using the application
program interface (API) of the CP, executes the provisioning actions. When new
VMs are provisioned, the load-balancer distributes the workload among them.

The control level enjoyed by the ASP defined by [14] depends on which of the
aforelisted components are actually controlled by the ASP. Thus, Casalicchio et al.
[14] distinguished four control levels ranging from extreme ASP control, where the
ASP controls all the aforementioned components, to limited ASP control, where all
of them are implemented and controlled by the CP.

Failing in managing the elasticity may lead to over-provisioning, hence, unnec-
essary costs paid to the CP, i.e. degrading the business return. It may also lead to
under-provisioning which degrades the service quality delivered to the end-user and
might force the ASP to compensate the committed violations by paying penalties.

In order to relieve the ASP from the complicated task of elasticity management,
research works have been conducted to develop autonomic elasticity management
solutions that enable the ASP to strike a balance between the tradeoffs it encounters.
In the rest of this chapter, we use the terms elasticity management and autonomic
elasticity management interchangeably.

This section presented cloud computing elasticity and defined the process of
elasticity management. The different sub-processes and components of elasticity
management were also introduced and discussed. In the coming sections, we pro-
vide taxonomy for classifying mechanisms and techniques employed to manage
elasticity in the solutions described in the literature.

10.3.3 Analysis Grid

As more and more companies are migrating their business to the cloud, the question
of elasticity management is gaining a considerable attention. Currently, there is an
abundance of novel approaches addressing this issue. In the coming sections we
propose a classification that:

• Draws the landscape of state-of-the-art elasticity management solutions, studies
their characteristics and enumerates their different approaches

• Identifies the most important challenges and research directions currently shaping
the research activity in this domain

• Provides an analysis grid that can be used as a base to better understand, compare,
and eventually evaluate elasticity management solutions

This classification forms an analysis grid that has the following three major axes (c.f.
Fig. 10.2):
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Fig. 10.2 Analysis grid of elasticity management solutions

• Elasticity management strategy identifying the strategy functions participating in
the elasticity management decisions

• Elasticity management actions executed from the decisions issued by the strategy
functions in order to provision resources from the cloud

• Elasticity management architecture that describes the overall organization of the
elasticity management process

Each one of these major axes has a set of features. In the coming sections, we present
an elaborate description of these axes and their features. For each of them, we also
identify important research perspectives currently being investigated.

10.4 Elasticity Management Strategy

The problem of elasticity management can be seen as an optimization problem. Since
the ASP is sandwiched between the CP and the SU, it seeks to deliver the optimal
service quality to its SUs while satisfying its business goals (such as minimizing
costs). Thus, the strategy function reflects:

• The strategic quality goal, or combination of goals, that the ASP is trying to
achieve

• The policies that allow the elasticity manager to figure out how to achieve the
strategic quality goals

• The mode, which indicates the manner in which the system interacts with the
cloud ecosystem (either predictively or reactively)

In the next three subsections, we detail each one of these features.
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10.4.1 Quality Goal

Most of elasticity management solutions in the literature use the concept of QoS in
order to characterize the goals of the elasticity management approaches that they
adopt. However, the goals that these solutions attempt to achieve go well beyond
the QoS. In the proposed taxonomy, we incorporate other quality aspects in order to
build a more refined picture of the goals of the elasticity management process. To
do so, we rely on the concept of quality of X (QoX) metrics [68, 73], where X can
be Biz (quality of business; QoBiz); S (QoS); or E (quality of experience; QoE).

While QoBiz and QoS are the subjects of the next two subsections, QoE will
be dealt with as a future research perspective (c.f. Sect. 10.4.4). The reason is that
QoE-aware elasticity management is still in its very early stages.

10.4.1.1 Quality of Business (QoBiz)

The QoBiz is a service provider-centric quality indicator that includes quality
attributes pertaining to business considerations, such as the service provider’s rev-
enue/profit, satisfaction [20, 73]. QoBiz metrics are often expressed in monetary
units. They include service price, revenue per user, revenue per transaction, provi-
sioning cost and budget [69]. By combining these measures, QoBiz indicates the
business profitability from the ASP perspective. Since cost reduction is the main
reason pushing ASPs to migrate into the cloud, any efficient elasticity management
solution must guarantee the optimal QoBiz.

Most of autonomic elasticity management solutions proposed in the literature take
the ASP’s QoBiz into consideration modelling it in different ways. From the study of
13 solutions dealing with QoBiz [12, 15, 26, 29, 42, 44, 47, 50, 52, 59, 64, 81, 83],
we identified 7 key aspects that shape the QoBiz-awareness of elasticity management
solutions:

• ASP budget: The ASP budget can be understood as the amount of money that the
ASP is ready to pay to the CP in order to rent virtual resources. Many works taking
ASP budget into account, consider it as a bound to be verified before renting new
VMs.

• Instance heterogeneity: CPs may provide different VM sizes or flavors (Amazon
EC2 offers small, medium, large and extra large instances). Each flavor may have
a different computing capacity and cost. Being aware of the VM capacities and
of their corresponding prices, the elasticity management solution can opt for the
VMs configuration that minimizes the cost paid to the CP.

• Multiple CPs: As the cloud market is morphing into a highly competitive market,
consulting resource prices from different CPs allows the elasticity manager to pick
up resources with the minimal cost available in the market at any given moment.
Nevertheless, currently this is still hindered by the vendor lock-in problem [6].

• CP pricing policies: CPs can adopt different pricing policies, such as static-
hourly pricing or auction-based pricing. Choosing the offer with the most suitable
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Table 10.1 QoBiz features in
elasticity management
solutions

QoBiz feature Solution

ASP budget [29, 50, 52, 59, 83]
Instance heterogeneity [29, 47, 50, 64, 83, 81]
Multiple CPs [52, 81]
CP pricing policies
Static hourly pricing [12, 26, 47, 50, 52], [64, 81]
Auction-based pricing [15]
Fine-grained pricing [29, 83]
BTU [26, 42, 44, 47, 52]
Penalties [12, 47, 44, 81]
Data transfer cost [81]

pricing policy is important to optimize QoBiz of theASP. Since the majority of CPs
adopts static hourly pricing [14], the majority of elasticity management solutions
assume a provider with this pricing policy.

• Billing time units (BTU): Most of CPs bill the ASP based on BTUs. Even if the
VM is utilized only for a portion of the time unit and then released, the ASP pays
the full time unit. Developing an elasticity management mechanism that takes
BTUs into account and therefore does not release VMs if their BTU is not over
might help the ASP in achieving optimal resource utilization.

• Penalties: Violating the SLA established with clients forces the ASP to compen-
sate by paying penalties. The amount of this penalty is usually proportional to
the amount of violation perpetrated and can also be a function of the client SLA
type. Accounting for the penalties is important in order to maximize the QoBiz
and manage the elasticity management accordingly.

• Data transfer cost: This is the cost charged by the CPs in exchange for trans-
ferring the data from the client machine to their datacenter. This cost, which is
usually relatively high, is considered as an important problem obstructing the
development of cloud computing [6].

As aforementioned, works in the literature approach the ASP’s QoBiz from differ-
ent perspectives and each one might account for one or more aspects as shown in
Table 10.1.

Since cost saving is one of the most important factors encouragingASP to move to
the cloud, QoBiz is a very important quality goal. The study we conducted on state-
of-the-art elasticity management solutions confirms this premise. QoBiz-awareness
is a growing trend in elasticity management and is likely to play a central role as the
cloud computing ecosystem morphs into a highly competitive and dynamic market.
As for pricing policies, Table 10.1 shows that most of elasticity management solutions
in the literature assume a CP with static-hourly pricing policy. This is mainly because
the majority of CPs in today’s market follows these pricing policies. In Sect. 10.4.4
we present some current research trends relevant to the CP pricing policy.

This subsection presented the first group of quality goals relating the ASP QoBiz.
Next subsection introduces the second group of quality goals (i.e. QoS).
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10.4.1.2 Quality of Service (QoS)

Unlike QoBiz, which is a subjective quality indicator, QoS is an objective one. As
aforementioned in Sect. 10.2, QoS guarantees are stated in a contract called the SLA.

SLA is a legal document that establishes contractual relationship between a service
provider and its users. The concept of SLA has been in use since the 1980s in a variety
of areas [80]. Hence, there is no consensus on its definition. Verma et al. provide
one of the widely accepted definitions [76]:“An explicit statement of expectations
and obligations that exist in a business relationship between two organizations: the
service provider and the customer”. Following the multiple definitions, numerous
SLA languages have been proposed including WS-agreement by OGF [5] and WSLA
[38] by IBM (for a comparison of different SLA languages see [80]).

In order to quantify the service level with regard to different QoS aspects (e.g.
availability), the participating parties express that the service level should attain a
specified Service Level Objective (SLO). According to Wilkes [79], SLOs represent
bounds on both the client and the service provider behavior. Examples of SLOs
include maximal tolerated response time or the minimum guaranteed service avail-
ability. What we call SLO violation occurs when an SLO condition is not met. In
this case, most of the time, the party that caused the violation has to pay the penalty
that is already specified in the SLOs.

Numerous QoS metrics can be used to measure each QoS aspect. For instance,
abandon rate is a metric used to reflect the service availability. It consists in the ratio
of the accepted service requests to the total number of user requests. The service
reliability is another QoS aspect that is reflected by several QoS metrics, such as
mean time between failures [63].

In the tripartite cloud system we introduced in Sect. 10.2, there are two types of
providers (i.e. the CP and the ASP), as well as two types of clients (i.e. the ASP and
the SU). For this reason, as introduced in Sect. 10.2, two types of SLAs are present
(see Fig. 10.1). Since elasticity management is considered as an ASP-centric issue,
we will limit our attention to SLAASP−SU.

Taking QoS goals into consideration when performing elasticity management
means that the ASP allocates resources from the cloud in a manner that minimizes
SLOs violation that in turn is likely to indicate the end-user satisfaction.

Next, we identify some of the key aspects that differentiate the approaches avail-
able in the literature. These aspects are important because the manner in which they
are treated has significant implications on the elasticity management process. These
are:

• QoS metrics: They are used to guide the elasticity management process. Some
solutions use only low-level performance metrics derived from the monitoring
services (e.g. central processing unit; CPU utilization), while other solutions rely
on higher-level performance metrics stipulated as SLOs (e.g. response time).

• Startup time: This is the time needed to boot a VM instance and to make it ready
to be used by the ASP.

• Violations and penalties: These are the penalties associated with SLA violations.
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Table 10.2 QoS features in
the literature

QoS related issues Solution

Performance metrics
CPU utilization or load bal-

ancer Data
[14, 26, 30, 46, 42, 51, 52, 59]

Response time [12, 14, 26, 29, 30, 44, 46, 47,
50, 64, 81]

Startup time [44, 50, 51, 81]
Violations and penalties [12, 44, 47, 81]

As shown in Table 10.2, the majority of solutions included in this study utilize
response time as a performance metric. CPU utilization level is only used by few
solutions because it is a low-level performance indicator that is not used in SLAs as
SLOs. In addition, the table reveals that most elasticity management solutions tend
to ignore the VM startup time.

This subsection discussed quality goal the first feature of the strategy major axis.
Next section presents policy, the second feature of the same axis.

10.4.2 Policy

After discussing the types of quality metrics (i.e. QoS, QoBiz) incorporated in the
strategy function, this subsection discusses the method used to implement the strategy
function. The classification proposed by Kephart et al. [40] to classify policies in
autonomic systems is both valid and useful. Therefore, we use it to classify elasticity
management policies. Their proposal distinguishes three main policy types used in
autonomic systems:

1. Event—action rule policies;
2. Goal-based policies;
3. Utility and cost functions.

Event–Action Rules Event–action rules are used to specify what actions should
be taken by an autonomic elasticity manager given the current situation or context
(which is described as a set of events). A rule is triggered when an event happens. For
instance, an event can be: the value of a performance metric (e.g. CPU utilization)
crossing a predefined threshold. As discussed by [48], these rules might have one
or more thresholds and can use one or more performance metrics. Also, some rules
might utilize inertia duration to avoid oscillations.

The advantage of using rule-based control is that rules are easily expressed and
understood by humans. However, event–action rules have also their drawbacks.
First, specifying their parameters is a difficult task because setting the threshold
needs precise ASP domain knowledge and might eventually require undertaking
experiments. Still, the system can be subject to oscillations [23]. Second, since they
are defined on the state space, the designer should ensure that this space is covered
by the defined rules, which is not a straightforward task. Lastly, if the current state
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includes an event or more that activate more than one rule, the elasticity management
system will have no clue on which rule to fire. Consequently, there is a possibility
that the behavior of the system becomes non-deterministic. Assigning priorities to
conflicting rules is a typical solution to this problem [40].

Multiple performance metrics can be integrated in one rule as done by [30] whose
solution integrates CPU utilization, response time and network bandwidth utilization.

Because of their simplicity, numerous elasticity management solutions developed
in the industry use rule-based systems, such as Amazon Auto-Scaling [4] and Righ-
Scale [58]. However, beyond their apparent simplicity, choosing the right threshold
is not an easy task. Furthermore, rules do not provide a powerful tool to achieve ASP
QoBiz optimization. As consequence, most of rule-based elasticity management
solutions are agnostic to ASP QoBiz.

Goal Policies In contrast to the rule policies that tell the system what to do in each
state, goal policies define the desired states for the system. For instance, a goal policy
can be expressed by the following expression: ResponseTime < t.

Hence, whereas event–action rules are defined on the state space, goal-based
policies are defined on the goal space, which makes the latter easier to specify by
human experts designing the ASP. However, goal policies can only tell the system
what states are desirable and what states are not. All desired states are equally pre-
ferred and all undesired states are equally disliked by the system. Consequently, a
system that uses goal policies cannot make appropriate tradeoffs [40].

Using goal policies in elasticity management solutions requires having a model of
the system. Based on this model, the system knows how many resources are needed
to achieve the specified goal. This model is constructed either analytically (e.g. queue
theory) or empirically using benchmarking.

Whereas analytic models might work for a simple system, more complex systems
require empirical performance models where the performance of each type of VMs
is measured with different workloads, given different goals.

Utility and Cost Functions Utility functions are a concept borrowed from economics
where agents are assumed to have preferences. A utility function maps these prefer-
ences into numerical values; a higher utility value means greater preferences [79].
In other words, the utility value is a measure of the level of satisfaction an agent
receives from any basket of goods and services [8, 82]. Cost functions have the op-
posite meaning to utility functions. They define the cost a system needs to pay in a
given situation. Intuitively, a rational system seeks to maximize its utility functions
and to minimize its cost functions.

In contrast to rules and goal policies, utility/cost functions result in conflict-free
decision strategies, because the system decides the actions that maximize/minimize
its utility/cost. However, setting the utility function is not a straightforward task
because they might require specifying multi-dimensional set of preferences [40].

When each party has a set of preferences, utility/cost function provide a powerful
tool for making tradeoffs and thereby achieving the best possible outcomes. Similar
to goal policies, using utility/cost functions requires having a performance model
that is then used to seek optimal actions.
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Table 10.3 Policy types in
elasticity management
solutions

Policy type Solution

Rules [14, 30, 42, 51, 59]
Goal policies [14, 29, 46, 52]
Utility and cost functions [12, 15, 26, 44, 47, 50, 52, 64, 72,

81, 83]

Table 10.4 Modes for
elasticity management

Mode Solution

Reactive [12, 14, 15, 26, 29, 33, 46, 47, 52, 59, 72, 81]
Predictive [12, 14, 33, 50, 64]

In the cloud computing ecosystem, utility and cost functions have been used to
express the preferences of the CP and the ASP [72] and to capture the end-user (SU)
preferences [15]. As noted by [15], using utility functions can be very efficient in
the cloud ecosystem since it is composed of self-interested parties: the CP looks for
optimizing the utilization of its cloud infrastructure and maximizing its revenue, the
ASP seeks to minimize the price paid to the CP in exchange for the rented service
and to maximize the revenue it obtains from its SU, and the SU desires an optimal
service quality with the minimal cost.

Table 10.3 summarizes the policies followed by 18 elasticity management
solutions.

As shown in Table 10.3, the majority of solutions studied in this chapter use util-
ity/cost functions because, unlike goal-based policies they are capable of expressing
tradeoffs; an inherent aspect of the elasticity management process.

This subsection presented policy the second feature of strategy the first major axis
of our analysis grid. Next subsection introduces the third feature of the same axis.

10.4.3 Mode

Actions taken by the autonomic elasticity manager can be either reactive (i.e. actions
triggered by measurements or events taking place in the cloud ecosystem) or pre-
dictive actions. In the latter case, the system is able, thanks to a prediction model,
to forecast the workload coming to the system and to adapt accordingly. Predict-
ing the environment behavior and acting in advance enable the autonomic elasticity
management system to compensate for the delays caused by the VM startup time.
Nevertheless, building a workload forecaster is an error-prone and complex task.
Due to space limitations, we are not going to detail predictive elasticity management
solutions in this chapter. Deep analysis of these techniques can be found in other
works and surveys, such as [13, 34, 48].

As shown in Table 10.4, all rule policies are reactive because they can only be
triggered when an event takes place (i.e. when a specified threshold is crossed).

The previous subsection presented the features of the first major axis of our analy-
sis grid (i.e. strategy). Next subsection now presents some of the important challenges
and research perspectives relating to this axis.
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10.4.4 Research Perspectives

This subsection identifies some of the important challenges and research directions
related to the strategy function. First, QoE, an SU-centric quality measure, is intro-
duced and its potential utilization in the cloud ecosystem is discussed. Next, emerging
alternative billing and pricing policies are presented. Finally, novel SLA models and
languages will be introduced.

Quality of Experience (QoE) Whereas QoBiz is an ASP-centric metric, QoE is a
SU-centric metric. QoE is a subjective measure that captures the SU perception of
the service quality and is defined by the ITU-T1 to be: “the overall acceptability of
an application or service as perceived subjectively by the end-user”.

In today’s cloud computing market, where more personal and business applica-
tions are migrating to the cloud [32] and where competition drove prices to very low
levels [22], the service quality will play the role of the differentiator [32]. Being
user-centric makes QoE a suitable indicator of the SU satisfaction.

Using QoE as a tool to drive resource allocation is dubbed by the research com-
munity as QoE management. In order to perform QoE management, the QoE of the
SU should be estimated. Then, remedies are applied, if needed, by the autonomic
manager to restore the QoE to acceptable levels.

Mean opinion score (MOS) is probably the most popular subjective QoE measure.
However, carrying out polls to estimate MOS can be a very tedious and costly task.
Moreover, as noted by many scholars, MOS is not enough [31].

As more personal and interactive applications (e.g. cloud gaming [60]) are migrat-
ing into the cloud, recent research in the field of Cloud Computing pointed out that
“the concept of QoE has the potential to become the guiding paradigm for managing
the quality in the Cloud” [32]. However, most works that address the QoE in the
context of cloud computing service still tackles this issue solely from network per-
spective (e.g. [35]). In addition to that, QoE is almost always used with video/audio
services.

Integrating QoE in the cloud ecosystem is a promising research domain that is
still in its early stages. In order to incorporate QoE metric in the elasticity manage-
ment process, application-specific QoE models, relating the amount of the allocated
resources from the cloud with the QoE of the SU, should be developed. In case of
low (or unnecessarily too high) QoE levels, remedies should be applied in order to
restore the QoE to acceptable levels.

In the field of computer networks, QoE has already been used by autonomic
network managers as a metric to drive network resource allocation [1, 43, 55]. By
capitalizing on these recent advances of QoE management in the field of computer
networks, cloud QoE management can be developed to become an important factor
in quality management in the cloud ecosystem.

1 Telecommunication Standardization Sector (ITU-T) is a sector of the International Telecommu-
nication Union (ITU).
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Alternative Billing and Pricing Policies This subsection discusses two important as-
pects influencing the ASP QoBiz. First we introduce recent developments addressing
the billing schemes and second we introduce novel alternative pricing policies.

Fine-grained Billing Schemes In today’s cloud market, most of CPs adopt hourly-
based static pricing schemes where virtualized resources are billed per hour according
to the static price declared by the CPs [14]. A survey conducted by Casalicchio
et al. [14] in 2011 showed that only 2 out of 20 CPs offer fine-grained BTUs of 5
min (CloudSigma [18]) and 1 min (VPSNET [78]), respectively. Almost all other
CPs use one hour as the minimal BTU. Following this billing scheme, even when
used for 5 min a VM will be billed for one hour. Fine-grained BTUs enhance the
on-demand aspect of the acquired resources and enable the ASPs to benefit from
real-time elasticity. Nevertheless, as a result of the current market constraints, only
few works in the elasticity management considered using cloud resources rented with
fine-grained BTUs.

Alternative Pricing Policies Although most of solutions in the literature address on-
demand pricing policy, in which the CP declares a static per-BTU price, alternative
pricing policies are already available in the Cloud market. In order to exploit idle
resources in its datacenters Amazon EC2 leases these resources as spot instances.
These spot instances follow an alternative pricing scheme: their prices are decided as
a result of auctions, and therefore reflect the current offer and demand in the market.
Since the introduction of spot instances, many research works have attempted to
deconstruct and analyze their pricing polices [7, 36] and to develop optimal bidding
strategies [53, 67, 77].

For instance in [15], Chen et al. presented an autonomic elasticity management
solution that bids for spot instances from Amazon EC2. These instances are then
used to build a video trans-coding application used by the client of this ASP. The
algorithm proposed by the authors addresses the critical tradeoff between the SU
satisfaction and the ASP profit.

The relatively low price of Amazon EC2 spot instances is the main driving force
behind the significant increase in their adoption last year [45]. According to Matt
Garman, the vice-president of Amazon EC2, the slope of adoption of Amazon EC2
spot instances is witnessing a significant increase because researchers in genomics
and drug design as well as online advertising are increasingly using these instances
to analyze terabytes of data.

The main disadvantage of using spot instances is their unreliability. When the
market price exceeds the user bid price, spot instances will be de-allocated even
without notifying the user. However, most of the aforementioned works address this
problem by creating novel algorithms to maximize the reliability of spot instances.

Novel SLA Models and Languages SLA and QoS-management play essential roles
in regulating the relationship between parties in the cloud ecosystem. Nevertheless, as
noted by Serrano et al. in [63], QoS management in today’s cloud computing market is
done in an ad-hoc manner. The study we conducted on several elasticity management
solutions confirms this conclusion. Solutions dealing with SLA/QoS awareness, each
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adopts an ad-hoc SLA and user-request model. Ad-hoc QoS management poses
significant challenges to the performance and dependability of cloud service. To
overcome this limitation, research efforts are being dedicated to propose unified
SLA models and languages.

In [63], Serrano et al. introduce SLA-aware-Service (SLAaaS): a new cloud model
that defines a non-functional interface, which exposes the SLA, associated with a
cloud functional service. SLAaaS is orthogonal to the service delivery model (IaaS,
PaaS, SaaS). Thus, it models SLAs binding different factors in the cloud ecosystem.
For instance, in the tripartite ecosystem discussed in Sect. 10.2, SLAaaS can be
employed to model both SLACP−ASP and SLAASP−CP (c.f. Fig. 10.1). In SLAaaS
interface, the user selects QoS aspects he/she is interested in, and then specifies
metrics he/she wants to use as indicators measuring this aspect (e.g. response time).
Then, the user chooses the SLO (e.g. a threshold) she wants to apply for this metric.

In order to account for cloud-specific features and facilitate cloud SLA manage-
ment, new SLA languages are being developed to reflect cloud-specific features,
such as elasticity, agility and fluctuations [41].

CSLA [41] is a cloud SLA language based on WSLA [38] and the SLA@SOI
project [65]. CSLA models QoS fluctuations and cloud uncertainty by introducing
factors, such as confidence and fuzziness. The confidence variable indicates the com-
pliance of SLO clauses, and fuzziness defines an acceptable margin around the target
value of the SLO. In case of violation, the party that committed the violation must
pay penalty proportional to the amount of the violation.

This section introduced and explained the strategy function, the first major axis of
our taxonomy. Next section presents the second major axis, which describes actions
that can be taken by the elasticity management process.

10.5 Elasticity Management Actions

In the last section, we described the facets of the strategy function focusing on metrics,
policies and modes adopted by an elasticity management system. This section is about
actions, the second major axis of such a system. This axis has two features:

• Type refers to the nature of actions usually defined by the API of the CP that can
be executed by the elasticity manager to rent virtual resources from the CP.

• Granularity refers to the scope elasticity management actions: fine-grained level
(i.e. per tier), or coarse-grained level (at the application level where an n-tier
application is managed in a holistic manner).

Action types and granularity will be discussed in the coming two subsections.

10.5.1 Type

In our taxonomy, we distinguish between two types of elasticity management actions:
Replication and Resizing.
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Table 10.5 Actions type in
elasticity management
solutions

Action type Solution

Replication [12, 14, 15, 26, 29, 33, 44, 46, 47, 52, 59, 64, 72, 81]
Re-sizing [29, 83]

Replication It is also called horizontal scaling. When the API of the CP allows
replication, which is the case of most cps, the ASP (or its autonomic elasticity man-
ager) adds or removes VMs on demand. VM instances come in different flavors.
For instance, in Amazon EC2 the user can choose among the small, medium, large,
extra-large sizes. In order to distribute the workload among the replicas, the ASP
should either use a load-balancer as discussed in Sect. 10.3.2, or implement a cus-
tomized Cloud-oriented scheduling algorithm that demonstrates useful properties,
such as cost awareness or QoS-awareness.

Resizing It is also called vertical scaling. Replication offers only coarse-grained
resources. This can be a limitation for elasticity management solutions. To overcome
this problem, some research works are shifting toward resizing.

When resizing is enabled by the CP, CPU and memory resources can be
added/removed to/from running VMs hereby giving the ASP a fine-grained con-
trol over the amount of resources to acquire and release from the cloud. Coupling
fine-grained resource allocation with fine-grained pricing policies provides the ASP
with more flexibility to cope with the varying demand of its clients. Nevertheless,
as illustrated by [14] which provided a useful taxonomy of CPs in the market, the
majority of CPs accepts only replication. Table 10.5 shows elasticity management
action types used in the literature.

10.5.2 Granularity

Regardless of the type of the elasticity management actions executed, these actions
can be undertaken on different abstraction or granularity levels. As discussed by [75]
elasticity actions are implemented to perform either:

• Per-tier management: Most of works in the literature perform elasticity man-
agement for one tier only (the business tier) and ignore other tiers, such as storage
tier, load-balancing tier, etc.

• Multi-tier management: This coarser granularity control spares the ASP from
the burden of developing managers for each tier. Thus, a multi-tier application can
be managed by a single high-level elasticity manager that can provision resources
to different tiers in order to avoid bottlenecks, optimize resources and maximize
the end-user satisfaction.

Most of the works discussed in this chapter fall into the first category, i.e. per-tier
or tier-wise elasticity managers. Nevertheless, works presenting holistic (multi-tier)
elasticity managers are gaining attention recently. Next, we discuss this feature.
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The most common services hosted in the cloud have multi-tier topology. Typically,
Web applications are composed of three tiers: (i) a front-end web service tier (ii) a
middle application tier implementing the business logic (iii) a back-end hosting the
storage tier (i.e. database). Thanks to the cloud’s elasticity, each tier of the cloud-
hosted application can be scaled to respond to the workload [29]. Works addressing
multi-tier applications departs from the premise that these applications are subject to
different types of workloads. Each type of workload stress one or more tiers. Thus,
by detecting the bottlenecked tier and granting it enough resources, optimal resource
utilization can be achieved.

In [33], Iqbal et al. present an elasticity management solution for a two-tier
application composed of a Web server tier and a database tier. Two types of workloads
are distinguished: static content requests which can be treated solely by the Web-
server tier and dynamic content requests which stress both the Web service tier and
the storage tier.

Based on the monitored response time and the request type, a proposed heuristic
can detect bottlenecks and respond by adding new VMs to the corresponding tier.
For instance, if the static request response time indicates saturation, the system
responds by scaling the web server tier. As for releasing acquired VMs when the
workload decreases, the authors utilize a predictive (c.f. Sect. 10.4.3) mode capable
of estimating when to scale out resources.

Unlike the previous solution (i.e. [33]), which is agnostic to the cost paid to
acquire cloud resources, Han et al. [29] present a cost-aware elasticity management
solution. Their approach utilizes cost-aware criteria to detect and analyze bottlenecks
within a 5-tier cloud-hosted application. The authors devise an algorithm that handles
changing workloads of multi-tier applications by adaptively scaling up and down
bottlenecked tiers. In order to estimate the current application performance model,
i.e. the amount of virtual resources needed to restore the response time to the desired
level, the Cost-Aware Scaling (CAS) algorithm relies on an analytic model that
capture the application behavior.

Before closing this section, which introduced the second major axis used by our
taxonomy, the next subsection introduces the most important challenges and research
perspectives relating to elasticity management actions.

10.5.3 Research Perspectives

The research perspectives presented in this article are twofold: (i) First, novel
approaches, adopting fine-grained cloud resource provisioning are discussed. (ii)
Second, autonomic cloud computing is introduced. This concept is an emerging
topic that applies autonomic computing as a method to administrate complex cloud
systems.

Fine-grained Cloud Resource Provisioning As discussed in the previous section,
most of elasticity management works presented in this chapter use replication in
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order to scale the applications hosted in the cloud, i.e. adding VMs when the demand
increases and releasing them when the demand decreases. The main reason behind
this tendency is that most of the CPs do not allow VM resizing. Nevertheless, the
coarse-grained resource allocation mechanisms allowed by replication, even when
multiple VM sizes are available, imposes important limitations on the effectiveness
of the elasticity management process; it implies additional resource provisioning
overhead and leads to over-provisioning.

As demonstrated by [19], developing elastic VMs that can be resized on-the-
fly allows overcoming the aforementioned limitations of replication- based cloud
resource provisioning. Using such elastic VMs implies less resource consumption
and less SLO violations. However, in order to utilize these efficient elastic VMs,
on-the-fly VM resizing should be offered by CP, which is rarely the case in today’s
market [14]. To overcome this obstacle, some elasticity management solutions are
adopting VM substitution to simulate resizing [59]. A VM is replaced by a bigger or
smaller VM according to the amount of needed resource.

Autonomic Cloud Computing Autonomic cloud computing is an emerging research
subject that is motivated by the complexity of cloud systems and the need to develop
automated cloud management mechanisms. Applying the recent developments of
autonomic computing technology [39] can go beyond autonomic elasticity man-
agement. Furthermore, the potential benefits of such cooperation between these two
domains are reciprocal. On the one hand, the main characteristics of autonomic com-
puting [39] (i.e. self-monitoring, self-repairing, self-optimizing, etc.) can prove to
be very useful to overcome several actual challenges in the cloud computing ecosys-
tems including platform optimization and energy-efficient scheduling [10]. On the
other hand, cloud computing constitutes an interesting domain to study the use of
autonomic features because of their dynamic nature and complexity [10].

This section discussed the second major axis in our analysis grid. This axis classi-
fies actions taken by elasticity managers, their types and granularities. Next section,
discusses the third major axis of the proposed taxonomy.

10.6 Elasticity Management Architecture

Almost all elasticity management solutions both in the academic literature and in
industry have centralized architectures. Even when the solution is decomposed in
different modules following, for instance, the monitor-analyze-plan-execute (MAPE)
architecture [39], still the planning and decision-making processes are centralized in
one component. This section gives an overview of the few decentralized elasticity
management solutions available in the literature.

In [72], the authors present a decentralized architecture inspired from unity [71].
Their architecture is composed of multiple application managers each being respon-
sible for provisioning resources for a different cloud-hosted application. Each one
of these managers looks for maximizing its utility function by acquiring sufficient
resource to fulfil its application needs. A resource arbiter plays the main role in this
architecture. It is responsible for allocating resources to the application managers in
a manner that minimizes the provider cost.
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Chieu et al. [16] develop an architecture capable of dynamic resource alloca-
tion via distributed decision in the cloud environment. In this architecture, each
resource is managed by a capacity and utility agent (CUA) that seeks to maximize
its own utility by making its own utilization decision based on the current system
and workload characteristics. This multi-agent system is coordinated and managed
by the distributed capacity agent manager (DCAMgr) which is responsible for man-
aging and communicating with the participating agents and directing the resource
adjustment actions to the target systems.

In [15], the authors develop an elasticity management solution in which the ASP
agent integrates the end-user preferences in scheduling resource provisioning pro-
cesses. The preferences of end-users are modelled by utility functions. Based on
this model, the ASP proposes tradeoffs or concessions to guarantee the end-user
satisfaction minimize the cost paid to the CP.

QoE4Cloud [37], uses distributed agents to collect information about the current
level of QoE of the end-user (c.f. Sect. 10.4.4). Whereas the monitoring service
is distributed in this architecture, the elasticity management decision making is
centralized.

Although most of elasticity management solutions in academia and the industry
are centralized, using multi-agent systems in the cloud ecosystem is an emerging
trend that will be discussed in the next subsection.

10.6.1 Research Perspectives

Because of the similarities between the multi-agent and cloud computing technolo-
gies, the near future is likely to carry important opportunities of synergy between
them [70]. On the one hand, since cloud computing offers on-demand and seemingly
unlimited resources, cloud computing technologies can provide a testbed for large
scale and computationally intensive multi-agent systems. On the other hand, multi-
agent systems can be used to endow the cloud ecosystem with intelligence needed
to manage this complex environment.

Recently, multi-agent systems are being used to realize intelligent assistant agents
capable of service composition and brokering in cloud ecosystems [17, 24, 28]. SLA
negotiation is a fertile domain in which the self-interestedness of multi-agent systems
can be exploited efficiently. However, most of works in the literature dealing with
SLA negotiation address the relationship between the CP and their clients (i.e. the
ASP) and ignore the relationship between the ASP and the SU.

Son et al. [66] present a multi-issue negotiation mechanism for cloud service
reservation. This mechanism supports both price and timeslot negotiations and en-
ables the CP and the ASP to make tradeoffs between the price and timeslot and
therefore achieve win-win agreements.

In the same context, Zheng et al. [82], study the merits of different negotiation
strategies (i.e. concessions and tradeoffs) and their effectiveness in making mutually
accepted settlements between the CPs and their users.



10 Survey of Elasticity Management Solutions in Cloud Computing 255

In summary, multi-agent systems have the potential to scaffold cloud computing
technology with the intelligence needed in the complex cloud ecosystems. As for
elasticity management, we did not find any work proposing a decentralized multi-
agent elasticity management system. In such a system, agents can be used to represent
the conflicting interests and quality metrics (QoBiz, QoE, QoS) of different actors
(CP, ASP, SU) in the cloud ecosystem. As noted by many authors, market-based
mechanisms are likely to shape the future of cloud computing technologies. Decen-
tralized and multi-agent systems have the potential to implement market dynamics in
this agile and distributed computing ecosystem. Nevertheless, considerable efforts
need to be dedicated in order to capture and represent the preferences and the busi-
ness logic of each of the participating parties. Furthermore, advances in the fields of
automated conflict resolutions and agreement technologies need to be adapted and
utilized in the cloud ecosystem.

The previous three sections introduced and explained the three major axes used
in the classification we propose. In the next section, we present and analyze three
recent and representative elasticity management solutions to illustrate our purpose.

10.7 Analysis of Existing Solutions

In this section, we analyze in detail three [47, 81] recent elasticity management
solutions. These solutions were selected based on their novelty and on their scientific
contributions.

10.7.1 Cost-aware Cloud Service Request Scheduling
for SaaS Providers

In the paper [47], Liu et al. develop a cost-aware elasticity management solution
that takes into account a personalized user request and the current workload. The
authors devise efficient resource provisioning and scheduling policies that (i) satisfy
the end-user by meeting the SLA constraints and (ii) minimize the cost incurred to
the CP. The authors formulate the problem as an optimization one. In order to solve it,
the authors develop a genetic algorithm called cost-aware service request scheduling
based on genetic algorithm (CSRSGA) that is able to achieve the specified objectives
in reasonable time.

To verify the effectiveness of their algorithm, the authors conduct simulation-
based experiments using EC2 on-demand instances. The obtained results demonstrate
that the CSRSGA algorithm outperforms other cost-aware algorithms in terms of
virtual resource utilization, rate of return on investment and operation profit.

Next we study this solution based on the analysis grid we presented earlier. First
we discuss the strategy used by this work. Second, we describe the used actions and
finally we study its architecture.

Elasticity Management Strategy As quality goals (c.f. Sect. 10.4.1), this solution
incorporates both QoBiz and QoS goals as follows:
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The CSRSGA algorithm seeks to optimize the QoBiz of the ASP. This algorithm
takes into account penalties’costs and attempts to avoid them. The algorithm assumes
that the cloud resources are rented from a CP following the on-demand pricing policy
with different VM flavors (sizes). Prices depend on the capacities of the flavors and
they are billed every hour. The algorithm accounts for coarse-grained BTUs (hours)
and therefore it does not release an instance until its billing unit is completely over. As
for QoS goals, this solution proposes its own SLA model that stipulates the following
issues:

• ts : is the standard request completion time by the standard VM instance (the
capacity of the standard VM instance is defined by the user and is used to provide
relative definitions of other instances capacity).

• Mbdt: is the maximum processing delay without any penalty. In order to achieve
the maximum revenue, the ASP should try to complete the request within this
time.

• deadline: is the request upper limit. If the processing time of the user’s request
crosses this limit, the ASP must pay a penalty.

• pr is the penalty rate which is a function of the violation that took place.

Unlike the majority of elasticity management solutions, which ignores theVM startup
time, this solution takes it into account in order to achieve a better QoS.

As a policy, the authors use cost functions. They formulate the problem as an
optimization problem subject to the aforementioned constraints. To find the optimal
solution, the authors resort to a genetic algorithm, which identifies the most profitable
VM configurations to provision in reasonable time. As shown in Table 10.4, the
algorithm does not function in a predictive mode, instead it relies on a reactive
elasticity management mode.

Elasticity Management Actions Similar to most of other elasticity management solu-
tions, the action type adopted by this solution is replication. Resizing is not allowed.
Concerning the actions’ granularity, this solution implements one-tier elasticity
management.

Elasticity Management Architecture The architecture of this solution is monolithic.
Elasticity management is carried out by a single entity.

10.7.2 SLA-based Admission Control for an SaaS Provider

This paper [81] presents an innovative elasticity management solution that enables
SaaS providers (ASP in our terminology) to effectively use public cloud resources
to maximize their profit by minimizing the cost and improving the customer sat-
isfaction level. The authors propose an admission control mechanism capable of
maximizing the number of accepted requests while guaranteeing the needed service
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quality. The authors evaluate their proposed solution using CloudSim [11]. The re-
sults demonstrate that their algorithm achieve up to 40 % of improvement to the
traditional techniques found in the literature.

As done with the previous paper, next we study this solution based on the analysis
grid we presented earlier:

Elasticity Management Strategy As quality goals (c.f. Sect. 10.4.1), this solution
incorporates both QoBiz and QoS goals as follows:

This paper elaborates an advanced model of the QoBiz of the ASP. Since the
emergence of the cloud computing paradigm, data-transfer cost has been identified as
an important cost concern hampering the adoption of the cloud computing paradigm
[6]. To the best of our knowledge, only few elasticity management solutions model
this important factor and this paper is one of them. In addition to that, the algorithms
presented in this paper take into account multiple possible CPs, i.e. the ASP can
choose to provision resources from the CP that minimize its costs. Moreover, this
work takes into account different VM flavors (sizes), their different capacities and
their corresponding costs. Also, in order to maximize the ASP profit, this solution
presents strategies capable of minimizing the SLA violation, which also leads to
customer satisfaction.

As for QoS goals, this solution proposes its own SLA model that stipulates the
following issues:

• Deadline: The maximum time the user is ready to wait for the result.
• Penalty rate ratio: A ratio for consumer compensation if the SaaS provider misses

the deadline.

Unlike the previous solutions (i.e. [47]), this one does not take into account VM
startup time.

As an elasticity management policy, the authors devise costs functions that capture
the ASP’s QoBiz and the end-user satisfaction. Then, they develop four heuristic
admission control strategies that can be coupled with three resource provisioning
and scheduling algorithms. Based on its business objectives, the ASP chooses a
suitable algorithm. This solution utilizes reactive resource provisioning mode and
do not develop a predictive model.

Elasticity Management Actions Similar to [47], this solution uses only replication.
Resizing is not allowed. In addition to that, the solution performs one-tier elasticity
management.

Elasticity Management Architecture The architecture of this solution is monolithic.
Elasticity management is carried out by a single entity.

10.7.3 Integrated and Autonomic Cloud Resource Scaling

In this work [30], the authors develop a rule-based elasticity management sys-
tem called Autonomic Cloud Resource Scaler (IACRS) that addresses some of the
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limitations of traditional rule-based elasticity management mechanisms (c.f.
Sect. 10.4.2). In contrast to the other two aforediscussed works [47, 81], the elasticity
management solution proposed by [30] is completely agnostic of the cost-associated
withVMs. Also, the article does not provide tests to evaluate the proposed algorithms.

Next we study this solution based on the analysis grid we presented earlier:

Elasticity Management Strategy Almost all rule based elasticity management
solutions are agnostic of the QoBiz of the ASP and this article is not an exception.

As for aforesaid QoS goals, this article elaborates a rich rule engine capable of
incorporating multiple performance metrics:

• CPU utilization.
• Response time.
• Network load.
• Delay and jitter.

In order to retrieve these different performance metrics, the authors employ various
monitoring techniques.

Concerning the policy type used, IACRS utilizes rules. The authors develop a
sophisticated rule-based system. IACRS uses elasticity management rules that take
into account multiple events correlated with one another. For instance, the authors
propose the following rule: Add a new VM when both the CPU load of VM1 and the
response time to it from a customer edge router are high.

The author’s assumption behind this rule is that the high CPU load may have
caused high response time. Hence, the inferred solution is to acquire a new VM and
split the load. In addition to its relatively rich performance metrics incorporation, the
algorithm employs also an advanced thresholding mechanism. In particular, the al-
gorithm uses four thresholds: an upper threshold ThrU, ThrbU—a threshold slightly
lower than ThrU, ThrL—the lower threshold, and ThoL which is slightly above ThrL.
In order to avoid oscillations, IACRS uses a duration parameter specified in seconds
that is used for checking the persistence of the metric value above/below ThrU/ThrL
and ThrbU/ThroL. Based on the four thresholds and the two duration parameters,
the authors provide a set of heuristic rules that infer when it is necessary to provision
resources from the cloud or release already acquired resources.

Elasticity Management Actions This solution adopts one-tier elasticity management
granularity in which only replication is allowed.

Elasticity Management Architecture Like the other two discussed solutions, this
chapter adopts a monolithic architecture.

The previous three subsections presented three selected elasticity management
solutions in details. Table 10.6 provides a synthesis of these solutions using our
analysis grid and shows how our analysis grid is used as a common ground to study
and compare different elasticity management solutions.
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Table 10.6 Comparison of selected solutions

Axis Solution Liu et al. [47] Wu et al. [81] Hasan et al. [30]

Strategy QoBiz Instance
heterogeneity,
BTU and
penalties, static
hourly-pricing

Instance
heterogeneity,
different CPs,
penalties, data
transfer cost, static
hourly-pricing

Unaware

QoS RT, startup time RT CPU utilization,
RT, network
load, delay, jitter

Policy Cost functions Cost functions Rules
Mode Reactive Reactive Reactive

Action Type Replication Replication Replication
Granularity One-tier One-tier One-tier

Architecture Monolithic Monolithic Monolithic

10.8 Conclusion and Future Work

This chapter introduced elasticity management in the domain of cloud computing.
It is an ASP-centric process by which the ASP addresses the important tradeoff
between its customers’ satisfaction and its business goals. In addition to the ASP, we
highlighted the SU and the CP that plays a role of utmost importance in this process.
Being sandwiched between the CP and the SU, the ASP rents virtual resources from
the CP to build its own services and sell them to its SUs in exchange for fees.

In order to help the ASPs manage the cloud elasticity, research efforts reported
in the literature have proposed several autonomic elasticity management solutions.
This chapter provides an analysis grid for studying and classifying the abundance of
solutions in the literature. This analysis grid:

• Draws the landscape of state-of-the-art elasticity management solutions, studies
their characteristics and enumerates their different approaches;

• Provides a common ground for comparing and understanding elasticity manage-
ment solutions relatively to each other;

• Identifies the most important challenges and research directions currently shaping
the research activity in this domain.

This analysis grid is organized around three major axes. The first axis describes the
elasticity management strategy which characterizes the quality goals of the elasticity
management process, defines the policies used to guide it, and describes its modes
of interactions between this process and the cloud ecosystem. The second axis is
focused on actions undertaken as a result of the elasticity management process.
Actions have two features: the type, which describes the nature of the elasticity
management actions, and the granularity, which characterizes the level on which
these actions are applied. Finally, the third axis studies the architecture adopted by
elasticity management solutions. In addition, for each one of these three major axes,



260 A. Najjar et al.

we identified the most important research perspectives and challenges that are being
addressed by the research community.

Based on this analysis grid, we have provided a detailed analysis of three selected
elasticity management solutions.

As noted by [48], the domain of cloud elasticity management still lacks formal
methodologies for comparing the merits of different solutions. The analysis grid that
we presented in this chapter could be a step in this direction. For instance, based
on the quality goals identified in this chapter, different scoring metrics could be
developed to compare the performance of two given solutions.

A next step in this direction would be to develop elasticity management testbeds.
These testbeds can be then used to define scenarios to compare different elasticity
management solutions.
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Chapter 11
From Cloud Management to Cloud Governance

Teodor-Florin Fortis and Victor Ion Munteanu

Abstract For some time now, with the full support of cloud computing technologies,
it has become possible for enterprises of all sizes to access new business opportuni-
ties, thus repositioning themselves in the global IT market. Advancements in cloud
interoperability, with important developments of platform as a service (PaaS) and
cloud management solutions, have enabled an increasing number of cloud services
which, in turn, have led to additional requirements for integration at a superior level:
the cloud governance. Moreover, current cloud migration patterns suggest that ad-
ditional mechanisms in cloud services automation and management are required, in
close relation with a fully automated support for the lifecycle of cloud services. This
chapter discusses existing trends in cloud migration focusing on solutions which
facilitate it, with an emphasis on cloud management and cloud governance, and the
relationship between them.

Keywords Cloud computing · Cloud governance · Cloud management · Cloud
resource broker · Cloud service broker · Platform as a Service

11.1 Introduction

As the future of grid computing, cloud computing has become a popular environment
of equal opportunity for enterprises of all sizes as “developers with innovative ideas
for new Internet services no longer require the large capital outlays in hardware to
deploy their service or the human expense to operate it.” [1]

As a new paradigm, cloud computing builds upon existing technology in order to
bring forth clear advantages exposed as core cloud characteristics [2] and technical

T.-F. Fortis (�) · V. I. Munteanu
Faculty of Mathematics and Informatics, West University of Timisoara,
bvd. V. Pârvan, 4, 300223 Timisoara, Romania
e-mail: fortis@info.uvt.ro;

Research Institute e-Austria Timisoara, bvd. V. Pârvan, 4, room 045B,
300223 Timisoara, Romania

V. I. Munteanu
e-mail: vmunteanu@info.uvt.ro

265Z. Mahmood (ed.), Continued Rise of the Cloud, Computer Communications
and Networks, DOI 10.1007/978-1-4471-6452-4_11,
© Springer-Verlag London 2014



266 T.-F. Fortis and V. I. Munteanu

ones [3] for delivering infrastructure at reduced costs to companies, a direct conse-
quence being that “an increasing number of SMEs [. . . ] are thinking of migrating
some aspects of their operations to the cloud.” [4]

Unfortunately, a simple migration to the cloud is not possible, as it does not
necessarily provide efficient exploitation means for this new environment. Addi-
tional enablers, like infrastructure and platform abstractions, and cloud management
support are required for an efficient cloud adoption in the case of small and medium-
sized enterprises (SMEs), in order to achieve the desired efficiency and ease of use
for cloud resources utilization and management.

Furthermore, despite the great progress achieved in the adoption of cloud com-
puting, and the growing number of applications that are exposing their services in a
cloud environment, there is still an increasing demand for integration as these newly
deployed services are rather perceived as “a mish-mash of SaaS silos and cloud is-
lands, with very little attention paid to data consistency and integration, and even
less to policy management and oversight.” [5]

Cloud management is a collection of technologies and software which enable
control and operation of cloud applications through a series of services ranging from
monitoring to security and privacy management, resource provisioning, application
scaling, etc. Focusing on improving the efficacy of the “in the cloud” activities
and facilitating easy access to the cloud environment by hiding any unnecessary
layers, cloud management complements existing PaaS solutions and simplifies cloud
adoption through infrastructure management. A series of services could be identified
in the context of cloud management, including resource provisioning, monitoring
and reconfiguration, or service level agreement (SLA) and quality of service (QoS)
management.

While existing PaaS and cloud management solutions focus on providing enter-
prises of all sizes easy access to cloud environments and push on cloud adoption,
cloud governance takes a more directional role by steering the underlying cloud man-
agement solutions according to a set of predefined policies, processes and procedures.

The cloud broker, “an entity that creates and maintains relationships with multiple
cloud service providers” [6], exists in close relation with both cloud management and
cloud governance, exposing functionalities that are relevant for both layers. Current
cloud broker solutions focus mainly on cloud management aspects by providing more
infrastructure brokering and less service brokering.

Unlike cloud management which is in charge of low level processes like resource
provisioning or resource monitoring, cloud governance enables formation of vir-
tual enterprises, and controls all high level processes, including service lifecycle
management, security, privacy, billing and others, spanning across execution and
operations support. It is envisioned as a central entity whose purpose is to enable
both service and data integration and create a unitary ecosystem where applications
can be created, managed, discovered and can easily interact with each other.

Acting at the software as a service (SaaS) level, cloud governance revolves around
providing service management and service lifecycle automation, complemented by
a marketplace of services, and integrated with specific operations support in order
to provide service across this dynamic and heterogeneous environment.
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The cloud service lifecycle is central for cloud governance as it spans on all service
layers and it also interfaces with cloud management. Its different aspects that could be
considered and extended include, but are not limited to, service templates, offerings,
contracts, service provisioning, runtime maintenance and service termination.

In the context of cloud governance, the cloud service brokering is the core ser-
vice offered by the governance environment as it facilitates the consumer–producer
model in that it enables service identification, selection and contracting, success-
fully exposing the three principles introduced in a later section of this chapter; and
thus creating virtual environments for improved exposure of cloud services. In order
to achieve cloud service brokering, a series of additional components are required,
components that are linked with a cloud service ontology which is complementary
in that it enables extensible semantic service descriptions.

11.2 Cloud Brokerage

The importance of cloud brokerage was identified at the early stages of cloud comput-
ing development, in a Gartner press release [7]. “The future of cloud computing will
be permeated with the notion of brokers negotiating relationships between providers
of cloud services and the service customers,” as L. Frank Kenney specified in the
aforementioned document. In close relation with existing developments for cloud
management and service lifecycle support solutions, different definitions for the
cloud broker were identified and further refined.

The Gartner document first identified that the cloud broker “might be software,
appliances, platforms or suites of technologies that enhance the base services avail-
able through the cloud. Enhancement will include managing access to these services,
providing greater security or even creating completely new services.” [7]

In a subsequent definition from Gartner’s IT Glossary, the cloud broker was iden-
tified as an innovative service:“cloud services brokerage (CSB) is an IT role and
business model in which a company or other entity adds value to one or more (public
or private) cloud services on behalf of one or more consumers of that service via
three primary roles including aggregation, integration and customization broker-
age. A CSB enabler provides technology to implement CSB, and a CSB provider
offers combined technology, people and methodologies to implement and manage
CSB-related projects” [8].

The National Institute of Standards and Technology (NIST) cloud computing ref-
erence architecture document [9] puts the cloud broker in relation with the increasing
complexity required for integration of cloud services, and the cloud broker is defined
as “an entity that manages the use, performance and delivery of cloud services and
negotiates relationships between cloud provider s and cloud consumers”.

A resource-oriented point of view for the cloud broker was identified in the white
paper [10], where the cloud broker was mentioned as an agent that “has no cloud
resources of its own, but matches consumers and providers based on the SLA required
by the consumer. The consumer has no knowledge that the broker does not control
the resources”. In the vision of the cloud computing use cases group (CCUCG), the
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Fig. 11.1 The NIST conceptual reference model. (Source: [9])

cloud broker has some specific responsibilities in delivering hybrid clouds, where
the cloud broker coordinates multiple clouds by federating “data, applications, user
identity, security and other details” [10].

A distinctive definition was offered in a document from the DISA Department
of Defense, where the responsibilities of an enterprise cloud service broker (ECSB)
were identified to “manage the use, performance and delivery of cloud services, and
negotiate relationships between cloud providers and cloud consumers”.1

In another cloud computing strategic paper [6], the cloud broker was identified
as “an entity that creates and maintains relationships with multiple cloud service
providers. It acts as a liaison between cloud services customers and cloud service
providers, selecting the best provider for each customer and monitoring the services”.

Three main CSB-related businesses were identified by Gartner [7] and adopted in
the NIST reference architecture document [9] (see also Fig. 11.1) as:

• Cloud service intermediation Service intermediation is related with various
means for enhancing services, including SLAs and QoS- related activities, se-
curity and identity management support, managed access to cloud services, and
others.

• Service aggregation As a core capability, the CSB is identified as being able
to retrieve, combine and integrate multiple services in one or several services.
During the aggregation process, new services could be offered, together with the
necessary means for data integration and security between the cloud consumers
and multiple cloud providers.

1 http://www.disa.mil/Services/DoD-Cloud-Broker.
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• Cloud service arbitrage In the case of service arbitrage, the cloud broker has the
ability to dynamically choose services during the aggregation process. Different
agencies and/or service repositories could be used for this process, in relation
with some specific selection mechanisms.

11.2.1 Cloud Resource Broker

The cloud resource broker is necessary, according to the definition from [7], to estab-
lish relationships between consumers and providers. As the initial interest in cloud
developments was primarily oriented towards resource consumption, early develop-
ments were highly oriented towards resource brokering, including negotiation and
provisioning.

Current research being conducted focuses either on brokering architectures (all
cloud service models) or on SLAs, in close relation with the QoS, in order to support
consequent activities (monitoring, scaling, etc.).

Acting on top of the Infrastructure as a Service (IaaS) layer, the Gridbus project2

developed a resource broker that was able to perform negotiations with resource
providers [11], where a “resource on a grid could be any entity that provides access
to a resource/service”.

Different approaches into SLAs were performed in [12], where the SLAs were
broken into SLA objectives (SLOs) which enable individual resource monitoring
based on performance metrics, and in [13], where SLAs are used for on-demand
service provisioning, or in [14], where they are combined with policies for automatic
negotiation. QoS-based approaches focused on mechanisms for resource allocation
were covered in [15] and research into QoS metrics was performed in [16].

Additional standards are being developed to support service descriptions, of them
the most noteworthy being open cloud computing interface (OCCI) 3 which was
originally intended to work at IaaS level. However, it can be easily extended to work
at different deployment levels, too. Built to use OCCI, SLA@SOI 4 was designed to
tackle IaaS SLAs.

11.2.2 Cloud Service Broker

The CSB offers a full implementation of the brokering component, usually at the
superior level of cloud governance, thus providing functionality related with ser-
vice intermediation and service aggregation, eventually via service arbitrage [7, 9].
The CSB facilitates service consumers easy access in order to search, retrieve and

2 http://www.cloudbus.org/broker.
3 http://occi-wg.org/.
4 http://sla-at-soi.eu/.
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contract services (service intermediation). By doing so, it enables creation of vir-
tual marketplaces where trading can be done (enabling service arbitrage), allowing
applications that were previously running in isolation to be integrated (via service
aggregation) within the larger cloud ecosystem, either as a virtual enterprise or a
cluster of partners.

In a document detailing the European Union’s vision for the future of cloud
computing [17] the CSB was identified as an important element that is needed in
order to foster competitiveness in the European space as, currently, it has fallen
behind the USA on the cloud computing market. Moreover, a significant semantic
support is necessary to facilitate better search of heterogeneous information, and thus
there is a need for the development of a semantically enabled cloud services registry
and repository.

Built on top of existing cloud taxonomies [2, 18], and cloud resource ontology
[19], such a registry will enable the core requirements for the CSB, and provide
further integration with cloud specifications, including OCCI [20, 21] Topology
and Orchestration Specification for Cloud Applications (TOSCA ),5 Open Services
for Lifecycle Collaboration(OSLC5), CloudML [22], or even ThingML [23, 24],
technologies which aims to enhance the portability of cloud applications and services.

Two distinctive approaches are required for developing a fully specified registry
for cloud services—resource representations and service representations.

11.2.2.1 Resource Representation

The FP7 mOSAIC project 6 developed an ontology for cloud resources, closely fol-
lowing the Oracle cloud resource model and OCCI specifications [19]. Specifying
that “the Resource class is the most complex in the mOSAIC, since, following the
OCCI documentation, in Cloud Systems everything is a cloud Resource”, the ontol-
ogy offers a good coverage for cloud resources, establishing at the same time some
basic mechanisms for interrelations between services and resources.

The resource representation from the mOSAIC project was fully exploited by a
semantic engine and integrated in the development of a semantically enabled, agents-
based cloud management solution [25]. However, the mOSAIC Cloud Agency was
rather concerned with the development of a brokering mechanism, in order to allow
advanced mechanisms for resource provisioning and SLA monitoring [26, 27].

Other approaches include the ontology-based resource selection service (OReSS)
mechanism described in [28], together with a resource selection engine; a selection
mechanism for resources, based on user requirements and specified SLAs [29];
an extended representation of cloud resources, in the context of the Cloud@Home
initiative [30]; or the definition of a meta-language, CloudML, to support resource
provisioning in the cloud [22].

5 http://open-services.net/.
6 http://www.mosaic-cloud.eu.
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Table 11.1 Relevant service brokering operations. (Source: [36])

Operation Level CSB operation
(intermediation; aggregation, arbitrage)

Authenticate and authorize Management Intermediation
Analyze service information Management Intermediation
Build semantic query Governance Aggregation & arbitrage
Filter services Governance Aggregation & arbitrage
Solve dependencies Governance Aggregation & arbitrage
Retrieve offers Governance Intermediation
Validate offer Management Intermediation
Select offer Governance Intermediation, aggregation & arbitrage
Contract service Governance Intermediation
Lookup instance Governance Aggregation & arbitrage
Create instance Management Intermediation

11.2.2.2 Service Representation

While the mOSAIC approach is close enough to the IaaS and PaaS levels, additional
information is required in order to have complete specifications of services at the
SaaS level, and to fully enable the semantic registry that will allow the activation of
the intermediation-aggregation-arbitrage mechanism.

Key concepts, including those of services, business, computing, quality and ser-
vice types, were identified in the analysis of Sorathia et al. [31] in order to capture
service representations. This analysis, complemented by previous results related
with cloud taxonomies [18, 32], or the service-oriented mechanisms, as those from
[33, 34], offered the necessary support for the identification of the core concepts in
the development of a cloud services ontology, including service models, deploy-
ment models, service capabilities and functional properties, service availability,
non-functional properties, SLAs, security and QoS, service characterization, ser-
vice classifications, and service resources [35]. Closely related with these findings,
a series of relevant brokering operations could be specified, as shown in Table 11.1,
and detailed in [36].

11.3 Cloud Management

Cloud management revolves around the use of existing technologies and software
in order to expose services which facilitate easy cloud migration by providing the
means to create and manage portable cloud applications. In close relation with the
existing PaaS solutions, cloud management focuses on alleviating users of the need to
know all cloud layers’ details by bypassing the unnecessary ones, and thus reducing
the complexity of the development and the required time.

The necessity for cloud management was first described in a set of distributed
management task force (DMTF) and CCUCG documents [10, 37, 38], which under-
line its role in cloud adoption and existing relationships with other cloud enablers
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while identifying its main focus in providing automation of services (e.g. resource
provisioning), SLA management, resource monitoring and others.

Different cloud architectures and use-cases were considered, described and dis-
cussed during the last years for achieving a complete specification of various
operational aspects of cloud computing, both at IaaS and SaaS levels. Thus, cloud
management activities were identified as spanning over the two aforementioned lay-
ers. However, we are going to make a clear distinction between management activities
at IaaS level, and corresponding activities at SaaS level, and limit cloud management
to the IaaS level, while cloud governance includes specific management activities
for cloud services.

Developed by IBM, the monitor-analyze-plan-execute (MAPE) cycle [39], along
with the MAPE-knowledge base (MAPE-K), fits perfectly with cloud management
in terms of desired automation and functionality, thus setting the guidelines for future
developments.

The importance of SLAs is further highlighted in the work of Emeakaroha et al.
[40] where he stresses that “prevention of SLA violations avoids unnecessary penal-
ties providers have to pay in case of violations [. . . ] interactions with users can be
minimized”.

Through the specification of QoS requirements, SLAs ensure correct and com-
plete resource specification as well as offer the basis upon which monitoring can be
performed as well as enable application reconfiguration based on a set of policies
which use monitoring information in order to trigger [41] (Table 11.2).

11.3.1 Requirements for Cloud Management

Current requirements revolve around the management of cloud resources and the
facilitation of easy integration within other cloud management solutions. In the case
of cloud resource management, the focus is on:

• Resource provisioning: is the process of selecting the best cloud resources that
fulfil the cloud application requirements. It is a process that runs on all deployment
levels (IaaS, PaaS and SaaS) and is achieved by using existing parameters which
help to define cloud resources in order to filter through the offers coming from
cloud vendors, thus offering brokering capabilities to the client entity; the Execute
phase from the MAPE-K model

• Resource configuration: involves the configuration of the provisioned resources
as per application requirements, making sure that the environment is fit for
application deployment; the Execute phase from the MAPE-K model

• Application deployment: is the final step which facilitates a running cloud appli-
cation and involves the deployment of all application components and resolving of
all their dependencies as well as additional application configuration which must
be done, additionally, when migration is perform, it must handle data migration
as well; the Execute phase from the MAPE-K model
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Table 11.2 Functionalities and requirements for cloud management and cloud governance

Cloud management
IaaS & PaaS

Cloud governance
SaaS

1. Functionalities
Management

Resource management Service management
Provisioning

Resource provisioning Service provisioning
Service deployment Service catalogues &

business standards
Security and privacy

Resource monitoring Lifecycle support &
operations support

2. Requirements
Service infrastructure

(enabled by provisioning)
–

Security
(enabled by deployment)

Security
(enabled by lifecycle operations)

– Service composition
(enabled by service catalogues & 

business standards)
– Service coordination

(enabled by lifecycle operations)
– Business & operations support

(enabled by lifecycle operations)

• Resource monitoring: any cloud management solution must offer the monitoring
of the provisioned cloud resources either by using vendor specific APIs to retrieve
monitoring information or by installing custom software to achieve it. Monitoring
is in close relation with SLA management and application reconfiguration; the
Monitoring phase from the MAPE-K model

• SLA management: involves the storage, modification and retrieval of brokered
SLAs which happens upon provisioning, monitoring or reconfiguration of the
cloud application; the Plan phase from the MAPE-K model

• Application reconfiguration: is focused on analyzing monitoring information
(metrics) and correlating it with information found in SLAs (policies) in order
to trigger application reconfiguration: scaling up or down, replacing resources
which breached SLAs; the Analyze phase from the MAPE-K model
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Table 11.3 Cloud management solutions

Cloud management solution PaaS Description

4CaaSt
(http://4caast.morfeo-project.org/)

Yes PaaS designed for multi-tier applications featuring
cloud management functionality

Cloudkick
(https://www.cloudkick.com/)

No Supports Amazon and Rackspace and libcloud
(http://libcloud.apache.org/) python library was
developed as a result of the project

CloudSwitch
(http://www.cloudswitch.com/)

No Supports Amazon EC2 and Terremark

Deltacloud
(http://deltacloud.apache.org/)

No Open source Apache project featuring a REST
interface supporting all major cloud vendors

Open Cirrus
(https://opencirrus.org/)

No Cloud computing test bed designed to support
research of service provisioning and management

OpenNebula
(http://opennebula.org/)

No Open source solution for the management of virtual
machines

OpenShift
(https://www.openshift.com/)

Yes Both open source (community) and commercial
PaaS with cloud management functionality
designed based on JBoss AS

In the case of integration within other cloud management solutions, a good cloud
management solution must provide interfaces (e.g. REST) and APIs through which
its functionality can be accessed and executed.

11.3.2 Reference Architectures

The Open Cloud Standards Incubator from DMTF produced a couple of white pa-
pers that are most relevant for the cloud management area: a reference architecture,
covering both aspects related with cloud resource management and cloud services
management [37], and a companion use-case document [38]. While discussing rel-
evant cloud management issues, the DMTF couple of documents set clear relations
with aspects that are most appropriate for cloud governance.

More pertinent to cloud management at IaaS level, the DMTF Cloud Manage-
ment Working Group developed a set of documents that deal with central aspects for
resource management at infrastructure level. In the cloud infrastructure management
interface (CIMI) model the typical IaaS resources “are modeled with the goal of pro-
viding Consumer management access to an implementation of IaaS and facilitating
portability between cloud implementations that support the specification” [42].

A similar approach was used by the open grid forum (OGF) OCCI-WG with the
OCCI specification, initially developed to address IaaS-related management tasks,
and extended “to serve many other models in addition to IaaS, including PaaS and
SaaS” [20].

A number of cloud management solutions exist, most of them being strictly lim-
ited to offering basic cloud management functionality like resource provisioning
and monitoring, few also being hybrids between cloud management and PaaS as
described in Table 11.3.
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11.4 Cloud Governance

Cloud governance, thought as a natural extension of SOA governance, is an essential
component for further development of an environment able to offer superior facilities
for SMEs, on top of the core cloud characteristics. These facilities, built around cloud
services lifecycle support, and strongly backed by the exploitation of a semantically
enabled cloud services knowledge base, will allow the development of different
virtual environments where SMEs could cooperate and develop tailored solutions,
acting as a unique entity while they are still preserving the identity of their services.

These virtual environments, either virtual enterprises or virtual clusters, allow the
implementation of different scenarios of grouping and collaboration between part-
ners, requiring relevant technological support, and business and operational support,
both aspects being integrated with the cloud service lifecycle support.

As mentioned in [43], a series of research challenges are extremely relevant in
the context of the virtual environments activated by a cloud governance solution,
including novel cloud architectures, automated service provisioning, data security
and software frameworks, [44], together with open standards interface, delivery of
services supported by SLA, or security in various service delivery models [45].

11.4.1 Requirements for Cloud Governance

An IBM RedBook identifies cloud computing as an enabler of a series of business
models, most relevant for cloud service providers, where “an ecosystem of businesses
and individuals [. . . ] extends the reach of cloud service providers by expanding the
breadth of services that are offered and addressing niche or specialty markets and
geographies” [46]. In the same IBM document a series of adoption patterns for
their cloud computing reference architecture (Fig. 11.2) were identified, with two
distinct perspectives: the IaaS-based (IaaS as an entry point), and the SaaS-based
one. Hosting, aggregation and ‘whitelabel’ (rebranding of services) are seen as the
most relevant choices a service provider will adopt.

Automatic aggregation and clear identification of policies, parameters and pro-
cesses were also identified as being most relevant in the context of cloud governance
[48]. Together with the patterns described in the IBM White Paper [47] and the set of
steps that were identified for a governance framework for cloud security in [49], a set
of four core requirements for cloud computing were identified, including security and
privacy, lifecycle automation, service management and business standards [43, 50].

Security is a core requirement that also has implications in privacy and standards.
Security considerations must cover both application developers and cloud providers.
An important issue related to security is the lack of disclosure of security-related
information of cloud providers.

Privacy is an important concern as many SMEs deal with sensitive informa-
tion which poses migration concerns related to the storage and handling of this
information as well as legal implications in terms of contracts and governmental laws.
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Fig. 11.2 The IBM cloud computing reference architecture with service creation details. (IBM
CCRA, source: [48])

Another core requirement is standards, as most cloud providers implement their
own proprietary technologies and do not always adhere to existing open standards
thus making interoperability hard to achieve.

The last one, lifecycle management, is a core requirement which most cloud
providers do not cover. It refers to the ability to manage various cloud applications
in terms of, e.g. versioning, updating, monitoring, etc.

11.4.2 Relationship with Cloud Management

Standards like ISO/IEC 38500 for IT governance offer a foundation on which cloud
governance can be built and can further allow interaction with frameworks and in-
dustry standards. This, in turn, enables interaction between cloud governance and
cloud management through bridges that these standards facilitate.

Through the Monitor-Evaluate-Direct cycle brought by ISO/IEC 38500, one can
establish links with the MAPE-K cycle, as defined by IBM [39], in order to better
express the symbiosis between cloud governance and cloud management and how
their services and functionality is complementary, as shown in Fig. 11.3.
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Fig. 11.3 The interrelationships between the MAPE-K and ISO 38500 models

11.4.3 Lifecycle Support

According to Bennett et al. [51], eleven stages could be identified in close relation
with cloud governance requirements, including from a functional point of view
service development, testing, deployment and maintenance, service usage and
monitoring, service discovery, and service versioning and retirement. Each of these
stages could be specified in close relation with cloud service lifecycle steps, as
identified in [37, 52].

In [37] the cloud service lifecycle is presented rather from the perspective of
cloud management. The description from [52], as presented in Fig. 11.4, is more
comprehensive, offering a clear identification of the stages that are related with
service template and specification (design time operations), service discovery and
composition (provisioning operations), service deployment and execution (deploy-
ment and execution operations), and service versioning, archiving and retirement.
With this level of details, links with the business and operations support could be
easily specified.

Few solutions currently exist for supporting cloud service management. In the
approach from adaptive computing7, automation is central for the implementation

7 http://www.adaptivecomputing.com/products/cloud-products/moab-cloud-suite/.
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Fig. 11.4 Extended cloud service lifecycle. (Source: [52])

of cloud service lifecycle, with a set of key steps consisting in agile service delivery,
automated management, and adaptive cloud resources and services.

Different solutions covering various aspects related with cloud service lifecycle
exist, including the BMC Cloud Lifecycle Management8 (with particular attention
for provisioning operations) [53], WSO2 Governance Registry9 (with specific inter-
est for design time operations, and service discovery), or the strategic white paper
from Enstratus DevOps10.

Clotho, the service lifecycle manager from the Morfeo project [54], offers fa-
cilities for service orchestration, while offering support for automated “service
deployment and the dynamic provisioning of services”11. The PaaSage project12 aims
to “develop an open and integrated platform to support the lifecycle management of
cloud applications”13, while the MODAClouds project intends to provide “quality
assurance during the application life-cycle and support migration from Cloud to
Cloud when needed”14.

11.4.4 Service Registry

In order to meet the various requirements set for cloud governance, specifically for
the service lifecycle, some support for the storage and retrieval of service-related
information is necessary, thus underlining the need for a specialized service registry.

8 http://www.bmc.com/products/cloud-management.
9 http://wso2.com/products/governance-registry/.
10 http://www.enstratius.com/devops-wp.
11 http://claudia.morfeo-project.org/wiki/index.php/Service Lifecycle Manager.
12 http://www.paasage.eu/.
13 http://www.ercim.eu/news/345-paasage.
14 http://www.modaclouds.eu/.
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This service registry provides the means for the creation of virtual enterprises by
providing support for collaboration between enterprises and, consequently, support
for the composition of their services, as well as provide the means for cloud appli-
cation automation for tasks related to application scaling, migrating, etc. Therefore,
a semantic approach would be most suited in order to enable this functionality, as
well as to provide semantic interoperability, which can be integrated both at cloud
management and at cloud governance levels extending the level of automation that
is achievable and enhancing the cloud service lifecycle.

While, at IaaS level, semantic interoperability is focused around resources [19] as
was investigated in the FP7-ICT Project mOSAIC 15, PaaS semantic interoperability
was considered in FP7 Project Cloud4SOA16.At SaaS level, semantic interoperability
supports creation of cloud service marketplaces which enable service discovery,
selection and composition.

The functionalities of a cloud governance service registry can be broken in:

• Service management—the registration, updating and removing of services and
service related information both syntactic and semantic

• Semantic discovery—the ability to use semantic information of a service
(functional and non-functional information) in order identify services

• Semantic filtering—the ability to manipulate semantic information of a service
in order to achieve service selection

• Execution support—support execution activities though service information

Essentially, the service registry provides a catalogue of existing services on top of
which governance clients, or even the governance itself, can run service discovery
in order to support various stages of the service lifecycle from the planning stage to
the execution and termination stage of cloud services.

11.5 Multi-Agent Approaches for Cloud Governance
and Management

Multi-agent systems are complex asynchronous systems composed of a minimal of
two homogeneous or heterogeneous agents which work in order to achieve some set
of goals. Each agent composing the system can have various degrees of autonomy
when deciding what to do and how to do it (individually or cooperatively, self-
interested or benevolent). On the other side, having a completely asynchronous
system can lead to it being highly distributed and, possibly, highly fault tolerant.
Because of these abilities, multi-agent systems are ideal for the development of
highly distributed, collaborative, autonomic applications, especially when dealing
with cloud environments where there is a mix of heterogeneous technologies and
where adaptability is critical.

15 http://www.mosaic-cloud.eu.
16 http://www.cloud4soa.eu.
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According to D. Talia [55], “the convergence of interests between multi-agent
systems that need reliable distributed infrastructures and Cloud computing systems
that need intelligent software with dynamic, flexible, and autonomous behavior
will result in new systems and applications”. Thus, an increasing interest in using
multi-agent approaches for cloud applications exists. Furthermore, Sim states that
“agent-based cloud computing is concerned with the design and development of
software agents for bolstering cloud service discovery, service negotiation, and
service composition” [56].

Multi-agent systems that handle various real life problems can benefit from cloud
computing. For example, the cloud based multi-agent system described in [57] was
used for the management of dynamic traffic environments by taking advantage of
the available on-demand computing, storage and networking put forth by the cloud
environment.

Another interesting approach was Unity, a multi-agent decentralized architecture
for autonomic cloud computing, designed for the study and testing of ideas related
to autonomic system, which features self-healing, real-time self-optimization and
goal-driven self-assembly [58].

11.5.1 Multi-Agent Approaches for Cloud Management

Cloud management represents an important business segment of cloud computing,
many enterprises offering cloud management solutions. From a multi-agent point
of view, most agent solutions address parts of the problems, but few address it as a
whole.

One of the most representative solutions for agent-based cloud management is
mOSAIC’s Cloud Agency [59]. Part of the mOSAIC project, the Cloud Agency
offers resource provisioning and monitoring across public and private major infras-
tructure cloud providers and is “in charge to broker the collection of Cloud resources
from different providers that fulfills at the best the requirements of user’s appli-
cations” [41]. Another study focuses on platform level services as well as other
native software applications providing the ‘as’ part of the +Cloud (masCloud) plat-
form which is in charge of resource management, performing on-demand resource
scaling [60].

One important aspect of cloud management is resource provisioning and in this
regard there are many directions. Some multi-agent solutions deal with negotia-
tion, though actual cloud resource negotiation is not currently possible with most
cloud providers. Others focus on the discovery, selection and composition of cloud
resources.

For example, the work performed in [56] highlights the use of agents in order to
provide cloud resource management with focus on service discovery, negotiation and
composition achieved through cooperating agents performing complex negotiations
in order to provide a cloud search engine.
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An approach for Web service discovery in the cloud environment is presented in
[61] where agents, coupled with specific algorithms for matchmaking and ranking
of Web services, are used for finding the best candidate that corresponds to the
description provided by the client while considering QoS parameters of the Web
services.

Cloud resource provisioning is also addressed in [62] through a distributed negoti-
ation mechanism where agents act on behalf of the consumers and negotiate contracts
which allow single-sided termination (consumer’s side) upon paying a certain price.
Semantic cloud resource negotiation is conducted in [63] where a multi-agent system
is used in order to facilitate the adaptation and coordination of application execution
across various cloud providers through a set of scheduling policies in order to achieve
both consumer and producer satisfaction.

In their work [16], Cao et al. describe a multi-agent cloud management architec-
ture focused on supporting QoS-assured cloud service provisioning and management.
Another QoS-oriented cloud management solution is presented in [64] where “an
automatic resource allocation strategy based on market Mechanism (ARAS-M)” is
used, and “a QoS-refectitive utility function is designed according to different re-
source requirements of Cloud Client” and is combined with a genetic algorithm for
automatic price adjustment.

Security considerations using agent-based approaches where a security audit sys-
tem makes use of intelligent autonomous agents in order to tackle cloud-specific
problems like infrastructure changes were presented in [65].

11.5.2 Multi-Agent Approaches for Cloud Governance

As it is a new research topic, there are few approaches in which multi-agents address
issues related to cloud governance. Starting from mOSAIC’s Cloud Agency, the
work carried in [50] extends its functionality and complements it with specific
governance functions.

Since cloud governance focuses on providing business aspects and one important
one is virtual enterprises the work performed by Carrascosa et al. [66], though not
being directly linked to cloud computing, is about THOMAS which is an open
architecture which builds on the foundation of intelligent physical agents (FIPA)
agent architecture in order to facilitate the design of virtual organizations using a
service-oriented approach where agents are in charge of service management.

In order to enable virtual enterprises, cloud governance must facilitate easy com-
position of cloud services so that their developers and owners can benefit from
adhering to new business models. In this regard, automated cloud service compo-
sition has been efficiently achieved in [67] using a three-layered self-organizing
multi-agent system in which agents are in charge of cloud participants and resources
and which addresses dynamic contracting under incomplete information.

Another approach that tackles service collaboration in cloud computing is pre-
sented in [68], where a multi-agent system is used in conjunction with “a negotiation
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mechanism (mean algorithm and protocol) that allows nodes in a ‘cloud’ to achieve
an effective collaboration among service providers”.

From the data perspective, cloud governance must facilitate privacy and security
while providing data integrity for the information it holds. It must store complete
information related to the cloud applications it services from service descriptions to
run-time monitoring information used for audit.

Multi-agent approaches in the field cloud data storage typical focus on providing
data integrity services, such as the solution presented in [69] called ‘CloudZone’
where a multi-agent architecture is in charge of providing integrity through the use
of two types of agents, one which provides a user interface for the client and one in
charge of data integrity and reconstruction by performing regular data backup.

A specific approach shows how data warehouses can be deployed in the cloud envi-
ronment using a multi-agent system designed around Web services in order to benefit
from the core cloud characteristics while maintaining traditional data warehouse
benefits [70].

In regard to the security concerns of cloud storage solutions, Talib et al. [71] pro-
pose a multi-agent based security framework built on top of Java Agent Development
(JADE) for managing the security of cloud data storage in order to guarantee data
correctness, integrity, confidentially and availability [71].

Tackling privacy and security, Angin et al. propose an identity management solu-
tion for cloud computing, a prototype being developed using mobile JADE agents,
which has “entity-centric mechanism for protecting privacy of sensitive data through-
out their entire lifecycle [. . . ] known as the active bundle scheme [. . . ] is able to
provide users with control over their data, allowing them to decide what and when
data will be shared” [72].

11.6 Conclusions

Current advancements have made cloud computing into a thriving market where
enterprises of all sizes are fighting for their share, to take advantage of the business
models it brings and of its core characteristics.

Unfortunately, since its inception, many problems have plagued this new paradigm
and so it has become an active research topic for many communities worldwide. This
has also constituted a strong deterrent for many enterprises which are reluctant to
adopt it in fear of losing control over their data, over the services and applications
they provide for their clients.

While some of its core problems like cross cloud development and interoperability
are or have already been addressed through PaaS or cloud management solutions,
problems that are related to the business layer or the support for cloud service lifecycle
are yet or insufficiently addressed.

This chapter has provided a comprehensive overview of cloud management and
cloud governance detailing interactions between them, showing how one comple-
ments the other, and emphasizing the role they play in general cloud adoption. In
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addition, many solutions that address the whole picture or just a partial one are
analyzed, especially solutions which involve multi-agent systems.
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Chapter 12
Towards the Development of a Cloud Service
Capability Assessment Framework

Noel Carroll, Markus Helfert and Theo Lynn

Abstract Considering the complexity of today’s service environment, Small-to-
Medium sized Enterprises (SMEs) cannot afford to accept the status quo of service
operations, and therefore, they must have some clear business analytics objectives to
reach. Without clear metric objectives, organisations are almost destined for disaster
since the allocation of resources may not have responded to the demand exerted
from outside of the organisation. This is particularly true within a complex and
rapidly changing cloud computing environment. The cloud dynamic ecosystem is
moving toward a collection of services which interoperate across the Internet. This
chapter offers a discussion on an approach to assessing cloud capabilities through
cloud service capability assessment framework (CSCAF). Service metrics play a
critical role in CSCAF that presents managers with a practical framework to carry
out cloud capability assessments. The process may be simply described as publishing,
retrieving, and managing cloud service descriptions, service publications which are
matched with descriptions of consumer’s requirements and service matching.

Keywords Capability assessment · Cloud assessment · Cloud computing · Cloud
service capability assessment framework · Service capability

12.1 Introduction

Considering the complexity of today’s service environment, SMEs cannot afford to
accept the status quo of service operations and therefore must have some clear busi-
ness analytics objective to reach. Without clear metric objectives, organisations are
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almost destined for disaster since the allocation of resources may not have responded
to the demand exerted from outside of the organisation. This is particularly true within
a complex and rapidly changing cloud computing environment. The cloud dynamic
ecosystem is moving toward a collection of services which interoperate across the
Internet. This chapter is motivated by the findings of a literature review to assess the
experiences of SMEs as they provide and/or try to avail of cloud solutions. More
specifically, the initial research phase of a literature review identified the lack of
capability assessment practices for cloud computing readiness and capabilities within
SMEs. This chapter offers a step toward a solution to assess cloud capabilities.

This chapter presents the CSCAF. The chapter discusses the development of the
CSCAF and how it can support organisations gain a thorough insight on their ability
to migrate toward providing and/or availing of cloud solutions. Thus, service metrics
play a critical role in CSCAF that presents managers with a practical framework to
carry out cloud capability assessments. The author also adopts Universal Description,
Discovery, and Integration (UDDI) as a platform to develop a cloud capabilities
registry (CCR). The process may be simply described as publishing, retrieving, and
managing cloud service descriptions, service publications which are matched with
descriptions of consumer’s requirements and service matching.

12.2 Literature Review

The interesting thing about cloud computing is that we’ve redefined cloud computing to
include everything that we already do. . . . I don’t understand what we would do differently
in the light of cloud computing other than change the wording of some of our ads. . . .. [Larry
Ellison (Oracle’s CEO), Wall Street Journal, September 26, 2008].

This section draws on the current literature and discusses some the main themes
which have emerged from the evolution of cloud developments. The objective of the
literature review is to provide a platform for both academics and industry practitioners
to gain an understanding of the current trends and issues surrounding the adoption
of the cloud.

The influence of information technology (IT) continues to alter our understand-
ing of the business environment. It continues to shift computing paradigms to afford
greater accessibility to business capabilities. This is yet again evident through the
emergence of cloud computing. Cloud computing allows various key organisational
resources to become more efficiently available, for example, software, information,
storage, and business processes. Cloud computing allows organisations to gain ac-
cess to sophisticated services through Internet channels. The fundamental benefit
of cloud computing is its ability to share resources “on demand” at considerably
reduced costs. This has led to the explosive uptake of cloud computing. According
to the latest Cisco report, “Cloud is now on the IT agenda for over 90 % of compa-
nies, up from just over half of companies (52 %) last year [1].” However, availing
of services through a systematic manner can become a very complex entanglement
of business processes. Understanding the complexity and value of “the cloud” of-
fers immense opportunities through service analytics (i.e., measuring performance).
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Thus, understanding and organising how cloud resource are exchanged while as-
sessing organisational ability to provide services on-demand requires a capability
maturity framework to assist in strategic business and IT alignment. If organisations
are to enjoy the benefits of cloud developments, it is important to strategise how they
can assess the business and technical factors to transform their cloud capabilities.
This is particularly true for the survival of SMEs. While the author anticipates that
cloud computing will revolutionise the way SMEs operate and compete on a global
scale, there is little literature on SMEs assessment capabilities. This literature review
offers a state-of-the-art in cloud computing across SMEs and examines methods of
how cloud initiatives could be assessed. The author identifies a number of key fac-
tors for assessment and highlight significant gaps particularly in the realisation of
cloud readiness and assessing “cloud value”. The emphasis here is a change in or-
ganisational architecture and support how managers reengineer cloud provisions by
orchestrating their capabilities to optimise return-on-investment (ROI). The chapter
offers a discussion on addressing the literature gaps by introducing the CSCAF to
support cloud computing assessment.

12.2.1 The Service Environment

The service industry continues to play a critical and dominant role within the global
economy [2, 3, 4, 5]. A service may be defined as “a means of delivering value to
customers by facilitating outcomes customers want to achieve, without the ownership
of specific costs and risks” [6]. Nowadays, services are wrapped up in a complex
business and IT environments. For example, the Internet offers a distributed platform
to port services across the world and has become one of the most significant indus-
trial drivers in recent years, referring to the networking and connectivity of objects.
IT is described as the third wave of the world’s information industry. It captures the
importance of Internet tools and technologies to support computing utility. This has
also led to the realisation of cloud computing. Cloud computing is considered to be
the next “technological revolution” [7] which will transform the IT industry [8]. The
National Institute of Standards and Technology (NIST) [9] define cloud computing
as “a model for enabling convenient, on-demand network access to a shared pool
of configurable computing resources (e.g., networks, servers, storage, applications,
and services) that can be rapidly provisioned and released with minimal manage-
ment effort or service provider interaction.” Thus, understanding an organisation’s
capability to adopt this paradigm has become increasingly important as part of their
strategic planning. Cloud readiness is one of the emerging concepts which support
organisation’s ability to take stock of their resources and their capability to adopt
cloud solutions. Cloud readiness is a critical assessment strategy which examines
the organisational ability to adopt a cloud service infrastructure to support service
provision. However, while much of the literature is primarily concerned with large
organisations and multinational organisations (MNOs), the author has identified the
gap and need to examine cloud readiness of SMEs.
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12.2.2 Defining Cloud Computing

Cloud computing has resulted in a number of technological and business shifts which
provide an opportune period to promote the adoption of cloud initiatives. However,
due to the explosive uptake of the cloud [10], there has been some blurred concepts as
to what constitutes as cloud computing. In fact, according to Cohen [11], it is the “lack
of understanding” which has held many organisations back from adopting the cloud.
In effect, there is a resistance amongst managers with the expectation for organisation
to swiftly move from a traditional business model which has served organisations
well up until now to one which has yet to be proven. This section attempts to clear up
the meaning of cloud computing as we examine what the literature defines as cloud
computing (see Table 12.1).

Although Table 12.1 demonstrates the various understanding of what constitutes as
cloud computing, they do share common characteristics. For example, this chapter
defines cloud computing as an enabling effort and overarching philosophy which
exploits Internet technologies as organisations provide or avail of resources and
competences through flexible and economic IT-enabled infrastructures. Buyya et al.
[12] highlights the economic promise of cloud computing and explains that it is “a
type of parallel and distributed system consisting of a collection of interconnected
and virtualized computers that are dynamically provisioned and presented as one
or more unified computing resources based on service-level agreements.” This may
be achieved through a number of service models. There are generally three main
categories of the cloud computing models:

• Public cloud: It is a cloud is made available through a metered agreement for the
general public [8].

• Private cloud: These are internal data centres of an organisation or other
organisation, which is not made available to the general public [8].

• Hybrid cloud: It is a combination of public and private cloud environments.

These three categories may also be described as micro characteristics of cloud models.
For example, see Table 12.2.

The adoption of these models is largely reflected in the service environment
(i.e., the industry) and manager’s confidence in their ability to become cloud
providers/users. It is expected that as organisations become more accustomed to cloud
capabilities they will become more tentative with experimenting with a combination
of these models [1].

12.2.3 The Emergence of the Cloud

The exponential growth of technological developments has provided modern society
with the expectation of rapid accessibility to services [17]. We have grown accustom
to “on-demand” services to meet our daily routines making accessibility an essential
requirement [2]. This had a significant impact within the business environment and
how we now view services. IT has experienced the same phenomenon but at a
much faster pace, i.e., utility computing. This was predicted back in 1969 when
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Table 12.1 Cloud computing definitions

Author Definition Macro
characteristics

Buyya et al. [12] “. . . parallel and distributed system consisting of a
collection of interconnected and virtualised
computers that are dynamically provisioned and
presented as one or more unified computing
resources based on service-level agreements
established through negotiation between the
service provider and consumers”

Distributed system
Interconnected
Virtualised
Dynamic
Negotiations
Provider
Consumer

Armbrust et al. [8] “. . . both the applications delivered as services over
the Internet and the hardware and systems
software in the data centres that provide those
services”

Applications
Delivery
Internet
Hardware
Software
Data centres

Gillett [13] “A form of standardized IT-based capability, such
as Internet-based services, software, or IT
infrastructure offered by a service provider that is
accessible via Internet protocols from any
computer, is always available and scales
automatically to adjust to demand, is either
pay-per-use or advertising-based, has Web- or
programmatic-based control interfaces, and
enables full customer self-service”

IT capability
Internet-based
services
Software
Availability
Self-service

Cearley [14] “help enterprises improve the creation and delivery
of IT solutions by allowing them to access
services more flexibly and cost-effectively”

Improvement
Create IT solutions
Deliver IT solutions
Accessibility
Flexibility
Cost-effective

Wang et al. [15] “set of network enabled services, providing
scalable, QoS guaranteed, normally personalized,
inexpensive computing platforms on demand,
which could be accessed in a simple and
pervasive way”

Network services
Scalability
Quality of Service
Guarantee
Personalised
Inexpensive
Platform
On-demand
Pervasive

EC Expert Report
[16]

“. . . an elastic execution environment of resources
involving multiple stakeholders and providing a
metered service at multiple granularities for a
specified level of quality (of service)”

Elasticity
Resources
Multiple
stakeholders
Metered services
Quality

Kleinrock envisaged that we would witness the evolution of computer utilities similar
to that of electricity [18, 19]. This, coupled with increasing demands for greater
mobility and customised software at reduced costs, has allowed service providers to
become more competitive regardless of organisational size [20, 21]. In this sense,
there is an apparent paradox with enabling greater competitiveness and shrinking
market size. However, while more organisations choose to deliver and/or avail of the
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Table 12.2 Cloud model
characteristics

Model Micro characteristics

Public Flexible
Distributed users
Elastic
Freedom of self-service
Pay-as-you-use
Secure
Metered

Private Internalised business processes
Restricted access
Scalable
Accessible
Elastic
Shared

Hybrid Elastic
On-demand
Abstracted locations and equipment from the user
Combination of restricted and open access to

services

cloud opportunities, this adds greater complexity to the business environment, often
making it difficult to assess the “true value” of cloud developments [22]. Thus, cloud
computing promises increased capabilities with little guidance as to how one can
assess their capabilities within the cloud. In fact, it is suggested that cloud computing
promises to transform the strategic value of an organisation through “incremental and
evolving objectives, competencies, and value measures [23].” The question remains,
how can SMEs assess the value of cloud capabilities? Therefore, at this stage, the
attraction of cloud computing is exploratory in nature but some of the key benefits
include the financial reward, ability to leverage existing investment, establish and
defend a service franchise, leverage customer relationships, and to become a cloud
platform [8]. Table 12.3 summarises the main advantages and disadvantages [24]
of cloud computing. The disadvantages of cloud computing are often considered by
Cloud service providers (CSPs) as opportunities and we will invert these and argue
they can provide a service that improves upon each of these through what the author
describes as “plug-in capabilities”.

The disadvantages of cloud computing have been identified as “opportunities” by
several large cloud providers an area which we will revisit later in this chapter. The
advantages listed in Table 12.3 have resulted from a number of important shifts in
the service ecosystem. The growth of the cloud computing is due to a number of key
technological delivery factors (hardware and software) which came together over the
last decade (Fig. 12.1).

Cloud computing comprises four main layers and an overarching management
layer which, in a real world scenario, would operate in most of the layers. Due
to improved technological hardware capabilities, organisations can enjoy the bene-
fits listed in Table 12.3. However, understanding how we can measure these cloud
computing capabilities remains unclear. In addition, Armbrust et al. [8] list what
they describe as the three main hardware aspects which are considered “new” to
cloud computing:
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Table 12.3 Advantages and disadvantages of cloud computing

Advantage Disadvantage

Enhanced service accessibility (greater access to
resources)

Often an unknown fit for the needs of the
organisation (reliability, availability,
accessibility, robustness, resilience,
recoverability)

Backup and recovery (increased storage capacity)

Integrity (software functionality)

Increased competitiveness (faster access to
markets) through improved access to resources

Maintainability (remoteness, priorities, SLAs)
suggesting a limited scope of solution

Scalability

Contingent risks (high impact on service
operations)

Greater flexibility

Major service interruption (service survival,
data survival)

Collaboration (sharing resources)

The need to support a flexible business
operation

Lower investment/up-front cost

Security risks (service, data, authentication
and authorisation, denial of service attacks)

Lower operational costs

Risk management strategies (compliance and
usage)

Lower IT staff costs

Fig. 12.1 Cloud stack

• Agility—creating the illusion of endless computing resources available on demand
• Reduced cost and increased competition—eliminates end-users up-front commit-

ment and thereby costs
• Resource efficiency—supports short-term concept of “pay as you go” usage of

computing resources

This offers an immediate insight on the primary drivers behind cloud computing, i.e.,
greater access to computing economies of scale to generate greater business value,
for example cloudonomics [25]. Considering the promise of cloud computing, it is
critical that organisation can evaluate the opportunities presented to organisations.
This is particularly important in the context of core business solutions, drivers and
business initiatives to sustain “value-added” activities.
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12.2.4 Cloud Computing: Drivers and Trends

Over the last two decades, we witnessed two important key cloud computing develop-
ments: (1) increase in technology capability and accessibility, and (2) the emergence
of new business models. Similar to the growth in IT throughout the 1990s [26],
combined these developments opened up new opportunities to apply technology to
address business needs. The cloud computing paradigm promises greater accessi-
bility to computing capacity from domain expertise providers allowing consumers
access (anytime-anywhere) to resources via Internet connectivity. The availability
and low cost of large-scale commodity computing infrastructure and storage enabled
the emergence of cloud computing. This was also timely with the emergence of cost
of electricity, growth in broadband, and economies of scale in hardware and software
development [8]. These factors also influence the location of data centres. According
to Gillett [13] of Forrester Research, the main drivers which support the adoption of
cloud developments include:

• Internet-based services (including social media)
• New IT infrastructure architectures and the availability of very high speed

networks over extended distances
• New business models which cater for flexible technology usage
• Integrated service and product offerings

Other trends which are often considered to be “unwritten” [27] include:

• Low-cost access and computing devices (cost of devices continue to decrease)
• Parallel programming (increasing the number of CPU cores)
• Communication networks (cloud-based applications)
• Open source software (allowing users to customise SaaS)
• Cloud access to high performance computing (utilisation of global e-

infrastructures through grid computing)
• Green computing (becoming more environmentally friendly computing and make

efficient use of electricity)

Therefore, as suggested in the aforesaid points, the main rationale for adopting cloud
computing may be summarised as opportunistic, cost, production, and catalytic.
From a research perspective, we are reminded of Mooney et al. [28] where they
suggest that there is a difference in the value drivers in the pre- and post-adoption
of IT-enabled management and operational processes. Their framework examines
the typology of business processes and impact of IT on processes. In addition, they
suggest that by examining the impact of IT on processes, we can derive a “business
value”’ of IT. This research proposes the need to examine this in a cloud computing
context. While there is much hype about the promise of cloud computing, indus-
try analysts (for example, Gartner, Forrester, and Morgan Stanley) predict how it
will transform our understanding of the “organisation” where boundaries continue
to erode. However, there is no “‘one size fits all”’ approach [29]. The consumption
of service varies drastically and influences the derived benefits from their require-
ments and application. The cloud does not represent a shift in how IT services are
produced or even managed but rather it shifts our understanding on how IT is valued
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and accessed to deliver services. For example, pricing is a hot topic across cloud
computing literature. Armbrust et al. [8] explain that one of the key drivers of the
cloud is the elasticity of resources adding to the competitive armour of an organisa-
tion. While one of the benefits of the cloud is the “anytime-anywhere” factor, this
also causes concern, particularly regarding the “anywhere”. The physical location
of the data centres are often influenced by the laws which govern that area and the
techniques used to protect data. Buyya et al. [12] highlight how Amazon EC2 has
introduced the concept of “availability zones” (i.e., a set of resources that have a spe-
cific geographic location) which appears to have set a trend regarding cloud storage
and security. Service provision is also protected through service level agreements
(SLAs). SLAs establish the terms and conditions upon which a service is provided,
for example, pricing mechanism and quality of service (QoS). Thus, many of these
factors influence the decisions in the transition toward cloud computing.

12.2.5 Transition Toward the Cloud

The transition toward the cloud is often considered a daunting process. It can be a
time consuming process and is often hindered by the fear of “unknown” financial
investments coupled with security risks (for example, see the Open Group, 2009;
“Risk Taxonomy” [30]). However, prior to cost assessment, it is also important
to gain an understanding on whether the service ecology is “ready” to make the
move. This places emphasis on the need to incorporate a capability assessment tool.
There are two key questions which managers must ask clearly answer regarding their
motivation to adapt cloud computing [22]:

• Are you trying to reduce cost or add value?
• Who will benefit from the use of cloud computing? The IT group or business units

in the enterprise (including clients or customers)?

The transition toward the cloud is also influenced by the presence of existing techno-
logical capabilities, for example, service orientated architecture (SOA) environment.
The benefits of the cloud are similar to SOA. For example, some of the main char-
acteristics of SOA are its flexibility in processes, its reusability of services, and its
ability to reduce the complexity in service execution [31], making the transition more
informed. Cloud computing and SOA may be viewed as complementary activities
since both play critical roles in IT planning and management. Cloud computing
presents a value- added offering to SOA but does not replace SOA initiatives. SOA
components can leverage software over networks using standards-based interfaces
which can benefit from the platform and storage services as a less expensive scalable
commodity. Cloud computing and SOA share similar drivers, such as cost reduction.
As illustrated in Fig. 12.2, there are significant overlaps in cloud computing and
SOA [32]. However, we must be mindful that they have different focus to address
problems within the organisation.

For example, SOA is primarily concerned with enterprise integration technologies
to efficiently exchange information between systems. SOA implemented technolo-
gies includeWeb services standards which support greater integration across different
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Fig. 12.2 Overlapping concepts from cloud computing and SOA [32]

development languages by providing a language neutral software layer. This allows
organisations to maintain a certain level of consistency across enterprise architecture
for additional integration. Cloud computing, on the other hand, focuses on using
the network to outsource IT functions as commodities where it may be considered
a more viable option than supporting the IT function internally. Therefore, cloud
computing provides on-demand access to virtualised IT resources across the Inter-
net. Thus, while SOA and cloud computing share many characteristics, they should
not be considered synonymous [32].

In most cases however, managers require some form of guidance to support their
ability to decide on their readiness for cloud strategy and enrolment. We exam-
ine some of the prominent assessment models which are used to assess IT-enabled
business strategy. Assessment models have always been greeted with enthusiasm
and criticism. For example, Mettler [33] explains that capability maturity model
integration (CMMI) assessments are too forward-looking from a maturity assess-
ment perspective. In addition, Gefen et al. [34] warns that one of the most common
criticisms of CMMI is its excessive documentation which may “lead to a loss in
motivation and creativity.” Thus, we must design assessment strategies which al-
low SMEs to easily explore and examine their cloud capabilities. This is critical
as according to the EC Expert Report [16] one of the open research issues is that
“cloud technologies and models have not yet reached their full potential and many
of the capabilities associated with clouds are not yet developed and researched to
a degree that allows their exploitation to the full degree, respectively meeting all
requirements under all potential circumstances of usage.” Thus, this forms part of
the author’s motivation toward the assessment of cloud computing environments.

12.3 Assessing the Cloud

Cloud readiness is associated with service improvement. In order to assess process
improvement Humphrey [35] suggests that one requires four key components:
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• A framework to measure the improvement
• Advice on the approach to take
• Guidance on the methods to use
• The way to benefit and build on the experience of others

Assessing the cloud steers this research effort toward understanding cloud service
metrics. Brooks [36] cautions that we must be careful when selecting service metrics.
Just because a measure may be easily available does not ensure that we are making the
correct choice of measures. He suggests some key principles when choosing metrics.
IT Service Management (ITSM) practice recommends adopting the philosophy of
the following principles [36]:

• Specific, measurable, achievable, realistic, and timely (SMART ): Metrics should
be realistic and concise within a specific timeframe.

• Keep it simple stupid (KISS): Metrics should be explained well in a simple format.
• Goal-questions-metrics Method (GQM): These are high-level goals which are

used to decide what metrics to employ.
• Mean absolute percentage error (MAPE): It is a statistical technique used to

establish reliability.
• Customer relationship diagram: It is a mapping method of the most immediate

customer relationship which identifies the processes between the organisation and
the customer in a simplistic manner, e.g., customer satisfaction.

While adopting these metric principles, Brooks [36] also suggests that a process
should be designed to monitor appropriate status from the beginning. In addition, if
changes occur, communication and training should be provided to develop a thorough
understanding as to the impact of this change. Brooks [36] advises that we should
not implement a “catch-all statuses or categories” as metrics in service management
making it important to monitor and manage these statuses and categories, particularly
in assessing cloud readiness.

According to Orand [37], the main issue associated with IT is the inability to
improve service provision due to a lack of “proper” measurements. There is often a
mismatch in IT personnel’s ability to address the business needs as business demands
more for IT support and functionality. The alignment of IT and business is often only
experienced as an organisation matures [38] to support evolving strategies (if organ-
isations survive to that point). While there is often a lot of discussion surrounding
business and IT capabilities, consider for a moment that business do not “want” IT
but rather, they want the “service” which is provided by IT (Fig. 12.3). This research
describes this as cloud value co-creation [39], i.e., the alignment of business ob-
jectives and IT capabilities to supports organisation’s ability to generate value. IT
is a cost, and yet it enables business value. Thus, we ought to be interested in the
output of a service and the capabilities employed to reach the desired output. What
is of immense interest here is the ability to assess cloud capabilities in delivering the
desired output.

Organisations rely on the alignment of business objectives and IT capabilities to
create value. However, what if organisations identify a niche market which they can
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Fig. 12.3 Cloud co-creation

provide a solution but may lack one or two essential IT capabilities to be successful
in this space. SMEs can view this as a hindrance or an opportunity. Consider the op-
portunity of SMEs offering “plug-in capabilities” to support external organisations
ability to avail of greater cloud solutions. The author examines this in light of exist-
ing service management standards. Several efforts have surfaced as world leading
standards in ITSM and IT quality initiatives for governance, quality, and operational
guidance. These include (but not limited to):

• CMMI
• Control objectives for IT and related technology (COBiT)
• Open group architecture framework (TOGAF)
• ITSM
• IT infrastructure library (ITIL, ISO 20000)
• IT-capability maturity framework (IT-CMF)
• Service management index (SMI)

There have been a number of efforts to access cloud computing environments. It
has become increasingly difficult for customers to decide on a CSP based on their
individual requirements [40, 12]. Garg et al. [40] propose a framework which sug-
gests that service quality may be matched with service requirements. However, this
is once again from a technical (software) perspective rather than a business-oriented
view (focusing on the business value of cloud “as-a-Service” components). The re-
search focuses on how one could dissect service capabilities to improve capability
assessment methods.
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12.3.1 Capability Assessments

Capability assessments have been well documented throughout literature, partic-
ularly in the IT field. However, due to the explosive growth in cloud computing,
efforts to assess the organisational capabilities of SMEs to adapt “the cloud” are
almost non-existent. This presents a significant burden on SMEs to understand the
benefit of cloud computing or to optimise their existing cloud operations. Therefore,
to address this problem the author began to structure the capability assessment pro-
cess following traditional approaches, such as the capability maturity model (CMM).
There are five factors which must be considered in the assessment including:

• Maturity levels—presents a scale of one to five, where five is the ideal maturity
state

• Key process areas—clusters specific business process or activities which are
considered important to achieve a business goal

• Goals—goals of individual processes and to what extent they are realised indicates
the capability and maturity of an organisation

• Common features—describe the practices which implement a process centred on
performance mechanisms

• Key practices—the infrastructure and practice which contribute to the process

While this chapter adopts this structure and has based on it the development of
CSCAF, one must be mindful of the need to examine cloud capabilities from a
management level (i.e., business-oriented metrics rather than IT-oriented metrics).
Processes are measurable and are therefore performance-driven. The main objective
of developing a capability assessment is to provide some level of measurement which
can generate data to support decision-making. These measurements can support
managers determine process status and effectiveness being executed by their cloud
strategy. It can also allow organisations identify where opportunity exists at various
levels identified by CMM (discussed later in this chapter). Therefore, the initial step
to assessing capabilities is to have a clear and concise understanding of how one can:

• Determine organisational goals of cloud computing initiatives
• Identify organisational objectives of how they set out to achieve the goals
• Define specific measures which influence decision-making

– Determine individual process goals
– Determine individual process objectives
– Determine individual process measures

• Establish a cloud readiness and capabilities assessment framework

The assessment process is a significant contribution to both practitioners and
academia. This work is also influenced by previous works, such as Sycara et al.
[41] and Paolucci et al. [42] who examine the semantics of matching engines. The
author attempts to simplify this approach in a business context.
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Fig. 12.4 ITIL service
lifecycle V3 ([52])

12.3.2 IT Infrastructure Library

In order to achieve some level of consistency, good practice must be established and
become a commodity of achieving desired results. The ITIL is an example of this ap-
proach which defines best practice and became “good practice” (see Fig. 12.3). One
of the prominent ITSM practices which guide the alignment of IT service with busi-
ness needs is the ITIL. The ITIL describes specific procedures, tasks and checklists
which may not be organisation-centric but is employed to examine service compli-
ance and to measure improvement. The ITIL was initially designed as a library of
defined best practice (i.e., tried and tested in industry) which dates back to 1986.
Nowadays, ITIL v3 presents a holistic view of the service lifecycle with particular
attention on IT which support service delivery. Orand [37], describes ITIL as “doc-
umented common sense”. While ITIL does not prescribe how to do things, it does
highlights what ought to be carried out in order to reach a desired outcome. Thus,
ITIL has become the de facto for over 20 years of ITSM. The author identified the
potential of examining cloud readiness through this cyclical approach (see Fig. 12.4)
while recognising the need to adopt ITIL to suit a cloud computing context. For the
purpose of this chapter, the author examines the promise of ITIL in cloud computing.

As illustrated in Fig. 12.4, the service lifecycle comprises five stages:

• Service strategy—guidance to developing an overall strategy (for example, mar-
kets, customers, capabilities, resources, financial) to align business needs with IT
capability. The main components covered within service strategy include:
– Strategy management
– Service portfolio management
– Financial management of IT services
– Demand management
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– Business relationship management
• Service design—guidance to balance design and service constraints (for example,

requirements vs. financial resources) to streamline automated processes. The main
components covered within service design include:
– Design coordination
– Service catalogue
– Service level management
– Availability management
– Capacity management
– IT service continuity management (ITSCM)
– Information security management system
– Supplier management

• Service transition— guidance in transitioning a service into operation (i.e., tech-
nical and non-technical) through enterprise architecture. The main components
covered within service transition include:
– Service level management
– Availability management
– Capacity management
– ITSCM
– Information security management system
– Service asset and configuration management
– Release and deployment management

• Service operation—guidance on effective and efficient operation of the service,
i.e., aligning strategy and objectives with service execution and technology

• Continual service improvement—ensuring continual improvements throughout
the organisations lifecycle, not just a service (e.g., people and governance)

These stages play a fundamental part in our assessment of cloud readiness and ca-
pabilities and the development of the CSCAF. The author considers these stages to
play a role in the assessment of organisational macro capabilities within which more
detailed assessment may be carried out to pinpoint areas of weakness.

12.3.3 Control Objectives for Information and Related
Technologies

The control objectives for information and related technologies (COBIT) is a frame-
work [43] that supports the management and governance of IT. It supports managers’
ability to identify business requirements, risks, and technological issues within their
organisation. The COBIT was launched in 1996 to establish an international set of
standards in the day-to-day operations of an organisation directed toward managers
and IT staff. This section examines how this offers an agile support tool to provide
cloud services. The COBIT framework consists of 34 core processes to manage IT,
and validated from “41 international source documents” [44]. The processes iden-
tify the objective, input, output, and performance through a maturity model. These
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processes are also aligned with the business objectives, thus creating a better linkage
between business and IT. In doing so, there are shared metrics and responsibilities of
process owners within four main categories: (1) Plan and organise (2) Acquire and
implement (3) Deliver and support (4) Monitor and evaluate.

COBIT is also known to act as an umbrella framework for a number of good
practices including, ITIL, ISO 27000, CMMI, and TOGAF. Within the COBIT 5
framework (see Fig. 12.5), users can benefit from its process descriptions, control
objectives, management guidelines, and maturity models. However, from a SME
perspective, adopting COBIT can become a very time-consuming and cumbersome
task guideline to support SME cloud operations. This motivates the author to establish
an easily adoptable framework which integrates the benefits of COBIT.

As illustrated in Fig. 12.5, the latest version of COBIT (COBIT 5) provides and
end-to-end view of enterprise IT governance. This highlights the important role that
information and technology plays in the creation of value within an organisation.
The principles and practice of COBIT 5 can also provide a valuable lens in cloud
computing particularly in business and IT governance. COBIT 5 provides five key
IT management and governance principles:

• Meeting stakeholders’ needs
• Covering the enterprise end-to-end
• Applying a single integrated framework
• Enabling a holistic approach
• Separating governance from management

These are important principles for cloud computing initiatives. For example, COBIT
5 may be adopted in cloud computing to enjoy the benefits of supporting business
decisions and strategic goals through the innovative use of cloud initiatives. In ad-
dition, COBIT 5 provides the tools to maintain an acceptable level of IT-related risk
and cost control through various process compliance guidance.

12.3.4 Service Measurement Index

The service measurement index (SMI) is a performance-orientated service standard
which is being developed to support organisation’s ability to compare service provi-
sion based on business and IT requirements [45]. It examines and compares business
objectives and business value to support decision-making tasks. The SMI provides a
good platform upon which we can examine the quality of public, private, or hybrid
cloud services. Considering the complexity of cloud service networks, measuring
the performance and value of service offerings is of critical importance to man-
agers regardless of their organisational size (for example [46]). At Carnegie Mellon
University, the Cloud Service Measurement Initiative Consortium (CSMIC) [47]
are currently exploring how they might adapt a SMI hierarchical framework. The
SMI model examines six main measurement categories. It provides a relative in-
dex to compare and monitor services (scoring 1–99). Therefore, SMI is dependent
upon consumers’ ratings which evaluate six main factors or metrics of a service: (1)
Quality (2) Agility (3) Risk (4) Cost (5) Capability (6) Security.
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As the status of SMI grows their database may populate with rich data while in-
dicating which metrics are of greater importance to various services (for example,
security is of greater importance in email exchanges rather than cost). Therefore,
a comparison is required to benchmark performance of services with similar func-
tionality through service taxonomy. SMI uses the term “goodness” to imply the
“appropriateness” or “usefulness” of consuming a service through the following
characteristics (Fig. 12.6):

The service provider is asked to rate the service under each of the categories
illustrated in Fig. 12.6 based on their desired business objective. The key perfor-
mance indicators (KPIs) data is used to examine which service provider would best
match their performance. In effect, this adds greater agility to a businesses’ strategy,
improves service quality, and “informs” business strategy. While SMI presents sig-
nificant promise to the cloud world, it remains in an early development stage. The
author identifies the need to support SMEs in their adaptation of cloud initiatives and
we approach the assessment strategy from a different perspective focusing solely on
cloud readiness and service capabilities. This research wishes to establish a catalogue
of cloud characteristics and their relationship to examine business value and support
the assessment of cloud capability within SMEs through a registry of cloud services.

12.4 Exploring Cloud Capabilities

Understanding cloud capabilities is a critical managerial task for SMEs as they strive
to provide and/or avail of cloud solutions. Thus, this CSCAF approach offers a
tool which can reduce the risk of transforming cloud strategies though informed
decision-making. Assessing cloud capabilities draws the author’s attention toward
the concept of “capability maturity” which was first introduced back in the 1970s
by the Software Engineering Institute (SEI). The initial focus of capability maturity
was on three broad categories: people, processes and technology.

This became known as the Capability Maturity Model (CMM). There have been
many reiterations of CMM to what is now described as the CMMI [48]. CMMI is
largely adopted as the preferred IT quality standard across the world [49]. It has been
proven to work both quantitatively and qualitatively through more established and
improved work paths. CMMI was originally developed as a government software
assessment tool. Watts Humphery’s work provided a platform for the development of
systematically managing software processes [50]. The model began to evolve when
he joined the Software Engineering Institute (SEI) and widely adopted as to assess the
maturity of processes. There are five main maturity levels within the CMMI model:

• Initial—undocumented starting point
• Repeatable—documented process to allow the process to be repeated
• Defined—confirmation of process becoming standardised
• Managed—agreed metrics to evaluate the process performance
• Optimising—managing the improvement of the process
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These levels provide a holistic view of process maturity. Within each phase, there are
the key process areas which examine the goals, commitment, ability, measurement,
and verification as they reach greater maturity. Ultimately, these steps were designed
to improve performance through quantitative process-improvement objectives. How-
ever, one of the biggest criticisms of the CMMI model is the cost associated with
adopting it assessment activities (training and appraisal). Considering the focus of
this work is on SMEs, the author emphasises the need to develop an inexpensive
and easily adoptable framework. A capability may be simply described as the abil-
ity to perform an action. Cloud computing does not refer to a specific technology
per se; rather, it describes an enabling paradigm which supports business capabil-
ities. There are a number of essential capabilities which are associated with cloud
computing [16]:

• Non-functional capabilities— describes the properties of a system
• Economic capabilities— describes the resource management process through cost

reduction
• Technological capabilities— identifies the realisation of IT-enabled value within

cloud service systems

The author also examines these macro capabilities in further detail to gain an under-
standing of the capabilities of cloud service system which have also considered in
the development of the CSCAF.

12.4.1 Non-functional Capabilities

The non-functional capabilities are the properties which stabilise the cloud eco-
system. These include:

• Elasticity—the capability of a system to adapt its underlying infrastructure to
meet requirements. This is critical considering the need for greater scalability
(horizontal and vertical)

• Reliability—the capability to constantly ensure the ability to support data and
applications without loss or damage to data or services

• QoS— the capability to meet specific requirements using specific metrics to
analyse the level of quality (for example, response time, throughput, etc.)

• Agility and adaptability— refers to an organisation’s elastic capability and the
ability to respond to change within a particular environment. This is often mea-
sured by response time, size of resources, quality, and availability of “different
types” of resources

• Availability—a central capability which supports the emergence of the cloud
paradigm. The redundancy of services adds greater transparency and mecha-
nisms of penalising service failures. This also supports scalability within the
cloud environment
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12.4.2 Economic Capabilities

Economic capabilities play a central factor to the uptake of cloud computing. Cloud
service systems support the following capabilities:

• Cost reductions: Organisations avail of reduced methods of infrastructure main-
tenance and acquisition costs which also influence human behaviour in a number
of ways, for example:
– Pay-as-you-use: This is a consumption-based cost model which allows organi-

sations to bill customers for the resources they utilise. Customer requirements
and quality are met by the cloud offering and allowing them to avail of re-
sources without the initial upfront cost. This also allows SMEs to accelerate
their service solutions development.

• Time to market: This supports SMEs’ ability to sell more quickly without expe-
riencing barriers with setting up the infrastructure to compete with MNOs. This
allows them to remain competitive.

• Return on investment (ROI): This determines whether the cost and effort is smaller
compared to the commercial value and benefits of return. Therefore, it is cru-
cial that an organisation understands where the cut-off point is in which cloud
computing is no longer a viable option.

• Turning capital expense into operating expense: The benefits of cloud computing
may be difficult to determine. Capital expenditure is associated with infrastructural
costs but outsourcing capabilities allows organisations to convert capital expense
to operational expense.

• Green IT : This applies to an organisations capability to reduce energy costs and
the carbon emissions.

12.4.3 Technological Capabilities

There are many technological capabilities associated with cloud computing some of
which are considered the main ROI in cloud computing. These include:

• Virtualisation—hiding the complexity of cloud computing is considered to be an
essential characteristic. Virtualisation also enables greater flexibility though the
following attributes:

• Ease of use—the management and configuration of the system is often integrated
in an application to easily operate and control the system.

• Infrastructure independency—supports increased interoperability through an
independent coding platform

• Flexibility and adaptability —a virtual execution environment allows organisa-
tions to meet requirements is a shorter timeframe

• Location independence—cloud environments facilitate access to resources
through Internet connectivity channels.
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• Multi-tenancy—data may be sourced by multiple actors across a network although
location of data may be unknown. This impacts how data is hosted and how
applications are developed to port the data.

• Security, privacy, compliance—organisations must consider the sensitivity of data
which is created, stored, and shared across a virtual network.

• Data management— managing data is a critical component of cloud storage which
orchestrates the distribution of data in a flexible and consistent manner. This is
connected with the QoS and both the horizontal and vertical factors associated
with scalability.

• APIs— provides a common programming interface to create and extend service
provision

• Metering—organisations may offer an elastic pricing mechanics on the consump-
tion of resources through a billing application

• Tools—supporting the development and adaptation of cloud service provision and
usage capabilities

Commercial cloud tools are typically developed independently from one another
which attempt to solve customers’ problems. However, there is often little techni-
cal convergence between these solutions, except for the potential of what the author
calls “plug-in capabilities”. The cloud development lifecycle tends to begin in-house,
provide internal solutions, and offer cloud capabilities through public cloud ser-
vice offerings. Interoperability is considered one of the main issues associated with
proposing a cloud interface which raises issues of an open cloud approach. This high-
lights the importance of this work in the need for cloud capabilities assessment and
matching. The author presents an assessment approach to examine cloud capabilities
using CSCAF as we consider the importance of the ITIL. This chapter examines
these and summarise their main attributes which support the establishment of the
CSCAF. This chapter examines cloud capabilities from a number of perspectives
including, strategies, tactical, and operational (see Fig. 12.7).

Figure 12.7 illustrates how the author approached the task of assessing cloud
capabilities emphasising the need to “drill down” to operational capabilities and
establish cloud service metrics for SMEs. Each management level typically requires
different levels of analysis to support their decision-making tasks.

12.4.3.1 Strategic Cloud Service Capabilities

Strategic capability is concerned with the survival and sustainability of an organi-
sations ability to meet business goals and identify methods to generate additional
opportunity and value. The four main activities of service strategy are as follows:
(1) Defining the service market (2) Developing service offerings (3) Developing
strategic assets (4) Executing the service plan.

Managers must be able to identify the factors which they deem controllable and
also act upon the uncontrollable to adjust internal operations accordingly. Their
decisions have a direct impact on both the short-term and long-term future of an
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Fig. 12.7 Overview of cloud capabilities assessment

organisation. Many of their decisions are high level and driven by management vi-
sion. These may be categorised as tangible (for example increase market share) and
intangible (enhance social and environmental image). Examining strategic capabil-
ities requires a resource-based (i.e., skills, assets, and competence) lens to examine
the service value chain though internal audits, benchmarking, or strengths, weak-
nesses, opportunities and threats (SWOT) analysis. Capabilities consist of what may
be described as “soft assets” for example, management, organisation, processes,
knowledge, and people [6]. This allows managers to scan the business landscape and
identify how they can align and build on internal capabilities with external oppor-
tunities. For example, one should consider the following resources from a strategic
capability perspective before planning to migrate to the cloud:

• Human resources: How does our human capital provide value to exploit cloud
opportunities?

• Physical resources: How do our assets provide value and competitive advantage?
• Technological resources: How do our IT capabilities provide business value and

competitive advantage?
• Financial resources: Is cloud computing a viable option for us and how will it

optimise business value?
• Intellectual capital: Should we invest in R&D to become leaders in innovative

cloud solutions?

In addition, managers must develop an understanding of how cloud computing can
support organisational functional areas (i.e., performance for specific outcomes), for
example:

• Finance department: Where can we improve on cost savings through cloud
solutions?

• HR department: How can we attract new talent with expertise in cloud computing?
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• Marketing department: How can we create greater awareness of our cloud
capabilities?

• Logistics department: How can we reduce the burden of costs through cloud
computing?

• Research and Development department: Where should we invest in more research
to embrace the promise of cloud computing?

Functions have certain characteristics which represent an organisation, resources,
and capabilities which sustain an organisation. As suggested in the aforementioned
lists, organisations must carry out an assessment and benchmark themselves against
their main rivals or industry levels. This is necessary to sustain competitive advan-
tage and motivates management to remain focused on their strategy for comparative
performance (i.e., a SWOT analysis). Examining cloud capabilities from a strategic
level allows managers to unveil the economic fundamentals to support cloud com-
puting growth. It allows managers to question, for example: How do we offer a
distinctive service? What can customers substitute? Which of our services offerings
and channels is most profitable? What is generating profit in cloud computing and
where are we positioned to benefit from this? Which service process is the most
effective? What are the significant game changing trends which are emerging in the
business landscape, and where are the constraints which would allow us to gain im-
proved competitive advantage? These are the fundamental questions which managers
explore to examine the configuration of underlying drivers in cloud computing at a
strategic level. Therefore, the following capabilities which we would associate with
cloud computing at a strategic level (guided by ITSM) include:

• Business perspective metrics
• Continuous service improvement programme
• Risk management: (documentation management and competence, awareness &

training)

The major output of service strategy is the service level package (SLP) which doc-
uments the business requirements and influences the service design [6]. Therefore,
from a strategic perspective, it is important that managers understand the business
desired outcomes and value of a service in business terms rather than IT terms. This
requires managers to ask “why” they do things rather than “how” they do things [6].

Figure 12.8 illustrates a simplified view of service strategy of how managers must
realise customers’ expectations and value before they establish the strategy. This
dual view highlights the need to identify the critical success factors (CSFs) which
determine the underlying requirements of a service to ensure success. It also allows
managers identify areas for opportunity or continual improvement. The service strat-
egy is typically defined through a service portfolio which determines an organisations
commitment to generate customer value. The author incorporates these views into
the CSCAF where they can make a valid assessment contribution for SMEs in cloud
computing.
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Fig. 12.8 Dual view of
service strategy co-creation

12.4.3.2 Tactical Service Capabilities

Tactical capabilities are largely concerned with managing how a strategy is to be re-
alised through various implementation processes and a set of procedures. This draws
our attention toward the management of the service lifecycle since cloud comput-
ing enables service delivery. For example, some tactical capabilities would include
the implementation of CMMI and ITIL assessment practices to govern and monitor
service delivery. Adopting a tactical view of cloud capabilities allows managers to
examine the value chain and how operations align with cloud strategy. This also
encourages managers to examine the strategic relevance of adopting or “the cloud”.
Therefore the strategic value is reliant upon the successful execution of the tactical
strategy. In general, one can view tactical capabilities in how the cloud can fulfil the
organisational strategy as opposed to being just an organisational fad. From a tactical
perspective, the transformation of an organisation’s ability to provide or adopt cloud
solutions would include the following capabilities which we can associate with cloud
computing (guided by ITSM) :

• Service level management
• Problem management
• Financial management for IT services
• Capability management
• IT continuity management
• Availability management
• Security management
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These capabilities are also incorporated into the CSCAF where they can make a
valid assessment contribution for SMEs in cloud computing. Tactical capabilities
are concerned with supporting short-to-medium term planning objectives which fo-
cuses on the current day-to-day operations (“how things are”). From a manager’s
perspective, he/she must orchestrate and govern business processes in a success-
ful manner, for example, 1 year marketing strategy, a 1 year budget and finance
plan, or project management. Tactical capabilities are more informed than strate-
gic capabilities since tactical plans are more detailed and therefore require more
rigid service metrics. However, it is worth noting that both strategic and tactical
capabilities must be linked to one another considering that organisational success
relies on the successful integration and completion of both strategic and tactical
planning stages. Therefore, tactical capabilities are concerned with how business
is conducted within the service lifecycle. Tactical capabilities must inform strategic
management to become familiar with concepts which govern the success of planning
and implementation. Success is critical to improve managers’ confidence and com-
petitiveness within the cloud environment. Thus, the success if tactical capabilities
are also dependent upon operational capabilities.

12.4.3.3 Operations Service Capabilities

Operational management requires a more detailed approach toward designing,
controlling, and managing business processes which directly impact on service op-
erations. Operational management is entrusted with greater responsibility to ensure
efficiency of service without jeopardising service quality to meet customer require-
ments. The author views it as a more “hands on” approach to generate service value
within the cloud. Therefore, there is a direct link on how operational capabilities sup-
port the realisation of business strategy (strategic capabilities), often controlled by
tactical planning. Thus, operational capabilities require the governance of detailed
service metrics. We are guided by ITSM to implement cloud service operational
metrics, for example, the author considers:

• Incident management
• Service desk
• Configuration management
• Change management
• Release management—application support; application development; and ICT

infrastructure management

Service metrics are a critical part of supporting scientific management to quantify
service operations and output. Cloud metrics are critical to aid decision-making
and instil greater focus, vision, and cost savings within a business environment. In
addition, cloud metrics assist managers to implement a “vocabulary” which acts as
a “common language” to discuss cloud operations and cloud capabilities. The data
which is derived from service metrics provide sufficient insight to report the “truth”
(or tell the story) on cloud capabilities and performance indicators. Within a cloud
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environment the author considers operational capabilities and metrics to be extremely
important. Defining cloud operational capabilities and metrics can be viewed as a
daunting task but not a challenging one.

12.5 Establishing Cloud Capabilities and Metrics—The Process

One of the first tasks the author was faced with was to establish “what” was to be
measured regarding cloud capabilities and determine “why” one ought to measure
them. Therefore, establishing a common set of measures is paramount in order to
begin a process of examining cloud capabilities. One must also consider whether
we would like to establish cloud metrics across similar service organisations or in
more holistic terms, across an industry. The author opted for the latter to support
the exploratory nature of this research in establishing the CSCAF. However, as this
research evolves, the author will aim to derive more organisational-specific mea-
surement approaches. For now, the author would entrust organisations to customise
the CSCAF accordingly to meet their individual needs. IT resources can be pooled
together to centralise core service capabilities through a ubiquitous range of hard-
ware and software network channels. The dynamics of cloud computing impacts
on the demand to meet the adjustability of service level agreements (SLAs). This
places greater importance of cloud capabilities, i.e., to optimise the value of core
capabilities, for example:

• Business and strategy alignment
• Financial/value impact
• Architecture and infrastructure
• Information/data management
• Security and capacity planning
• Operations and project management
• Project portfolio and asset management
• Organisation and procurement
• Governance and roles

12.5.1 Exploring Operational Cloud Processes

In the previous section the author discussed the capabilities at various management
levels: strategic, tactical, and operational. This section adopts this view in terms of
understanding cloud capabilities as it allows us to establish a measurement program
which provides a balanced and comprehensive view of a service environment. One
may categorise service indicators as follows:

• Leading indicators (what we want in the future, i.e., desired results)
• Lagging indicators (how it was in the past or currently, i.e., customers’ views)
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Fig. 12.9 Assessment overview

It is common to incorporate and integrate both of these to determine how an organ-
isation has progressed toward achieving their goals. Therefore, the measures which
an organisation opts for must be repeatable to support the consistency of operational
definitions. The operational definitions will define the specific purpose of a measure
and it should address one of four broad categories: (1) Cost and effort (2) Status and
progress (3) Non-conformance (4) Performance and satisfaction.

Identifying which cloud capability measures belong to the aforesaid listed
categories will provide organisations with the first step to establishing a cloud
measurement programme (see Fig. 12.9).

The steps described in Fig. 12.9 provide a holistic view of how managers should
approach a measurement programme and the questions which managers might pose
throughout the design phase. To support organisations achieve this one can expand
on these steps and suggest that managers should:

• Define the organisational goals—(“where do you plan to be in 10 years?”)
• Define the metrics associated with each goal—(“how will you know whether you

have reached your goal?”)
• State the objective of the individual measures—(“what are you trying to answer

through this specific metric ?”)
• List the characteristics of interest—(“what factors are associated with this

particular measure?”)
• Choose a measurement tool—(“how will we measure our progress?”)
• Determine the current status of progress, i.e., benchmark—(“how do you compare

yourself to the competition?”)
• Apply a method/formula to test metrics—(“how will we know whether we are on

the right track?”)
• Monitor progress—(who/what is enabling/inhibiting your ability to reach your

goals?”)
• Communicate decision criteria—(how have you got your team to support your

vision to move in a particular direction?”)
• Review and repeat (“what can I improve on when I repeat the process?”)

As suggested from the aforediscussed list, it is critical that each measure is linked
with a business objective to achieve business goals. Once the goals have been firmly
established, we can also establish the entities and attributes associated with them.
This is where we begin to dissect the goals into more quantifiable metrics (both quan-
titative and qualitative measures). This allows us to identify what factors contribute
toward the goal (i.e., entities) and how their characteristics influence measures (i.e.,
attributes). This is an important exercise when establishing cloud capability metrics
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since it identifies which indicators support decision-making tasks. It is advised that
if you identify measures which do not influence decision-making, they should not be
included in the measurement programme since they will not serve any real tangible
purpose [36].

12.5.2 Defining Operational Cloud Processes

Defining cloud capability measures steered the author toward examining what data
should be collected to construct our indicators. Firstly, one should develop clear
and concise definitions of the measures we identified. The author identified the
service management index (SMI) assessment fields as an appropriate approach to
generate cloud metrics (see Sect. 12.3.4). However, merely defining them is not
enough. It is important that we test the measure to examine whether they derived any
contributory value to the CSCAF. The measurements which reflect an organisations
cloud environment must focus on the value generated by processes. Therefore, the
selected measures should only be included if they can be acted upon. The simple
test for this is to ask, “what can I do if this process fails?” [36]. If you cannot
answer this, you should not consider this to be an important metric since it will
not impact on the decision-making tasks. Therefore, it is important that measures
reflect the cloud environment, its objectives, and the organisational priorities. It
is also important that organisations do not over emphasise one measurement over
another, for example, cloud service availability over customer satisfaction. In this
case, although the service is available, customers may be dissatisfied with the QoS
which can have drastic consequences for organisations. Managers must remain alert
and faithful to all measures which are designed in their assessment program.

12.5.3 Establishing a Cloud Assessment Programme

Establishing a cloud assessment programme requires the commitment of the entire
organisation, i.e., it must become institutionalised within the organisation’s culture.
To begin this process, Table 12.4 summarises four main phases which should be
considered—explore, establish, guide, and share.

The first phase is similar to what is described in Sect. 12.4 which provides
managers with the opportunity to analyse and reflect on the operations of their
organisation. This exploratory phase may be categorised into two components:

• Exploring the cloud processes—identify the process which support and stabilise
a service environment

• Exploring the cloud procedures—examine the practices which govern the
processes

Once the process and procedures have been identified, the second phase requires
managers to establish the process through two useful tools:
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Table 12.4 Establishing the assessment programme

Phase Description Component Description

1 Explore Processes Overall processes used to govern and
manage the project

Procedures Supporting sub-processes to carry out the
process

2 Establish Templates Outlines and guides how to create
consistency

Forms and checklist Helps you plan and follow task
completion and document progress

3 Guide Guidelines Instructions that people can execute
within the program

4 Share Repositories Locations where you store your program
elements for team members

Training material Develop and ensure that people can adopt
the program elements in a directed
manner

• Templates—supports consistency in defining the processes
• Forms and checklists—allows managers to follow the progress of the assessment

programme

When the assessment metrics and practice has been established, it is important to
document these in order to make it repeatable through the use of performance guides.
This instructs people how to act within a specific guideline. The fourth phase is
concerned with sharing the assessment programme and performance information
through repositories and training material to ensure assessments are carried out in a
structured format.

12.5.4 Reporting Cloud Service Metrics

Determining cloud service metrics is a data management and collection process. As
highlighted throughout this chapter, data must support managers in their decision-
making tasks upon which metrics are also tied to process ownership. The numeric
objectives set out by managers must present some realistic rationale where improve-
ments are made regularly. There are many components to the assessment processes.
These components provide a solid foundation to develop service capabilities through
rigorous assessment while identifying the following components (see Table 12.5):

Table 12.5 summarises some of the main components which one ought to consider
when assessing a cloud environment. This begins to structure the assessment process
in measuring specific processes which best capture the data on cloud capabilities. The
measures must be communicated to a team and repeatable by others. The approach
we chose was to adopt was the influenced by combining ITSM and SMI since the
author considered both to be the most appropriate for assessing cloud capabilities
(for example, see Table 12.6):
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Table 12.5 Assessing cloud components

Component Description

Description Description of the purpose and use of the process
Entry criteria Describe the previous activities and preconditions to successfully

carryout the process
Inputs Items that are required to conduct the activities (e.g., documents, plans)
Actors Roles of people to undertake the activities
Roles A set of responsibilities, activities, and authorities granted to a person or

a team
Activities Describe the steps to see the process through
Outputs Identify what outputs should appear after the activities are executed
Exit criteria The results that should be in place in order to conclude the process and

responsibilities have been accounted for
Measures Define the measures you will collect for the process which will give

insight on performance

Table 12.6 CSCAF assessment criteria

Field Description

Description Explain need for the measure
Specification What objective is met
Metric attribute Which attributes it relates to
Justification Why measure is included
Service(s) where it applies The specific services to which the measure is applicable
Definition(s) where it applies Define context of application
Formula(s) and calculations How the measure is computed
Typical value range What are the expected values
Examples Links to a published use of the measure or description of its

actual use

Table 12.6 presents the assessment criteria which are incorporated in our CSCAF
assessment programme. These criteria appear to be the most suitable to quickly
capture important data. It also establishes cloud metrics and supports the development
of the CSCAF.

12.6 Developing the CSCAF

The CSCAF is designed to offer a simplified analytical approach toward the assess-
ment of cloud capabilities for SMEs at various levels in the cloud provision models
(i.e., BPaaS, SaaS, PaaS, and IaaS). There are a number of evolutionary phases in
the development of the CSCAF (Fig. 12.10).

While examining the promise of cloud computing, it is important to establish a
framework to assess the value of cloud-enabled technologies from a business perspec-
tive. The roadmap outlined in Fig. 12.10 is concerned with the exploration, design,
and implementation of metrics for cloud readiness and adaptation while merging
some of the key qualities of the frameworks that exists in ITSM and SMI. The aim
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Fig. 12.10 CSCAF development roadmap

Table 12.7 Main IT
assessment concerns

Major IT concern Function

Money/value Financial
Impact/value
Portfolio management

IT strategy Business alignment
Strategic planning
Governance

IT products Architecture
Engineering, development, delivery
Project management

IT services Service, support, operations
Security, compliance

IT assets Asset management
Capacity planning

Sourcing Procurement
People Organising, roles

of the CSCAF is to allow SMEs adopt the framework and customise it for their
specific needs to realise the opportunities of value-based cloud analysis and improve
capabilities. Many international standards, for example, the IT-capability maturity
framework (IT-CMF) examine IT functions in terms of a number of functions as
shown in Table 12.7.

While the factors listed in Table 12.7 are undoubtedly important in the assessment
of an organisational IT capability, we must be mindful that we have to cater for fast,
efficient, and cost effective assessment practices within SMEs to examine cloud
capabilities. This is concerned with understanding the “business value” of cloud
initiatives. Therefore, one may structure the main IT functions within the CSCAF to
comprise four macro analytical views (Fig. 12.11):

• Innovate—identifying the processes and aligning capabilities with service oppor-
tunity

• Collaborate—examining and mapping the process and information exchanges
• Cost—determining the contributory value of the process
• Compare—benchmarking against existing cloud providers/users

Each of these macro capabilities will examine the value of the cloud capability
maturity and examine its status within the maturity curve (on a 1–5 scale adopted
from CMMI).
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Fig. 12.11 SME Cloud Assessment model

From Fig. 12.11, the author establishes the macro view of the CSCAF which as-
sesses organisational readiness and identifies the cloud capabilities. The model offers
organisations the opportunity to identify the contributory value of providing or avail-
ing of service capabilities, thus offering a capability brokerage service (illustrated
in Fig. 12.12). The “matching service” will assess cloud provider capabilities with
customer service requirements. From a service provider’s perspective, one can assess
how companies develop new services and analyse their service functionality as part
of the assessment process. The author is interested in identifying the contributory
value of service interactions and exchanges as a result of various cloud capabilities.
Cloud applications can drive the value of business through various business process
exchanges of cloud capabilities and resources. Therefore, monitoring the exchange
of service assets becomes a critical activity within the CSCAF. This research will
also explore the visualisation of service brokerage through network analysis tech-
niques to add greater transparency on value co-creation, for example, organisational
network analysis (see [37, 38]). The author refers to this as the Cloud Value Network
(CVN).

Figure 12.12 illustrates the overall context of the CSCAF. It examines the CVN
from a number of functional perspectives including the service consumer, brokerage
service, cloud provider, and the service auditor. These functions may be described
as follows:

• Service consumer—identifies their service requirements and the value they wish
to generate from their request of cloud capabilities and competences

• Brokerage service— examines service requirements and provides a matching
service based on a Cloud Value Index tool
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Fig. 12.12 Cloud service capability assessment framework

• Cloud provider—enlists their cloud capabilities and metrics to support a service
catalogue of service capabilities. These metrics are referenced and matched with
user requirements

• Service auditor—provides a governance service to monitor QoS and service re-
quirements which supports the establishment of service value metrics. This also
provides a reporting mechanism to support managers’ decision-making tasks in
their adoption/provision of cloud capabilities

These processes support our ability to establish the CSCAF through the cloud value
index for service capabilities. Initially, the author examine the characteristics which
are often associated with SME cloud services and provide an easily adopted frame-
work solution which supports managers’decisions on cloud evaluations. The research
will adopt a colour code system to support managers’ ability to quickly visualise
“goodness” and areas which warrant some concern through a “traffic light” system
(i.e., a green, amber, and red colour scheme). Each characteristic is then referenced
with their capabilities through the cloud life-cycle and feeds back into our cloud
value index for more in-depth analysis.
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12.6.1 Supporting CSCAF Analysis

The CSCAF offers a simplified analytical approach toward the assessment of cloud
capabilities at various managerial levels in the cloud provision models (i.e., BPaaS,
SaaS, PaaS, and IaaS). The contributory value of a CSCAF analysis highlights where
issues exist in the cloud operations. Although there is no “one size fits all” ap-
proach to cloud service provision, there are certain criteria which must be met in
delivering cloud solutions. This chapter encapsulates this in what is described as
“cloud capabilities” which demonstrates CSPs’ strengths and weaknesses in specific
services.

12.7 Assessing Cloud Capabilities

The CSCAF affords managers the opportunity to assess the organisational capabilities
through a number of processes illustrated in Fig. 12.6. This section examines these
processes with particular attention on the matching and filtering process to align
service capabilities with opportunities to support cloud readiness.

12.7.1 Matching Process

As cloud capabilities become an organisational asset, our attention can move toward
the collection of CSP capability libraries where services interoperate through cloud
services to become plug-in capabilities. Matching service requirements with CSP
capabilities becomes a useful evolutionary step. Sourcing cloud solutions challenges
our traditional understanding of acquiring on-site tangible solutions. The cloud de-
mands a lot of trust and confidence in meeting expectations and responsibilities, thus
placing immense importance on matching and managing cloud capabilities through
trusted assessment practices. Therefore, one must consider a number of key fac-
tors, including establishing trust through legal guidance from improved methods
associated with the following factors:

• Responsibility
– For CSP suppliers
– For CSP customers

• Quality
– QoS
– Quality of experience (QoE)

• SLAs
• Compliance
• Security

– Access control
– Data storage
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– Data in transit
– Non-disclosure agreement

• Policy
– Data storage
– Data protection provisions

• Availability
– Offer backup and restore services

• Accountability and liability
– Service provider or reseller
– Own data centres or rely on a third party
– Direct management of third party management
– Data protection

• Compatibility of technology
– Compatible with current specifications
– Barriers for future CSP

• Professional recognition
– Cloud certification, trust standards, and reliability standards

The matching process examines the various capabilities associated with CSPs and
examines the competence and policies which are employed to secure a quality service
(QoS and QoE). When various matches are identified, a filtering process begins to
align the cloud strategy with various capabilities on offer.

12.7.1.1 Universal Description Discovery and Integration

The UDDI project, developed in 2000, is directed at establishing publishing standards
for Web services. UDDI supports an extensible mark-up language (XML)-based
platform-dependent framework which describes, discovers, and integrates business
processes. This is particularly apt within cloud computing as services are provided
through various digital channels. Discovering service transactions across a cloud
ecosystem is a complex task when organisations try to assess service requirements.
UDDI is one approach which manages the distributed business data through a global
registry of services. This manages the business and development of publishing and
locating service information. This may be categorised into three information UDDI
registry pages:

• White pages—basic organisational identification and contact information to
discover a service

• Yellow pages—information about categorising a service
• Green pages—technical details which describes the behaviour and location of

specific services

Thus, UDDI provides several key initiatives for various service stakeholders to de-
scribe, discover, and integrate services. There is considerable value of this approach
within cloud computing context to support the importation and exportation of spe-
cific service capabilities. The UDDI registry host can support our development of a
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Fig. 12.13 Conceptual relationship between UDDI and other protocols in the Web services
stack [51]

cloud value index within the CSCAF to establish a cloud capability matching criteria.
Thus, CSPs can list capabilities on a UDDI cloud registry (i.e., the CCR) and de-
fine their service applications which are integrated by simple object access protocol
(SOAP). The UDDI extends other industry standards, which include HTTP, XML,
XML Schema (XSD), SOAP, and Web service description language (WSDL). The
relationship between UDDI and other standards is illustrated in Fig. 12.13.

The UDDI interface may be described as the contact which the service provider
commits itself to a promise to implement through aWeb service. The language used to
describe the interface is supported through the technical model or “tModel”.A tModel
is a form of meta-data and represents an interface which an organisation is going to
develop and register. The tModel is a data structure which represents an XML Web
services type in UDDI registry. Therefore, the tModel has two key functions; to tag
a service capability and to abstract the key functionalities associated with the service
capability. The author proposes that each CSP will register their service capabilities
with UDDI through a defined list of service types, i.e., a service catalogue. This will
allow cloud capabilities to become searchable and retrievable through the CSCAF.
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The cloud value index will store and represent unique cloud concepts and constructs
to (re)use cloud “plug-in” capabilities and orchestrate service logic to filter cloud
capabilities from CSP. In some cases, managers will know of reputable organisations
which provide certain services which address their needs. However, as in the case of
SMEs or startups, organisations may know which service capabilities they need but
have no idea who is best to provide the service and therefore service trust standards
will become an important feature of cloud service delivery. Therefore, the CSCAF
will be a more feasible cloud assessment service to support decision-making tasks
through categorised service information. The framework of UDDI registries typically
includes the following attributes:

• Service functionality description (busienssService)
• Organisation information that are publishing the information (businessEntity)
• Technical details of a service (bindingTemplate)
• Attributes of a service (for example, taxonomy)
• Registry entities relational structures (publisherAssertion)
• Tracking changes to service entities (subscription)

A registry may comprise one or more nodes (i.e., a UDDI server) thus making the
matching process more context specific to identify suitable service capabilities. In
addition, one can include developments from semantic Web literature and linked
open data to further develop the CSCAF.

12.7.1.2 Matching Algorithm

The CSCAF algorithm is based on the need to match cloud service requirements
with provider capabilities. The outputs from the matching process are also ranked
based on user reviews to improve the efficiency of cloud capability matching (see
Fig. 12.14).

The match must consist of the CSP reported (and committed to) output and the cus-
tomer experience output. The degree of success will ultimately depend on suitability
of the match detected and the relations between the service concepts using ontologi-
cal information. The matching engine can draw an inference between the capability
inputs and outputs of the service requests on the basis of ontology’s within the CCR.
For example, consider the following simple scenario. An SME is considering the
possibility of outsourcing its IT security capability and allow them to concentrate
on their core business process selling books online. An example of their decision
process to examine the quality of a service provider is illustrated in Fig. 12.15. This
provides an overview of their consideration to outsource their security capability for
the online book store.

Through the use of the CSCAF, the service matching and filtering process will
support the customer in seeking available cloud services and support their decision-
making process.
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Fig. 12.14 CSCAF matching process

12.7.2 Filtering Process

The third phase of the selection process consists of filtering capabilities. The filtering
process is used to determine which CSP meets the operational needs. Although an
organisation may retrieve a number of cloud capability providers, managers must
examine whether the service meets their needs and will have to filter the WSDL
file to investigate the service inputs and outputs through referenced service tModel
data structures. Thus, the service profile indicates the service functionality (i.e.,
cloud capabilities, reputation and trust standards) which customers might avail off.
Therefore, we must record the critical data associated with service capabilities, such
as defining the actor, record information about the service provider, and determine
the functional attributes (e.g., QoS rating) of the service capability. We anticipate
that the service capabilities will support the development of a CSR which catalogues
the service functionalities to offer a flexible matching engine and ranking based on
similarity of service requests. Short-listing CSPs may be based on the following
criteria:



328 N. Carroll et al.

Fig. 12.15 Overview of decision process

• Pricing policy
• Payment terms
• Contract duration
• Termination options

– Contract renewal and amendment
• Organisational profile

– Geographical
– Reputation (for example, QoS and/or QoE)
– Trust
– Technological migration
– Cost implications (e.g., backups and recovery)

• Accountable for software licensing (especially IaaS and PaaS)
– Data location
– Data legislation adhere too (geographic)
– Right to carry out an audit
– SLA complaints procedure

From the aforementioned list, one can identify some of the key filtering decision
criteria which may influence the consumption of CSP capabilities to support and
align with their business strategy. This is particularly important for SMEs.
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12.8 Aligning Requirements with Capabilities

Before entering into a service relationship, it is important that customers understand
the operating processes and procedures to ensure proper controls and monitoring
practices. The author examined SMI and ITSM to identify which capabilities and
metrics are more appropriate for SMEs. This research also adds capabilities and
metrics within the CSCAF (i.e., drill-down on service performance):

• Scalable
– Ability to add or remove computing resources
– Bandwidth, storage, and compute power, SLAs

• Virtualized
– Information services
– Servers, storage, and applications

• On-demand
– Computer resources and applications
– Allocated or removed within seconds at the request of the user

• Internet powered
– Internet capacity

• Multi-tenant capable
– Resources (e.g., network, storage, and compute power)
– Shared among multiple enterprise clients, thereby lowering overall expense
– Resource virtualization is used to enforce isolation and aid in security

• Service level assured
– The CSP ensures a specific guaranteed server uptime, server reboot, network

performance, security control, and time-to-response to the customer, with
agreed upon service provider penalties if those SLA guarantees are not met.

• Usage priced
– No up-front cost to the user
– Per-use basis for bandwidth, storage, and CPU

While the aforesaid list captures the main concerns listed throughout literature for
SMEs, the author examines how this applies to develop greater analytical ability to
support decision-making processes. The development of the CSCAF assessment
process (Fig. 12.16) shed some light on this. This is the first phase of the as-
sessment agenda and there are plans to develop an online assessment tool which
will allow SMEs to access the assessment process and report on their cloud readi-
ness, capabilities and ultimately, the opportunities which exist to address business
concerns.
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The objective of the CSCAF (Fig. 12.16) is to develop a much larger cloud an-
alytics standard. The CSCAF is categorised into three main domains—economic,
technological, and non-functional which adopt both a qualitative and quantitative an-
alytical lens. These categories are applied to the five service lifecycle stages which
accommodates for readiness, requirements, matching/filtering, and alignment. In
short, these measures examine how one can:

• Improve customer service
• Increase revenues
• Cut operational costs
• Build trust standards
• Transfer knowledge of work activities
• Build measurement goals and processes
• Instill improved measurement techniques
• Encourage process ownership in developing/implementing improvements
• Communicate the measurement goals
• Establish link between activities, organisation goals, and the customer

Having assessed the various cloud capabilities, the assessment focuses on presenting
the results with regards the cloud service lifecycle in terms of process readiness.

• Strategy readiness (SR)—focuses on how the cloud will align with the organi-
sational strategy while understanding the general demands to benefit from the
promise of the cloud

• Design readiness (DR)—balancing service requirements with service capabilities
• Transition readiness (TR)—moving the service into operation through service

provisions
• Operation readiness (OR)—examining effective and efficient service operations

to (re)align the cloud strategy
• Continuous improvement readiness (CIR): monitoring the governance and CSFs

(metrics and KPIs) to report on service capabilities throughout the cloud lifecycle

We can model the organisational position through a snapshot where CSPs and users
may view their readiness toward solutions (see Fig. 12.17). The model represents a
conceptual view of service capabilities and customer experience. Figure 12.17 offers
an exemplary solution toward reporting cloud capabilities to SME managers. Each
phase in the cloud lifecycle is scored (out of 5) to indicate it readiness to offer/avail
of cloud solutions (0 = not ready; 5 = ready).

Figure 12.17 provides a snapshot on how we anticipate reporting CSCAF to
decision-makers presenting an easily applied and acted upon assessment process.
This provides a scoring overview of how CSP may assess their business environment
and examine cloud readiness.
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Fig. 12.17 Example of reporting through CSCAF

12.9 Future Work

This chapter discusses the initial steps to establishing the CSCAF. There are many
other challenges ahead. For example, Garg et al. [40] identifies some of the main
challenges which we will also address, includes:

• Leveraging the full potential of cloud environments
• Identifying requirements and characteristics of service client against cloud

providers
• Decision-making regarding providers ability to provide QoS requirements
• Examining various performance levels and reporting mechanisms
• Identifying pricing strategies
• Examining issues around cloud reliability
• Enhancing cloud security technologies and policies

While we cater for these issues in the CSCAF (see Fig. 12.16), we reverse the logic of
these being issues and suggest that cloud providers ought to promote their capabilities
through publically available capability assessments, allowing clients to best match
organisational capabilities with their requirements. This promotes the concept of
“plug-in capabilities”. From this research perspective there was a challenge facing
cloud computing on how to assess cloud capabilities within SMEs. Firstly, this
research surveyed the literature to identify the key characteristics of cloud services
and cloud providers. The work carried out by Iosup et al. [53, 54] examines the
performance of task applications within various cloud initiatives. They also examine
tools to monitor and analyse cloud performance throughout the literature. Their
work supports this quest to establish the CSCAF and provide a more personalised
and indeed accurate approach to cloud readiness and cloud service improvement
through:

• Customer-driven approach
• Business value- centric approach
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Fig. 12.18 CSCAF
components

• Market sensitive resource managements
• Change recommendation

These tasks all form part of our future plans for the CSCAF. In addition, the au-
thor has identified the need to incorporate other leading standards, such as business
process management notation (BPMN). This will add to the richness the CSCAF
since BPMN does not support the visualisation of modelling organisational strategy
through assessment tools or specific business rules. There are significant opportuni-
ties to address this gap and support industry on both an assessment and modelling of
end-to-end process within the CSCAF. It will also promote a shared understanding
and reuse of cloud capability improvement and optimisation.

12.10 Discussion and Conclusion

This chapter offers a discussion on the development of the CSCAF. It highlights the
need to examine the cloud lifecycle from a number of viewpoints as illustrated in
Fig. 12.18.

The CSCAF comprises several key components which allow us to view cloud
assessments and readiness from a novel perspective. By incorporating this model, it
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provides a platform to assess the business and technical infrastructure in a number of
key areas including strategy, process identification, valuation, and alignment. This
work aims to support SMEs with improved ROI and improved business models for
cloud adoption (and build on work carried out in cloud assessment [39].

Cloud computing is a new and promising business and IT paradigm. However, as
this chapter explains, the state-of-the-art on cloud practices has limited support for
manager’s assessment frameworks particularly for SMEs. This chapter discusses our
initial work as we set out to provide a comprehensive and practical framework for
cloud capability assessment using the CSCAF. This chapter demonstrates that cloud
computing may be best described as an overarching practice with many solutions
toward our conceptualisation of IT-enabled service delivery. Cloud requirements
play a central role to the adaptation of cloud initiatives and the deployment of cloud
models. It will come down to the simple fact of whether cloud computing offers a
unique solution to business value rather than just a business fad. The work will build
on existing efforts in the field of service science [55, 56, 57] to deliver a business
intelligence tool to assess cloud computing capabilities. The author advocates that
there is significant potential for SMEs to generate increased business value through
cloud solutions (as indicated by [39]). This chapter highlights the need to introduce
the CSCAF which sets out to guide managers through the assessment and selection
of cloud capabilities.
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Chapter 13
Cloud Computing Within Higher Education:
Applying Knowledge as a Service (KaaS)

Alexandros Chrysikos and Rupert Ward

Abstract The advent of cloud computing in recent years has sparked interest from
various institutions, organisations and users who wish to take advantage of its
features. Cloud computing provides on-demand computer resources as a service, en-
abling flexible information technology (IT) usage via scalability and a cost efficient
(pay-per-use) approach. As well as traditional cloud computing services (software,
platform and infrastructure as services), there is an emerging concept which inte-
grates knowledge organisations and knowledge management. The Knowledge as a
service (KaaS) is delivered via knowledge markets within a cloud environment. In
this article, the authors present and analyse the KaaS concept together with its advan-
tages and disadvantages. Furthermore, after an analysis of eLearning environments
in the UK higher education institutions (HEIs), the potential KaaS benefits in the UK
HEIs are also presented, demonstrating how KaaS conceptual models from industry
could be used in the UK HEIs. The underlying theory behind KaaS is also discussed,
with the conclusion highlighting potential opportunities and benefits that KaaS can
provide to the UK HEIs.

Keywords Cloud services · eLearning environments · Higher education institutions ·
Knowledge as a service · Knowledge management · Knowledge organisation ·
Universities · Virtual learning environments

13.1 Introduction

Higher education (HE) is characterised by the tension between the quality of provi-
sion and the drive to provide affordable HE to more and more people [1]. IT has an
increasing role in supporting cost reduction, quality improvement, and through this,
educational sustainability [2].
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Since the computer network development boom, at the end of the last millen-
nium, technology use has become increasingly mainstream. The HE is no exception
to this change but there has been limited consideration to date of the role of cloud
services within HE. The HE industry is rather a special industry [3], providing
knowledge-based products which are sensitive to both reputational and social varia-
tion. Technology is becoming increasingly important as a method of differentiating
both the products and associated services provided by HEIs. Furthermore, due to the
development of web technologies, such as Web 2.0 and cloud computing, HEIs use
of technology, and the technology itself are constantly changing [4]. This new envi-
ronment, therefore, includes a new generation of eLearning ecosystems, including
virtual learning environments (VLEs), which need to be able to run a wide variety of
applications, support multiple hardware devices and provide data storage in the cloud
[5]. At the same time, there are also rapid changes in both technological infrastruc-
ture and software applications. In this constantly changing environment replacing
existing fixed infrastructure and applications with a more responsive and updateable
cloud-based solution therefore provides significant potential gains for institutions.

The KaaS is an emerging concept which integrates knowledge organisation,
knowledge markets and knowledge management [6]. The KaaS is a system that
provides content-based information, knowledge and data as organisational outputs
providing answers to queries, enabling facilitation and providing advice for students
and staff [6]. These outputs are meant to satisfy a user or a person’s individual needs.

To understand KaaS’s potential use in the UK HEIs, an analysis of KaaS’s current
status, its relationship with cloud computing, and how its conceptual models operate
is required. Before doing this though, we need to first define KaaS.

13.2 Defining Knowledge as a Service (KaaS)

Drucker [7] states that “knowledge has become the central resource and knowl-
edge has to be challenged, increased constantly and improved or it vanishes” [4, 5].
Knowledge is not only a resource which is there for mining but also an active ser-
vice. Knowledge services are essential infrastructure and key components of the
knowledge society [8], which can be implemented as an IT-enabled process that or-
ganises knowledge and transforms it into real value [8]. As a result, it helps improve
knowledge worker productivity, increase the human capital, build Communities of
Practice (CoPs) and bridge knowledge divides. In addition, it promotes learning in
organisations which enables stable innovation and sustainable economic growth in
the knowledge society [8].

As has been previously stated, the cloud computing service models are software
as a service (SaaS), platform as a service (PaaS) and infrastructure as a service (IaaS).
The KaaS is a corresponding service to these models. The KaaS is a new concept in
the education field and was first introduced in Japan in 2009 [9].

It is a new research field, and with the rapid development of cloud computing and
knowledge management, knowledge service has been integrated as a service that
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Fig. 13.1 Cloud computing usage [12]

combines knowledge resources [9, 10]. The outcome of such a service is that users
can exchange and share knowledge.

13.3 Cloud Computing Within Higher Education Institutions

Cloud computing offers both services and virtualisation, often via outsourcing, reduc-
ing the cost of equipment installation and on-going IT administration [11]. Gartner’s
survey results [12] show that cloud computing is being used mainly in business and
finance sectors rather than education (see Fig. 13.1); however, it also shows that
proportionally there is significant potential growth for cloud computing within HE.

Examples of this potential can be seen in recent initiatives involving both edu-
cational institutions and private companies. In the EDUCASE Conference of 2009,
Bernard Golden, CEO of consulting company HyperStratus, stated that HE IT or-
ganisations should perform application triage as well as finding low-cost places to
transfer low-value software [13]. Golden also identified that cloud computing was an
excellent technology to be used to transfer low-value software applications [13]. The
HE IT services no longer has the luxury to provide universal coverage. Instead of
offering inadequate applications to everyone, reduced resources should be prioritised
and transferred to the most needed areas [13].
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Cloud computing in HE is still in its infancy. Very few universities have applied
substantial Cloud computing services, such as those present at Hokkaido University
in Japan or North Carolina University in the USA, where co-operation with IBM
has produced an open-source cloud computing solution called cloud.com [14, 15].
Another successful cloud application has been developed in India by NIIT “Asia’s
largest IT trainer and leading Global Talent Development Corporation” [16]. This
programme has been initiated through GNIIT cloud computing, with the pioneering
“NIIT Cloud Campus TM” [16]. NIIT Cloud Campus TM “gives the opportunity
for students to be educated on their own terms, at their own place, whenever and
wherever they want it” [16]. Students have the potential to enjoy high mobility as
they can access educational services via a mobile device or netbook which connects
them to NIIT’s Cloud Campus TM network. All these services are managed by NIIT
centrally, which uses the benefits of cloud computing technology [16]. As well as
large scale applications, other cloud education services have already been applied
in various educational institutions around the globe. In the next section we discuss
these cloud solutions further.

13.3.1 Education Clouds in Educational Institutions

Educational institutions around the world already provide online and cloud education
services. The most significant amongst them are outlined as follows:

13.3.1.1 Educational Services Available Online

Some educational services available online are as follows:

• Intel AppUp Center (www.appup.com): It provides a resource centre and cat-
alogue for cloud-based mobile services. This site can also serve as a model for
how an education services catalogue could be created for the development and
distribution of education cloud services.

• iTunes University (www.apple.com/education/itunes-u): This site is a large-
scale distribution system for lectures, language lessons, films, labs, audio books,
tours, etc.

• Skool.com (www.skoool.com): The site offers a number of learning objects freely
available for use via the Internet, as well as a set of toolkits for open-ended
learning.

• Educational Elements (www.intel.com/education/elements): These are profes-
sional development services, which feature a set of online, self-paced courses that
focus on helping teachers, become proficient with project-based learning, student
collaboration and twenty-first century skills development. These courses can be
integrated along with others and made available though an education cloud [17].
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13.3.1.2 Education Cloud Examples and Resources

Some education cloud examples and resources are discussed as follows:

• Intel Clarkstown Central School District: The Clarkstown Central School Dis-
trict uses Google Apps to coordinate curricula and resources within schools and
across the district. Innovative uses of the calendar, shared documents and shared
sites make it easy for teachers to follow district curriculum plans, keep up with
school-related events, and create and share curriculum resources.

• Laboratory for Continuous Mathematical Education, St. Petersburg, Russia:
This project is supported by HP Innovations in Education grant. It connects
students with scientific researchers, giving them an opportunity to experience
professional research practices while also building their own technical skills. The
students work with researchers from both scientific and industrial professions.

• Columbia Secondary School: A partnership between the NewYork City Depart-
ment of Education, Columbia University, and the Columbia Secondary School has
led to the deployment of cloud-based systems including a custom content man-
agement system and Google Apps. The students are using these cloud applications
to do research and to collaborate in new ways.

• Eagle County School District: The Eagle County School District in Colorado
is implementing a cloud computing system that will make tools for email, word
processing, presentations and calendaring accessible to everyone in the district.

• Cloud-computing infrastructure and technology for education (CITE): This
project, from MIT’s climate modeling initiative, looks at ways to use cloud com-
puting resources to perform scientific research, both in university labs and in K-12
classrooms.

• TeacherTube : This cloud-based video service is modeled after YouTube but is
designed specifically for teachers, schools and homeschoolers. It offers a wide
range of educational videos on a variety of topics [17].

As can be seen from the limited online educational services and the education clouds
listed above, there is still very limited use of the cloud within HEIs. This is something
to be excepted as the current period can be seen as the rise of the cloud. The focus
of the next section is to present a review of the most important cloud computing
advancements developed by the UK government agencies, councils and education
institutions during the last 2 years, when the UK HE agencies have decided to
promote new technology trends.

13.4 Cloud Computing in the UK Higher Education Institutions

Technology use changes the educational experience, and the costs involved in
maintaining facilities and providing up-to-date systems can be challenging [18].
Approaches, such as cloud computing offer the sector new opportunities to maintain
quality and manage costs.
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So far, within the UK HE sector, the most important influence in promoting cloud
computing has been the Higher Education Funding Council for England (HEFCE).
HEFCE funds colleges and universities in England through a programme of invest-
ments and services to deliver efficiencies via shared services in cloud computing
applications and infrastructure [19].

Another funding programme for cloud computing promotion has been offered by
the University Modernisation Fund (UMF). The UMF, which is also administered
by HEFCE, supports “the development of sector-based cloud computing facility”
providing benefits through a range of innovative resources [18, 19], including more
comprehensive suites of applications, environment and support management, and
simple data storage in secure off site servers. Cloud computing may also offer sig-
nificant cost benefits for institutions when strategic decisions regarding information
communications technology (ICT) provision are made and choices of outsourced
and managed in-house solutions are considered [18, 19].

In February 2011, HEFCE and the Joint Information Systems Committee (JISC)
announced a £12.5 million fund to support the delivery of cloud-based services for
UK research and education [18]. The Joint Academic Network (JANET) is deliver-
ing “the national brokerage in order to aid in the procurement of the cloud computing
services by delivering a national commission” [19]. Eduserv, a non-profit body ded-
icated to work with HE and government, is providing the Cloud Infrastructure Pilot
[18, 19]. There are also partners (universities) aiding this effort including Kent,
Exeter, Oxford, De Montfort, Sunderland, Leicester, Southampton and Edinburgh
[19].

Apart from solutions brokered through government agencies, there are also so-
lutions being provided by the commercial sector. Microsoft and Google continue
to provide services and applications (i.e. data storage, e-mail, Google Docs, Office
365) which can be used for educational purposes [18]. The competition between
these two companies has enabled HEIs to benefit from the development of off-site
email services free of charge [20]. The University of Westminster provides an exam-
ple of the benefits that can be delivered to an institution when it saved £1 million by
moving services to the Cloud, cutting its expenditure on software upgrades and new
hardware [18, 19]. They also benefitted from reduced time spent on user and systems
support, with a lower than expected number of support calls to their cloud provider
[18, 19]. JISC Director of Service Relationships, David Utting, has stated that “cloud
computing services have the potential to bring high efficiencies to higher education
institutions” [19]. He also stated that he recognises “the need to demonstrate to the
users the security and robustness of working in an education and research cloud”
[19] and that there were a number of problems with data stored in Public Clouds
“which is why JISC is working with JANET (UK) in order to provide a private
higher education cloud to ensure that universities can have secure data” [19].

In 2102, Curtis and Cartwright published a cost analysis of cloud computing
research on behalf of JISC and the Engineering and Physical Sciences Research
Council (EPSRC). The result was a report targeting anyone in the HE community
with a particular interest in cloud computing. The report included a review of cloud
computing for researchers, information for research computing managers and for



13 Cloud Computing Within Higher Education 345

HEIs who provide access to cloud computing services for their researchers, as well
as information regarding funding bodies that award relevant grants [21]. In 2013,
JISC signed a new strategic alliance with JANET and Microsoft. The new arrange-
ments offer improved access to applications and infrastructure services like research
projects, websites and VLEs [22].

The private connection of these networks reduces data transfer over the publicly
used internet [22] and enables a high bandwidth connection which will benefit over
18 million students and staff via Microsoft Windows Azure. Paul Watson, Professor
of Computing Science at Newcastle University, comments:

“Cloud computing has the potential to revolutionise research by offering vast
compute resources on-demand. At Newcastle University, we already have over £20M
of research projects that are supported by the cloud. However, one of the major
barriers holding back further cloud adoption is the time it takes to transfer large
datasets from the lab to the cloud for analysis. This new link between JANET and
the Azure Cloud removes this barrier, and will allow a far greater range of research
projects to fully exploit the benefits of cloud computing” [22].

As negotiated by JANET, an extra benefit that occurs from the alliance agreement
is that the UK HEIs can benefit from standard terms and conditions on Microsoft’s
cloud-based Office 365 suite [22]. Goldsmiths, for example, have benefitted from
this agreement as one of a select group of institutions responsible for enabling the
alliance, and as an early adopter of the technology. Haddadeh (2013), Director of
IT Services at Goldsmiths stated that “The work on Office 365 will save the sector
considerable time and money in legal due diligence and speed up adoption of Office
365. We’re really pleased with the roll-out at Goldsmiths and our staff and students
are already enjoying using the new system. I’m looking forward to the benefits
the strategic alliance can bring” [22]. The strategic alliance demonstrates the desire
and commitment of UK education and research institutes to adopt cloud technology,
“complementing our world class fibre network with Microsoft’s leading technologies
to support the sector” as stated by Dan Perry, Director of Product and Marketing at
JANET [22].

As cloud computing develops within the UK HEIs its potential benefits, and those
of KaaS, must be clearly understood if the UK HEIs are to benefit fully from its
implementation. It is therefore useful at this point to review these benefits.

13.4.1 Cloud Computing Benefits for the UK HE Institutions

Cloud computing technology can offer the UK HEIs benefits and opportunities
including:

• Low IT costs
• High bandwidth connection
• An effective way to scale technology requirements
• High performance, efficiency and access to a wide range of shared resources
• An innovative environment of scalable services [18, 23]
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The UK HEIs can lower IT costs from centralising server provision and gaining from
the resulting economies of scale. High bandwidth can be achieved from dedicated
private network connections reducing network traffic. Effective scalability can be
provided through dynamic (on-demand) provisioning of resources on a self-service
(real-time) basis. An innovative environment of scalable services is offered to the
users by the provider. High performance and efficiency can be achieved through the
use of JANET, the private network that connects the networks of the UK HEIs and
reduces data transfer over the publicly used internet.

The area where cloud computing technology could benefit the UK HEIs the most
is eLearning. The UK HEIs already use eLearning services through VLEs. A cloud
computing service can maximise the VLE’s capabilities through KaaS. The structure
and organisation of the VLEs currently used by the UK HEIs can critically affect
the potential use of KaaS. Thus, before the KaaS capabilities are presented, a brief
review of current VLEs and there links to cloud computing has to be presented.

13.5 Cloud Computing and VLEs

Over the last 10 years the Internet has changed from a static environment to a dy-
namic one, with the environment now offering greater opportunities for users to
run software applications, create online services and share information [24]. The
cloud computing environment enables the development of new eLearning genera-
tion ecosystems which can run a wide range of applications while at the same time
storing data in the cloud [25].

VLEs which are currently applied by most of the UK HEIs do not follow these
new technological trends [26, 27]. According to a survey conducted by Weller for the
Institute of Education Technology, 86 % of respondents from the UK HEIs reported
the presence of a VLE in their institution [26, 27], with examples of VLEs including
Blackboard, Moodle, Sakai, WebCT, SharePoint, University, etc. [28]. However,
the most important part of the survey was the issues that arose from this use, which
included the following criticisms:

• No strong pedagogy
• Content confused
• No clear combination of high quality and average tools
• Support only a teacher–classroom model
• No meeting the needs of each different course area
• No support to high level of interoperability [26, 27]

The UK HEIs eLearning requirements are constantly changing and therefore re-
sponsive systems which enable rapid improvement and development of eLearning
solutions are necessary [24]. According to Dong et al., the new direction of eLearning
is building and hosting the eEducational systems in the cloud [29]. Cloud computing
technology also provides further advantages through dynamic scalability and the use
of virtualised resources as a service via the Internet [25].
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Cloud computing provides a variety of benefits to overcome the challenges re-
lated with traditional IT. Such challenges are the setup of accessible and reliable
servers, networks, services, storage and applications [30]. The main benefits of
cloud computing for eEducational systems include increased mobility for a global
workforce [31, 32], reduced cost of setup and maintenance [33, 34], rapid elasticity
with scalable infrastructure and IT department transformation where cloud technol-
ogy focuses on innovation rather than on implementation and maintenance [30, 35].
Another important cloud computing benefit for eEducational systems is the reallo-
cation of resources. As cloud computing improves technology setup, maintenance
becomes the service provider’s responsibility. As a result, an institution’s IT staff can
focus on developing innovative resources and solutions as well as providing better
support to students and instructors. There are various areas in which more intensive
help from IT staff can be beneficial to institutional instructors. Firstly, as institutional
instructors move to more mobile and online instruction methods in their courses, IT
staff can help them optimize the use of the available eEducational systems in order
to increase efficiency and effectiveness of the delivered instructional process [30].
Secondly, as online instruction tends to become more personal via the extensive use
of online conference tools, such as WebEx, Blackboard Collaborative, etc. instruc-
tors can benefit from intensive initial support in the technical aspects of integrating
these tools into their teaching methods [30]. Thirdly, IT staff can help instructors to
improve and develop technical skills by using Web 2.0 tools, such as wikis and blogs.
In this way, IT staff can help instructors to effectively integrate these collaborative
tools within their courses in order to improve both the student learning performance
and experience [36, 37].

Fundamental changes are occurring in democratising the relationship between
students and lecturers [38] and in providing more effective methods for students to
access appropriate material, which is central to meeting student needs.

Recently, there has also been a significant growth and developments within the
eLearning marketplace. Uden et al. state, what Cowley mentioned, that there is a set
of contextual elements which should be considered in order to make eLearning more
effective at facilitating learning in complex situations [39]. These elements are:

• Teach skills: Learners need to know how to use whatever learning system is
available.

• Subject matter skills: Learners should have some prerequisite skills to benefit
from the course.

• Environment: Learners need a certain environment (software, PCs, connection,
etc.).

• Content: It must have interactive design.
• Support: There has to be a mechanism to support learners when run into problems.
• Instructor: He/she organises the schedule, tries to draw learners into discussion,

is aware of learners’ needs and involvement levels, and provides learners with
necessary resources and additional learning material.

• Organisation: It focuses on time, learning and resources availability.
• Technology: It should have an effective role [39].
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All the aforementioned elements are part of the eLearning ecosystem or ecology
that is needed for the new generation of eLearning systems which means VLEs
must become more advanced [40]. VLEs should remain comprehensive and capable
of adapting to new tools and technologies, adapting to different learning styles,
integrating new learning approaches and responding to changing learning conditions
[41].

Some insights for developing cloud computing strategies for eEducational systems
which are based on previous experience in distance learning, are presented in the
following. The insights discussed here are not a set of instructions on how to adapt
cloud computing, as it is unlikely that cloud computing can address all IT problems,
but it can be seen as a solution to many problems [42]. Every institution that uses
eEducational system will have to use its own diligence in order to determine if
cloud computing benefits overcome the risks, based on its own unique institutional
circumstances and environment. Infosys Corporation researchers suggest a series of
steps for cloud adoption. These are assessment, validation, preparation and execution
[43]. In addition, institutions which are determined to adopt cloud computing need to
plan and follow a strategy based on their own unique needs. The following insights
offer a good strategic guidance for eEducational administrators as they integrate
cloud computing as part of IT strategy [30].

• Evaluate and select cloud service providers using multiple criteria: Accord-
ing to Thethi (2009), there are four criteria: geographic alignment, operational
alignment, technology alignment and cloud platform maturity [43]. Even if, op-
erational ability, cost and scalability are important when an institution chooses a
cloud service provider, it also needs to evaluate the cloud compliance and privacy
needs. Specifically, institutions should look for cloud service providers who can
offer high-quality customer experience and cost-effective architecture [44]. Fur-
thermore, Leong and Chamberlin (2010) propose weightings evaluation criteria
and additional criteria that address eEducational needs [44].

• Select the type of cloud solution that fits the structure of the institution’s
instructional activities: For small institutions a straightforward adoption might
be the public cloud because such institutions lack the necessary in-house IT tech-
nology and support [30]. On the other hand, large institutions which have already
invested in their own IT infrastructure should consider maximizing existing assets
through the deployment of a hybrid cloud. They could start with transferring the
existing IT systems and applications in an internal private cloud [45]. Then, they
can develop a small-scale exploratory cloud and conduct pilot testing. By the time
IT staff have developed the necessary IT experience and skills, the institution can
move further and deploy more private clouds, and finally deploy a hybrid cloud
(in general, a hybrid approach brings together both private and public cloud). Fur-
thermore, all the non-core IT applications should be outsourced to public clouds
where possible [46], and overall an institution should focus initially on SaaS be-
fore moving to PaaS and IaaS.A gradual evolution of cloud services will give time
for institutions to better understand the benefits of cloud computing for them.
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• Partner with other institutions using eEducational systems in the cloud: A
partnership with other institutions can offer the most benefits to both faculty
and students. An eEducational learning community would allow online learning
applications and resources to be shared across the whole distance learning com-
munity [30]. This also means that faculty and students from various institutions
can have equal access to online learning and teaching resources. In addition,
existing professional associations can take a leadership role and co-operate with
their members in order to promote cloud adoption, develop evaluation criteria and
standards, and ensure effective implementation [30]. Furthermore, they should
develop information policies and agreements for eEducational learning and ad-
dress important shared issues, such as security, copyright and privacy protection
for financial and personal information as well as educational resources [30].

• Use of a holistic approach : In the marketplace, there is a variety of cloud
service providers. Therefore, a careful evaluation is needed in order to compare
the cloud service providers’ capabilities. The main purpose of the evaluation is
for an institution to choose the cloud service provider who can cover its specific
requirements and needs [30]. Contract issues within cloud service providers can
always be a potential problem. For instance, codifying the minimum levels and
parameters for every element of the service and the remedies for failure to meet
requirements. Another example is affirming ownership of an institution’s data
stored on the service provider’s system and specifying the institution’s right to
get it back. Other issues can be specifying the institution’s right and cost to
continue or stop using the service; detailing the system security standards and
infrastructure to be maintained by the service provider along with the institution’s
right to audit compliance [47]. Thus, eEducational systems administrators should
apply a holistic approach when considering adoption of cloud computing. Careful
planning, education of stakeholders and top management support are all necessary
to identify the best cloud strategy.

13.5.1 Current Status of VLEs

In the past, the need for deeper integration with administrative systems in the UK
HEIs led to the concept of the managed learning environment (MLE) [28]. Later
on, the availability of new web-based tools and the requirement for higher per-
sonalisation gave rise to the concept of the personal learning environment (PLE).
A debate ensued, where people entirely reconceptualised the learning environment
notion [48]. During these phases, the VLE has remained a dominant force within
the educational institutions, though there remains a tension regarding the roles of
VLEs within the institutional community, particularly in regard to levels of cus-
tomisation/personalisation for individuals and institutions, levels of open access and
constraints related to network security [28].
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Partly as a response to changes in technology, increased student input into
university delivery and the strategic challenges facing HE, many UK HEIs con-
tinue to review their VLE provision alongside exploring possibilities for increased
administrative integration and improved responsiveness to changing pedagogical
requirements [28].

As VLEs are reviewed a question naturally arises. Could cloud computing better
support the UK HEIs eLearning needs?

13.6 Benefits of Cloud Computing and KaaS for the UK HE

Cloud computing can offer the UK HEIs enhanced capabilities for eLearning services
which are more agile and student focused than traditional VLE approaches. This can
be achieved through KaaS, a cloud service approach to knowledge. Cloud computing
enables the following:

• Permanence of data—there is no need for data transfer from one computer device
to another when a new one is being bought. That means that users (students and
staff) can create a repository of information that is saved and can be used as long
as they want [39].

• Reductions in onsite data storage requirements—there is no need for back-up as
everything is stored in the cloud.

• There is high processing power which can be compared to supercomputer level
[25].

• There is improved engagement in teaching and learning [48].
• Better crash recovery., Data loss is not possible due to the fact that everything is

stored in the cloud [24].
• Students and staff members have access to their files from any place as soon as

they have internet access and a computer device (laptop, smartphone, desktop
computer, PDA) [48].

• Students will have a richer and wider range of learning experience through
ubiquitous computing [39].

• HEIs to provide a low cost solution for instructors, students and researchers [25];
• There is dynamic scalability on demand [49].

In addition, according to Wheeler and Waggener [50], cloud computing can offer
educational institutions the following features:

• Centralised data storage: Applications and data are stored in the cloud; so, a new
student or staff member can be connected fast and easy.

• Improved improbability: It is difficult for fraud people to steal sensitive data, such
as results, examination questions, tests.

• Data access monitoring: It is easier as only one place should be supervised, not
all university’s computers.

• Virtualisation: Rapid replacement of a compromised cloud located server is
possible without major damages or costs.
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Such services are already widely used in the private sector. In 2006, Amazon ex-
tended its Amazon Web Service (AWS) in Amazon Elastic Compute Cloud (EC2)
which allows users to use Amazon’s processing power to run their own applications
[25]. In 2008, Google released its Google App Engine which is a platform that users
can develop and host their own applications on. In addition, IBM released the cloud
burst—a self-contained, pre-packaged cloud that contains software, hardware, mid-
dleware and applications for faster deployment and application development [51].
The last example comes from Microsoft, which in January 2010 announced the Win-
dows Azure platform. Azure is a “flexible cloud platform that lets users focus on
solving educational problems, addressing students’ needs and provides necessary
web tools for education” [25].

All the cloud computing approaches discussed so far are offered to users through
service models (SaaS, PaaS, IaaS, KaaS). The new service model KaaS brings to-
gether two important ideas, crowd sourcing and SaaS [52, 53]. The KaaS uses its
ability to connect, on-demand, an information need with the correct information
response [53]. The information sources, the information cloud, is delivered through
the Internet and then delivered via SaaS, providing information rather than software
functionality [52, 53].

The KaaS theoretically could be applied wherever knowledge works. An early
adoption, though, could take place where knowledge rapidly changes and can easily
be productised, such as IT system troubleshooting and configuration [52, 53]. In
such an environment knowledge could be productised as helpdesk support, tailored
software (software based on customer specifications) and training videos [53]. A nat-
ural marketplace is then created for providers and customers to exchange knowledge
for cash in real time [52, 53]. As KaaS is a cloud computing service that embeds
cloud computing technology features, but what are these features? The next section
presents the features of cloud computing that add value to KaaS.

13.6.1 What Features Cloud Computing Adds to KaaS?

The KaaS is a cloud computing service that can enhance knowledge management in
every organisation that operates knowledge. In addition, KaaS has the potential to
enable organisational knowledge to be used and shared. The value of cloud computing
for the UK HEIs is in embedding the KaaS cloud service. The most significant benefits
for the UK HEIs include:

• Many experts can work on the same problem at the same time [52].
• Knowledge availability (Anywhere/Anytime): The users can take action whenever

they need [53].
• Expert knowledge is gained, not just experts: Users are empowered with

knowledge [53].
• Get what you need: The resources are not wasted sifting through unnecessary

information [52].
• Pay for what you need: Money is not wasted on information that is not needed [52].
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The KaaS offers benefits which are similar to, or influenced by, cloud technology. In
other words, KaaS embeds cloud computing features and therefore can bring innova-
tion faster and provide more targeted information for its users [54]. Users including
students, university staff, government services and enterprise services can therefore
apply organisational knowledge and knowledge management through KaaS, though
this is not without its drawbacks. These drawbacks are the subject of the next section.

13.6.2 Potential Concerns of Using KaaS

As far as using KaaS applications in eLearning environments, there are a few concerns
which need consideration. These are:

• Security issues must be dealt with. In particular, control access to the extracted
knowledge and privacy protection in both knowledge extraction and knowl-
edge utilisation (i.e. protect data privacy and privacy of queries of a knowledge
consumer) [55]

• Knowledge breaching attacks, where an adversary may recover the knowledge
underpinning a knowledge service. In cases like this, without an adequate protec-
tion against this attack KaaS would not take off, as service providers would fear
for their return on investment [55]

• Quality control standards, for example the ability to limit the pool of cloud-based
subject matter experts to only the most qualified [53]

• Accurate information extraction. In order to pull the correct knowledge from the
cloud, packaged in the most appropriate container, the user must be able to extract
it [53]

The KaaS must be based on a solid foundation in order for customers to invest in
it. To understand how to develop effective and secure knowledge services, some
conceptual models have been developed, and these are presented in the next section
together with examples of existing conceptual models and trials of KaaS applications
in organisations. Again examples come from industry as educational use is still in
its infancy.

13.7 Conceptual Models and KaaS

The KaaS is not a single application but a collection of tools running in the cloud [54].
The following conceptual models are knowledge models that have been developed
and tested in industry and involve embedding KaaS within organisations. There are
no models yet that have been developed and tested in HEIs as KaaS has not been
extensively applied in this sector yet.

The first conceptual model, from Hitachi, attempts to add KaaS to social in-
frastructure [56]. Hitachi focuses on three major technical issues, extraction of
knowledge from large volumes of data, privacy protection and how to make use
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Fig. 13.2 Overview of maintenance diagnostic service [56]

of data that may contain personal information [56]. In this model KaaS is designed
to operate with a wide range of data gathered from global positioning system (GPS),
integrated circuit (IC) card, radio frequency identification (RFID) and other sources
[56].

Figure 13.2 depicts an overview of Hitachi’s Maintenance Diagnostic Service.
The process shows the analysis algorithms for a KaaS platform which undertakes
high speed data analysis of large amounts of sensed data [56]. The maintenance
diagnostic service includes “pressure, fitting temperature and other sensors to the
equipment to be maintained and analysing the status data collected by these sensors
to detect outliers in the equipment” [56]. The target is to avoid downtime that is
caused by unexpected faults and to reduce maintenance costs.

A second example comes from Delic and Riley [57] and involves an enterprise
knowledge cloud.An abstracted business enterprise architecture is shown in Fig. 13.3.

This architecture interconnects business suppliers and partners to companies, con-
sumers and customers. It then uses cloud technology in order to process, harvest
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Fig. 13.3 Enterprise knowledge cloud [57, 58]

and use internal knowledge (Wikis, Blogs and Corp Nets) [58]. In addition, simi-
lar supplier/partner clouds are developed to deploy, harvest and enrich yet another
knowledge cloud [58]. Every cloud in Fig. 13.3 is an autonomous entity capable
of managing, collecting, warehousing and serving knowledge to its own group of
users [58]. Nevertheless, even if these clouds are independent, they have to overlap,
interconnect and share knowledge under certain safeguards and rules [58]. This en-
sures that consumers and customers will have access to relevant internal enterprise
knowledge or supplier/partner knowledge via the enterprise [58].

The aforementioned examples of KaaS conceptual models show how KaaS can
be implemented in knowledge systems. The potential applications of KaaS within
knowledge services are many. KaaS can benefit consumers, enterprises and customer
enterprises by enabling high speed data, large levels of data analysis, and enriched
knowledge clouds with more efficient data managing and warehousing. These are
important factors for modern knowledge economies to consider in order maintaining
their competitive advantage. A practical example of KaaS application in HEIs is the
use of KaaS to improve student retention and student performance. This can happen
through knowledge and data sharing amongst an institution’s departments. A more
efficient data operation can lead to integrated services which can offer reliable data
analysis. This can improve the quality of an institution’s offering product, which is
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Fig. 13.4 (a) KDD phase (b) KDS phases [59]

knowledge, as well as improved student services. Improved student services can then
lead to higher student satisfaction and as a result better student retention.

The next section focuses more on KaaS technology and deals with the underlying
theory behind KaaS.

13.8 Underlying Theory Behind KaaS

The KaaS, as a new technology, has various approaches and methods that can be
applied. Such approaches can lead to new capabilities, but at the same time can also
lead to new challenges. The aim of this section is to provide a better understanding
of the way KaaS functions.

Knowledge discovery in knowledge services is critical for all the service-oriented
systems [59]. In services, such as KaaS, data integration and service mash-ups are
very common and the tools used should be accurate and effective.

An approach suggested by M. Brain Blake [59] which can be applied to loud
computing and in particular to KaaS, is knowledge discovery in services (KDS).
The KDS is similar to knowledge discovery in databases (KDD). The KDD includes
four phases which include cleaning and integration, selection and transformation,
data mining and evaluation and presentation [60]. The KDS offers similar benefits
to KDD, but also introduces new issues [59]. The KDS follows similar processes
namely: discovery, equivalence processing, clustering, categorisation, filtering and
presentation [59], however KDS’s advantage comes from the more detailed specifi-
cations in the early phases of the process [59]. Figure 13.4 is a visual illustration of
the knowledge discovery phases of KDD and KDS as suggested by M. Brain Blake.
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Fig. 13.5 KMS model for
KaaS in cloud computing [62]

Automated KDS is a very promising approach for educational enterprises, with
users immediately able to follow up service discovery through Web-scale workflows
with recommendations for potential mash-up candidates [59]. Techniques like these
could promote new knowledge and new capabilities, but challenges remain. These
challenges are:

• Leveraging service specification structures: In KDS or KDD data integration
is an important obstacle for automation. Even if, service specifications offer
structure for interface descriptions, a service’s underlying parts still demand cor-
relation with other service parts [59]. Practically, semantic descriptions are absent
from openly available Web services. A challenge is to leverage service specifica-
tions’ structure and implicit semantics to aid in determining equivalences among
messages across disparate services [59].

• Leveraging human interactions: Human actors (users) continuously adopt social
networking environments like Twitter and Facebook. Users tag elements, services
and blogs within these environments. Those user-made tags could help on predic-
tions when categories of services are likely to add value on a specific set of users
[59].

• Developing common situational awareness presentation environments: The con-
nective data which integrates services into mash-ups are correlated with time,
user identification and location. There are many cases where a particular mash-up
leverages multiple dimensions [61]. A common visual environment would aid in
standardising service development environments. Stakeholders will be interested
in created services that are compatible for integration from their inception [61].

Knowledge organisation and knowledge management are also parts that integrate
with the emerging concept of KaaS. Another knowledge management system/model,
suggested by Eri et al. (2010), is the interconnection of knowledge management sys-
tem (KMS) components within a cloud computing environment [62]. In the context
of KMS and cloud computing environments, any knowledge which is provided by
the community of practice (CoP) is indicated by “K (Knowledge)”. For example,
K-SaaS stands for Knowledge of SaaS. We have K-PaaS, K-IaaS and K-DaaS (data
storage), respectively [62]. The overall model of KMS aiding KaaS through a cloud
computing CoP is shown in Fig. 13.5.
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Table 13.1 Five layer
framework for knowledge
cloud service [63]

Context layer
Knowledge service layer
Knowledge resource layer
Knowledge organisation layer
Knowledge support layer

A final conceptual model for KaaS relevant to the current work is provided by Ju
and Shen [63]. The KaaS is an organisational process that contains the organisation
and collection of knowledge resources and knowledge delivery services [63]. In gen-
eral, it covers a lifecycle from knowledge generation to dissemination. High quality
service (HQS) is dependent on the design of value-added services and knowledge
resource quality [63]. For these reasons Ju and Shen propose a five-layer framework
for the development of a KaaS platform which is suitable for offering a knowledge
cloud (see Table 13.1).

The knowledge support layer, as the most important layer, is supported by bodies
of knowledge (BOKs), involving related domains and standards (industry and inter-
national), and providing a scientific guide for knowledge resource collections (books,
papers, reports, multimedia, etc.) [63]. Another interesting suggestion from Ju and
Shen is the need for a dedicated team of professionals under the name of “Profes-
sional Knowledge Service Workers” (PKSW) tasked with supporting the knowledge
services [63]. These “workers” would have specific domain expertise and general
service knowledge and would be tasked with collecting, discovering, organising, up-
dating and disseminating knowledge services [63]. Furthermore, they should provide
knowledge services for other knowledge “workers”.

Using this model, KaaS knowledge should be distributed through different domain
repositories and should be deployed from separate locations via cloud connections
[64]. Resource knowledge can then still be virtualised as a centralised knowledge
repository with easy access [64]. The public platform also provides each domain
with a visual interface, via a tag cloud, helping improve resource location [64].

The KaaS cloud technology together with its underlying theory and concep-
tual models, point to service-centric knowledge environments being at the centre
of the next generation of internet opportunities, enabling new methods for knowl-
edge discovery and distribution. These service-based capabilities will open up new
relationships and inter-organisational workflows not only for industry but also in HE.
Before finishing this chapter, it is, therefore, useful to look forward to the potential
benefits of this technology within HE and to consider the likely implications.

13.9 Opportunities and Benefits of KaaS for the UK HE

There are five key elements which are essential for a successful education trans-
formation. These are policy, curriculum and assessment, research and evaluation,
professional development and ICT [17].
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The proliferation of affordable internet connectivity, computers and rich educa-
tional content has led to a global phenomenon in which communication technology
and information are used to transform education [17, 65]. Cloud computing technol-
ogy and KaaS are now playing a key role in these changes. Making ICT easier to
integrate into educational delivery and more affordable to implement, will enable ed-
ucation to be further transformed, and through KaaS students will be able to develop
new skills to meet the evolving needs of the knowledge society.

The opportunities offered by KaaS in HE are not just in service improvement
but also in cost reductions and hence they can potentially lead to an expansion of
provision to the benefit of more students. Educational transformation can provide
opportunities and advantages to anyone who can access it [17, 54, 66]. As an ex-
ample to illustrate this point, Portugal has recently undertaken a 2 year nationwide
educational transformation which has amongst other benefits provided significant
economic savings, with an additional 2.26 billion Euros added to Portugal’s economy
and computers now available for every student in the country. It has also through its
digital education initiative created 1,500 new jobs [17, 54, 66]. Cloud computing and
KaaS initiatives are starting to be developed within the UK HEIs and promise similar
opportunities both for saving money and enhancing provision, creating more jobs
via centralised services, scalability, mobile accessibility and being environmentally
sustainable.

Cloud computing and KaaS could also offer educational opportunities within
the UK HEIs including enhanced national academic rankings, improved student
performance, higher graduation rates and attainment [54, 66]. The opportunities
and benefits of using KaaS for improving national competitiveness and productivity
should not be underestimated, with new jobs, innovation and the cultivation of en-
trepreneurship clear benefits from more effective technology use [54, 65, 66]. The
future possibilities for both the UK and its HEIs are significant, and strategic in-
vestment and development are clearly required. It is only to be hoped that leaders
respond quickly enough to this changing environment—heading for the cloud rather
than having their heads in the clouds.

13.10 Conclusion and Further Opportunities

Seventy-five percent of the economic activities in advanced countries are generated
in service industries, where knowledge is the primary resource [57]. Knowledge is
important because it brings innovation and as a result innovation brings progress.

The effective use of knowledge in the UK HEIs can help stimulate students’
interests and creativity and this in turn can lead to innovation. VLEs have made a good
start in enabling information sharing and knowledge exchange amongst students,
researchers and staff members of the UK HEIs. Cloud computing technology with
KaaS and its unique features and functionalities offer the next big step which is almost
total system integration and collaboration. Inevitably, information and knowledge
sharing will happen, with KaaS being a tool to achieve this.
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Observing industry’s efforts in using KaaS applications, the UK HEIs could take
many useful ideas for similar KaaS applications in the HE sector. It must not be
forgotten that enterprises and the UK HEIs are in close cooperation through research
programs and often have common objectives, with both seeking innovation and the
creation of knowledge.

The KaaS can provide cloud-based knowledge repositories. Such repositories
could be available for private cloud users or to the public via subscriptions [54]. For
the UK HEIs, further research is required on cloud-based educational models explor-
ing how knowledge can be shared and distributed, via network-centred universities,
through KaaS [65].

Using KaaS provides the opportunity for the UK HEIs to gain a short term strategic
advantage, gaining in both efficiency and effectiveness. Close relationships between
universities and commercial enterprises is an important factor within this. Universi-
ties could introduce a knowledge service platform in order to promote themselves,
introducing rich content expertise and knowledge. On the other hand, by collaborat-
ing on technology with universities, companies may be able to gain a competitive
edge in technological knowledge [67, 68].

The KaaS can increase competition amongst HEIs through its benefits. It can
offer increased consumer behavior, improve student retention and upgrade the HEIs
product. Students will feel they get the value of the money they spend in order to get
educated.

In conclusion, we are still in the early stages of cloud computing adoption in both
industry and the UK HEIs. The KaaS is still relatively undeveloped and any solutions
will need thorough testing for both efficiency and effectiveness. The agreement
between the UK HEIs and Microsoft signals the start of the age of cloud computing
within HE and more cloud services will follow, as will KaaS. It is therefore important
that further research is conducted into the use of KaaS in the UK HEIs so that its
application can be better understood, and its potential benefits fully realised.
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Chapter 14
Cloud Computing Environment for e-Learning
Services for Students with Disabilities

Aleksandar Milić, Konstantin Simić and Miloš Milutinović

Abstract This chapter discusses design of cloud computing environments for e-
learning services and applications for students with disabilities. The main idea is
to expand the corpus of e-learning services adjusted for students with disabilities.
The rationale is that e-educational systems are becoming more complex and educa-
tional institutions need a new solution for deploying e-learning services. The cloud
computing environment gives a new perspective to educational process in terms of
usage of educational applications, software, and system for e-education. Regardless
of the rapid development of information and communication technologies, there is a
low level of inclusion of students with disabilities into the education process. There-
fore, in this chapter the authors present a model of cloud computing environment for
providing e-learning services developed with respect to the needs of students with
disabilities. The model includes a variety of services, applications and components
integrated into the e-learning Web portal. These services provide numerous features:
a choice of different types of teaching materials, an integration of interactive voice
response system within the learning management system, a mobile messaging ser-
vice, etc. As a proof of the concept, a number of components of the model were
implemented for students with disabilities within the Laboratory for e-business, Fac-
ulty of Organizational Sciences, University of Belgrade. Results and our impressions
are presented.
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14.1 Introduction

The ability to provide access to services and information 24 h a day, seven days
a week, is an emerging force today. Nowadays, higher education institutions are
turning attention and resources to provide information and services on-line, and
to use technology for improvement of the educational process. As a result, the e-
educational system is revolutionized. In this new age, a good e-educational system
is an accessible e-educational system. A good e-educational system needs to have an
immediate access to pertinent information.

Further, information and communication technology (ICT) changes the educa-
tional systems and their possibilities, thereby enabling an educational process to be
offered in way that responds to students’ needs and demands. The ICT is a tremen-
dously valuable tool for encouraging the development, inclusion, and participation
of collectives traditionally excluded from several areas of social and cultural life.
This feature has enabled higher education institutions to include groups of students
with disability to participate in the general curriculum and to successfully achieve
academic success. According to the World Health Organization (WHO), a disability
is “any restriction or lack (resulting from any impairment) of ability to perform an
activity in the manner or within the range considered normal for a human being.”

A very important topic nowadays is the issue of designing new educational ser-
vices and adjusting current educational services to suit the needs of a disabled student.
While the amount and type of accessible information increases, learning environ-
ments, which offer the same content to all participants, and the same navigational
options, cannot satisfy the demands [1]. The problem is that the learning material
does not take into consideration the students’personal learning needs [2, 3]. Because
of the learning environments’ limitations, there is a need for a transition from Web-
based learning environments, which are developed with a motto, such as “One size
fits all”, to an adaptive Web-based learning [1, 4, 5].

With a huge growth in the number of users, services, education contents, and
resources, e-learning systems become more and more large-scale. One of the basic
problems in developing the environment for an e-education system is how to provide
scalability and reliability of educational applications and services. One of the possible
solutions is infrastructure based on the cloud computing concept.

This chapter discusses one possible approach to providing e-education services
for a student with disabilities. The developed model is based on the cloud computing
infrastructure. The model includes all services necessary for the inclusion of stu-
dents with disabilities. The rest of the chapter is organized as follows: in the second
section, a theoretical background of cloud computing and implemented e-education
services for people with disabilities is given; the third section describes the different
approaches for delivering e-learning services through cloud computing; in Sect. 14.4
a model for the usage of e-learning services for students with disabilities through
cloud computing is proposed. Section 14.5 gives details on the realization of the
proposed model within the e-learning system of the Laboratory for e-business at
the University of Belgrade. The next Sect. 14.6 discusses benefits from the devel-
oped cloud computing services that students with disabilities can achieve. Finally,
concluding remarks are given.
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14.2 Theoretical Background

14.2.1 E-Learning and Cloud Computing

The majority of educational institutions own a computer centre which is designed and
built specifically for their own use. The efficiency of the existing resources represents
a problem. The capacity of computer centre gradually becomes inadequate to meet
the demands of scientific research and educational activities, while at the same time
it becomes expensive to maintain. In each semester students mostly require the most
modern hardware with specific software requirements for their laboratory exercises
and practical projects. Therefore, a low utilization of available resources requires a
different approach to the implementation of infrastructure systems for e-learning.

The best solution that information technologies could provide to users at higher
education institutions and to their computer centers is the development of an infor-
mation technology (IT) infrastructure model based on the cloud computing concept.
The concept of cloud computing is a business model and technology platform, which
is the result of evolution and convergence of many seemingly independent computing
trends. The cloud computing infrastructure for educational institutions allows for an
efficient usage of the existing resources and gives a new perspective to scalability and
reliability of educational applications, software, and a system for e-education. The
cloud computing concept and its characteristics can help higher education institu-
tions improve productivity and enhance hardware and software resource management
which are necessary to provide e-education features, scientific and research activities,
and student projects [6].

The IT infrastructure of a higher education institution is a set of hardware, soft-
ware, computer network, associated facilities meant to provide modern services and
network resources, the Internet connection and communication with other scientific
research and higher education institutions, to promote scientific research and edu-
cational processes. A majority of resources in the e-learning system are deployed
and assigned for some specific tasks or services, and physical machines are usually
stacked simply and exclusively. With the growth of resources, the utilization of these
resources becomes another problem. During the education process a large amount of
teaching material is generated, which further aggravates the available resources. One
of the biggest problems in the implementation of IT infrastructure is a competitive
access to shared resources in the higher education institution.

14.2.2 People with Disabilities

Developing learning environments and systems which provide education while sat-
isfying the individual differences, such as learning styles, learning preferences,
interests, etc. can be very beneficial. These environments/systems utilize different
solutions, such as various teaching strategies to lessen the specific learning disability
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[7]. People with disabilities face many difficulties in their everyday lives, depending
on the type of their disability. They are frequently the subjects of discrimination.
Students with disabilities often have problems related to accessibility of teaching
materials. Adequate categorization of people with disabilities can be used to prevent
this discrimination of people with disabilities.

When the literature is reviewed, it can be seen that classifications of specific
learning disabilities are expressed differently by different researchers. The most
frequently used classifications of computer learning disability include visual im-
pairments, hearing impairments, motor impairments, and cognitive impairments.
Opposing these classifications, some specialists [8, 9] claim that specific learning
disabilities can vary from one child affected to another, and such disability can be
observed in a couple of areas and in some children, which cannot be classified. These
disabilities are briefly introduced in the following:

Visual Impairments The visual impairments include:

• Total blindness: People who are totally blind cannot see at all; therefore, when ac-
cessing the Internet or using computerized equipment, these individuals typically
rely on screen reader devices.

• Low vision: People with low vision can see images; however, they cannot see
most images clearly.

• Color blindness: People with color blindness have difficulty in perceiving certain
colors and/or combinations of colors. These individuals may, however, have no
difficulty seeing black and white images or varying shades of grey [10].

Hearing Impairments Hearing impairment disabilities vary in type and severity.
People who have a hearing impairment may have a diminished ability to hear certain
frequencies (pitches), or they may have difficulty hearing at all frequency levels.

Motor Impairments Some learners with motor impairment disabilities may have
limited use of their hands; others may not be able to use their hands at all. Condi-
tions that may lead to a motor impairment disability include arthritis, amputation,
birth defects, cerebral palsy, essential tremor, loss or damage of limbs, muscular dys-
trophy, multiple sclerosis, spina bifida, spinal cord injury, neurological conditions,
paralysis, and Parkinson’s disease. Hudson [11] maintains that individuals who have
motor impairment disabilities commonly experience difficulties accessing computer
keyboards and mice; therefore, they often rely on special assistive technologies in
order to interact with a computer.

Cognitive Impairments Cognitive impairments involve a wide variation of memory,
perception, problem-solving, and conceptualizing challenges. Cognitive impair-
ments are often attributed to conditions, such as autism, brain injury, cerebral
palsy, epilepsy, mental retardation, or neurological impairment [12]. Cognitive
impairments can also include developmental disabilities, pervasive developmental
disorders, Rett syndrome, and William’s syndrome [13].
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Students with learning disabilities constitute the largest group of students with
disabilities at the college level. Some authors [14] suggested the need for new ed-
ucational materials to develop students’ thinking ability, increase their motivation,
and assess their learning. Carnine [15] and Ellis [16] advocate focusing teaching
strategies and instructional materials for all students on developing higher order
thinking processes. Rieth and Polsgrove [17] discuss three models for creating a
curriculum for students with learning disabilities. Their goals include enabling stu-
dents to better process information, improving their coping and problem-solving
skills, developing their interpersonal skills, and enabling them to establish social
support networks. Classroom simulations promote all four of these goals and could
be effectively utilized in any of the three models discussed [18].

14.3 Approaches to Delivering e-Learning Services to Students
with Disabilities

To bring services to people with disabilities, there are two commonly utilized ap-
proaches. The first approach involves the utilization of an assistive technology. The
second approach involves the utilization of a design principle referred to as the
universal design.

14.3.1 Universal Design

The term “universal design” was coined in the 1970s as an architectural concept for
making facilities accessible to all persons without the help of special assistance or
devices. Since that time the universal design concept has been adopted by many addi-
tional fields including the computer industry, telecommunications, and information
systems [19]. Universal design can be defined as the theory and practice pertaining
to design, development, and implementation of communication, information, and
technology products and services that are equally accessible to individuals who are
disabled.

The Universal design for learning (UDL) is a research-based model for curricular
design. The model ensures participation in the higher education institution program
for all students, including those with disabilities. The UDL offers options for how
educational resource is presented, how students respond or demonstrate their knowl-
edge and skills, and how students are engaged in learning. The UDL implementation
provides the opportunity for all students to access, participate in, and progress in the
higher education institution curriculum by reducing barriers to instruction.

The UDL addresses three learning networks within a broadly defined concept of
curriculum that includes goals, materials, methods, and assessment [20]. According
to the following three UDL principles, each area of the curriculum should provide
multiple, varied, and flexible options for representation, expression, and engagement:
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• Principle 1: It provides multiple means of representation (recognition network).
Present information and content in different ways.

• Principle 2: It provides multiple means of action and expression (strategic net-
work) and differentiates the ways in which students can express what they
know.

• Principle 3: It provides multiple means of engagement (affective network) and
stimulates interest and motivation for learning.

Section 508 Standards [21] defines assistive technologies as “any item, piece of
equipment, or system, whether acquired commercially, modified, or customized,
that is commonly used to increase, maintain, or improve functional capabilities of
individuals with disabilities.”

14.3.2 Assistive Technology

In the context of Web accessibility assistive technologies include various hardware
and software solutions that improve the life quality of the people with motor and
hearing impairments and those with sensory and mental disabilities. Some examples
are electronic aids, such as special keyboards, alternative commands, and auxiliary
means for communication, such as ergonomic aids and specific software. These
modern technical aids and adapted software enable persons with disabilities to be
independent and to communicate.

Assistive technologies can be classified into the following groups:

Aids for Blind Persons These are:

• Voice program that includes two components: screen reader and speech synthe-
sizer. Screen reader transforms users’ actions and screen content into text, while
synthesizer transforms text into voice. One of the most used readers worldwide
is job access with speech (JAWS).

• Braille display is a monitor for blind persons that presents text in Braille letters.
• Braille keyboards can replace standard keyboards. They contain the same keys

as those on the typewriter for blind persons: Braille typewriter, and some other
additional keys for navigation.

Aids for Weak-Eyed Persons These are:

• Software for enlarging content on the screen with or without voice commands
• Keyboards with big letters for the weak-eyed
• Special keyboards, adaptable keyboards, mini keyboards, keyboards with

enlarged keys, etc.
• Special mice, mice with adapted shape, etc.
• Touch screens

Web accessibility should be perceivable, operable, understandable, and robust. If
any of the principles are not taken into account, some users will not be enabled to
access the content.
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• Perceivable means that all information and components on a page have to be
notable and accessible in the way the user would like. Non-textual content, such
as images, audio, and video content, have to be visible, i.e., the user can see them
in a proper way. For instance, for those who cannot hear, the content should be
readable; for those who cannot see, the content should be available using some
other non-visual media.

• Operable means that link both navigation elements and user interface elements
are designed in the way that is useful for all users, i.e., they should be operable.
Each element on the page has to be available via the keyboard. Users should be
given enough time to read and explore the content, except in the case of real
time operations, such as taking tests and auctions. Users should be provided with
adequate support when they explore the Web page content, search for information,
and determine position within site.

• The principle of understandability could be explained as a principle that provides
a clear and understandable content presentation. The content has to be readable
and predictable, i.e., Web pages work in the common way (opening pages in new
tab or window, etc.). Further, support for users should be ensured. For instance,
when the user fills a form, the system should notify the user whether some field
has been omitted, which field it is and give more explanations related to the proper
filling of the form.

• Robustness is a concept that implies a high level of compatibility between pages
and user agents, including auxiliary technologies. All the elements should have
a start and the last tag, have to be nested according to specification and must not
contain double attributes.

14.4 A Model of Cloud Infrastructure for E-Learning

Cloud computing refers to providing and using computational resources via the
Internet [22]. It enables an access to technology in the form of services available
on demand. Cloud computing is an area of computing that refers to providing users
with highly scalable IT capacities as services via the Internet [23]. It is an abstract,
scalable and controlled computer infrastructure that hosts applications and services
for end users. Services and data coexist in shared and dynamically scaled set of
resources [24].

Applying cloud computing in higher education institutions improves efficiency of
the existing resources usage, as well as reliability and scalability of software tools
and applications for e-education. Given the fact that most of resources are strictly
allocated to applications, physical machines are used for application, or particular
tasks that are to be executed on that particular machine. If a system becomes busy and
overloaded, problem of scalability will be solved by adding new physical resources.
Introducing new resources implies a significant increase in costs. Given this fact, it
is necessary to find some other way of solving the problem of scalability and usage
of resources. Simultaneous access to common resources is one of the most important
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problems in using the IT infrastructure. Cloud computing can bring a new value to
an e-education system, because educational services can be delivered in a reliable
and efficient way.

Basic components of the faculty e-education model are:

• Services for e-education (identity management system, e-mail, learning manage-
ment system, document management system, customer relationship management,
portal services, etc.)

• Software components—modular object oriented developmental learning environ-
ment (Moodle), OpenNebula, open lightweight directory access protocol (LDAP),
Apache, MySql, etc.

• Network and hardware infrastructure
• Users (students, non-teaching staff, etc.)

14.4.1 Network Infrastructure

Before developing the model of a cloud computing infrastructure it is necessary to
build a network infrastructure that is suitable for e-learning. Network infrastructure
is mandated to provide information, communication services, and the Internet con-
nection for teachers, students, and external partners. Network infrastructure has to
provide a basis for the implementation of the e-education and scientific research of
high availability, scalability and reliability. In addition to services for employees and
students, the system must provide support for collaboration with partners and exter-
nal partners in distributed research teams. The primary tasks network infrastructure
has to meet are flexibility of the information system and a high level of security.
Further, the infrastructure should enable quick, easy, and inexpensive installation of
new hardware systems and software using the concepts of cloud computing.

Part of the network infrastructure should be implemented as a common network
infrastructure. The other part of the network infrastructure should be a virtual network
infrastructure in the private cloud.

All users of the service can be classified into the following categories:

• Employees have the highest level of administrative rights and privileges of all
services.

• Associates have a smaller set of privileges.
• Students have access to the set of student services.

For the design and implementation of the computer network hierarchical model is
used. This model is based on the principles of hierarchy and modularity. By applying
this model complex network is divided into layers, defining the specific functions of
each layer. The conceptual computer network architecture is shown in Fig. 14.1.

The core layer is the backbone of the network and at the same time the most
critical place in the network. It provides connectivity between the distribution layer
devices, and therefore high availability and redundancy are very important. Since
this layer aggregates the traffic from all the devices of the distribution layer devices
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Fig. 14.1 Conceptual logic
networks scheme

implemented at the central layer (routers and switches), it must support high data
rates with low latency. On this layer, the security issue is of great importance. Pro-
cessing large amounts of data, as well as connections to the Internet require the
implementation of high-performance devices on this layer.

The distribution layer is the interface between the core and access layers. The
role of this layer is to provide aggregation of data from the access layer before
forwarding these data to the core layer. The distribution layer controls the flow of
traffic using the policy and defining broadcast domains, which can be achieved by
implementing routers or virtual local area networks (VLAN). On this layer, there are
high-performance devices. In order to achieve a high degree of availability, redundant
devices are implemented. Part of the distribution layer is implemented as a virtual
network infrastructure in the cloud.

The access layer is the interface to end users and also represents the connection
of user devices with the rest of the network. In addition to user devices (computers,
printers, IP phones, etc.) at this layer the routers, switches, hubs, and wireless access
point may also be included. The main task of this layer is connecting to a network
and access control in order to define which devices have access rights and the right
of communication over the network.

The firewall/network address translation (NAT) is a software or hardware part of
network infrastructure that controls the incoming and outgoing network traffic. The
main task of this part of the network is to control packets based on a defined set of
rules. The NAT is the process of modification of IP addresses in the IPv4 header
when passing through the routing device.
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The cloud infrastructure includes part of the distribution and access layers of the
computer network. This approach allows for the further development of educational
and research services in the cloud.

The benefits of implementing the hierarchical model are numerous. The hierar-
chical model successfully solves the problem of excessive broadcast traffic on the
network, thereby reducing the central processing unit (CPU) load of the network
devices. Also, the cost of implementing computer network based on a hierarchi-
cal model is reduced. For each layer, devices with clearly defined functionality are
planned, thus avoiding the purchase of expensive equipment with superfluous func-
tionality. The principle of modularity makes the process of the system design simple.
For that reason, network testing and troubleshooting in the network is simplified be-
cause the entire network is seen as a set of layers. The process of network maintenance
and design changes in the hierarchical model is much easier to implement, since in
this case the changes in the network affect a small number of devices and services,
as opposed to the flat network.

14.4.2 Cloud Computing Infrastructure

A developed environment for teaching and learning is based on a private cloud
model. The main task was to deliver a reliable, secure, fault-tolerant, sustainable,
and scalable infrastructure that enables efficient learning. A logical architecture of
the implemented cloud computing infrastructure is shown in Fig. 14.2.

Network services have to provide more flexibility of the IT infrastructure while at
the same time preserving a safe network environment. The limitations encountered
in the implementation of network services include a heterogeneous network environ-
ment, the security access and links between different identities, multiple passwords,
and a user account life cycle. Overcoming these constraints in the development of
network services puts the focus on the entire process of managing digital identities.

The process of managing the information on the digital identity of entities in
order to control access to resources is commonly referred to as identity management.
In order to define a good structure of the directory for identity management, it is
necessary to define the user roles and privileges in the system. Every user within
the model has a set of defined privileges in a specific sub-environment, in a specific
context and for a specific service. The main problem of integration in a heterogeneous
environment is to provide a unique method for identification and authentication of
system users.

Numerous research works have proved that security, digital identity, and access
management are essential for a successful deployment of infrastructure for e-learning
[25, 26, 27]. For this set of tasks, the LDAP is chosen as a directory service. Users use
the same credentials to access different services. Depending on users’roles and needs,
specific cloud services are provided through an appropriate deployment model:
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Fig. 14.2 Logical architecture of cloud computing infrastructure

• Software as a service (SaaS)—is provided mainly to teachers and students. These
services include the software necessary for the realization of e-learning (e.g., Moo-
dle, communication tools, etc.) and specific solutions necessary for the realization
of the teaching process (e.g., interactive voice response; IVR system).

• Platform as a service (PaaS)—is provided to teachers and students who need to
teach and learn subjects that include using software tools that cannot be distributed
to every student (e.g., students do not own the required hardware).

• Infrastructure as a service (IaaS)—is managed by administrators and can be
offered to a university’s departments for developing their own virtual laboratories.

There are several open source packages that take a holistic approach and integrate
all of the necessary functionality into a single package (virtualization, management,
interfaces, and security). When added to a network of servers and storage, these
packages produce flexible cloud computing and storage infrastructures (IaaS). The
OpenNebula is issued under the Apache license. It supports private cloud construc-
tion, as well as the idea of hybrid clouds. A hybrid cloud permits combining a private
cloud infrastructure with a public cloud infrastructure (such as Amazon) to enable
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even higher degrees of scaling. After analyzing different reports found in the litera-
ture [28], one can conclude that the OpenNubula is a suitable solution to deploying
the private cloud of an educational institution.

The architecture of the private cloud is based on the OpenNebula. The OpenNebula
is a tool that enables on-premise IaaS clouds in the existing infrastructures. A private
cloud uses the OpenNebula services for accessing the virtualized environment. The
OpenNebula has a set of pluggable modules to interact with specific middleware of
the Cloud infrastructure (e.g., virtualization hypervisor, cloud services, file transfer
mechanisms, or information services). These adaptors are called drivers. Services for
the access to a virtual environment provide an interface for monitoring, migrating and
managing virtual machines (VMs). The OpenNebula drivers are the core components
of the infrastructure and only the administrators have the privileges to manage them.
The services for managing the virtualized infrastructure can be accessed by other
applications in the system. User credentials are stored in the OpenLDAP. Every
user can save their VMs using a system for distributed file management, Network
File System.

The primary goal of a private cloud implementation is to provide users with run
of virtualized infrastructure, environment, and services. Virtual infrastructure man-
agement system automates, coordinates, and integrates the existing solutions for
networking, storage, virtualization, monitoring, and user management. The key com-
ponents of the model enable an efficient work with VMs. VMs are put on the image
repository and could be moved and run on users’ demands. The system component
for VM management enables achieving scalability and reliability of implemented
services on the VM. The private cloud layer (driver) that enables access by using
virtualized infrastructure includes: (1) Virtual machine manager (VMM) driver used
for creation, control, and tracking VM (2)Transfer drivers used for transmission,
replication, removing and creating VM images (3) Information driver that controls
and tracks machines and other hardware performances.

Security is one of the big concerns in this model. The main goal that security
should fulfill is creating a highly available system and a secure environment. The
physical security that makes the system resistant to attacks created at theVM, requires
a strict separation between the physical environment and the VM. The only access
point to virtual environment is delegated to the VM that is connected to a physical
network interface. By using a firewall, the system is protected from unauthorized
access to virtual networks and to the system itself. The firewall disables commu-
nication between VMs in configured virtual networks. During the VM exploitation
failovers could occur, thus the work of the whole system could be threatened. In order
to quickly recover the system, requirement for distributed file system (DSF) is nec-
essary. The DSF possesses a defined fault tolerant, realized through data replication
on different physical machines.

14.4.3 Services for E-Education

A key part of the described model is the Moodle LMS learning management system
as the aggregator and integrator of all components and services. The Moodle LMS
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provides services for collaboration and communication which do not meet all the
requirements of student needs. The LMS is built as a VM within the private cloud
that is managed through the administrative part of the OpenNebula interface. This
VM has certain hardware resources and can be expanded during the work or moved by
introducing a new, more powerful machine. Students access the portal and resources
only within the educational research resource pool. Logging into the portal enables
the use of student services. All access rights for e-education services are written in
LDAP. Students and employees can use an interactive voice response machine and
receive an SMS notification about courses they are subscribed to. The model enables
students to exercise developing and managing VM for hosting, thus they can get
practical knowledge from different areas.

Further, in order that the students should try out all the advanced techniques
and technologies it is necessary to ensure the use of different operating systems,
development platforms, software tools, database management tools, Web servers,
browsers, etc. Therefore, using a developed cloud computing infrastructure each
student accesses a VM that hosts a required image. After the closure of work, the
student’s results can be saved for further work or analysis. The advantage of this
approach is that the student needs only an Internet connection for work and a complete
hardware and software necessary to successfully master the matter are provided at a
higher education institution.

14.4.4 Network Performance Monitoring System

The primary task of the network performance monitoring system is to oversee and
monitor the parameters of network devices and services. Considering the structure
and characteristics of the network infrastructure, it was decided to implement net-
work monitoring using the simple network management protocol (SNMP). [29]. For
network devices, it is necessary to monitor the network traffic on interfaces and the
CPU usage. For servers andVMs, it is necessary to monitor the following parameters:

• Traffic on interfaces
• Processor availability
• Memory consumption
• Number of processes
• Number of logged users

In order to monitor the network parameters, in the computer network of the laboratory
for e-business Cacti application was implemented. Cacti application is installed in a
VM on a server with a CentOS 6.4 operating system. The access to the application
is made via the Web interface.

The main task of the Cacti application is to monitor the parameters of network
devices and servers (Fig. 14.3). The SNMP protocol is mainly used for collecting data
from network devices (routers, switches, etc). For security reasons, the SNMP access
should be limited to the management station, which is implemented by access lists.
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Fig. 14.3 CPU usage on one of the servers

14.5 Implementation of Application Services in E-Education

According to numerous research works, the Moodle is one of LMSs with the
largest number of functionalities and services [30, 31]. The Moodle is flexible for
implementing new components and integration with other systems and technologies.

The laboratory for e-business, at the Faculty of Organizational Sciences, organizes
its courses at all levels of study, using a blended learning concept [32]. More than
900 students have access to more than 100 online courses, created within the e-
learning system management Moodle LMS. The Moodle is an open-source system
for managing teaching and learning via theWeb. It is widely used by many universities
and instructors. In the scope of the Moodle courses, we use a lot of additional software
and applications.

Problems arise when a large number of students simultaneously access the system
(taking tests, uploading or downloading large amounts of data, setting homework,
etc.). At these moments, the server load is near the maximum and then it is necessary
to provide the scalability and reliability. In order to overcome these problems and
improve the system performances, the Department for e-business has implemented a
cloud computing infrastructure described in the previous section. The infrastructure
includes 160 CPU with more than 4TB of memory. The implemented infrastructure
based on cloud computing enabled an efficient and scalable work of teachers and
students.

According to the four principles ofWeb accessibility and according to the proposed
model, some adjustments were introduced in scope of the laboratory for e-business,
Faculty of Organizational Sciences, Belgrade. These adjustments include an adap-
tation of current services and teaching materials, as well as customization of design
of the e-learning Web portal. This e-learning system is realized by using the Moodle
learning management system. Customizing the portal to students with visual impair-
ments is performed in several ways. Each non-text element is described in detail and
also students are able to change the theme of the portal (font, colors, element layout,
etc.). In Fig. 14.4, an example is given of the image which has additional descrip-
tions and can make materials more accessible to students who are blind by providing
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Fig. 14.4 Image with additional descriptions

Fig. 14.5 Choosing between
different text sizes

meaningful alternate or long descriptions (alt tags) for each non-text element on the
page. Alt tags are a descriptive text that shows up when a mouse-arrow hovers over
a non-text element. Screen-reading devices are able to read these image descriptions
to students.

Students are able to choose between four available different Web portal themes.
They are also able to choose one of two available text sizes for each theme. Used
themes are customized for people with low vision and color blindness. In Fig. 14.5,
an example of choosing between different text sizes is shown.

In addition to customizing the design of the current e-learning portal, the system
is extended with a new IVR service. The infrastructure for this system is shown in
Fig. 14.6. This service helps students with visual and motor impairments. A student
with special needs chooses whether he/she wants to take a normal or accessible test
and whether he/she has visual or motor problem(s). These data are saved into the
Moodle database, as well as the phone number which the student will use for access-
ing the system. While taking the test, the student is being identified by comparing the
phone number which is used for accessing the system with the phone number stored
in the database. The system checks if the student has the privilege for accessing
the test and if it is the case, the student can start the test. For a student with visual
problems, the voice synthesizer reads the questions. Students answer the questions
by pressing the appropriate keypad key. All questions are previously prepared and
there are four available answers. Only one answer is a correct one.

Our IVR solution [33] can also be used by students with motor impairment and
by everyone, as well. Students with motor impairment may have a difficult time
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Fig. 14.6 Infrastructure of an IVR system for e-learning

interfacing with their computer. Therefore, the IVR in their case has a long timeout
of 30 s per question. The IVR also has a built-in basic speech recognition mechanism.
All questions have four available responses. The student chooses only one response.
Response can be given by pressing the appropriate key or by saying the response. The
speech recognition mechanism is simple because the system distinguishes only four
words (one, two, three, and four). If the student does not respond in the scheduled
time interval, all skipped or unanswered questions will be read again and the student
will have another chance to answer them. After finishing the test, the result is read to
the student by the IVR system and it is stored in the Moodle database. The number
of accessing the test by a single student can be limited.

The proposed model is appropriate because it allows a high-level scalability and
reliability for e-learning services. Numerous researchers show [34, 35, 36] that in a
dynamic environment, such as learning environment, cloud computing represents a
most convenient approach in developing infrastructure. The main reason why there
is no quantitative result or analysis of the presented model is the number of students
with disabilities on our courses. Each year there are only a few students with some
impairment but nevertheless some trends can be noticed. Students with disabilities
choose examinations and courses which are realized on the described platform. Fur-
thermore, they participated in improving the platform through practical work on their
final examination.
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There are a few problems which are identified. Our IVR solution for the speech
recognition engine shows some malfunctioning. Speech recognitions systems be-
have well when it comes to the English words. For languages for which the speech
recognition system is not especially developed some problems occurred.

14.6 Conclusion

In this chapter we discussed new possibilities and solutions in the area of cloud
computing. We used cloud computing in order to improve the development of the IT
infrastructure of a higher education institution. Cloud computing allows for a seam-
less integration of all the components necessary for learning activities. A private
cloud was developed on the existing IT infrastructure. The main goal was to em-
phasize the advantages and constraints of applying cloud computing in education. A
successful realization of teaching and learning processes requires the use of various
applications and services.

This research introduced a model of e-learning services developed with respect to
needs of students with disabilities. The key advantage of the suggested approach is
that it is designed to use the existing resources of an educational institution to provide
an integrated and high performance environment for teaching and learning of students
with disabilities. The model includes various applications and components integrated
into the e-learning system. As a proof of the concept, a few components of the model
were implemented for students with disabilities within the laboratory for e-business,
the Faculty of Organizational Sciences, University of Belgrade.

The study presented in this chapter demonstrates a measurable improvement of
the system for e-learning for students with disabilities by introducing cloud services
and integrating them with the Moodle Learning Management System. The results
of the research showed that students achieved good results when studying in the
e-learning environment improved with cloud computing technologies.

Future research directions include the establishment of an inter-institutional ini-
tiative for building a prototype of cloud computing infrastructure that can be shared,
and organized for educational, scientific, and research purposes as well as for devel-
oping a virtualization platform that can deploy different VMs on the fly on students’
requests.
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Chapter 15
Application Scenarios Suitable for Deployment
in Cloud Environments

Rahul Bandopadhyaya and Vinay Rangaraju Nagavara

Abstract Cloud computing is currently one of the most talked about emerging tech-
nologies which is continually becoming stabler and more reputable. Consumers are
now aware of the type of applications that are best suited for the cloud-computing
infrastructure. For example, Web-based applications or Web-based services are the
best candidates to be moved to the cloud. At a very high level, we can easily make
a decision for the application’s fitness to cloud infrastructure, based on its imple-
mentation type, that is if it is Web-based then it is suitable; if desktop-based then
it may not be. However, it would be useful if it is possible to have a mechanism to
determine which specific kind of application scenarios will best leverage the cloud
infrastructure to meet its requirements. The aim of this chapter is to put forward ten
such specific application scenarios which would be suitable to be moved to cloud
environments or which could be further developed to be ultimately deployed in cloud
infrastructure. The chapter also provides justification for such migration. The pri-
mary focus would be to help the decision maker to quickly come to a conclusion;
that is, given a particular application scenario, whether the application should be
moved or further developed for cloud-computing infrastructure. By application sce-
narios, what are depicted here are the different business requirements which may be
developed and presented as working modules, for example, online polling system,
Web analytics component, data replication system, etc. The chapter does not aim
to teach how to code using different cloud infrastructure provided building blocks,
but to present ideas to best leverage these cloud-based building blocks, to overcome
certain limitations and constraints in different types of applications.
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15.1 Introduction

In this chapter, we explore a number of different scenarios, captured from different
domains like retail, electorate polling, medical, agriculture, etc. We explain how
widely and vastly cloud may be leveraged, and we will also see that its scope is not
just confined to one or a few fields of life. We will discuss how, with some intelligent
decision making, cloud computing may be used in more or less every sector of the
society.

In these scenarios, specific real-life problems are depicted. We then attempt
to explain how, witfully using information technology (IT) and cloud computing
any inherent problems can be addressed and accordingly eradicated. Some of these
scenarios have already been explored and are currently being used by different en-
trepreneurs. The others, for which we may not find today a real-time implementation,
may still have potential and will be certainly explored in the near future.

In all the different scenarios that are being identified in the subsequent sections of
the chapter, we have made references to Windows Azure provided building blocks.
The purposes of these references are to present the scenarios in a more realistic
manner. Any similar building blocks from any other cloud-computing infrastructure
provider like Amazon, Salesforce, etc. may also be leveraged to achieve the similar
benefit.

So, let us quickly have a brief look at the different application scenarios which
will be considered in detail in the subsequent sections.

15.1.1 Telematics—To Collect Data from Mobile Devices

Telematics is a process of collecting data from different mobile devices, analyzing the
collected data and then sharing the pattern(s) and/or intelligent meaning of the data.
We will explain in detail here how using cloud building blocks we may favourably
achieve the capabilities of Telematics.

15.1.2 Web Analytics for Online Websites

Web analytics is a very useful tool in the world of Web applications to understand
the behaviour and need of the target audience. Here we will see how cloud building
blocks could be leveraged to achieve this.

15.1.3 Online Examinations and Results

Nowadays many examinations and competitions for admission to renowned colleges
and organizations are being changed from subjective mode (i.e. descriptive-type an-
swering mode) to objective mode (i.e. choice-based answering mode). This change
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in methodology favours the online administration of these examinations. And ac-
cordingly, it makes the evaluation process more accurate as well as faster. We will
learn here why cloud infrastructure should be used for these types of application.

15.1.4 Publication–Subscription System

Publication–subscription is a kind of system where a user/client (i.e. the subscriber)
of a service (i.e. the publisher) needs to get some kind of alert/message from the
service as and when some specific kind of event occurs (at the service side). For
example, the news service provider. This section will tell the benefit of using cloud
infrastructure in such system.

15.1.5 Application Data Back-Up/Replication

Application data management is equally important like the application management.
Here, we will discuss why cloud infrastructure should be used for very commonly
occurring data management operations, such as: (1) data back-up and (2) data
replication.

15.1.6 Polling in Democracies

In democracies, elections involve an electorate of hundreds of millions. There is
enormous expenditure associated with the election process which uses millions of
electronic voting machines (EVMs).An equally whopping sum is spent on the process
of counting the votes. This section will explain why cloud building blocks should be
used in those scenarios.

15.1.7 Agricultural Data Analysis

Agriculture plays an important role in the development of a country. For a few
countries the major source of income is agriculture and hence it plays a substantial
role in growth of those countries. Losses in agriculture due to irrational decisions of
the farmer, poor infrastructure and non-scientific methodologies cause food losses.
We will learn that cloud could be best used to address these issues.
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15.1.8 Application with Predictable and Unpredictable Varying
Loads

Here, we will talk about some common scenarios with fluctuating and huge network
loads and we will also discuss why cloud is the best hosting environment for such
applications.

15.1.9 Health Care

Many countries face the challenge of providing quality medical care in rural areas and
even in remote parts of urban areas. Distant regions in any country face problems in
the training and appointment of doctors, inadequate infrastructure, lack of financial
resources as well as issues like reputed doctors/surgeons disliking living in rural
settings. In this context, providing quality medical care to people in remote areas
becomes a challenge. We will see here how cloud could be leveraged to address these
challenges.

15.1.10 Cloud Empowered Small and Start-Up Enterprises

Efficient expenditures, efficient resource management and quick response times are
critical for small start-ups to grow their businesses. Start-ups face challenges in
giving out their online services in terms of procuring high-end servers for robustness,
reliability and availability. We will discuss here how cloud blocks should be used to
handle this challenge.

15.1.11 Telematics—To Collect Data from Mobile Devices

Today, one can hardly think of any daily routine without mobile phones. These mobile
phones are getting smarter and more intelligent with the introduction of various
outstanding technologies. The capabilities of the mobile phone are not just limited
to making and receiving calls—it also helps in storing and collecting intelligent
data like the user’s geological location; searching for habits like favourite restaurant,
favourite food; etc. And with data like these, there are technologies, which using
artificial intelligence can help in some important decision making. Telematics is also
one such technology.

Telematics [1] is a process of collecting data from different mobile devices, ana-
lyzing the collected data and then sharing the pattern(s) and/or intelligent meaning of
the data, refer to Fig. 15.1. It is one of those processes which use a lot of computation
and storage resources:
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Fig. 15.1 Telematics to collect data from mobile devices

• For storing the collected data
• For analyzing the data and arriving to an intelligent meaning or pattern
• And lastly but equally important for the flow of data from the mobile devices

used for collecting the data to the data-analyzing process and again the flow of
the so-formed pattern or intelligence of the data to the intended party or agents.

In this scenario, the resource requirement is not constant, i.e. during peak time the
flow of data will be more and hence the computation needed to analyze the data
will be also more. Similarly, depending upon the type of data to be collected, the
occurrence of the peak time will change, that is it may not only come every day but
may occur weekly or monthly. Say for instance, we are collecting data related to the
road traffic. The peak time may occur every day and in fact more than once in a day
but if we are collecting data related to the amount of rainfall from different regions,
then the peak time may occur once in a month or even after longer time gap. So
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the resource requirement could be more but not same throughout the lifetime of the
requirement, i.e. the computation and storage varies from time to time and case to
case.

Collecting traffic data and accordingly after analysis suggesting the commuters to
take the less congested route during peak time is a classic example of leveraging the
notion of Telematics. In the course of such application execution, during the peak
time, we notice the following:

• The data flowing from different mobile devices, for example, the smart phones
from different places are high.

• Accordingly, the need for interface to submit this data is also very high.
• And hence the applications running to analyze this data also needs to scale up

accordingly.

Such kinds of applications are among the best candidates to be moved to cloud
environment because of the following:

• The need for resources is not constant throughout the day.
• Fast and reliable no-SQL data storage, for example the Azure table storage could

be used because:
– Such data generally does not happen to be very relational.
– The data collected need not to be persisted for longer duration.
– The data collected is not very confidential.

• Whenever resources are not needed these could be relinquished.
• Parallel computing/grid computing pattern using the on-demand available virtual

machines (like Azure Web and worker roles), the data collected can be processed
in parallel and hence the information extracted could be distributed quickly.

• Leveraging the complex event processing building blocks (e.g. in WindowsAzure,
Austin (code name)), real-time data analysis can be provided.

15.2 Web Analytics for Websites

It is very important for an administrator of a website (for example, an online retail
store, video portal, etc.) to understand the need of the target audience. For instances,
in an online retail store, it is important to understand what kinds of product are more
searched, etc. This information helps the application owner to make the necessary
changes and take decisions to best suit the audience and hence make the most from
the application.

Web analytics is a useful tool in the world of Web applications to understand the
behaviour and needs of the target audience [2]. For instance, consider the scenario
of a video portal which provides the hosting environment for different videos under
different categories. Using Web analytics, the application administrator may fairly
understand:

• Which types of video are most watched, that is the categories under which videos
are more liked.
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Fig. 15.2 Web-analytics for online websites

• The trends being followed while watching, e.g. whether the users are watching
the full video or doing fast forward, etc.

• Any specific kind of search done most by user on the portal, etc.

And, on the basis of the aforesaid findings, the Web application and its content may
be modified to best suit the need of audience.

Let us look at Web analytics implementation on a very high level (refer to
Fig. 15.2); for collecting analytic data in the Web application for all the intended
kind of events like button click, etc., client side scripts are added to send the in-
tended data to the remote analytics service. Generally, the scripts make some GET
or POST service call (preferably asynchronous) with intended information similar
to the following:

http://some-web-analytic-service.com/<client_identifier>/data?param1=value1
&param2=value2 . . . .etc

where, client_identifier identifies theWeb application in question, the param(n) =
value(n) depicts the different analytics data collected for the Web application to be
analyzed.

At the Web analytics service side, such data is collected and analysis report is
provided on demand. This kind of analytics services and their back end data store
could be moved to cloud because:

• The analytics data for an application/client is very huge and random for each and
every intended client side event.
– For the persistence of such kind of data, a no-SQL data store is most suitable,

as the kind of data collected will generally vary from application to application
and storage like Windows Azure table storage could be best leveraged.

http://some-web-analytic-service.com/$<$client_identifier$>$/data{?}param1$=$value1&param2$=$value2
http://some-web-analytic-service.com/$<$client_identifier$>$/data{?}param1$=$value1&param2$=$value2


390 R. Bandopadhyaya and V. R. Nagavara

– The manner in which the analytic data is sent (refer the aforementioned URL),
storage like the Windows Azure table storage which provides REST-based
access points may be used and data can be persisted with minimum coding.

• In such requirements, the data collected also need not to be kept for long.
• The computer service needed to analyze such a huge data should be able to scale

up and down depending upon the Web application usages.
– Here the compute can be best implemented using cloud infrastructure provided

building block like Windows Azure worker role to support need based scale
up and down.

15.3 Online Examinations and Results

Nowadays many examinations and competitions for admission to renowned colleges
and organizations are being changed from subjective mode (i.e. descriptive-type
answering mode) to objective mode (i.e. choice-based answering mode). This
change in methodology favours the online administration of these examinations.
And accordingly, it makes the evaluation process more accurate as well as faster.

The application used to conduct the examination needs to be accessible only during
a specific time span and this need could be generally once or twice in a year, that
is generally for a very small duration. Moreover to support the online examinations
like the entrance test for engineering or management studies, where the number of
aspirants appearing from across the country and even across the globe counts to
many hundreds of thousands, the hardware/infrastructure needed is very high. And
these results in a huge investment which will be used only for a small duration,
consequently the return on investment (ROI) is not that impressive.

Similar is the concern in the support of online results of some general elections or
examinations; here also the application and its supporting infrastructure are needed
only for a small duration. These kinds of applications could very well be moved to
cloud infrastructure because (also refer to Fig. 15.3):

• The infrastructure needed to support such application is required for a very small
duration and that too it should be capable enough to support the maximum possible
user load.
– Cloud computing building block like the Azure Web roles could be leveraged

so that the infrastructure could be easily created as well as scaled up to support
the maximum possible user load.

– The cost of ownership is also low as now one needs to pay for the infrastructure
only for the duration it is used.

• The data to support the examination is not required to be accessible for long
durations.

• During off-season, after proper data back-up, unnecessary computation and
storage instances can be relinquished.
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Fig. 15.3 Online examinations and online results

15.4 Publication–Subscription System

Publication–subscription [3] is a type of system where a user/client (i.e. the sub-
scriber) of a service (i.e. the publisher) needs to get some kind of alert/message from
the service as and when some kind of event occurs at the service side. For example,
the news service provider. To implement such system, we have two options:

• Approach 1: The client keeps polling the service for the latest event or message
after some fixed duration.
– In this type of implementation, due to the continuation polling, the communi-

cation bandwidth may get blocked.
– If the client is some kind of mobile device, then the process to do continuous

polling leads to more battery usage, that is, the battery life will be hampered.
• Approach 2: The service takes the responsibility to the send the alert/message to

the intended clients whenever any event occurs.
– In this type of implementation, the client, while subscribing to a service, pro-

vides a call-back for itself. And whenever any event occurs on the service side,
the service uses this call-back to intimate the client.

– This generally leads to the opening of many ports for call-back in the client
device. That is, for each different kind of service subscription, one call back is
provided and hence one port is opened. And the client keeps listening to these
ports for incoming messages. If the client is some kind of mobile device then
opening and listening of ports, which needs some kind of computation, also
leads to excess battery usage.

However, given the pros and cons of the aforesaid two options, the second option
is more widely accepted. Refer to Fig. 15.4. For the implementation of the second
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Fig. 15.4 Publication–subscription system

option and to overcome its cons, the purpose of providing call back can be outsourced
to an external system:

• The interested client for services subscribe to a single end point, e.g. to one external
system. And hence provide one call back that leads to opening and listening on a
single port.

• The external system on behalf of the interested clients subscribes to one or more
services.

• The external system, using some multiplexing mechanism, sends the intended
messages from all the subscribed services to the client through the single port.

• Thus, the need for providing many call-backs and hence the need for opening
many ports is outsourced to the external system.
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Fig. 15.5 Application data back-up/data replication

Examples of such external systems include Windows Push Notification Services
(WPNS),Apple Push Notification Service (APNS), etc. Having mentioned the impor-
tance of implementing an external system, cloud infrastructure provided application
blocks could be leveraged to implement such system:

• For instance, the Windows Azure AppFabric Service Bus Brokered Messaging
could be used.

• Publish/subscribe mechanism provided by Windows Azure Service Bus Brokered
Messaging (in the form of queues and topics) may be used to create disconnected
client-server communication between many publishers and many subscribers.

• Scalability of the service provider is achieved by supporting load balancing among
one and more publisher and subscriber.

15.5 Application Data Back-Up and Replication

Application data management is equally important like the application management.
In this context, some commonly occurring data management operations are:

• Back-up of data, for example old transaction records [4]: For instance, for online
retail portals the old transaction data may mount to the factor of tera-byte and
peta-byte and keeping the back-up of such a amount of huge data is as costly [5]
as keeping the current data. Refer to Fig. 15.5.
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• Database replication [4]: Sometimes for applications deployed in distributed en-
vironment like partly on-premise and partly off-premise, the copy of the database
needs to be maintained in more than one location. The data in different locations
also has to be in sync, for example one database is master (say, the one situated
on-premise) and the other needs to be synchronized frequently with the master as
soon as any changes are done to the master. Refer to Fig. 15.5.

For these types of requirements, cloud infrastructure could be leveraged to:

• Minimize the cost of back-up: The data to be backed up can be packaged in a
single blob and dumped in the no-SQL kind of database like Windows Azure Blob
which is much cheaper than the general relational database.

• Quickly automate synchronization of the database copies: The changes in
one database, e.g. the master could be quickly replicated to the other dis-
tributed databases using Azure building block like Data-Sync. Data-Sync helps
in providing rules for maximum possible and best data synchronization.

• Secure the data with minimum cost [6]: The required setup and the environment
to secure the data will be provided by the cloud infrastructure on demand.

15.6 Polling in Democracies

In democracies, the elections involve an electorate of hundreds of millions. There
is enormous expenditure associated with the election process which uses millions
of electronic voting machines (EVMs). An equally whopping sum is spent on the
process of counting the votes [7].

To thwart rackets and scams during elections, the ballot paper voting mechanism
is rapidly being replaced by EVMs. Once the voting has ended and until the day of
poll results, the EVMs are warehoused under heavy security.

The counting process uses a lot of manual assembling and disassembling of EVMs
with computers to calculate the number of votes cast. EVMs themselves form storage
resources until the counting day. The addition of votes from various EVMs, at times,
can be done manually too. This involves a lot of manpower in terms of persons who
count and also the persons who observe the process. This laborious process also
introduces delay in the announcement of results.

Internet-enabled EVMs can be of enormous advantage here. Refer to Fig. 15.6.
These devices will read the voting pattern and relay the data to a cloud-based applica-
tion which is controlled and monitored by the election commissioner. This application
can also provide real-time voting patterns across the country and the results can be
announced as soon as the last vote is cast. This scenario is one of the candidates to
be moved to cloud because:

• Elections happen once in a while; hence, the compute power can be shifted to
cloud.
– Azure roles may be leveraged for implementing the compute part. And once

the election is over, the non-required roles (like those used for data collection
from EVM) can be decommissioned after proper data back-up.
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Fig. 15.6 Polling in democracies

• Once the voting is done in any region, the data in the EVM can be synchronized
to the cloud storage and local EVM data can be erased completely.
– The need for EVM to be stored and protected for a longer period of time can

be avoided and these can be reused in other booths as soon as the last vote is
cast and data is uploaded to cloud.

– The data collected need not to be persisted for long duration on EVMs due to
limited number days of battery capacity.

• Since the back-end application having the responsibility of analyzing the data
from EVMs and declaring the result is a cloud-based application/service, this can
be leveraged to implement on-line polling application. Thus citizens who do not
have manual access to the nearest polling booth, may use this online application
and cast their vote.

• EVMs increase the efficiency of the electorate system with real-time monitoring
of the voting patterns.
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15.7 Agricultural Data Analysis

Agriculture plays an important role in the development of a country. For a few
countries the major source of income is agriculture and hence it plays a substantial
role in growth of those countries. Losses in agriculture due to irrational decisions of
the farmer, poor infrastructure and non-scientific methodologies cause food losses
[8].

In the past few decades, many countries have made immense progress towards
food security via new agricultural methods to meet the need of growing population.
With better farming knowledge, continuous monitoring and feedback, it is possible
to achieve bug free, infection resistant crop and hence improve productivity. This
also leads to self-sufficient and independent food capacity and result in alleviating
the problem of hunger.

A country’s agricultural throughput depends on various internal factors like
weather, fertility of the soil, infrastructure, knowledge about farming, etc. Farm-
ers have to adopt improved methods and technologies in agriculture to logically
decide on daily basis with respect to their farming activities to increase their yield to
address the concern of varied food necessities of increasing populace.

To address the aforementioned concerns, we may use some existing technologies.
For instance, a wireless sensor may be implanted in the agricultural land at regular
distances to collect daily data on chemical composition and hence the fertility of the
soil. It will also record the average temperature of the area in a day, the moisture
content in the air and soil, the intensity of sunlight, amount of rainfall, level of
carbon dioxide, precipitation level and other contextual data which have impact on
agricultural output. These data from various sensors are recorded in a nearby Internet-
enabled device, which will in turn talk to a cloud-based application and push all this
data. An agricultural scientist who has the access to such data can view the summary
of this data on daily basis in a particular region/county/state/country and can advise
the farmer on how to proceed with his farming in the future. The scientists, farmers
and government officials collaboratively may use this data to analyze for possible
problem and accordingly suggest the corresponding corrective measures to handle it
better. Refer to Fig. 15.7.

By adopting cloud infrastructure for this scenario:

• We can leverage no-SQL (non-RDBMS-based) storage because the data collected
may not follow any specific schema.

• The data collected is not very sensitive and can be used for general research
purposes, e.g. by university students.

• Data can be made easily and cheaply accessible over the Internet so that anybody
can voluntarily analyze it and suggest some better resolution in case there is any
problem faced by agriculturists in any particular region.

• Since these types of implementation are not for commercial use, the lesser the
investment, the better it is. Hence, it is beneficiary to leverage the less expensive
cloud-based infrastructure like Azure Web roles instead of traditional hosting
environment.
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Fig. 15.7 Agricultural data analysis

15.8 Applications with Predictable and Unpredictable Varying
Loads

Some common scenarios of hugely fluctuating network loads are:

• Cases like that of news websites—the news websites may experience huge loads
during breaking news or any news which is of national/international importance.

• Cases like that of retail website—during holidays offers which results in the
busiest online shopping days of the year.

News websites belong to unpredictable load category. High-impact news, which is
highly unpredictable, generates lots of user load. Also, usually in the morning the
number of users accessing the news websites will be much greater compared to news
readers at night time.

On the other hand, a retail online store will also experience drastic difference in
user loads especially very high during festive seasons and holidays. Traditionally, at
the beginning of the Christmas shopping season, most retailers experience extremely
high user access on their websites when they offer promotional sales to kick off the
shopping season. This is an example where one can predict increase in user loads at
different times of the year. Due to this heavy surge of user access during these times
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Fig. 15.8 Application with predictable and unpredictable varying loads

of the year, the server hosting these sites should be capable of handling the varying
loads. Commissioning of new servers during peak load time and decommissioning
extra servers when the user load is low, is a costly operation and time consuming in
a traditional deployment.

Cloud-based building blocks may be leveraged to develop such websites:

• For unpredictable user load like those in the news website, the website adminis-
trator may quickly increase/decrease the website instances like those possible for
Azure roles using the Azure management portal. Refer to Fig. 15.8.

• For predictable user loads like retail websites, auto scaling rules may be pro-
vided. For instance in case of Azure role, using Azure management API one may
write rules to automatically change/restrict the instance counts for any specific
timeframe in a year. Refer to Fig. 15.8.
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Fig. 15.9 Health care

15.9 Health Care

Many countries face the challenge of providing quality medical care in rural areas
and even in remote parts of urban areas. Distant regions in any country face prob-
lems in the training and appointment of doctors, inadequate infrastructure, lack of
financial resources as well as issues like reputed doctors/surgeons disliking living
in rural settings. In this context, providing quality medical care to people in remote
areas becomes a challenge [9, 10]. To address this challenge, a possible solution
may be an Internet-enabled mobile healthcare unit which interacts with cloud-based
applications, which acts as a two way communication channel between the patients
and doctors. Refer to Fig. 15.9.

Mobile healthcare units can also have surgery facilities through which a patient
can be treated/operated by a doctor remotely. With these mobile units the physical
presence of the doctor/surgeon is not needed at places where the patient is located.
With this the patients can afford world class treatments/prescriptions/consultations
in the proximity of their residential locations.

These units help the patients to have multiple opinions with various doctors around
the world in an affordable manner. A major advantage of mobile healthcare units is
during wartime to treat the soldiers in the battlefield and to cater to victims of natural
disaster-affected areas which need numerous mobile units and hence increased user
load.

Such an implementation may be considered to be moved to cloud as:
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• The Web role on Azure cloud will act as a channel between the mobile medical
units and the doctors. Once the Azure Web role receives the audio and video
images, it will send a notification using some notification services (such as Azure
service bus brokered messaging) to the subscribed applications on phones or any
other mobile or stationary devices at the doctor’s end.

• As mentioned earlier during the emergency, when the need for such tele-presence
is high, since cloud-based applications have the infrastructure to increase the
number of instances of the running application, it would become easier to handle
huge user loads.

• A Microsoft Kinect device can serve as an input device at the mobile medical unit
which is connected to the Azure application.
– The device will be uploading real-time images to the Azure application at

regular intervals. The sound capturing device will also relay continuous audio.
– In case the doctor wants to see live video, the Kinect will start streaming the

video in real-time onto the Azure-hosted streaming server.
– If the doctor wants to have the 3D view, a combination of Kinect devices can

be used to relay the images and render them in 3D format.
• The data about patients who have previously interacted, their medical history can

also be retrieved from the Azure table storage and pushed to the doctor’s device
and the doctor can instantly be aware of the patient’s health history.

15.10 Cloud Empowered Small and Start-Up Enterprises

Efficient expenditures, efficient resource management and quick response times are
critical for small start-ups to grow their businesses. Start-ups face challenges in
giving out their online services in terms of procuring high-end boxes for robustness,
reliability and availability [11]. IT infrastructure acts as a huge barrier for entry into a
market which is a convincing viewpoint for start-up ventures determined on trading
their goods or services at the earliest possible time and also to compete with the
existing big players in the market sharing the same business domain.

Moving their online services to cloud-based infrastructure can be an effective so-
lution for these problems (refer to Fig. 15.10). Using cloud and following a few steps,
start-ups can avail computing power depending on user load. With cloud computing
there is no prerequisite for purchasing operating system and hardware licences and
also there is no need to domestically manage the IT department. This results in the
reduction of management costs of hardware and also online operating costs. Also,
start-ups have to pay only for what they use which reduces their investments and get
freed of issues like delays in hardware procurement.

The key benefits for small and start-up enterprises to move to the cloud-based
environment are:

• Initial investment is less and charged as per usage.
• Quickly move to market by rapid deployment of services.
• No dependency on location and hardware devices.
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Fig. 15.10 Cloud empowered small and start-up enterprises

• Scalable infrastructure based on the load.
• Manageability becomes easier as the infrastructure is maintained by cloud

providers.

15.11 Conclusion

The aforementioned application scenarios are identified from the day-to-day real-
life examples. We tried to pin point and explain the problems/constraints currently
prevailing in such distributed applications and how such problems/constraints could
be best addressed using cloud computing infrastructures.

The types of applications best suited for cloud computing infrastructure are not
limited to the aforesaid list and, here, we tried to identify just the ten suitable scenarios
from the potential real-time implementations.

The intention of this chapter was also to put forward the vast and wide scope of the
cloud computing. With some careful comprehension and important decision making,
the benefit of cloud computing can be leveraged in many areas like health care,
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telematics, agriculture, etc. These include areas apart from the areas like retail, online
examination, etc. which have the significant influence of IT. Not all the scenarios
depicted in this chapter have seen the usage of cloud computing currently but these
are certainly prospective areas. With proper usage of cloud computing infrastructure,
one is sure to achieve the benefits like:

• Lower total cost of ownership (TCO) but higher ROI.
• Lower time to market the implementation.
• Higher scalability, higher reliability and higher availability of the application
• Wider presence of the application, etc.

It is important to mention that the cloud computing is not the panacaea of every
problem; intelligent decision making is expected before adopting cloud infrastructure
as the platform, or it may have adverse effects. The factors that one may need to
consider intelligently before adopting cloud as the target platforms are [12]:

• The technology the application is expected to use for its implementation
• The kind of application data that will be shared with the cloud infrastructure

provider
• The requirement around the abilities like auditing, tracing, etc.
• The legalities and securities expected by the application owner

With the information provided in this chapter, if any similar application scenario and
requirement is given, it will be quite helpful for the decision makers to come to a
conclusion and determine the fitness of the application in the cloud.
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