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       What Is Health-Care Quality? 

 In  To Err Is Human , the Institute of Medicine (IOM) defi ned 
 health - care quality  as “the degree to which health services 
increase the likelihood of desired outcomes” and  patient 
safety  as “freedom from accidental injury because of medi-
cal care or medical errors” [ 1 ]. These two concepts are 
fundamentally linked, of course, and many notable voices 
have explicitly cited safety as the key dimension of qual-
ity, including the IOM, the Leapfrog Group, the Institute 
for Healthcare Improvement (IHI), the National Quality 
Forum (NQF), and even Hippocrates –  primum non nocere . 
Other chapters of this textbook will focus more explicitly 
on patient safety, unintended harm, and the prevention of 

 specifi c health-care associated complications. This chapter 
focuses on improvement models, general strategies, and 
practical concepts that can be applied in efforts to improve 
health-care quality. 

 The IOM outlined six dimensions of health-care quality 
[ 2 ]. The most fundamental attribute is that care should be 
safe. Care must also be effective and appropriately dis-
pensed—that is, care must be provided to all who could ben-
efi t and not to those unlikely to benefi t (avoiding underuse 
and overuse). Care should be patient-centered—respectful of 
and responsive to individual patient preferences, needs, and 
values, as opposed to provider or organizational motives. 
Quality care is timely—the right care to the right person at 
the right time—with waits and delays eliminated or mini-
mized. Care should be effi cient, actively seeking to identify 
and eliminate all forms of waste, be it time, equipment, sup-
plies, or energy. The fi nal dimension of care outlined by the 
IOM is equitability—the provision of care that does not vary 
in quality because of personal characteristics such as sex, 
ethnicity, geographic location, and socioeconomic status. 
It is a tall order, but ultimately attainable. 
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 The terms quality assurance (QA), quality control (QC), 
and quality improvement (QI) are often used interchange-
ably in colloquial parlance, however, each has a slightly dif-
ferent meaning. The primary objective of QA is to 
demonstrate that a service or product meets a set of pre- 
defi ned expectations or requirements. This is achieved by 
comparing actual processes and/or outcomes to those speci-
fi ed criteria. QC involves the systematic use of performance 
monitoring and corrective methods to ensure that a service or 
product conforms to a desired standard. QI refers to the bet-
terment or enhancement of a product or service compared to 
current, historical, or benchmark states. The term continuous 
quality improvement (CQI) is used to describe ongoing or 
iterative QI efforts.  

   Engaging Healthcare Providers in Quality 
Improvement 

 In spite of the known risks to patients from defi cits in health- 
care quality and safety countermeasures, most clinicians do 
not deliberately employ QI principles in their work, often 
believing that the responsibility for “systems issues” resides 
with the hospital administration [ 3 – 5 ]. Most clinicians focus 
on an understanding of pathophysiology and extrapolate 
treatment focusing on these principles. Figure  9.1  shows the 
translational research sequence of studies that transpire 
going from bench to bedside to practice guidelines. Research 
guided primarily by physiologic principles occurs in the 
early stages of translational research (e.g., T1 and T2). Late 

translational research (T3), such as implementation science, 
performance reliability, or improvement sustainability, is 
often confounded by local phenomena (e.g., staffi ng ratios, 
case mix), individualism (e.g., clinicians’ experience base, 
leadership style), human factors (e.g., psychology, ergonom-
ics), and nonmedical disciplines (e.g., business, economics, 
information technology, industrial engineering). These fac-
tors impact the generalizability of many quality and safety 
interventions. Tragically, the vast majority of discovery from 
T3 translational research is never published or dissemi-
nated—a lost opportunity in terms of the knowledge that  can  
be extrapolated [ 3 ].

   In 2001, the IOM report,  Crossing the Quality Chasm , 
elaborated on strategic solutions to improve safety and qual-
ity in health-care, emphasizing the importance of systems- 
based analysis, correction of latent defects in complex 
systems, transparency, multi-professional and multi- 
institutional collaboration [ 2 ]. Perhaps most importantly was 
the emphasis on overcoming the culture of individual blame 
and reliance on imperfect humans to simply try harder or do 
better. The IOM argued that imperfections in human perfor-
mance should be expected, and that systems should be 
designed to anticipate and mitigate their impact on patient 
outcomes. With the sentinel IOM reports, important health- 
care stakeholders have made signifi cant commitments to 
address these issues [ 6 ]. In 1999, the Accreditation Council 
for Graduate Medical Education began requiring compe-
tence in systems-based practice for physicians in training. In 
2005, the American Board of Medical Specialties outlined 
the kinds of patient-safety and quality-improvement content 
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that should be included on board-examination questions in 
all medical specialties [ 7 ]. In 2007, on the heels of pay-for- 
performance approaches pioneered by some third-party pay-
ers, the Centers for Medicare & Medicaid Services declared 
that there would no longer be reimbursement for the addi-
tional costs associated with certain preventable medical 
complications – and many other insurers are now following 
suit [ 8 ,  9 ]. Most recently, in 2010, the Maintenance of 
Certifi cation (MOC) program for physicians went beyond 
the traditional requirements—such as periodic examinations, 
continuing education, state credentialing—and required for 
the fi rst time a practice performance assessment [ 10 ]. To 
maintain certifi cation, physicians out of training must now 
demonstrate their ability to assess the quality of care they 
provide compared with peers or national benchmarks – and 
be able to apply the best evidence through follow-up assess-
ments [ 11 ]. This latest element of MOC has only begun to 
play out, but it clearly represents a signifi cant intent to 
encourage physicians to engage in clinical QI more 
substantively. 

 In the context of increasing public pressure for transpar-
ency, fi nancial incentives for performance, as well as legal 
and regulatory drivers for improved patient safety and health- 
care quality, there is a rapidly fl ourishing academic dimen-
sion to QI. Some of the methodologies to analyze quality and 
safety in health-care with academic rigor are still in develop-
ment, relatively young, and under adaptation from other 
industries and disciplines—and many are not familiar to 
practicing clinicians nor embedded in medical education 
[ 12 ]. Such analytic tools from human-factors engineering, 
psychology, industrial engineering and manufacturing are 
increasingly fi nding their way into the traditional stomping 
grounds of peer-reviewed medical literature [ 13 ]. Finally, 
calls for scholarly accounts of quality and safety endeav-
ors—along with publication guidelines for proper peer 
review—have appeared in recent years [ 14 ,  15 ].  

   The Case for Health-Care Quality as a Priority 
for Pediatric Critical Care 

 The Pediatric Intensive Care Unit (PICU) is a place of con-
verging threats to quality and safety—in essence, a canary in 
the coal mine. All the challenges that adult medicine has in 
defi ning, measuring, and improving health-care quality are 
amplifi ed in pediatrics, where evidence for best practice is 
more limited, the data infrastructure less robust, and the 
potential loss of quality-adjusted life-years greater [ 16 ]. 
Furthermore, ICUs, emergency departments, and operating 
rooms are the locations where defects in care delivery are 
most prolifi c [ 1 ]. 

 In the PICU, workfl ow is unpredictable, diverse, com-
plex, technical, stressful, and invasive—often with little 

 margin for error, as critically ill patients may succumb to 
insults that healthier patients might tolerate. Care must be 
multidisciplinary, with no one role—physician, nurse, respi-
ratory therapist, pharmacist, or social worker—able to have 
mastery of all the information and skills necessary to treat 
the patient optimally. This makes the ICU critically depen-
dent on teamwork and communication that must both func-
tion reliably in short time frames—and some of the most 
common and refractory sources of error are teamwork and 
communication failures [ 17 ]. There is a very high volume of 
“sharp end” activities—the point of care where all propa-
gated defects emerging from the system actually reach the 
patient—a medicine injected, a catheter inserted, a chest 
shocked. Yet in spite of the pervasive risks in the PICU, 
adverse outcomes from errors are camoufl aged. In general, 
more deaths occur in PICUs than in any other care units 
within a pediatric hospital, and adverse outcomes, although 
unwanted, are not unexpected. A death in a general-care unit 
stands out in bold relief and is scrutinized deeply for what 
went wrong—but how is it clearly discerned when morbidity 
or mortality in the PICU is from progressive refractory criti-
cal illness or from unrecognized (or unreported) medical 
errors slipping under the radar of awareness? 

 Pediatric critical-care medicine as a discipline has taken 
the initiative in asserting a voice at the national level regard-
ing measures of performance quality and safety, instead of 
waiting for external entities to select or mandate such mea-
sures as targets for public reporting and pay-for-performance 
[ 18 ]. The density of error potential, the high level of vigi-
lance, and the abundance of objective patient data make the 
ICU a locale that lends itself to measuring quality. Indeed, 
the NQF recently endorsed 48 quality measures, of which 23 
are relevant to PICU care, and 7 are explicit measures of 
PICU performance. There are only 13 pediatric-specifi c 
measures, making PICU-specifi c measure representative of 
more than half of the NQF-endorsed measures for pediatric 
care (Fig.  9.2 ) [ 19 ]. Similarly, Medicare’s recent announce-
ment of numerous nonreimbursed “never events” included 8 
metrics highly relevant to the PICU, although none that are 
PICU-specifi c (Fig.  9.2 ) [ 9 ].

   The health-care industry has a fairly woeful track record 
of reliably delivering contemporary best practice. It is esti-
mated that adults typically receive recommended, evidence- 
based care about 55 % of the time, with little variation among 
acute, chronic, and preventive care [ 20 ]. Although PICU- 
specifi c data on best-practice compliance are scarce, general 
pediatric data from a similar analysis suggest performance 
that is comparable to adult care on average, but a larger vari-
ability based on type of care [ 21 ]. Children receive an esti-
mated 68 % of indicated care for acute medical problems, 
53 % for chronic medical conditions, and 41 % for preven-
tive care. What is more, data derived from such audits do not 
include many errors unrelated to widely accepted best 
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 practices, nor those invisible to the audit methodology. In a 
survey of pediatric physicians and nurses, half fi led incident 
reports on <50 % of their own errors, and a third did so 
<20 % of the time [ 22 ]. It is reasonable to conclude that most 
practitioners in the PICU are only aware of the tip of the 
iceberg when it comes to near-misses, preventable harm, and 
opportunities for improving healthcare quality. 

 Many quality and safety initiatives developed in the ICU 
fi nd wide application in other medical environments and ser-
vice lines. This not only makes the PICU fertile ground for 
the development of interventions relevant to pediatrics at 
large but also makes the PICU well positioned to further 
develop QI science itself [ 23 ]. If the PICU is to be the canary 
in the coal mine, then it can also be an incubator of improve-
ment innovation.  

   Models for Understanding Quality 

 As experimental statistician George Box observed, “All 
models are wrong, but some are useful” [ 24 ]. Models, of 
course, provide an artifi cial structure for knowledge that 
refl ects complex phenomena accurately enough to better 
enable understanding—ideally well enough to enable mean-
ingful interpretation and constructive action. Clearly, health- 
care quality is complex, but models can help us grasp what is 
essential. A few of the more common and useful models for 
improvement are touched on here. 

 A high-level perspective on managing quality is encapsu-
lated by Deming’s system of profound knowledge [ 25 ]. This 
model is comprised of these four domains:
    1.     Appreciation of a system : understanding the overall pro-

cesses involving suppliers, producers, and customers (or 

recipients) of goods and services; insight into the interde-
pendence and dynamism of complex institutions; recog-
nition of how the whole is greater than the sum of parts.   

   2.     Knowledge of variation : understanding the range and 
causes of variation in quality (e.g., common versus spe-
cial cause); ability or access to statistical sampling in 
measurements.   

   3.     Theory of knowledge  ( or epistemology ): understanding 
the merits and limitations of what is knowable, how we 
come to understand through experimentation, and the 
roles of modeling, prediction, and justifi cation.   

   4.     Knowledge of psychology : understanding concepts of 
human nature, including inter-individual variation, com-
munication styles, beliefs, assumptions,  intrinsic/extrin-
sic motivation, and the will to change; insight into the 
collective impact of individual psychology toward the 
behavior of groups, morale, and teamwork.    
  Perhaps one of the simplest ways to think of QI is as a 

strategy to close the gap between actual practice and best 
known practice. The estimated time lag for scientifi c knowl-
edge generated in randomized clinical trials to be routinely 
accepted into medical practice is 17 years, a rather shocking 
testimony to the size and persistence of the gap, and a pro-
vocative invitation to close it [ 2 ]. Figure  9.3  is one depiction 
of how QI fi ts in the context of actual, best, and idealized 
performance. If the graph is taken as a survival or time-to- 
adverse-event curve from some identifi ed measure of quality 
or safety, one can assume that the ideal outcome is 100 % 
perfect over time. Much conventional research is focused on 
closing the gap between current best practice and such an 
idealized practice—that is, taking the best known mousetrap 
and incrementally making it better. In contrast, much QI is 
focused on closing the gap between actual practice and best 
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known practice—that is, taking the best designed mousetrap 
already known and ensuring that it deploys fl awlessly every 
time it is indicated (and not when it isn’t) in the specifi c local 
context of deployment. Complex systems and multi-step 
successes are often a basis for the gap between actual and 
best practice. If one is to start with valid, evidence-based 
health-care guidelines, many steps must be executed cor-
rectly for the best care to reach a patient. Staff must be aware 
of the evidence, accept it suffi ciently, know how to apply it, 
work in a care environment that makes it feasible, remember 
to do it real-time, have agreement from the care team and 
consumer, and ensure that the care is actually performed in 
the right time, place, and manner. If each of these steps were 
to occur with 95 % fi delity, best care would be delivered only 
about 70 % of the time.

   It is not uncommon for classic research and QI interventions 
to be confused, as they both are seeking to improve patient 
outcomes in data-driven ways, although typically through dif-
ferent mechanisms. Classic research and QI are often touted as 
serial, but in truth they are concurrent and synergistic. Classic 
research in early translational stages (T1/T2) certainly defi nes 
many of the best known practices that QI agents strive to imple-
ment in later translational work. Yet improvements in the con-
sistency and reliability of baseline clinical performance can 
reduce noise, improving the sensitivity of analyses aimed at 
detecting small incremental improvements in best practice 
(Fig.  9.3 ). For example, if children are not dying or having 
 prolonged hospitalizations due to nosocomial infections, 

 medication errors, and surgical complications, then sensitivity 
will be increased when trying to detect the impact of a novel 
intervention on survivorship and length of stay. 

 Another useful QI model relates to the hierarchy of 
defects in a complex system.  Latent system risks ,  near - 
misses    , and  actual harm  are points along a continuum. 
Figure  9.4  demonstrates how this continuum matches up to 
methods commonly employed to remediate such defects. 
There is a long-standing debate between whether it is more 
advantageous to measure risk, errors, or harm—but in truth, 
each has advantages and disadvantages, and all are widely 
used. A brief consideration of each measurement follows.
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   Detection and elimination of latent defects in a complex 
system provides the ideal solution to improving quality and 
safety, as it is the furthest point upstream from harming a 
patient. Failure Modes and Effects Analysis (FMEA) is one 
powerful strategy to identify ways in which a complex sys-
tem can fail on the basis of known historical performance of 
constituent parts of a device or process. This allows potential 
defects to be designed out of the system (or planned counter-
measures to be devised) before a design actually culminates 
in an actual product or active process. FMEA is widely used 
in manufacturing and engineering industries where device 
performance is fairly predictable (as with an intravenous 
pump or telemetry unit), but it is increasingly applied in the 
service industry—even though human factors and dynamic 
phenomena are more diffi cult to model [ 17 ]. Limitations of 
analyzing latent system vulnerabilities include: lack of good 
historical performance data upon which to base the model, 
the risk of unforeseen perturbations in complex and interde-
pendent systems, unpredictable and dynamic changes in the 
system, lack of intuitive guidance to the sources of risk, and 
the theoretical nature of some assumptions and conclusions 
in the absence of measurable errors or harm. 

 Another top-tier tool in system improvement is process 
streamlining through the elimination of waste—be it time, 
energy, materials, or process complexity. As Albert Einstein 
said, “Make everything as simple as possible, but not sim-
pler” [ 26 ]. If a desired outcome can be achieved in fewer 
steps without loss of fi delity or performance, it will likely be 
safer, because eliminating unnecessary steps removes some 
opportunities for errors to creep into a system and simultane-
ously reduces the number of variables when trying to under-
stand ongoing failures. Furthermore, elimination of waste 
improves value from a cost–benefi t perspective. This kind of 
streamlining to optimize value-added output is the basis for 
lean design, originally applied to production lines but 

increasingly applied to service lines. The contemporary par-
adigm of lean production and management is based on the 
Toyota Production System, and lean strategies have been 
successfully adapted to health care [ 27 – 29 ]. Specifi c exam-
ples of the kinds of waste identifi ed and eliminated in the 
health-care setting are outlined in Table  9.1 . A full descrip-
tion of lean methodology is beyond the scope of this chapter, 
but exhaustive resources are available for the interested stu-
dent [ 30 ,  31 ].

   Progressing along the ladder from latent defect to harm, 
the next step closer to patients is error. The most widely 
accepted criteria for medical error is failure of a planned 
action to be completed as intended (an error of execution) or 
the use of a wrong plan to achieve an aim (an error of plan-
ning), whether by commission or omission [ 32 ]. Thus the 
drug overdose due to a decimal error may be considered an 
error of execution by commission, whereas the treatment of 
mistaken septic shock instead of the actual adrenal crisis 
might be viewed as an error of planning where proper care 
was omitted. If the error results in no harm, it is commonly 
labeled a  near - miss , whereas if harm occurs, it is considered 
 a preventable adverse event . This should be considered dis-
tinct from  non - preventable adverse events  for which ways to 
avoid the known complication are not established—that is, 
harm occurring as a consequence of medical care but in the 
absence of an error (such as with the risk of cardiotoxicity 
from chemotherapy). Because errors resulting in near-misses 
are far more common than errors resulting in preventable 
harm, near-misses provide an attractive target for monitoring 
and measuring quality and safety on a continuous basis. 
Analysis of near-misses in an iterative manner can help gen-
erate hypotheses for root causes more rapidly than if only 
harmful events are considered. Focusing on errors and can be 
particularly helpful when related outcome measures are too 
rare or catastrophic to be acceptable guideposts (e.g., deaths). 

   Table 9.1    Types of waste in the lean model   

 Type of waste  Defi nition  Heath care examples 

 Correction  Rework because of defects, poor quality, mistakes  Revising incomplete or illegible forms 
 Order entry error 

 Overproduction  Producing the wrong things or producing more/sooner/faster than required 
by downstream processes 

 Unused or too-frequent laboratory testing 
 Too frequent clinic appointments 

 Motion/ movement  Unnecessary physical activity (motion) by people or relocation (movement) 
of people/materials 

 Walking to offi ce supplies or exam room 
 Searching for misplaced equipment or chart 
 Multiple patient room transfers 

 Waiting  People, machine, and information idle time  Patient waiting in waiting room 
 Providers waiting for lab results 

 Inventory  Information, material, or consumers in queue or stock  Stacks of medical notes to be dictated 
 Excess stored supplies in stock room 

 Processing  Unnecessary or redundant handling or processing  Reentry of patient demographics 
 Repeat collection of data 

 Underutilization  Tasking staff below their capacity or abilities  Nurse tending phones to refi ll prescriptions 
 Surgeon operating on one patient per day 
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Such error-based surveillance (e.g., compliance with a best 
practice) is particularly helpful when there is good evidence 
for key steps or processes fi rmly established in the medical 
literature. The ability to identify and monitor compliance 
with important process measures provides actionable data to 
an improvement team about how to reduce unnecessary vari-
ation and close the gap between actual performance and 
desired best practice (Fig.  9.3 ). This is the basis of process 
control—often associated with the Six Sigma management 
strategy employed widely in many sectors of industry, 
including health care. 

 Although there are advantages to error-based quality- 
performance analyses, there are notable limitations to 
acknowledge. Error and near-miss rates vary widely depend-
ing on the defi nitions used for error, surveillance methods, and 
even the safety culture of the reporting unit [ 33 ,  34 ]. 
Furthermore, measures of errors are most helpful if they can 
be expressed as rates (errors divided by opportunities for that 
error type), but often there is no denominator available [ 18 ]. 
Even the numerators can be circumspect because many errors 
go unreported, and there is an attention bias that favors identi-
fi cation of errors of commission (rather than omission) and 
errors resulting in harm (rather than near-misses) [ 22 ]. Thus, 
error-based quality assessment may be better applied as a local 
qualitative and semi-quantitative improvement strategy, rather 
than an as comparative performance tool [ 35 .] 

 The measure of actual harm to patients is a fi nal measure 
of quality and safety in the current hierarchy being discussed 
(Fig.  9.4 ). From a high-principled perspective, one can con-
sider harm to the patient a failure to have detected and miti-
gated the latent system defects and combination of conspiring 
errors. Although risk and near-miss analyses are more proac-
tive, harm analysis is a more reactive process—there is no 
putting the genie back in the bottle. From a pragmatic per-
spective, it is like adding insult to injury to witness harm and 
not try to learn from it. It is worth noting that all errors are 
not created equal . . . those resulting in harm may be distinct 
from those that do not, and harmful errors can implicate 
defects not necessarily apparent in near-misses [ 36 ]. Several 
organizations have proposed injury-based trigger tools that 
can be used to provide systematic surveillance measures of 
harm, such as the Agency for Healthcare Research and 
Quality’s general and pediatric-specifi c Patient Safety 
Indicators, the IHI’s Global Trigger Tool, and others [ 18 , 
 37 – 39 ]. Some of these metrics and tools focus on types of 
harm that are assumed to be preventable or largely so, 
whereas other tools for measuring harm are inclusive of all 
readily identifi able harm. One key advantage to measuring 
all harm is that it provides an opportunity to question the 
boundary between preventable and unpreventable injuries. If 
the goal in health care is to eliminate or reduce all harm to 
patients, then including measures of harm considered unpre-
ventable by traditional medical standards can direct our 

attention toward innovative care or research. Indeed, it is our 
medical legacy that types of harm formerly deemed to be “a 
cost of doing business in the ICU” are now considered immi-
nently preventable, as has been the case with many hospital- 
acquired infections [ 23 ,  40 ,  41 ]. 

 Harm-based performance metrics have their limitations 
too, of course—the most obvious being that the patient is 
injured in some manner. Because unpreventable adverse 
events and deaths are, to some extent, expected in the PICU, 
such occurrences do not necessarily raise the specter of pre-
ventable error. When they are recognized, attribution may 
not be accurate. Furthermore, the retrospective nature of 
harm evaluation provokes numerous kinds of bias toward 
which human perceptions are prone—such as hindsight and 
outcome bias [ 42 ]. 

 If the analysis and attribution of risk, error, or harm is 
signifi cantly biased, incorrect, or overly simplistic, then the 
conclusions not only are invalid but also can lead to unneces-
sary and possibly counterproductive attempts at remediation. 
Therefore, all risk, error, and harm analysis—as well as 
planned responses—must be undertaken with such limits 
and pitfalls in mind. Finally, because all monitoring and cor-
rective strategies have limitations and none are perfectly 
suited for all applications, it makes sense to employ multiple 
simultaneous approaches for a more robust quality- 
monitoring and safety-monitoring system. Doing so also 
helps create cross-validation between sources of perceived 
risks, error patterns, and actual harm—helping to overcome 
the weaknesses of each individual approach.  

   The Science of Quality Improvement 

 When considering QI science, especially late translational 
research (e.g., T3), an understanding of the “realistic evalua-
tion” model put forward by Pawson and Tilley [ 43 ] is helpful 
to get past some of the constraints inherent in orthodox 
experimentation [ 44 ] (Fig.  9.5 ). In a nutshell, realistic evalu-
ation seeks to explain variation in outcomes by analyzing the 
context that may have differentially enabled or disabled an 
intervention from having the postulated impact. Classic 
research methods use strategies to wash out variation and 
isolate the effect of an intervention—such as with random-
ization, prospective analysis, large sample sizes, blinding, 
and controlling for known confounders. In the face of con-
fl icted literature on the effi cacy of an intervention, a conven-
tional approach might be to perform a meta-analysis—to 
essentially “lump” the studies together to see what the “true” 
effect is when analyzed with greater power. However com-
pellingly large the sample size may become, there are many 
limitations to this method of understanding variation between 
studies [ 45 – 47 ]. Another way to interpret confl icting studies 
is to consider the unknown, unmeasured, or unrecognized 
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contextual factors that altered the impact of an intervention 
(either positively or negatively) in different studies or sites. If 
infl uential contextual factors can be identifi ed, implementing 
such enablers or eliminating disablers may allow an inter-
vention to perform as intended. A good example of this is the 
impact of safety culture on certain unit outcomes, such as 
nosocomial infection rates, throughput delays, medication 
errors, and staff turnover [ 48 – 52 ]. Teamwork and safety cli-
mate have proven to be responsive to ICU-wide interven-
tions, both positively and negatively, making interventional 
anthropology a growing domain of QI [ 49 ,  53 ].

   Not only are the models for QI science often different 
from traditional biostatistical approaches, but the way mea-
sures are viewed and used also differ (Table  9.2 ) [ 54 ,  55 ]. 
Where classic research seeks to discover new knowledge in 
the scientifi c realm, improvement science seeks to operation-
alize it in real life. In research orthodoxy, unequivocal hard 
outcomes (e.g., death) are preferable to surrogate markers 
assumed to be correlated to them (e.g., multiple organ dys-
function scores). However, measures in improvement sci-
ence are multidimensional, often with a hard outcome 
measure as an ultimate verifi cation that improvement is 
occurring, but critically important process measures that 
serve as the tools to guide the specifi c improvement strate-
gies employed. An important illustration of the difference 

between QI process measures and traditional surrogate mea-
sures can be made with hand hygiene compliance. While the 
hard outcome measure of hospital-acquired infections 
(HAIs) can be measured, they are hopefully infrequent 
events and do not lend themselves to rapidly determining 
effi cacy of interventions to reduce them. Hand hygiene com-
pliance, however, can be measured frequently, and rapid- 
cycle improvement interventions can be built around such 
key processes contributing to HAIs without waiting for 
adverse events to occur.

   Where classic research strives to have a rigorously consis-
tent management protocol, improvement science constantly 
tweaks and refi nes management toward best practice. 
Whereas classic research seeks to eliminate or minimize 
biases, improvement scientists try to hold them suffi ciently 
steady during testing to allow for causal inference. Classic 
research is typically powered a priori to defi nitively answer a 
primary question with statistical signifi cance once all the 
data are gathered, and interim analyses are shunned to avoid 
spurious signals. Conversely, improvement science seeks to 
generate real-time and continuous data that can be inter-
preted and acted on simultaneously—sometimes using data 
trends to inform confi dence in recent interventions and guide 
next steps from a probabilistic vantage point. For instance, if 
a QI intervention were inexpensive, safe, and minimally bur-
densome (e.g., a central line insertion checklist), then one 
might accept a different level of confi dence in the statistical 
signifi cance of local implementation than, say, if one were 
considering an intervention that is expensive, cumbersome, 
and accompanied by potential unintended consequences 
(e.g., a fast MRI scanner). 

 A large historical body of QI efforts is blighted in the eyes 
of many scientists as mere administrative window dress-
ing—the rewriting of policies, the aesthetic revision of a 
patient portal Web site, the feel-good of patient-centered or 
family-centered niceties [ 56 ]. However, the modern patient- 
safety movement represents a sustained effort to use rigorous 
methods driven by data and testing. As the axiom goes, “In 
God we trust; all others bring data” [ 57 ]. At the core of sci-
ence, be it classic research or QI, is the method. There are 
many ways to apply the scientifi c method, and the crucial 
challenge is to have suffi cient knowledge of the tools and 
methods, to grasp their limitations, and to know which tool is 
right to apply to a particular problem at hand [ 5 ,  12 ,  55 ]. To 
this end, pioneers in the science of improvement have put 
forward an archetypal model for improvement that can serve 
as a fairly universal platform well suited for improvement 
work in health care [ 58 ,  59 ]. 

 The model for improvement begins with a clear expres-
sion of aims in measurable and time-specifi c terms as it 
applies to a defi ned population. As the IHI’s motto goes, 
“Soon is not a time . . . some is not a number.” The model for 
improvement calls for clearly defi ning or developing new 
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  Fig. 9.5    Classic research versus realistic evaluation. Classic prospec-
tive interventional research often employs methods to “wash out” the 
infl uence of context and bias—such as through strict entry/exclusion 
criteria, large sample sizes, randomization, blinding, cluster analysis, 
etc. This largely obviates the need to explicitly understand, measure, or 
control for contextual variables that may be infl uencing outcomes—
allowing the effects of the intervention to be isolated. This is an effec-
tive way to determine whether or not an intervention works and to what 
degree. In realistic evaluation, greater consideration is given to how 
uncontrolled preconditions are acted upon by a variety of mechanisms 
and/or interventions (which may not be carried out consistently) in a 
context of local idiosyncrasies (such as teamwork climate, staff experi-
ence, human factors). In a realistic evaluation of an intended interven-
tion, differences it outcome might be interpreted based on what made 
the intervention perform as expected in some circumstances but not in 
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metrics to track progress toward the aim in quantitative 
ways—some combination of outcome, process, and balanc-
ing measures to know whether improvement is actually tak-
ing place independent of qualitative opinion. The crucial 
judgment step in this model is selecting the change to test. 
All improvement requires making changes, but not all 
changes result in improvement. Reliance on individuals with 
keen insight into the system complexities at hand as well as 
the operational realities is most helpful at this decision point, 
as an improvement team ideally selects from a host of pos-
sible changes the one(s)  most likely  to result in desirable 
change. 

 Once a candidate change is identifi ed, the testing process 
can begin within the Plan → Do → Study → Act (PDSA) 
cycles. The PDSA structure is just a bare-bones expression 
of the scientifi c method as it is applied in the real work set-
ting. PDSA is a decades-old construct offered by William 
Edwards Deming, PhD (Fig.  9.6 ), and is very analogous to 
the Six Sigma terminology for the scientifi c method as 
applied to process control—namely: Defi ne, Measure, 
Analyze, Improve, Control [ 56 ]. The PDSA approach is not 
intended as a one-off pilot study, but instead a repetitive, 
rapid-cycle, action-oriented learning approach without nec-
essarily waiting for complete stabilization of effect before 
another PDSA is undertaken. PDSA cycles that fail to meet 
hypotheses should be scrutinized for reasons, whereas PDSA 
cycles that suggest or result in clear improvement should be 
considered for refi nement and scaling up. Therefore, all 
PDSA cycles should generate learning. In fact, failed PDSA 
cycles, if they are adequately analyzed, often teach improve-
ment teams more about a system than successful PDSA 
cycles.

   When interpreting measures for QI, one must understand 
the nuances to outcome, process, and balancing measures. 
Outcome measures indicate whether changes are actually 
leading to improvement and directly speak to the aim (e.g., 

central-line infection rates). Process measures relate to key 
activities or steps that are believed to drive the outcome mea-
sure (e.g., compliance with central-line insertion best prac-
tice). Balancing measures are sometimes selected to monitor 
whether changes intended to improve one part of a system are 
causing new problems in other parts of the system (e.g., pro-
cedure cart equipment costs). The key distinction is between 
“looking good” versus “doing well.” Figure  9.7  depicts a 
model relating outcome measures and process measures. 
Predicated on the historical pressures of external audits to 
measure compliance with mandated processes (e.g., Joint 
Commission mandates), one might be tempted to believe that 
high compliance with process measures are preferable. 

   Table 9.2    Comparison of measures in classic research versus quality improvement science   

 Classic research  Improvement/safety science 

 Usual goals  Discovery of new knowledge; providing objective proof or 
basis; establishing best practice 

 Operationalize discoveries or best practice into routine care; 
ensure/monitor performance 

 Intervention or 
protocol 

 Single static protocol; fi rst and last patient in protocol get 
same management; long timetables 

 Flexible/dynamic protocol or multiple serial tests; 
management adjusted freely based on learning; short and 
responsive timetables 

 Management of 
confounders 

 Identify, eliminate, exclude, and control for biases thru 
blinding, randomization, cross- over, etc 

 Identify and understand biases; stabilize biases during tests 
or interpret fi ndings in bias context 

 Preferred measures  Hard and unequivocal outcomes; background data to 
ensure comparability 

 Blend of outcomes measures, relevant process measures, and 
possible balancing measures 

 Power and scale  Powered to defi nitively answer question and possibly 
explore post hoc analyses 

 Minimally suffi cient data to meet confi dence threshold for 
action or decision; successful tests scale up 

 Data interpretation  Data blinding; no interim peeking; data safety monitoring 
boards; classic biostatistics with signifi cance thresholds 

 Real-time data; analyze & act on data simultaneously; 
statistical process control (control charts); data trends 
infl uence next steps 

  Based on data from Refs. [ 55 ,  57 ]  
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However, such a state can cripple an improvement team’s 
ability to target interventions at defects in the real drivers of 
an outcome. If the outcome measure is perfect (e.g., zero 
central-line infections), then high compliance in a process 
measure may, in fact, refl ect the etiology of the high perfor-
mance (point B of Fig.  9.7 ). However, if the outcome measure 
is less than perfect, but the process measures (e.g., compli-
ance with central-line insertion) show ideal practice, then 
either the wrong process measures have been selected or the 
measurement process is fallible – and the improvement team 
is blinded as to what to do next (point C of Fig.  9.7 ). When 
the process measures are less than perfect and the outcome 
measure is poor, the improvement team has insight into how 
to improve (point A of Fig.  9.7 ). Similarly, if the process mea-
sures are imperfect but performance is good for the outcome 
measure, an improvement team may be well poised to make 
improvements before additional adverse events occur (point 
D of Fig.  9.7 ). The outcome measure is the proof, whereas the 
process measures serves as informants that help an improve-
ment team close the gap between actual and best practices. 
However, either can be miscalibrated, depending on surveil-
lance techniques, staff members’ perceptions of psychologi-
cal safety, local response to error, safety culture, and so forth. 
In essence, an improvement team wants process measures 
that are “graded” as critically as possible to reveal all possible 
areas for improvement. Nonpunitive response to error (e.g., 
noncompliance) can help generate the honesty, accuracy, and 
transparency necessary to improve outcome measures.

   One additional model worth discussing relates to high- 
reliability organizations (HRO). In industries with particu-
larly complex and high-risk characteristics, some 
organizations have managed to contain errors and harm with 
remarkable effectiveness [ 60 – 62 ]. Examples include nuclear 

power plants, aircraft-carrier fl ight decks, and commercial 
aviation. Characteristic features of the context where devel-
opment of an HRO is salient include: environments rich with 
the possibility for errors to occur, high-stakes error potential 
that can result in signifi cant harm, high-pressure psychology 
with an unforgiving social or political milieu, opaque and 
delicate operations where learning through experimentation 
is diffi cult, and system complexity such that no one person 
can have mastery of the numerous and nuanced processes or 
technology involved. Although this may seem to describe 
health care in general (and pediatric critical care specifi cally), 
there are no known examples of health-care units achieving 
the kind of safety and reliability performance as HROs in 
other industries—but that does not mean that the health-care 
industry cannot learn from these examples. What, then, are 
the characteristic features of an HRO? They were outlined 
succinctly by Weick and Sutcliffe as follows [ 60 ]:
    1.     Preoccupation with failure : Small, seemingly inconsequen-

tial errors are regarded as a symptom that something serious 
is wrong. There is a commitment to fi nding and analyzing 
the “half-events” and to treating all failures as learning 
opportunities in a nonpunitive and transparent manner.   

   2.     Sensitivity to operations : Attention is given to what is 
happening on the front line by all levels in the organiza-
tion. Effective teamwork and a culture of safety are con-
sidered crucial. Data on processes and system performance 
are built into daily work and emerge visibly to promote 
situational awareness.   

   3.     Reluctance to simplify : Excusing or explaining away 
errors is avoided. Diversity in experience, perspective, 
and opinion are encouraged. The questioning of assump-
tions is respected and supported, being viewed as a form 
of loyal dissent.   
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   4.     Commitment to resilience : There is an assumption that 
errors will occur, and there is a commitment to detect, 
contain, and recover from errors that do happen. The con-
cept of fail-safe is not that a person or system will not fail 
but that something will inevitably fail and everyone will 
still be kept safe regardless.   

   5.     Deference to expertise : Decision making and problem 
solving deeply engages people with the most related 
knowledge and expertise—typically the frontline work-
ers, as opposed to top-down leadership.    

     Understanding Variation Through Statistical 
Process Control 

 As mentioned in Deming’s system of profound knowledge, it 
is crucial for QI teams to understand variation in data to be 
able to avoid making errors in interpretation. However many 
QI teams do not, practically speaking, have suffi cient biosta-
tistical training to have confi dence in real-time interpretation 
of continuous data streams generated by their efforts. This 
can stymie aims-oriented, data-driven, rapid-cycle PDSA 
improvement work. One accessible solution to this dilemma 
is for improvement teams to develop a working knowledge 
of statistical process control (SPC) [ 63 – 65 ]. The basic com-
ponent of SPC is the control chart (also known as a Shewart 
chart) which serves as a graphical heuristic. It is not a hypoth-
esis test but rather is constructed to generate insights into 
temporal signals in a complex system under a wide range of 
unknowable circumstances, both future and past. 

 To grasp the essence of a control chart, imagine a conven-
tional bell-shaped curve turned 90°on its side to give a hori-
zontal set of lines corresponding to the mean and standard 
deviations (Fig.  9.8 ). Time is represented on the x-axis, and 

the performance metric on the y-axis. Sigma is similar to 
standard deviation, but depends on the type of control chart 
being used and is generally more sensitive to detect outlying 
data as signals. The plus and minus three-sigma boundaries 
are called the upper and lower control limits, respectively. 
Accepting distributions of data within plus-or-minus three 
sigma of the mean (i.e., within a total range of six sigma) 
affords a rational way to minimize type I and type II errors. 
When data are outside this range, the system is considered 
 out of control .

   Unlike a bell-shaped curve where data are collapsed into 
one time bin, a control chart plots data over the additional 
axis of time (Fig.  9.8 ), providing insight into signals that 
emerge from the sequence of data being measured. The prac-
tical power of SPC is that people who are not statisticians 
can bring signifi cant statistical rigor to their quantitative data 
in an intuitive format by understanding just a handful of sim-
ple rules to distinguish special-cause variation (i.e., signal) 
from common cause variation (i.e., noise) (Fig.  9.9 ) [ 20 ]. 
These rules are fairly intuitive for anyone with a basic grasp 
of probabilities. For instance, any single data point more 
than three sigma (roughly equivalent to three standard devia-
tions) from the mean should stand out as a signal to which an 
attributable cause should be sought. So should a series of 
nine points on the same side of the mean line—tantamount to 
fl ipping nine consecutive heads with a coin.

   SPC is rooted in venerated time series analysis and is an 
available function in most advanced biostatistical software 
packages. Yet such data can be readily maintained in simple 
spreadsheets, typically by entering numerators and denomi-
nators on whatever data-collection cycle is appropriate (e.g., 
weekly, monthly, quarterly). This allows QI teams to collect, 
interpret, and act on data in real time, without the bottleneck 
created by relying on a statistician to intermittently decipher 
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signals and noise. Some expertise is required in selecting the 
correct type of control chart when getting started, because 
just as with traditional biostatistics, the nature of the measure 
(e.g., continuous, integer, categorical) determines the proper 
control chart to use—although one control chart visually 
appears much the same as the next one. Knowing when to 
reset mean lines also requires judgment, but generally speak-
ing, break-points in the data are suggested by special cause 
variation in the data rather than by arbitrary cut points (e.g., 
fi scal year) or before-versus-after intervention timeframes 
(as is more common in classical time series analysis). 

 SPC can help “tell the story” of an improvement project, 
showing if a performance measure is in control, is exhibiting 
instability, is consistent over time, is showing improvement 
in response to interventions, or is showing decay in the con-
text of neglect. SPC can help keep QI teams from mistaking 
noise for signal (i.e., false positive or type I error) and signal 
for noise (false negative or type II error). Figure  9.10  pro-
vides an example using catheter-associated bloodstream 
infection rates. Data point ‘A’ might seem high, but it does 
not meet the rules for special-cause variation; therefore 
reacting to this signal may represent energy wasted on ran-
dom variation. Conversely, the mean line change at point ‘B’ 
represents a small but statistically signifi cant change in the 
outcome measure that might have gone unrecognized with-
out a control chart or periodic statistical testing.

   Some traditionalists prefer  P  values or confi dence inter-
vals to describe variation; however, this often collapses time 
as a dimension (e.g., pre- versus post-intervention analyses) 

and reduces rich graphic information into a few simple num-
bers. Confi dence intervals and  P  values can still be derived 
from the primary data using classic biostatistical methods for 
additional verifi cation, but determining the equivalent  P  val-
ues of a control chart “misses the point,” according to 
Deming, who asserted that the intent and purpose of continu-
ous QI is distinct from other forms of experimentation. 
Among other things, the  P  value of a control chart would 
depend on gross variability, the number of points plotted, 
and the number of rules used for special-cause variation 
(more than the conventional 4 can be used). However, a very 
rough estimation of the statistical rigor of a typical control 
chart can be made. If a control chart with normally distrib-
uted data were interpreted with the four conventional rules, 
the chances of either missing a real signal or seeing a false 
signal in 30 plotted points would be roughly 1 in 50–200 (or 
a  P  value of 0.02–0.005).  

   A Few Key Tools and Change Concepts for 
Quality Improvement 

 Many organizational change concepts, improvement tools, 
and safety strategies can be applied in an ICU—and it can 
certainly be helpful to have a wide variety of approaches at 
one’s disposal, because some quality and safety problems 
lend themselves better to particular types of approaches. 
Although a description of the many possible tools and con-
cepts is beyond the scope of this chapter, some approaches 
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are more common and readily accessible than others. A few 
of the more practical ideas are reviewed in the following 
paragraphs. 

 One central strategy to improve quality and safety is error-
proofi ng. Error-proofi ng methods have been categorized and 
ranked in a number of ways, including a binary codifi cation. 
Level 1 error-proofi ng effectively achieves total prevention of 
an error, whereas level 2 simply makes errors less likely. Level 
1 error-proofi ng is clearly preferable but unfortunately more 
diffi cult to identify or devise. An example of level 1 error-
proofi ng is a forced function achieved by anesthesia-machine 
medical-gas connections, whereby a pin system allows only 
the oxygen hose to be connected to the oxygen source, air-to-
air and vacuum-to-vacuum, thereby disallowing a misconnect 
that would be possible if hose connectors were universal. 
Level 2 error-proofi ng methods are much more prolifi c yet 
individually insuffi cient. Often multiple level 2 strategies will 
be deployed for an additive or synergistic effect. Examples of 
level 2 error-proofi ng include color coding, decision-support 
tools, and pop-up warnings in computer order-entry systems. 
In contrast to this binary classifi cation, error-prevention strate-
gies can also be considered along a continuum of general 
effectiveness (Table  9.3 ). Unfortunately, the easiest and most 
refl exive strategies often gain the least traction by them-
selves—even when they provide a necessary foundation for 
higher-order error-proofi ng strategies.

   Gawande and Pronovost have championed the use of 
checklists to help overcome the incredible complexity of 

modern medicine [ 66 – 68 ]. When checklists were fi rst used 
in aviation, it was with a growing understanding that even 
the most experienced and venerated pilots could be con-
founded by the huge number of variables and sequential 
steps in a complex procedure (e.g., taking off in a World War 
II bomber) and that failure to execute seemingly minor steps 
(e.g., releasing the lock on the fl aps) could result in catastro-
phe (e.g., crashing at takeoff). Fundamentally, checklists 
identify a minimum set of high-value practices immediately 
before an action or in real time during a process. Checklists 
primarily help mitigate errors of ineptitude (i.e., the failure to 
apply knowledge) but can also combat errors of ignorance 
(i.e., the absence of knowledge). Pronovost, for instance, 
demonstrated that use of a central-line insertion checklist 
helped correct preprocedural hand washing by physicians 
dramatically – in spite of the fact that physicians know that 
hand hygiene is an important practice. Furthermore, the 
effectiveness of rounding checklists to address daily goals is 
enhanced with explicit verbal prompting by team members 
rather than by passive completion by one rounding team 
member – reinforcing the QI tenant that it is not merely  what  
is implemented, but  how effectively  it is implemented [ 69 ]. 

 Evidence-based protocols or pathways (commonly mani-
fested as order sets) help to guide care toward best or pre-
ferred practices and can provide cues to remember 
easy-to-forget nuances and exceptions. Somewhat distinct 
from checklists, protocols are often more detailed and may 
not be necessarily by used in real time. Protocols primarily 
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help mitigate errors of ignorance, but like checklists, they 
can also reduce errors of ineptitude. Checklists and protocols 
both help reduce unnecessary variation, which can promote 
predictability and thereby reduce errors of communication 
and teamwork. Both checklists and protocols can also com-
bat errors of supervision (i.e., the lack thereof) and have been 
touted to help focus the mind on important opportunities for 
customization of care by leaving unspecifi ed modifi able fac-
tors outside the scope of the tool. Checklists and protocols, 
alongside more advanced electronic health record systems, 
can also function as decision-support tools that effectively 
improve the quality of care while simultaneously reducing 
costs [ 70 – 72 ]. 

 There are, however, substantial challenges to the accep-
tance of standardized care, use of checklists, implementation 
of protocols, and effectiveness of automated decision sup-
port. Experienced by many physicians as “cookbook medi-
cine,” such tools admittedly do not always accommodate the 
wide range of practitioner experience nor facilitate innova-
tion or creative problem solving. As the old NASA saying 
goes about astronauts, “There are two ways to die in space: 
(1) not following the procedure exactly as written and (2) 
following the procedure  exactly  as written.” It is probably 
fair to say that one has to know the rules to know when to 
break them – but not knowing the rules is a recipe for 
failure. 

 Another common tool in the improvement-science arse-
nal is optimizing the visual workspace [ 73 – 75 ]. The Five-S 
mnemonic is often invoked, standing for (1)  sort / scrap  what 
is needed versus not needed; (2)  straighten  (or  set in order ) 
to make a workspace organized, labeled, ergonomic; (3) 
 scrub / shine / sweep  to eliminate messes that obscure the orga-
nization; (4)  standardize  to make it easy for everyone to 

maintain and anticipate; and (5)  sustain order  with clear role 
responsibilities and discipline. Reducing unnecessary clutter 
and putting things in consistent order reduces search time for 
key materials and eliminates the wasteful warehousing of 
unnecessary items. Reported benefi ts have included improved 
effi ciency, situational awareness, fewer lost items, stream-
lined supply chains, and improved staff and consumer 
satisfaction. 

 Root cause analysis (RCA) is, at its simplest level, a 
problem- solving methodology. Numerous formal RCA 
approaches have been well described in the literature, includ-
ing fi shbone diagrams and the “Five Whys” method of 
Toyota [ 76 ]. A robust RCA often illustrates the “Swiss 
cheese” model of error, where multiple latent defects (holes 
in the cheese), none of which alone are hugely problematic, 
all align to allow an error to propagate through the system 
and reach the patient. As already alluded to, an analysis of 
recognized errors or harm can provide constructive organiza-
tional learning. Such analysis is often undertaken in a fairly 
informal way, such as through qualitative discussion at mor-
bidity and mortality reviews. However, formal RCA tools 
undertaken in an iterative manner can improve the likelihood 
of discovering latent defects in complex systems while 
simultaneously reducing some of the shortcomings of anec-
dotal analyses previously cited [ 42 ]. The overarching goal is 
to identify and eliminate causes of problems rather than to 
address immediately obvious “symptoms.” RCAs can, but do 
not always, reveal system problems that will cause harm 
again if root causes are not recognized and addressed. 
Clearly, not all system problems are revealed by single 
events, so RCA is best undertaken as an iterative process, 
where recurrent themes are sought and contextualized. 
Often, categorical contributors are plotted on a Pareto chart 

   Table 9.3    Error reduction hierarchy   

  More common, less effective    Education & encouragement : providing information to staff and cultivating intentions 

      

  Clear rules & policies : setting explicit expectation consistent with best practice in concrete/written/
available form 
  Audits : creating data to detect defects in care that can promote situational awareness and/or be acted upon 
  Simulation : creating opportunities for staff to practice and leadership to assess adherence to rules & 
policies 
  Standardization : implementation of protocols/pathways to reduce unnecessary variation and improve 
predictability 
  Checklists, double-checks, closed-loop communication : promotes attention and adherence to critical 
steps real-time 
  Simplifi cation, lean engineering : eliminates unnecessary steps or distractions where errors can be 
introduced 
  Making the easy way the right way (or hard to do it wrong) : capitalize on human factors/nature to do it 
the easiest way 
  Automation & computerization : machines can perform more reliably than humans (if effectively 
designed/implemented) 

  Less common, more effective    Forcing functions : a physical constraint that makes a misuse nearly impossible without deliberate 
modifi cation or override 
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(e.g., a histogram ordered from high to low prevalence) to 
visually depict where the preponderance of errors or harm 
seem to arise. This can provide an area of focus for consider-
ation of risk from latent defects in such domains.  

   Summary 

 At no other time have health-care quality and patient safety 
recognition been of greater import than they are now. The 
modern patient-safety movement continues to grow at an 
unprecedented pace, both at pragmatic and academic levels. 
The PICU is an environment rich with the potential for risk, 
error, and harm. It is also full of dedicated, bright, vigilant 
people who have a wealth of clinical and operational informa-
tion at their fi ngertips. This creates a very fertile environment 
to be able to engage in and pioneer quality-improvement sci-
ence. PICUs across the United States have reduced historical 
rates of central-line infections, ventilator-associated pneumo-
nias, harmful medication errors, unplanned extubations, and 
other adverse events [ 41 ,  53 ,  77 ,  78 ]. Sustainability of such 
improvements is patchy, and enhancements of positive dimen-
sions of care more elusive [ 79 ,  80 ]. Often, the ingredients 
lacking for QI to fl ourish in a PICU are (1) local know-how, 
(2) leaders committed to a quality-improvement vision, and 
(3) the time and resources of frontline staff members to exe-
cute such a vision. Table  9.4  offers a few practical tips for 
local PICU leaders who want to run QI initiatives. The devel-
opment of clinical leaders with a quality- improvement vision 

and the procurement of resources to undertake “optional” ini-
tiatives remain real challenges for many PICUs, yet one can 
hope that the growing safety movement and national health-
care reforms will continue to attack these voids with a con-
structive mixture of carrots and sticks [ 81 ].
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