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           Introduction 

 Increasingly, the acquisition of competence is defi ned using learning progressions 
[ 1 ]. For conceptual bodies of knowledge, such progressions are reasonably 
 straightforward. They state stages of understanding and capability that people pass 
through on the path to expertise. Generally, once each stage is fully mastered, 
 performance at that stage is relatively less demanding of cognitive processing 
resources, leaving some capacity free to notice cues for routine required actions. 
In mission critical areas, including many areas of medicine, competence includes 
not only knowing how to deal with situations but also being reliable, while  exercising 
that expertise, in carrying out critical routines (e.g., hand washing) even when 
 overloaded when complex problems that must be solved. This chapter considers the 
circumstances during the course of progressing to expertise under which there is a 
danger of routine but critical actions being omitted and then discusses possible ways 
to minimize the likelihood of critical omissions.  

    Newly-Acquired Complex Performance 
Competence and Medical Errors 

 In everyday life, we tend to assume that with practice people become more 
 competent. This even is the case for certain critical kinds of competence, such as 
driving a car. We assume that it is the novice who will miss stop signs and not 
respond quickly enough to a potential accident situation. In this chapter, I raise the 
possibility that certain kinds of critical performances may vary non-monotonically 
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during the course of learning, sometimes becoming less reliable for a period after 
previously having been pretty well established. To establish this argument, it is 
 necessary to accept that learning of complex performance capability proceeds in 
stages, i.e., that it involves learning progressions. 

 The study of science learning was the source for the notion of learning 
 progressions [ 1 ,  2 ]. A learning progression is an account of the stages that a learner 
goes through in gaining expertise. Perhaps the best known learning progression is 
Piaget’s stages of cognitive development, which specifi es the stages a child goes 
through in becoming more able to gain understanding from new situations, 
 progressively gaining the ability to observe, then to manipulate, then to plan 
abstractly a set of manipulations that might help in understanding a new set of situ-
ations. Many learning progressions, though, involve smaller and somewhat more 
concrete domains of competence, such as understanding electrical circuits or under-
standing how to diagnose cardiovascular disease or knowing how to evaluate and 
treat traumatic blows to the head. 

    Non-monotone Aspects of Competence Development 

 So, for example, specifi c areas of medical diagnosis and treatment knowledge may 
pass through several stages as that knowledge develops. Students learn enough 
anatomy and physiology to be able to understand how a disease develops and pro-
gresses, after which they learn how to reason through a specifi c case to diagnose 
that disease. The left side of Fig.  22.1  illustrates this progression. It also can happen 
that a student might learn a rule that is conceptually less completely grounded but 
still embodies the high probability that a particular cluster of symptoms indicates 
the likelihood of a particular disease. This is shown on the right side of Fig.  22.1 .

   Going even further, when all goes well, these two capabilities – to quickly rec-
ognize a disease from its symptoms and to diagnose it through reasoning about what 
could produce the presenting information – become coordinated, so that correct 
diagnoses come quickly to mind but also are refl ected upon to be sure that they 
make sense in the case at hand. Note that these stages may be reached independently 
for different disease clusters and symptom clusters. One might, for example, become 
adept at dealing with one specialty like cardiology without becoming as well pre-
pared in another like orthopedics. Indeed, the very presence of so many medical 
specialists is an indication that these stages are not stages of overall medical com-
petence but rather for coherent subsets of medical practice. 

 Ordinarily, one would see progression from the novice stage through the inter-
mediate levels to the expert stage as representing improvement in medical knowl-
edge. Each stage, when fully attained, after all, means added diagnostic capability. 
Interestingly, though, sometimes short-term setbacks occur along the path to greater 
capability. In some of my own work on radiological expertise, this was the case [ 3 , 
 4 ]. Indeed, I can recall situations over the course of a year or two where the same 
person diagnosed a particular X-ray image correctly early in residency and 
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incorrectly after months of additional experience. While setbacks are temporary and 
overall competence keeps growing, such setbacks do occur. Perhaps the most 
 well- known brief setback occurs as children learn tenses of verbs. It is not unusual 
for a child who has just learned that past tense verbs often end in –ed to revert from 
saying “went” to saying “goed”. A range of developmental progressions are well 
 documented to include brief setbacks [ 5 ]. These reversals of apparent competence 
are interesting because they may, as suggested below, be openings for increased 
medical error. I fi rst discuss current views about non-monotone competence 
 development and then consider its implications. 

 Three general explanations have been advanced for non-monotone developmen-
tal occurrences [ 6 ], and these also should be considered for non-monotone compe-
tence acquisition. First, and particularly relevant to medical learning, acquiring a 
more systematic approach to problem solving might lead to a small number of cases 
where the new approach fails while a more superfi cial approach might succeed. For 
example, I might correctly diagnose a particular instance of Disease X because the 
case matches the experience of my Aunt Maude. When I learn more about Disease 
X, I might learn that its standard symptoms more often mean that the patient has 
Disease Y but not yet know enough to recognize and understand why the symptoms 
of the patient like Aunt Maude indicate Disease X. That could make me incorrect in 
diagnosing a case like hers until I learn even more and become able to correctly dif-
ferentiate the situations in which the less common situation arises. 

 A second possibility according to Siegler is that the newly learned capability 
may overload cognitive capacity until parts of it become automated. What used to 
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be shoot-from-the-hip recognition may suffer when deeper diagnostic capability has 
just been acquired, simply because the new inferential capability isn’t automated 
enough to fi t within limited human processing capacity. In such a situation, a resi-
dent who “follows his instincts” might be correct in a diagnosis while he might fail 
if put in a situation in which his diagnosis must be defended. This second possibility 
is the one to which I return below. 

 Siegler suggests a third possibility as well. This is that different aspects of com-
petence may grow at different rates, allowing one aspect to overshadow another 
with the other being dominant later. In infant development, for example, leg length 
and leg muscle strength develop on slightly different tracks, so when the leg grows 
faster than its muscles, apparent balance capability may briefl y be lost. In medical 
learning, knowledge of different mechanisms may similarly show uncoordinated 
development, leading to diagnoses favoring whichever area of practice has been 
dealt with most recently, especially for medical students and interns/residents on 
rotating assignments. 

 The prevailing research view [ 6 ] is that the underlying accumulation of knowl-
edge is monotone, i.e., that further learning or development does not destroy 
 knowledge, even if certain capabilities may temporarily decrease. Nonetheless, for 
the purpose of patient safety, understanding setbacks is important. Before getting to 
that, it is worth considering what the basic principles of the development of 
 knowledge are in the fi rst place, since we may be better able to anticipate how cog-
nitive overload will express itself if we consider those principles. 

 While many different sets of learning principles can be found, when considering 
the long-term development of medical expertise, it is worth attending to principles 
originating in the developmental psychology world. For example, Table  22.1  lists a 
set of principles [ 7 ] we might consider (in quoting these principles, I have replaced 
the word “infant” with the word “people” because of the focus of this chapter). The 
fi rst three principles explain a little of how the learning at different stages is com-
bined to create higher-order processing units. Most notably for medicine, direct 
statistical association of symptoms to diagnoses and deep understanding of the 
mechanisms behind diseases get integrated into higher-order units that encompass 
both knowledge sources, enabling experts both to quickly recognize diseases and to 
check their recognition against a set of expectations generated from their deeper 
understanding [ 8 – 10 ].

   The fourth and fi fth principles in Table  22.1  are especially important in under-
standing performance failures. Once a resident has acquired a reasonable level of 

   Table 22.1    Principles of 
knowledge and competence 
development  

 1. People are endowed with an innate information-
processing system 

 2. People form higher units from lower units. In other 
words the learning system is hierarchical. 

 3. Higher units serve as components for still-higher units. 
 4. There is a bias to process using highest-formed units 
 5. If, for some reason, higher units are not available, 

lower-level units are utilized. 
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ability to reason about the meaning of symptom clusters in a given situation, we 
can expect him to use that ability. Sometimes, though, when that ability is just 
developed, the cognitive load imposed by deeper reasoning can interfere with suc-
cessful recognition-based performance. More broadly, it can interfere with a range 
of clinical behaviors that otherwise might occur close to automatically. It is this 
paradox, that deeper understanding of why one’s recognition-based decisions are 
right can interfere with making and acting upon those recognitions until the deeper 
understanding is automated, that I suggest merits a bit more attention. After all, at 
least in hospital settings, much of medical care is delivered by new physicians who 
have just acquired much of the knowledge they use every day. 

 This is the fundamental point I wish to remind about in this chapter. It is common 
in discussing errors, both in aviation and in medicine, to cite “human error” as the 
cause, implying that an actor at the scene should have tried harder. As the effort to 
reduce error has matured in each area where human performance is critical, we have 
learned that some human error, while predictable, cannot be contained by just push-
ing people to work harder. Shooting soldiers on guard duty who fell asleep did not 
make camps more secure in the eighteenth and nineteenth centuries. Blaming pilots 
who, generally, died as a consequence of the error being identifi ed, did not make 
fl ying safer. We cannot expect that simply manipulating incentives for the erring 
actor will make medical errors less likely. Rather, changes in training and especially 
engineering of patient care environments – the topic of some chapters in this vol-
ume – are essential. 

 In considering the status of medical expertise in hospital settings, it is useful to 
keep in mind how that expertise develops. Table  22.2  quotes four stages of develop-
ing expertise put forward by Schmidt and Rikers [ 9 ]. These stages pretty much 
ignore the acquisition of specifi c recognition for symptom clusters that occurs 
alongside knowledge-driven recognition of diseases, but they nicely unpack some 
of the ways in which knowledge-driven diagnostic skill develops and the later stages 
in which it is integrated with memory of specifi c cases that become exemplars.

   For purposes of this discussion, what is important is that a lot of learning takes 
place after medical students and new physicians have acquired both substantial 
understanding of disease and its manifestations – and consequently after much of 
their time as hospital house staff. Moreover, each stretch of existing knowledge 
produces a period of increased cognitive activity, including more extensive infer-
ence from primary medical knowledge [ 11 ], which can exhaust the cognitive capa-
bilities of the new physician.   

   Table 22.2    Stages in formation of medical expertise [ 9 ]   

 1.   Development of elaborate declarative networks explaining the causes and consequences 
of disease in terms of general underlying pathophysiological processes 

 2.   Encapsulation of these declarative networks into a limited number of diagnostic labels, 
syndromes or high-level, simplifi ed causal models, explaining signs and symptoms 

 3.   Transition into illness scripts through the acquisition of experience-based, contextual 
or enabling conditions knowledge 

 4.   Storage of interpreted instances of these scripts as exemplars of the particular illness 
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    Cognitive Overload and Medical Errors 

 Given the concepts sketched above, it may be worth exploring some of the 
 implications of cognitive overload that occurs as medical knowledge is expanding. 
Perhaps the most important implication is that initial demonstration of mastery 
within a restricted situation may be an overestimate of the reliability of knowledge. 
Sometimes this is mundane. For example, one might observe, in a restricted set of 
situations, that a resident always washes his hands upon entering a patient room. 
Even so, we might expect that on occasion, when the resident is extremely 
 overloaded mentally, he may forget to wash before touching the patient. Given that 
this can occur even when the disposition to do the right thing is present, extensive 
learning has occurred, and mastery has been demonstrated, it makes sense to 
 provide an effi cient and effective means of reminding the resident to wash. 

 Many such approaches to reminding have been tried. Some are likely to fail 
because the reminders themselves become so commonplace as to not intrude into 
consciousness when one is overloaded. Others are more effective because they 
intrude more into consciousness. For example, at least for compromised patients 
who require masks and gowns, the placement of a rack near the room door with all 
of the apparel that is needed likely also will prompt hand washing, simply because 
it intrudes so completely. Interestingly, this might be a situation where well-meant 
efforts to move the rack of gloves, masks, and gowns out of the way to facilitate 
movement of equipment and patients in and out of a room could decrease the effec-
tiveness of the rack as an intrusive warning to engage in actions that, in easy cases, 
might be automatic and assumed. 

 There are, of course, other situations in which errors occur that are more com-
plex. Here again, the fi rst approach to consider is probably to assure that the patient 
environment intrusively reminds health care workers to do the right thing. Intrusion 
is critical if cognitive overload is the problem, since attentional fi eld is decreased 
under conditions of overload, so routine warnings not only are habituated to but also 
lose effectiveness since they may not be noticed when the cognitive capabilities of 
a health care worker are overloaded. Another useful form of intrusion is paraprofes-
sional help. A culture in which it is acceptable for a nurse to remind a doctor about 
basic practices will likely do better in maintaining those practices, since while the 
doctor may be concentrating on a hard diagnosis, the nurse may not simultaneously 
be as overloaded. 

 While incentives to reduce errors may not be effective when arranged for the key 
actor in a medical situation, since that actor already may be overloaded cognitively, 
such incentives may work when provided to other health care workers who may not 
be as overloaded and hence more able to remind the key actor to carry out a required 
action such as hand washing. More broadly, though, it should be noted that what 
incentives do, in essence, is elevate one action to be more likely than others. Under 
conditions of cognitive overload, simply making a required routine act take over 
consciousness and interrupt more complex thinking will assure that the routine act 
is carried out but interfere with the action that depends upon the cognition that 
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produced the overload. This suggests that reminders alone may not always do the 
job. They will work best when they prompt a needed response, that response is 
highly automated (and thus not demanding of substantial cognitive resources), and 
the environment is engineered to best support an automated response. 

 When considering how best to assure that critical actions are performed, then, 
three basic possibilities should be considered, as suggested by Fig.  22.2 . The best 
option, as just discussed, often is to automate the assurance of a critical function or 
make its achievement minimally demanding of cognitive resources. An example of 
this is the checklist. When a work protocol uses a checklist, there is a high level of 
certainty that each step in the checklist will be executed, at least when the step is 
understood by the work team. Moreover, a checklist serves as a temporary memory 
for work in progress, so the execution of a critical step will not erase the group’s 
memory for steps that need to follow. For this reason, checklists are extremely use-
ful. However, not all checklists are effective, and it is essential to design checklist 
and associated training well if they are to work [ 12 ]. For example, in order for a 
checklist to solve a problem, there has to be a trigger for its use. For example, the 
takeoff checklist used by pilots only works for takeoffs. If there is an emergent 
event in the air, it may or may not trigger a checklist type of protocol. Similarly, 
hospitals have code protocols (which really are somewhat more elaborated versions 
of checklists), which help assure that important actions are not overlooked in 
defi ned code situations. Such protocols work when there is a triggering event that 
causes them to be entered.

   However, there are circumstances in which there is no triggering event, and there 
are also lapses in noticing the critical event and thereby triggering use of a protocol. 
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  Fig. 22.2    Decision tree for preventing overload errors       
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The simple hand washing case is an example of this. The cognitive overload that 
sometimes occurs in hospital settings tends to result in a person not noticing the 
appropriate trigger for hand washing. This can be overcome perhaps as suggested 
above, by making the cues for hand washing more intrusive. In essence, that is a 
variation of automating or engineering a solution to the problem. Sometimes, 
though, that is not completely possible. In that case, perhaps the next possibility to 
consider is enculturation of social processes that assure the triggering of appropriate 
routines.  

    Enculturation of Reliability 

 The aviation industry has gone through several generations of crew team training, 
and that training increasingly includes schemes of team protocols that assure that 
important routines are not ignored when complex situations occur [ 13 ]. Clearly, 
similar approaches are possible in medicine, and this book’s chapters provide 
glimpses of this possibility. 

 One important element of such training is the development of shared understand-
ing by the medical team of the effects of cognitive overload and the circumstances 
under which it is likely to arise. Another key element is likely to be identifi cation of 
who in the team is most likely to not be overloaded and hence capable of assuring 
that critical routines are not missed. Finally, a team needs to practice engaging com-
plex situations and moving into “crisis mode.” In that crisis mode, part of the overt 
team activity is to split the needed tasks in ways that assure that critical tasks are not 
given to someone overloaded by even harder tasks, at least to the extent possible. 

 The aviation industry does this kind of training routinely, even though there are 
no fi xed teams in aviation – individual pilots and cabin attendants are assigned indi-
vidually, with only a modest force toward team continuity produced by union work 
rules and the accidents of particular personnel with seniority wanting to work 
together. Nonetheless, the team training works and, while the number of emergency 
cases has been extremely low both before and after training, such training seems to 
have reduced air disasters [ 14 ]. So, it seems worthwhile to consider medical team 
training across job levels (i.e., physicians, nurses, technicians) as an important part 
of an effort to remove medical errors. 

 It is important to realize, though, that situations of cognitive overload in the 
medical world are not restricted to emergency situations such as code calls. Aircraft 
crew deal with one fl ight at a time, and a fl ight lasts, on average, a couple hours. 
Medical practice is organized to involve almost continual parallel processing. 
Nurses have multiple patients to care for. While doctors in some specialty areas can 
make sequential rounds, seeing a patient at a time, even then it is not unusual for a 
doctor to see a patient, request data that takes time to collect, such as a lab test, and 
then be interrupted when the data become available. And, of course, there are prac-
tice areas, such as emergency department work, where parallel processing is pretty 
much the order of the day, at least at times. Even during offi ce hours, it is not 
unusual for a physician to have overlap in the overall processing of patients, and the 
offi ce team certainly has such overlap – a nurse or aide is positioning one patient to 
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be seen after the patient the physician is seeing at the moment while also handling 
the orders of the patient already seen and being on call to assist the physician with 
the patient currently being seen. 

 One approach, consistent with some of the work reported elsewhere in this vol-
ume, is to do the needed team training and related training of individual health care 
roles on the assumption that medical settings are continually in an overload mode. 
In the airplane cockpit, most of the time activity is being handled by the plane itself, 
with one pilot monitoring the situation to detect potential issues. In contrast, medi-
cal care systems, with their emphasis on staffi ng effi ciency, generally have most or 
all staff assigned enough critical work to pretty much fi ll their cognitive capacity, at 
least much of the time. Therefore, it is less critical for such staff to learn when to go 
into team collaboration mode and more critical for teams to have permanent arrange-
ments in place to assure that cognitive overload does not lead to omission of critical 
actions. 

 How this can happen will vary as a function of how urgent certain actions are. 
Let us fi rst consider situations in which it is problematic if certain actions are omit-
ted for extended periods but where moment-to-moment changes do not generally 
require action. For example, after I had my hip replaced, it was important for some-
one to check periodically, but not continually, for signs of blood clots. If such checks 
did not occur in the past hour, the risk would be extremely low, but if there was no 
check for a day or two, this could be more problematic. Presumably, this kind of 
problem of things not being noticed in a timeline of a few hours could be handled 
by a checklist. So, for example, an electronic patient record system might prompt 
the duty nurse every few hours to verify that a set of checks had been made – such 
prompting already occurs for various routine actions. While this is partly an engi-
neering solution rather than a training solution, it also is common to train nursing 
staff as well as resident physicians to ask a set of check questions whenever visiting 
a given patient – or every few hours when visits are continual or frequent. 

 It would be consistent with the results reported or referenced in this volume to 
develop further research on the effi cacy of monitoring checklists of this kind. While 
much of checklist work has been done to assure that relevant actions are taken at a 
point of treatment, extending the concept to checklists that can be applied to moni-
tor whether the longer term course of patient care is free of critical omissions makes 
a lot of sense. Personal experience suggests that for “quality of life” issues like food 
service in hospitals, this is pretty routine, but perhaps it is less well developed or 
systematic for medical actions that should occur regularly but are not critical at any 
given moment. So, for example, surgical residents routinely check themselves for 
certain complications on daily visits, as part of implicit or explicit protocols, but 
they may be less likely to check for the pattern of overall health care team attention 
to certain issues over the past day. 

    The Role of Reminders 

 It also can safely be predicted that scheduled actions will occur reliably but that 
unscheduled actions and checks may have higher chance of omission. While some 
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of these unscheduled checks can be scheduled, by prompting a nurse to enter 
 explicitly the results of a check just as there is prompting to deliver medication, 
there may be team activities that could supplement this, since there will never be a 
truly complete list of all the things that a nurse or physician should notice in a 
patient. In particular, team meetings might include discussion of what needs to be 
checked for in a particular class of patients, whether those checks are occurring reli-
ably, and what evidence supports that belief. While much of this may be routine and 
part of training for different health care professionals, it also is likely that problems 
might emerge in such discussions and that discussion of those problems might lead 
to changes in systemic prompts for certain checks. 

 As noted above, there is a danger in automating reminders about routine checks. 
A check that tends to be made automatically requires minimal cognitive resources. 
While it is possible that without an automated reminder and under cognitive over-
load, the trigger that should prompt a check may fail to be attended, it also is pos-
sible, as discussed in this volume, that an extended array of automated reminders 
may produce cognitive overload and lack of attention to all of the warnings that 
might be posted. This volume reports work on dashboards for patient information 
display, and all of the problems associated with such dashboards also are present in 
any collection of automated warning systems meant to assure that routine checks 
are made and routine actions taken. 

 More broadly, the management of all of the routine as well as alarming data that 
is generated by or observable in a patient is itself a major source of cognitive over-
load. Systems that simply remind health care staff about checks needed or situations 
meriting a response are likely to contribute to cognitive overload and hence exacer-
bate the problem of omission of needed care activity. This volume includes discus-
sion of efforts to improve dashboard displays so that the most relevant information 
is most salient and information is organized in manageable ways. While intelligent 
display management and prioritization of relevant information has great potential 
for improving the reliability and success of patient care, though, more may be 
required. 

 Specifi cally, some of the intelligence in data management will likely need to be 
provided by the health care worker, to supplement what can be done by machines. 
No matter how good automated prioritizing of warnings gets, it will not be perfect, 
and it will be critical to train personnel to fi nd ways to work together to assure good 
outcomes.   

    Conclusion 

 To summarize, past research and the fi ndings in this volume suggest that manage-
ment of cognitive overload is a key requirement to assure that critical but routine 
actions are taken when needed. Engineering work environments and team work 
patterns is an important way to better prompt such actions and to assure that they are 
taken, when possible, by the health care worker whose overall activity will be least 
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affected by the added cognitive load. Training teams to distribute work to minimize 
overload and to react positively to reminders from colleagues likely will contribute 
to improved reliability of critical actions. In some cases, though, it also will be 
 necessary to train health care teams to review their own performance of the routine 
and mundane but critical and to consider ways to improve it. The work reported in 
this volume makes considerable progress on the research needed to elaborate and 
confi rm the effi cacy of these key steps.  

    Discussion Questions 

     1.    Managing cognitive load is an important consideration in effi cient and effective 
management of critical care activities. What impact do you think the health care 
technology will have in managing cognitive load?   

   2.    What new skills do you think will be needed for competent performance in 
 complex domain, as heath care technology becomes a part of our everyday 
 clinical practice?   

   3.    What aspects of training in team collaboration will be most useful in assuring 
reliability of health care in situations where some team members will experience 
high cognitive load?         
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