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          Introduction 

 The foundations of human judgment and decision theory have infl uenced studies 
on decision making for decades in various domains. A specifi c area of human judg-
ment is decision-making under conditions of uncertainty. Medicine is an exam-
ple of decision- making under conditions of uncertainty where doctors constantly 
make decisions with incomplete information, knowledge gaps and sometimes with 
inaccurate information. These conditions are exacerbated in critical care envi-
ronments (Emergency Departments (ED) and Intensive Care Units (ICU)) which 
are complex in nature with information intensive, time sensitive, highly stressful, 
non- deterministic, interruption-laden, and life-critical [ 1 ]. Caring for critically ill 
patients within these situations often requires clinicians to make life-and-death 
decisions within a few seconds while relying on large quantities of questionable 
information. In order to make these decisions in a timely manner, the clinician must 
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reduce the large quantity of data to a manageable dimension and quickly determine 
what information is critical to handle the current situation [ 2 ]. Studies have shown 
that individuals often deal with such situations by using cognitive heuristics, or 
mental shortcuts [ 1 ,  2 ]. Even though the use of heuristics can lead to appropriate 
judgments, inappropriate heuristic use can result in severe and systematic errors 
[ 3 – 5 ]. In medicine, such errors include incorrect or delayed diagnosis, and inap-
propriate or delayed treatment, all of which can result in adverse medical events 
and patient harm. Due to the severe consequences of medical errors, it is imperative 
to minimize inappropriate use of cognitive heuristics by developing techniques to 
identify cognitive heuristic use. 

 The purpose of this chapter is to describe a theoretical framework, with associ-
ated methods that characterize physicians’ use of cognitive heuristics and biases 
when caring for critically ill patients. Given that heuristics can be very benefi cial 
and result in sound judgments, where as biases can (but do not always) result in 
fl awed judgment [ 3 – 5 ], the framework we developed enables identifi cation of spe-
cifi c actions associated with heuristic and bias use leading to sound decisions, as 
well as actions leading to fl awed judgment. Identifi cation of these events can facili-
tate the development of computer-based modules that can detect when clinical rea-
soning is deviating toward fl awed judgment, and suggest reasoning strategies to 
nudge the clinician to sound judgment. These computer modules can be incorpo-
rated into biomedical informatics tools to enhance decision-making at the point-of- care. 
Development of such automated error detection and correction systems are critical 
for the management of medical errors and enhancing patient safety. 

 This chapter begins with a review of the literature on theories of decision- making 
and cognitive heuristics and biases. We then discuss how heuristics and biases are 
used in medicine and how they can impact clinical reasoning. Next we describe the 
methods we used to develop and validate a theoretical framework. Our methods 
include a pilot study where we ascertained physicians’ view of heuristics and biases 
they use in their daily practice, a proof-of-concept study based in naturalistic data 
from the ICU, supplemented with a thorough review of the heuristic and bias litera-
ture. Following the presentation of our methods, we discuss our critical care cogni-
tive heuristic and bias framework in detail. Finally, we discuss the implications of 
the framework, suggest ways it can be used in the real world to minimize fl awed 
judgment and enhance patient safety.  

    Background 

     Theories of Decision-Making 

 When individuals make decisions they choose a course of action from a set of alter-
natives with the aim of achieving a goal [ 6 ]. There are two primary categories of 
decision theory including Normative Decision Theory and Descriptive Decision 
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Theory. Normative decision theories propose the manner in which people  should  
make decisions in order to optimize an outcome, whereas descriptive decision theo-
ries depict how individuals  actually  make decisions. Normative Decision Theories 
utilize axiomatic mathematical models of human behavior that include probability 
theories such as Bayesian Theory; and utility theories such as the Expected Utility 
Theory [ 7 – 9 ]. Normative decision theories assume an ideal decision maker, who is 
fully informed and rational, is able to process information with perfect accuracy, 
resulting in an optimal decision [ 10 ]. Since individuals are unable to process infor-
mation with perfect accuracy, and people do not behave in ways consistent with 
axiomatic rules, a related area of decision-making came into being that describes 
how people actually make decisions. Descriptive Decision Theories describe the 
manner that individuals have been  observed  making decisions. These theories or 
models include the Satisfi cing Model [ 11 ], Conjunctive/Disjunctive Model [ 12 ], 
Recognition Primed Decision Model [ 13 ], the Mental Model Theory [ 14 ], and the 
Dual Process Theory [ 15 ]. 

 A concept that applies to normative and descriptive decision theories is  rational-
ity . In general, it is thought that individuals are  rational decision makers,  in that 
people make choices to maximize utility or self-benefi t. Rational behavior is char-
acterized by an individual who has a “well-organized and stable system of prefer-
ences and a skill in computation that enables him to calculate, for the alternative 
courses of action, which alternative will permit him to reach the highest attainable 
point on his preference scale” [ 16 ]. Rational decision-making is nearly impossible 
due to the limitations of humans and circumstances humans must face. According 
to Simon, “rationality denotes a style of behavior that is appropriate to the achieve-
ment of given goals, within the limits imposed by given circumstances and con-
straints” [ 17 ]. As a result of studying these limitations, Herbert Simon developed 
the concept of Bounded Rationality [ 18 ] which theorizes that in decision-making, 
rationality of individuals is limited by three things: (1) available information; (2) 
cognitive limitations of the mind; and (3) the fi nite amount of time available to 
make decisions. When making decisions, we do not always have the information 
necessary to make the optimal decision. We are limited in formulating and solving 
complex problems due to our ability to receive, store, retrieve and transmit informa-
tion. We also fi nd ourselves in time-critical situations that restrict our ability to 
assess, comprehend and process information in order to make optimal decisions. 
Such constraints result in humans using heuristics rather than using a strict rigid rule 
to arrive at a decision. 

 In summary, this section discussed theories of decision-making across many 
domains (not specifi c to medicine). Normative theories of decision-making propose 
humans are able to arrive at the optimal decision given they have the ability to execute 
axiomatic mathematical computations during the decision-making process. Descriptive 
decision theories assert humans do not have the ability to quickly execute these com-
putations, and that decisions are actually made much differently than the normative 
theories propose. Descriptive theories propose people tend to arrive at a decision when 
primed by knowledge readily accessible within their memory, and when people arrive 
at a solution (decision) that is satisfactory, they discontinue problem-solving process 
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[ 11 ,  13 ]. Experts discontinue the problem-solving process quickly, while novices con-
tinue problem solving for an extended period. Within both paradigms of decision-
making, people are bounded by the limitations imposed by constraints such as cognitive 
limitations and circumstances such as time constraints. It is these factors that induce 
the use of mental short cuts to assist in the decision-making process. The normative 
and descriptive theories also can be applied within the domain of medical decision-
making. For a more detailed discussion of the paradigms of cognition in medical deci-
sion-making, reference Patel, Kaufman and Arocha [ 19 ]. Decision-making techniques 
specifi c to the diagnostic process are detailed in (reference section “ The Diagnostic 
Process and the Use and Impact of Heuristics and Biases in Medicine ”   ).  

     Heuristic and Bias Theoretical Foundation 

 A cognitive heuristic is a mental shortcut applied to make complex tasks simpler. 
Kahneman and Tversky spent nearly three decades studying how people make judg-
ments under conditions of uncertainty. Based on empirical studies they found (1) 
people rely on a limited number of heuristic principles to reduce complex tasks of 
probabilistic assessment and prediction to simpler judgmental operations; (2) peo-
ple rely on heuristics when confronted with a complicated judgment or decision; 
and (3) people use heuristics during problem solving to speed up the process of 
fi nding a solution where an exhaustive search is impractical [ 3 ,  10 ,  18 ,  20 ]. Use of 
heuristics are unconscious to the decision-maker, and are largely due to our cogni-
tive and environmental limitations; i.e. the cognitive limitations of short-term mem-
ory and memory retrieval, and environmental limitations such as the fi nite amount 
of time one has to make a decision, and the need to assess a large amount of infor-
mation within a short period of time. Use of heuristics can result in a close approxi-
mation to the optimal decision suggested by normative theories, can be very 
effi cient, and result in appropriate judgments [ 5 ]. However, when not used properly 
they can also lead to severe and systematic errors, or cognitive bias, which are 
departures from the normative rational theory [ 5 ,  21 ]. It should be noted that inap-
propriate use of heuristics and use of biases do not necessarily result in errors or 
fl awed judgment, but such use can result in these events. 

 Although best known as the work of Kahneman and Tversky, the cognitive heu-
ristic and bias paradigm has also been studied by other researchers including the 
ABC Research Group headed by Gerd Gigerenzer who takes a disparate approach 
to heuristic-based reasoning. According to Gigerenzer, other researchers have pro-
moted only one side of heuristics, i.e. heuristics are bad and result in biased judg-
ment [ 22 ]. Gigerenzer focuses on the benefi ts of heuristics and promotes the 
advantages associated with heuristic use. The approach to heuristic-based reason-
ing, according to Gigerenzer, is the ‘Fast and Frugal’ strategy that enables decision 
makers to make good decisions with limited information. The two attributes of this 
strategy are  fast  and  frugal , where (1) fast involves utilizing a minimum amount of 
time, knowledge and computation; and (2) frugal involves searching a subset of the 
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available information rather than the entire database. Gigerenzer proposes that both 
of these attributes are exploited within one’s environmental structure to yield adap-
tive decisions [ 22 ]. Fast and frugal heuristics limit the decision makers’ need to 
search for information using easily computable stopping rules, and allows them to 
make choices with easily computable decision rules [ 23 ]. This type of reasoning can 
be used to solve problems of sequential search through options, or to select a choice 
between simultaneous options that require searching for cues, features or conse-
quences within each option. Gigerenzer and his colleagues consider the ‘Fast and 
Frugal’ heuristic paradigm a descriptive decision theory in that it captures how 
people make decisions within the real-world under constraints of limited time, 
knowledge and computational power [ 22 ]. Gigerenzer’s approach does not go 
unchallenged. A criticism of the fast and frugal strategy is that its simplicity might 
result in highly inaccurate decisions, compared to complex statistical classifi cation 
methods that process and combine all available predictors [ 24 ]. 

 Given that healthcare is complex with different settings sometimes requiring 
complicated judgments to be made in an expedient manner (the same conditions in 
which people commonly use heuristics), a better understanding of the role of heu-
ristics and biases within medicine will enable us to develop and integrate resilient 
health information technology within these settings.  

       The Diagnostic Process and the Use and Impact 
of Heuristics and Biases in Medicine 

 There have been a number of empirical studies that have shown physicians use of 
heuristics and biases while gathering and interpreting information during the diag-
nostic process [ 4 ,  19 ,  25 – 28 ]. The diagnostic process includes assessing clinical 
data in order to generate a hypothesis of the patient’s diagnosis (differential diagno-
sis), followed by reviewing additional data and/or performing a course of action 
(such as carrying out a procedure or running a medial test) in order to narrow the 
differential to a more specifi c list of diseases (rule-in or rule-out specifi c diseases). 
Once a diagnosis has been established, action is taken to treat the patient. 

 During hypothesis generation when a diagnosis or a differential diagnosis is gen-
erated, physicians are susceptible to biases based on  Representativeness  and 
 Availability .  Representativeness  is used to determine how closely a patient’s fi nd-
ings resemble the prototypical manifestations of diseases [ 29 ]. Use of such pattern- 
recognition methods can lead to errors when the physician does not consider atypical 
representations [ 29 ].  Availability  occurs when a diagnosis is triggered by recent 
cases similar to the current case. If a diagnosis is made based on cases recently 
assessed, but there are attributes in current case that do not correspond with the 
disease, a diagnostic error could occur. A misdiagnosis can also occur if the physi-
cian assumes this patient cannot possibly have the same diagnosis as the last three 
patients they have seen ( Gambler’s Fallacy ) [ 29 ]. A number of cognitive biases 
such as  Confi rmation Bias ,  Search Satisfi cing, Premature Closure  and  Overconfi dence  
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bias can prompt clinicians to make errors when pruning, selecting and/or validating 
a diagnosis [ 29 ].  Search Satisfi cing,  or calling off a search once something is found, 
may occur when a physician arrives at an initial diagnostic hypothesis based on the 
review of only a portion of the clinical data available, and does not review addi-
tional clinical data once their initial diagnosis has been specifi ed . Premature Closure  
is when a physician accepts a diagnosis before it has been fully verifi ed.  Confi rmation 
Bias  is the tendency to look for confi rming evidence to support a diagnosis rather 
than look for disconfi rming evidence to refute it even when the latter is persuasive 
and defi nitive [ 29 ]. When a physician does not review additional data or order addi-
tional tests because they are confi dent in their diagnosis, they may be committing 
the  Overconfi dence  bias, which is a “tendency to act on incomplete information, 
intuitions or hunches; or when too much faith is placed in an opinion instead of 
carefully gathered evidence” [ 29 ]. 

 When selecting a course of action to treat the patient, the  Omission Bias  and 
 Outcome Bias  can adversely infl uence treatment decisions if the physician focuses 
too heavily on what could happen, rather than what is most likely to happen once a 
treatment or therapy is initiated [ 30 ]. Physicians can underutilize preventive inter-
ventions in order to avoid having a direct role in bad outcomes [ 30 – 32 ]. Death by 
natural causes can be viewed as better than death by prescription [ 3 ].  Outcome bias  
is when a physician places too much emphasis on patient outcomes, and does not 
consider the rationale and evidence underlying medical decisions [ 3 ,  33 ]. Other 
heuristics physicians use in the therapeutic process include  Extrapolation , which is 
when outcomes are generalized to the general populations not included in clinical 
trials and/or research studies; and that the extrapolation is done inconsistently. For 
example, the outcome of a study to test moderate antihypertensive treatment study 
in men was extrapolated to women (who were not study participants) [ 22 ,  34 ]. 

 Based on empirical studies, Elstein and Chapman describe decision biases they 
believe are used within medicine including biases occurring when judging the like-
lihood of events such as potential diagnoses and treatment outcomes; and biases 
occurring when determining preferences and evaluations of outcome utility when 
choosing a treatment or patient management plan [ 35 ]. Heuristics and biases that 
can occur when judging the likelihood of events include  Support Theory , the 
 Unpacking Principle ,  Outcome Bias  and  Confi rmation Bias .  Support Theory  is a 
descriptive theory that posits an  unpacking principle  that states providing a more 
detailed description of an event increase its judged probability [ 36 ]. For example, 
when given a clinical scenario to diagnose, one group of subjects were given three 
options to choose from – the patient has gastroenteritis, ectopic pregnancy or ‘none 
of the above’; whereas another group of subjects were given fi ve diagnoses includ-
ing gastroenteritis, ectopic pregnancy, appendicitis, pyelonephritis, pelvic infl am-
matory disease, and ‘none of the above’ [ 37 ]. For each group, the probability for all 
options should total 100 %. The percentage assigned to the ‘none of the above’ 
option in the short-list group should equal the total for the appendicitis, pyelone-
phritis, pelvic infl ammatory disease, and ‘none of the above’ options in the long-list 
group since the ‘none of the above’ option in the short-list includes the other dis-
eases specifi ed in the long-list condition. The study outcome showed that the 
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probability assigned to the ‘none of the above’ option in the short-list group was 
50 %; whereas the sum of the probabilities assigned to the appendicitis, pyelone-
phritis, pelvic infl ammatory disease, and ‘none of the above’ options in the long-list 
group was 69 %. Unpacking the ‘none of the above’ option by specifying particular 
diseases (appendicitis, pyelonephritis, pelvic infl ammatory disease) resulted in an 
increase in the probability of the additional diseases [ 37 ]. Infl ating the probability 
of a diagnosis can result in misdiagnosis and incorrect and/or delayed treatment. 
Another bias that occurs when judging the likelihood of events is the  Outcome Bias,  
which is when decisions are evaluated more favorably if they result in a good out-
come rather than a poor outcome. An impact of this bias is that a clinician may not 
attempt a treatment for fear of it producing an unfavorable outcome, when there is 
no evidence that the poor outcome will occur in the patient being treated. 
 Confi rmation Bias  is another bias in this category. This is when the decision maker 
searches for evidence to support an initial hypothesis, and ignores evidence that 
refutes the hypothesis. Implications of this bias in clinical practice is unnecessary 
tests may be ordered that are do not contribute to revising an initial hypothesis; hav-
ing additional data that does not refute a hypothesis does not necessarily increase 
the accuracy of that diagnosis. 

 The second decision bias Elstein believes occurs in medicine is determining 
preferences and evaluations of outcome utility including  Framing Effects ,  Attraction 
Effect ,  Sunk Cost Bias  and  Omission Bias . The  Framing Effect  is when the less risky 
outcome is preferred when the same situation is presented differently. In a classical 
study conducted by Kahneman and Tversky, two groups of health offi cials were 
presented with the same scenario of an outbreak of the Asian fl u that was expected 
to kill 600 people [ 38 ]. One group of health offi cials was presented with a plan that 
would save lives; the other group was presented with the same plan that was framed 
in terms of lives lost. The lives saved scenario indicated that the plan to combat the 
outbreak would save 200 lives for sure, with a one-third probability that all 600 
people would be saved. The lives lost scenario indicated that 400 people would die 
for sure, with a two-thirds probability that all 600 people would die. The health 
offi cials preferred the plan framed in accordance with lives saved [ 38 ]. If present, 
the framing effect could have implications in clinical practice in that a treatment 
that may have a better outcome may not be selected simply because it was presented 
in a manner that implied the outcome would be more detrimental. Another effect 
that impacts a decision-maker within clinical practice is the  Attraction Effect  that 
occurs when adding decision alternatives. The addition of choice options, much like 
the framing of a situation should not have an effect on the choice made; however 
studies have shown that factors that should have no effect on the decision does have 
an effect. Redelmeier and Shafi r conducted a study where they presented two groups 
of family physicians with a case of a patient that had osteoarthritis of the hip and a 
set of management plans to treat the condition [ 17 ]. One group of physicians was 
presented with two plans (refer to orthopedist and do not start any new medication; 
refer to orthopedist and start ibuprofen); the other group was presented with three 
plans (refer to orthopedist and do not start any new medication; refer to orthopedist 
and start ibuprofen; refer to orthopedist and start Piroxicam). In the group that was 
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presented with two options, 53 % of the physicians selected option one (refer to 
orthopedist and do not start any new medication). In the group where three options 
were presented, 72 % chose the fi rst option. The addition of alternative three 
increased the preference for alternative one; this is called the  Attraction Effect  [ 39 ]. 
The third choice (commonly referred to as a decoy) is seldom chosen, but it does 
infl uence the choice between the other two “attracting market share to the option 
that is superior in every way to the decoy” [ 35 ]. The  Sunk Cost Bias  is “when a deci-
sion maker continues to invest resources in a previously selected action or plan even 
after it is perceived to be suboptimal” [ 35 ]. There have been few empirical studies 
investigating this bias in medical decision-making. One study investigated the bias 
during the patient management process by asking residents in Internal Medicine and 
Family Practice to review four scenarios (one medical scenario and three non- 
medical scenarios) and decide if the current management strategy should be contin-
ued or discontinued. The residents were more likely to stay with the original plan if 
a high level of resources had already been invested; however, this effect was most 
evident in the non-medical scenarios. This study demonstrates that there is some 
evidence that physicians avoid the sunken cost fallacy in their own area of exper-
tise, and that choosing the most effective treatment overrode the sunken cost fallacy 
in the medical domain [ 35 ,  40 ,  41 ].  Omission Bias  is another bias in this category. 
This bias is when the decision maker feels an omission, or doing nothing, is a better 
alternative than an action that leads to a harmful outcome. In medicine, this bias is 
commonly occurs when a physician chooses not to treat a patient (they opt to do 
nothing) in order to avoid feeling guilty about committing an act that may bring 
harm to the patient. This fi nding has been confi rmed by empirical studies that have 
shown “decision makers saw omissions that led to harmful outcomes as less immoral 
or less bad than acts that led to the same outcomes” [ 7 ,  35 ,  42 ]. 

 Most of the empirical studies have investigated heuristic and bias use during the 
diagnostic process, but a small proportion has studied their use throughout the ther-
apeutic process. Other researchers have investigated heuristic and bias use by look-
ing at specifi c cognitive processes associated with the diagnostic process, i.e. when 
judging the likelihood of events and when determining outcome utilities. We know 
that heuristics and biases play a role in the hypothesis generation, pruning a differ-
ential diagnosis, validation of a specifi c diagnosis, as well as establishing a thera-
peutic course of action (i.e., patient management plan) [ 22 ,  29 – 34 ]. Our work 
extends prior research in that we investigate the use of heuristics and biases in both 
the diagnostic and therapeutic processes in a very specifi c medical setting – hospital 
critical care units – where the fast paced environment should induce clinicians to 
rely on cognitive short-cuts and rules-of-thumb. The manner that heuristics and 
biases are utilized within hospital emergency departments and intensive care units 
has not been formally studied. Our work is novel in that we assessed data through-
out the entire patient care process and we used naturalistic (real-world) clinical 
reasoning data. An understanding of the role and impact of heuristics and biases in 
these environments is required in order to design healthcare information technology 
systems that enable clinicians to attend to pertinent information (and not become 
bogged down with irrelevant information), and expedite the decision-making 
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process without compromising the quality of healthcare. This provides the 
 theoretical foundations for our methods.   

    Methods 

     Data Collection 

 We based our critical care heuristic and bias framework on three sources of data 
including: (a) Review of the heuristic and bias literature; (b) Data from a pilot study 
conducted to ascertain physicians’ view on heuristics and biases they utilize; and (c) 
Data from a proof-of-concept study performed to obtain naturalistic clinical reason-
ing data from critical care settings. We chose to carry out these particular studies in 
a sequential manner so as to progressively explore the use of heuristics and biases 
in a broad domain then narrowing our investigation to a very specifi c domain. We 
started by exploring published literature for how heuristics and biases are used dur-
ing decision-making in psychology – heuristics and bias’ domain of origin. We then 
searched the literature specifi cally looking for heuristic and bias use in medicine 
and medical decision-making. Since a large proportion of studies in the literature 
were based on empirical studies conducted in a laboratory, we wanted to obtain data 
on heuristic and bias use within real world naturalistic settings. We asked critical 
care clinicians to provide their perception on the prevalence of heuristics and biases 
in the ER and ICU (pilot study). We then immersed ourselves into the ICU to 
observe team interaction and decision-making sessions (proof-of-concept study). 
We chose this environment as we felt this highly dynamic environment would 
induce clinicians to use mental short cuts in order to keep pace with the quickly 
changing and fast paced environment. Conducting these different studies allowed 
us to build our framework on a solid foundation of rich data from a variety of 
sources. Procedures of data collection for each source are described below. 

    Literature Review 

 We performed a heuristic and bias  literature review  from multiple domains including 
psychology and medicine. Our primary focus was on empirical studies assessing heu-
ristic and bias use during the diagnostic and therapeutic processes. We also reviewed 
literature that documents the opinion of experts on heuristic and bias use in medicine.  

    Clinicians’ View of Heuristic Use (Pilot Study) 

 We conducted a  pilot study  ascertaining critical care attending physicians’ perception 
of how frequently they use various heuristics and biases during clinical reasoning. We 
developed a semi-structured questionnaire that contained a defi nition and clinical 
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example of 37 heuristics and biases [ 9 ]. The defi nitions were drawn from the  literature; 
clinical examples were created with the assistance of physicians. Practicing critical 
care physicians were contacted via email and asked to rate the prevalence of heuristic 
and bias use in clinical practice (on a scale of 1–5, where 1 was the least prevalent and 
5 was the most prevalent). Attending physicians from various regions of the United 
States practicing in ER and ICU settings participated in the study.  

    Naturalistic Clinical Reasoning (Proof-of-Concept Study) 

 The data was collected during morning rounds at a 16-bed adult Medical Intensive 
Care Unit (ICU) at large teaching hospital in Houston. A clinician team from the 
Medical ICU was included in the study. The team consisted of an attending physi-
cian, a clinical fellow, residents, trainees-interns, medical students, nurses and 
ancillary staff. The clinicians conduct the daily patient assessment and management- 
planning sessions in the MICU. During these sessions, residents presented informa-
tion on real patients at the bedside, and clinical teams discussed each patient’s 
status, diagnosis, and management plan. Each morning round lasted approximately 
5 h, and researchers spent 3 h per day for 3 days shadowing and observing clinician 
teams. Clinical team interactions were audio-recorded and transcribed verbatim 
with all identifi ers removed. We used data collected over two morning round ses-
sions. Several months later we conducted a second observation session where we 
shadowed clinicians 3 h a day for three non-consecutive days. The clinical team 
observed during this session was a different clinical team than those observed in the 
fi rst session. A total of 24 h of observations was available for analysis. Table  10.1  
provides details the sessions. Data from the fi rst observation, along with data from 
the literature, was used to develop our framework. Data from the second observa-
tion was used to validate and enhance the framework.

        Data Analysis 

    Clinicians’ View of Heuristic Use (Pilot Study) 

 We analyzed the data from the  pilot-study  by calculating the mean perceived heuris-
tic and bias prevalence provided all study participants. Then the data was also ana-
lyzed by comparing participant groups, i.e. comparisons were drawn between ER 
and ICU physicians.  

    Naturalistic Clinical Reasoning (Proof-of-Concept Study) 

 We then analyzed the data from the proof-of-concept study by performing an in- 
depth coding process employing the Grounded Theory Method [ 43 ]. Using 10 % of 
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the transcripts we analyzed the data inductively, reading and rereading transcripts in 
order to extract relevant text. Themes present in the transcripts were identifi ed and 
text was grouped according to the emerging themes. Themes included clinicians 
making decisions on patients’ diagnosis and treatment plan, information used to 
arrive at a decision and clinicians performing actions associated with standard clini-
cal practice. Once themes were identifi ed, we explored the data by breaking the 
transcripts into sentences, and sentences into small parts, each part representing a 
single thought, decision or action. Once single purpose phrases were identifi ed, we 
assigned a code to each phrase. Once this was process was established, we coded 
and analyzed the remaining transcripts. We maintained consistency of applying 
codes so that it would be possible to group codes and determine in where in the 
patient care process the decision or action was occurring (categories). We located 
axes between the codes and categories and developed the theoretical framework of 
heuristics and biases use within critical care settings. A further description of the 
themes and codes produced are listed below. Table  10.2  is an example of a coded 
transcript.

    Decisions Made  – A decision was defi ned as reaching a conclusion after consid-
eration of available clinical data. If possible, a decision was identifi ed as decisions 
relating to arriving at a diagnosis or a decision regarding the patients’ treatment 
plan. A decision does not necessarily result in an action being taken; there are times 
when a conclusion has been reached but no action is performed. The decision to not 
medicate the patient (Table  10.2 ) is a decision that was made while caring for the 
patient. 

  Information Leading to Decision  – This is the information that led the clinical 
team to make a decision or arrive at a conclusion. The information leading to the 
decision to not medicate the patient (Table  10.2 ) is that the patient came out of the 
seizures on her own. 

  Actions Associated with Standard Clinical Practice  – We identifi ed actions 
associated with standard clinical practice. Standard clinical practice was defi ned as 
thought processes, practices or procedures commonly used when caring for patients. 

   Table 10.1    Clinical    observation sessions   

 Session duration  Session attendees  Session description  Session purpose 

 Session 1  5 days – 3 h per day  Nurse  Clinical team
discussed
patient status,
diagnosis and
treatment plan 

 Framework
development  15 h of observation  Intern physicians 

 Same team observed
all 5 days 

 Resident physicians 
 Attending physician 

 Session 2  3 days – 3 h per day  Nurse  Clinical team
discussed
patient status,
diagnosis and
treatment plan 

 Framework
validation  9 h of observation  Intern physicians 

 Same team observed
all 3 days 

 Resident physicians 

 Different clinical
team than team
observed in
Session 1 

 Attending physician 
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      Table 10.2    Example of a coded transcript   

 Clinician  Transcription text  Process description  Coder’s notes 

 R3 resident  Bed 4 is a 57 year old, 
African American 
female 

 Presenting 
information 

 Patient has two issues: 
vomiting blood, seizure 

 Came in for, I quote, “I 
was throwing up 
blood” 

 Chief complaint 

 She presented to the ER 
on the twelfth 
complaining of 
throwing up dark red 
blood with clots in the 
morning 

 History of present 
illness 

 She reports having felt 
weak, dizzy, nauseated 
with blurring vision 

 History of present 
illness 

 She called EMS that took 
her to Hermann ER 
where she had two 
episodes of 
Hematemesis and 
Atonic Clonic Seizure 
each lasting about 
20 s. She came out of 
the seizure on her own. 

 History of present 
illness 

 No meds were given to 
her 

 Decision 1 – do not 
medicate patient 

 Information leading to 
Decision 1 – patient came 
out of seizure on own 

 R3 resident  She doesn’t have a history 
of seizures – They (ER 
clinicians) just 
attributed it to 
Hypervolemia 

 Decision 2 – identify 
the cause of 
symptom of 
hypervolemia 

 Information leading to 
Decision 2 – no history of 
seizure, patient vomiting 
blood 

 A1 attending 
physician 

 What diseases are 
associated with the 
symptom of seizures? 

 Seeking information  Cognitive heuristic of 
 Representativeness  – 
 judgment based on how 
closely an instance (patient 
symptoms) represents the 
disease model 

 R3 resident  Um, Epilepsy for one. Not 
sure of other diseases 

 Associating patient 
symptom with 
disease model 

 R3 resident  She got a head CT just in 
case 

 Decision 3 – perform 
procedure to 
identify problem 

 Information Leading to 
Decision 3 – no history of 
seizure 

 Head CT was negative  CT  Standard clinical practice – 
identify reason for symptom 
and/or rule-out hypothesis 
(disease) by conducting test 
or procedure 

 Decision made by 
ER clinicians 

 Standard clinical practice – 
head CT is a common test 
used to determine or 
confi rm the reason for a 
seizure 
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For example, a common technique used when diagnosing a problem is to rule-in and 
rule-out diseases (diagnoses) by conducting a test or performing a procedure. An 
example of a standard clinical practice is to perform a head CT for a patient having 
seizures. An example of a therapeutic standard clinical practice was to give blood 
when the patient’s Hemoglobin was below a specifi c level. 

  Use of Heuristic or Bias  – Once the above items were coded, we reviewed the 
coded transcripts to identify heuristics and biases used while caring for critically ill 
patients. To accomplish this we mapped events that took place during the critical 
care process to the defi nition of heuristics and biases (as documented in the litera-
ture). An example of use of the cognitive heuristic  Representativeness  is shown in 
Table  10.2  where the attending physician and resident discuss what diseases are 
associated with (representative of) a seizure. An example (not shown in the tables) 
of actions corresponding with the  Anchoring  heuristic (locking on an initial diagno-
sis early in the diagnostic process) and  Confi rmation Bias  (seeking information that 
supports an initial diagnosis and overlooking critical data that refutes the initial 
diagnosis) is if a clinician diagnoses a patient with chest pain with a Myocardial 

 Clinician  Transcription text  Process description  Coder’s notes 

 R3 resident  So, her vitals in the ER, 
Pulse 110, BP 86/71, 
Respiration is 18 

 Presenting 
information 

 Vital signs 
 R3 resident  She got 4 units of  blood  

in the ER, after her 
Hemoglobin was nearer 
to 5.9 

 Decision 4 – perform 
procedure to 
stabilize patient 

 Information leading to 
Decision 4 – lab result 
(Hemoglobin) 

 Give patient blood  Standard clinical practice – 
perform procedure if lab 
value is below the normal 
level 

 Decision made by 
ER clinicians 

 Standard clinical practice – 
give blood if Hemoglobin 
is below certain level 

 R3 resident  She was then sent to the 
Transplant ICU, as a 
MICU overfl ow 

 Decision 5 – transfer 
patient 

 Information leading to 
Decision 5 – 

 Transport from ER 
to transplant ICU 

 Patient condition (stable 
enough to move) 

 R3 resident  In the ICU, GI was 
consulted 

 Decision 6 – seek 
clinical consult 

 Information leading to 
Decision 6 – patient signs 
and symptoms 

 R3 resident  She underwent an 
Emergent Upper GI 
Endoscopy 

 Decision 7 – perform 
procedure to 
identify problem 

 Information leading to 
Decision 7 – patient 
condition and signs/
symptoms 

 Procedure showed a 
Duodenal Bulb Ulcer 
on the anterior wall 
with active arterial 
bleed 

 Emergency upper GI 
endoscopy 

 Standard clinical practice – 
perform procedure to 
rule-out GI condition  Decision made by GI 

consult team 
 Problem identifi ed 

Table 10.2 (continued)
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Infarction, but they ignore evidence indicating the patient is not within the  population 
that commonly suffers from a heart attack (a patient that is 25 years of age) and that 
the patient is of a Type A personality with a very stressful job (all symptoms that 
may correspond to stress or a panic attack). Once heuristics and biases were identi-
fi ed we determined where in the critical care process the heuristic or bias was used. 
We identifi ed the heuristics and biases used during the needs assessment, hypothesis 
generation, hypothesis testing, establishing or revising a treatment (management) 
plan and monitoring the patient.   

    Methods for Framework Development and Validation 

 Our overall goal was to identify heuristic and bias use within critical care settings. 
For each step of the critical care process, we identifi ed heuristics and biases com-
monly used; then through consultation with experienced critical care clinicians, 
we identifi ed associated reasoning errors and patient outcomes. To frame our 
analysis, we started by identifying the heuristics and biases used in medicine in 
general, then assessed the real-world critical care environment to ascertain heuris-
tics and biases used specifi cally in critical care. Once we developed the frame-
work, we validated it with data from real-world decision-making sessions within 
an intensive care unit. 

    Heuristics & Biases Used in Medicine 

 The fi rst step of developing the framework was to compose a list of the heuristics 
and biases used when physicians diagnose a patient and determine their treatment 
plan, regardless of where the diagnosis and treatment occurs. Based on our literature 
review and pilot study, we found that physicians commonly use  Representativeness , 
 Anchoring and Adjustment ,  Availability, Confi rmation Bias, Premature Closure, 
Search Satisfi cing, Omission and Outcome Bias, and Over Confi dence  when diag-
nosing and treating patients.  

    Heuristics & Biases Used in Critical Care Settings 

   Steps Within the Critical Care Process 

 We consulted with two board-certifi ed attending physicians that specialize in criti-
cal care to determine the steps that commonly occur in critical care settings. We 
reviewed the coded transcripts from the proof-of-concept study with these con-
sultants to determine if the processes involved in caring for critically ill patients 
were evident in the data. During this process we looked for key actions that were 
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consistent when caring for multiple patients. We grouped the events into logical 
steps, identifying a high-level category and low-level steps that comprise each 
category.  

   Heuristic and Bias Use Within Critical Care Process 

 Once we determined the steps that commonly occur within the critical care environ-
ment, we analyzed the data collected during observations (coded transcripts) of the 
proof-of-concept study to determine what heuristics and biases are used within each 
step of the critical care process.  

   Reasoning Errors and Patient Outcomes 

 Based on our literature review and data from our pilot and proof-of-concept studies 
we had extensive discussions with the board-certifi ed critical care attending physi-
cians, to comprise a list of potential reasoning errors and patient outcomes associ-
ated with inappropriate use of heuristics within each step of the critical care process.   

    Framework Validation 

 We validated the framework using real-world data collected during a second obser-
vation session from the proof-of-concept study (reference section “ Data collection ” 
for a description of the observation sessions). We coded and analyzed the data from 
the second observation in the same manner as we processed data from the fi rst 
observation. We then determined if the framework adequately refl ected heuristics/
biases physicians use in critical care. The worksheet shown in Table  10.3  was used 
to document our fi ndings of the framework validation. Where applicable, we 

   Table 10.3    Framework validation worksheet   

  Framework development  
 Based on proof-of-concept 
observation session 1 (OS1) 

  Framework validation  
 Based on proof-of-concept 
observation session 2 (OS2) 

  Comparison results  

 Critical patient care steps (OS1)  Critical patient care steps (OS2)  No additional steps. Steps
in OS1 correspond 
with steps in OS2 

  Step 1 ….   Step 1 …. 
  Step 2 ….   Step 2 …. 
  etc.   etc. 
 Heuristics/Biases (OS1)  Heuristics/Biases (OS2)  Already in framework 
   Representativeness    Availability  New heuristic (add) 
   Availability    Search satisfi cing 
  etc.   etc. 
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modifi ed the framework as necessary, adding additional heuristics and biases that 
were apparent from the second observation session.

         Results 

    Literature Review 

 The results of our literature review are detailed in the Background of this chapter. We 
have provided an overview of various theories of decision-making (reference section 
“ Theories of Decision-Making ”), described the theoretical foundation of heuristics 
and biases (reference section “ Heuristic and Bias Theoretical Foundation ”), detailed 
the use and impact of heuristic and biases throughout the diagnostic process (refer-
ence section “ The Diagnostic Process and the Use and Impact of Heuristics and 
Biases in Medicine ”) and explained how heuristics and biases are used in critical care 
settings (reference section “ Naturalistic clinical reasoning (proof-of-concept study) ”).  

    Clinicians’ View of Heuristic Use (Pilot Study) 

 The top fi ve perceived heuristics and biases are detailed in Table  10.4  [ 9 ]. Physicians 
practicing in the ICU perceive  Confi rmation Bias  to be most prevalent, followed by 
the  Availability ,  Planning Fallacy ,  In-group Bias  and  Deformation Professionelle . 
Emergency room attending physicians perceive  Clustering Illusion ,  Deformation 
Professionelle ,  Illusory Correlation ,  Disconfi rmation Bias , and  Availability  to be 
most prevalent. Across both groups, attending physicians perceived  Availability , 
 Deformation Professionelle ,  In-group Bias ,  Planning Fallacy , and  Anchoring  & 
 Adjustment  are most prevalent in critical care settings.

  Table 10.4    Most prevalent 
heuristics and biases used in 
critical care  

 Care setting  Heuristic/bias  Mean ± SD 

 ICU   Confi rmation Bias   4.25 ± 0.89 
  Availability   4.23 ± 0.99 
  Planning Fallacy   4.00 ± 1.31 
  In-group Bias   3.75 ± 1.28 
  Deformation Professionelle   3.75 ± 1.75 

 ER   Anchoring & Adjustment   3.56 ± 1.13 
  Deformation Professionelle   3.44 ± 1.33 
  Disconfi rmation Bias   3.33 ± 1.00 
  Illusory Correlation   3.33 ± 1.32 
  Availability   3.22 ± 1.56 

 Overall   Availability   3.45 ± 1.31 
  Deformation Professionelle   3.45 ± 1.57 
  In-group Bias   3.45 ± 1.14 
  Planning Fallacy   3.29 ± 1.14 
  Anchoring & Adjustment   3.26 ± 1.44 
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   The heuristics and biases ER and ICU attending physicians feel are least prevalent 
are listed in Table  10.5 . ICU attending physicians perceive the  Value-Induced Bias , 
 Texas Sharpshooter Fallacy ,  Clustering Illusion ,  Illusory Correlation  and  Gambler’s 
Fallacy  to be least prevalent. ER attending physicians perceive and  Overconfi dence 
Effect ,  Confi rmation Bias ,  Hindsight Bias ,  Retrospective Bias  and  Representativeness  
to be least prevalent in their setting. Across both groups attending physicians feel 
 Neglect of Prior Base Rates ,  Selection Bias ,  Texas Sharpshooter Fallacy ,  Value-
Induced Bias  and  Illusory Correlation  to be least prevalent.

        Naturalistic Clinical Reasoning (Proof-of-Concept Study) 

 Identifying heuristic and bias use within the real world by examining transcripts of 
team discussion and decision-making sessions was not as straightforward as tech-
niques used to assess data from the pilot study. From the transcripts of the 15 h of 
team clinical reasoning sessions we used to develop our framework (Session 1), we 
found evidence of  Anchoring  &  Adjustment ,  Confi rmation Bias ,  Availability ,  Search 
Satisfi cing ,  Deformation Professional  and  In-group Bias  (reference Table  10.6 ). 
From the transcripts of the 9 h of clinical reasoning sessions used to validate the 
framework (Session 2), we found evidence of  Deformation Professional ,  In-group 
Bias ,  Representativeness  and  Confi rmation Bias  (reference Table  10.6 ).

       Critical Care Heuristics and Bias Framework 

 Our critical care heuristic and bias framework is illustrated in Fig.  10.1 . This dia-
gram depicts the steps associated with caring for a critically ill patient (top row). 
The middle of the diagram shows the heuristics and biases associated with each of 

  Table 10.5    Least prevalent 
heuristics and biases used in 
critical care  

 Care setting  Heuristic/bias  Mean ± SD 

 ICU   Value-Induced Bias   2.25 ± 1.28 
  Texas Sharpshooter Fallacy   2.00 ± 0.83 
  Clustering Illusion   1.88 ± 1.07 
  Illusory Correlation   1.75 ± 0.71 
  Gambler’s Fallacy   1.63 ± 0.74 

 ER   Overconfi dence Effect   2.11 ± 1.05 
  Confi rmation Bias   2.11 ± 1.17 
  Hindsight Bias   1.11 ± 1.27 
  Retrospective Bias   2.11 ± 1.54 
  Representativeness   2.00 ± 0.53 

 Overall   Neglect of Prior Base Rates   2.33 ± 1.21 
  Selection Bias   2.33 ± 1.21 
  Texas Sharpshooter Fallacy   2.17 ± 1.17 
  Value-Induced Bias   1.67 ± 0.52 
  Illusory Correlation   1.50 ± 0.55 
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the critical patient care steps based on data from all three data sources utilized in 
this research (literature review, pilot study and proof-of-concept study). The bot-
tom of the diagram refl ects potential reasoning errors and patient outcomes asso-
ciated with each of the patient care categories; this data is based on the opinion of 
our expert critical care physicians. The heuristics, biases, reasoning errors and 
patient outcomes specifi ed in Fig.  10.1  are not a comprehensive list of items that 
can occur during the critical care process; they are examples of items identifi ed in 
this study. The defi nition of each heuristic and bias listed in Fig.  10.1  can be found 
in Table  10.7 .

        Steps in Critical Patient Care 

 Based on the data from our proof-of-concept study and consultation with expert 
critical care physicians, we identifi ed three main steps of the critical care process: 
 Immediate Need Assessment ;  Address Problem  and  Patient Management . The steps 
presented are a snapshot of a part of critical care process that has been simplifi ed 
for the purpose of this chapter. It should be noted that even though these steps are 
presented as linear steps, rarely do they happen linearly as the critical care setting is 
an ever changing, dynamic setting where actions are dependent on critical changes 
of a patient’s condition. Table  10.8  contains a description of steps within each of 
these categories that take place when a patient is in a critical care setting such as the 
ICU. Critical care physicians are often times dealing with a patient in a life-and-death 
situation. In such situations, stabilizing the patient as quickly as possible is nec-
essary. Therefore, the fi rst steps of the critical care process are to identify the 
immediate need of the patient and determine what is required in order to stabilize 
the patient. After the patient is stabilized, the clinical team identifi es the problem 
associated with the patient’s chief complaint. This step consists of comprising a 
list of possible hypotheses or diagnoses (differential diagnosis), and determin-
ing if a hypothesis is accurate (testing the hypothesis by running test, performing 
procedures, etc.). When the problem (diagnosis) has been identifi ed, an action is 

   Table 10.6    Heuristics and 
biases used in team clinical 
reasoning sessions  

 Session  Heuristics/biases  Frequency of use 

 1   Anchoring & Adjustment   7 
  Confi rmation Bias   7 
  Search Satisfi cing   7 
  Availability   2 
  Deformation Professional   4 
  In-group Bias   3 

 2   Deformation Professional   2 
  In-group Bias   1 
  Representativeness   1 
  Anchoring & Adjustment   3 
  Confi rmation Bias   3 
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Address Problem Patient Management

1. Evaluate Patient
Immediate Need

2. Stabilize Patient 3. Identify Problem 4. Correct Problem
5. Develop

Management Plan
6. Monitor patient
(Is Plan Working)

7. Adjust
Management Plan

Representativeness
Base Rate Neglect
Availblility
Anchoring/Adjustment
Gambler’s Fallacy
Omission Bias
Over Confidence
Framing Effect
In-group Bias
Projection Bias

Representativeness
Anchoring & Adjustment
Base Rate Neglect
Availblility
Framing Effect
In-group Bias
Projection Bias

Search Satisficing
Confirmation Bias
Gambler’s Fallacy
Omission Bias
Over Confidence
Premature Closure
Overly Specific Error
In-group Bias
Projection Bias

Hyperbolic Discount
Omission Bias
Deformation Professionelle
Illusionary of Correlation
Illusion of Control
Selective Perception
Status Quo Bias
Representativeness
Availability
In-group Bias
Projection Bias

Self-serving Bias
Outcome Bias
Status Quo Bias

Do not Notice Change
  in Patient Status
Focus Too Narrow (one disease)
Don’t Consider Pre-Existing
  Conditions/Diseases

Delayed Treatment
Incorrect Treatment
Procedural Errors
Patient Harm
Patient Suffering
Patient Death

Consider Non-Critical Data
Do not Consider Critical Data
Do not Fully investigate
    all Possibilities

Incorrect Treatment
Delay Correct Treatment
Procedural Errors
Patient Harm
Patient Suffering
Patient Death

Patient Harm
Patient Suffering
Patient Death

Consider Non-Critical Data
Do not Consider Critical Data
Do not Fully Investigate all Possibilities

Incorrect Diagnosis
Delayed diagnosis
Missed Diagnosis
Delayed Treatment
Run Unnecessary Test
Expose Patient unnecessarily (X-ray)

  Fig. 10.1    Critical care heuristic and bias framework       

   Table 10.7    Defi nition of heuristics and biases   

 Cognitive heuristic/bias  Defi nition [ 9 ,  27 ] 

 Anchoring and 
adjustment 

 The insuffi cient adjustment up or down from an original starting value, 
or anchor. Tendency to fi xate on specifi ed features of a presentation 
too early in the diagnostic (or therapeutic) process, and to base the 
likelihood of a particular event on information available at the 
outset. 

 Availability  Tendency for things to be judged more frequent if they come readily to 
mind. Things that are common will be readily recalled. Availability 
is a heuristic in which decision maker assess the frequency of a 
class, or the probability of an event, by the ease with which 
instances or occurrences can be brought to mind. 

  Base rate neglect   Failing to adequately take into account the prevalence of a particular 
disease within a particular patient population. 

 Commission bias  Tendency toward action rather than inaction. 
 Confi rmation bias  Tendency to look for confi rming evidence to support a hypothesis, 

rather than look for disconfi rming evidence to refute it. 
 Deformation 

professional 
 Tendency to look at things according to the conventions of one’s own 

profession, forgetting any broader point of view. 
 Framing effect  Presenting the same information in different formats can alter one’s 

decision; using too narrow of an approach or description of the 
situation or issue. 

 Gambler’s fallacy  Tendency to believe a sequence that has repeatedly appeared cannot 
continue. The belief that a series of independent trials with the same 
outcome will soon be followed by an opposite outcome. 

(continued)

 

10 Enhancing Medical Decision Making When Caring for the Critically Ill



222

 Cognitive heuristic/bias  Defi nition [ 9 ,  27 ] 

 Hyperbolic discount  Tendency for people to have a stronger preference for more immediate 
payoffs relative to later payoffs, the closer to the present both 
payoffs are. 

 Illusionary correlation  Phenomenon of seeing the relationship one expects in a set of data even 
when no such relationship exists. 

 Illusion of control  Tendency for people to overestimate their ability to control events (they 
control outcomes) that they demonstrably have no infl uence over. 

 Hyperbolic discount  Tendency for people to have a stronger preference for more immediate 
payoffs relative to later payoffs, the closer to the present both 
payoffs are. 

 In-group bias  People tend to have positive views of and give preferential treatment to 
who they perceive to be members of their own group. 

 Omission bias  Tendency toward inaction, or reluctance to treat, due to fear of being 
held directly responsible for the outcome. 

 Outcome bias  Tendency to judge the decision being made by its likely outcome. 
People tend to prefer decisions that lead to good outcomes than 
those that lead to bad ones. 

 Overconfi dence bias  When someone’s subjective confi dence in their judgments is reliably 
greater than their objective accuracy. Placing too much trust in one’s 
own opinions without having suffi cient evidence to support a 
decision. 

 Overly specifi c error  When a correct diagnosis is eliminated even though the clinical fi ndings 
are consistent with the diagnosis. This error can be ascribed to the 
clinician’s overly specifi c expectations for the disease. 

 Premature closure  Tendency to apply closure to the problem-solving process prior to 
examination and/or investigation of all evidence. When a diagnosis 
(or treatment) is accepted before it is fully verifi ed. 

 Projection bias  A psychological defense mechanism where a person sub-consciously 
denies his/her own attributes, thoughts and emotions, which are 
ascribed to outsiders. Projection involves imagining or projecting 
the belief that others originate those feelings. Example – blaming 
another person for your own failure – you avoid the discomfort of 
consciously admitting personal faults by keeping the feelings 
unconscious and by redirecting them to another person. 

 Representativeness  Basing a decision about whether or not something belongs to a 
particular category by how well it matches the characteristics of 
members of that category. Something is the same thing if they both 
have the same characteristics. Representativeness is the judgment of 
probabilities by the degree to which A is representative of B (the 
degree A represents B) 

 Search satisfi cing  Tendency to call off a search once something is found. Once a 
diagnosis/treatment has been found, do not look any further for 
evidence to determine if that is the proper diagnosis/treatment. 

 Selective perception  Interpreting information in a way that is congruent with our existing 
values and beliefs. Tendency for expectations to affect perception. 

 Self-serving bias  When people attribute their successes to internal or personal factors but 
attribute failures to situational factors beyond their control. Taking 
credit for successes but denying responsibility for failure. 

 Status quo bias  People prefer things remain the same, or that things change as little as 
possible; tendency for people to like things to stay relatively the 
same. 

Table 10.7 (continued)
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performed to alleviate the problem (treat patient). After the patient’s problem has 
been addressed, a  management plan is developed to bring the patient to an optimal 
state. The patient is then monitored to ensure the plan is suffi cient and the patient 
improves. If the patient is not improving, the management plan is adjusted. Steps 6 
and 7 are repeated until the patient’s health has reached the state where they can be 
moved out of the critical care environment. These steps are in accordance with the 
data collected for this study and are not necessarily the steps carried out in every 
hospital ICU.

       Heuristics and Biases Used Within Critical Care 

 Based on the data from our literature review, heuristics and biases critical care 
physicians indicate they use (pilot study), and data from our real-world observa-
tions (proof-of-concept study), we determined that within each step of the critical 
patient care process several heuristics and biases are prevalent. First we present 
the descriptive statistics of heuristics and biases critical care physicians use (based 
on the opinion of critical care providers and observation of team decision making 
within critical care settings), then we describe where in the care process these heu-
ristics and biases are used. 

 During the immediate need assessment phase, a number of cognitive heuris-
tics and biases are used. A clinician may base their diagnosis or management 
plan on similar patients they have recently seen ( Availability ), or on diseases 
or treatments common for a set of symptoms ( Representativeness ). If the clini-
cian locks on to a diagnosis early in the assessment process ( Anchoring ), seek 
evidence to support that diagnosis and ignore data that refutes the diagnosis, 

   Table 10.8    Critically ill patient care process   

 Step  Process  Description 

 1   Immediate need assessment  
 (a) Evaluate patient’s 

immediate need 
 Determine the patient’s state and action required 

to stabilize patient 
 (b) Stabilize patient  Perform actions necessary to stabilize the patient 

 2   Address problem  
 (a) Identify problem  Identify cause of the patient’s chief complaint 
  Hypothesis generation  Compose a list of possible diagnoses 

(differential) 
  Test hypothesis  Determine if hypothesis is valid 
 (b) Treat problem  Perform steps necessary to correct the problem 

 3   Patient management  
 (a) Develop patient 

management plan 
 Determine actions necessary to return patient to 

their normal state of health 
 (b) Monitor patient/determine if 

management plan is working 
 Monitor patient to ensure patient’s health is 

improving 
 (c) Adjust management plan  Revise management plan if required 
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they are committing  Confi rmation Bias . If a diagnosis is made without consider-
ing the incidence and prevalence rates within the population of the patient, they 
are committing  Base Rate Neglect . If a diagnosis or treatment is not selected 
because several prior patients have had the same outcome,  Gambler’s Fallacy  
is being used. If a clinician arrives at a diagnosis quickly, without performing 
diagnostic tests to confi rm their decision, they may be  Over Confi dent . If the 
clinician resorts to inaction out of fear of being held responsible for harming 
the patient, they are committing  Omission Bias . Cognitive heuristics and biases 
are prevalent when teams of clinicians are collaborating on a patient’s case. 
 In-group Bias  can occur when preferential treatment is given to those within 
your own group. For example, a physician may consider the views of a physician 
as more accurate than the view of a nurse that has considerable knowledge of the 
patient.  Projection Bias , the tendency to assume others in your group share the 
same thoughts, beliefs, values and opinions as you, is another bias that can occur 
within a team decision-making environment. 

 Many of the same cognitive heuristics and biases apply during the addressing 
the problem stage of critical patient care. When assessing the patient’s symptoms, 
commonly a clinician will quickly begin to generate a list of possible diagnoses 
(hypotheses). During this  hypothesis generation  step physicians may compare the 
patient’s signs and symptoms to a mental disease model ( Representativeness ), or 
compare the patient to a recent patient they cared for ( Availability ). Neglecting to 
take into account disease rates for a specifi c population ( Base Rate Neglect ), prefer-
ring the opinion of those in your alliance ( In-Group Bias ) and/or assuming others 
share your views ( Projection Bias ) are potential fl aws when hypothesizing about 
the patient’s diagnosis. Once a hypothesis has been generated, physicians look for 
clinical information to either confi rm or refute the hypothesis (test the hypothesis). 
As they seek information to test the hypothesis, several heuristics and biases such 
as  Over Confi dence ,  Premature Closure ,  Confi rmation Bias  and  Gambler’s Fallacy  
may be used. 

 A different set of heuristics and biases are commonly used during the construc-
tion and monitoring of the patient management plan. The heuristics used in this 
phase include  Hyperbolic Discount,  which is the tendency for people to prefer 
immediate payoffs relative to later payoffs;  Omission Bias,  which is when inac-
tion is selected over action to avoid being held accountable for bring the patient 
harm;  Illusory Correlation , which is when a relationship is inaccurately perceived 
(i.e., if an assumption is made that a particular event is the cause of the patient’s 
condition when that event is not connected to the condition);  Selective Perception , 
when a clinician’s expectation affects their perception. Other heuristics used in 
the patient management phase is  Representativeness ,  Availability  and  Status Quo 
Bias  which are based on the premise that what works for others will also work in 
the present situation. Common team-based heuristics that may be used include 
 In-group Bias ,  Projection Bias ,  Deformation Professionelle  (looking at things 
according to the conventions of one’s own profession, forgetting any broader point 
of view) and  Illusion of Control  (the tendency for one to believe they can control or 
infl uence outcomes in which they cannot control). Once the management plan has 
been established, the patient is monitored to ensure the plan is resolving the issue. 
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Heuristics that are commonly used once the management plan has been established 
are  Self- serving Bias,  which is the tendency to claim more responsibility for suc-
cesses than failures; and  Outcome Bias  which is the tendency to judge a decision 
by its eventual outcome instead of based on the quality of the decision at the time 
the decision was made.  

    Reasoning Errors and Patient Outcomes 

 Based on our fi ndings from the heuristic and bias literature review, data from our 
pilot and proof-of-concept studies, and the opinion of critical care specialists prac-
ticing in our study site, we identifi ed potential reasoning errors that can lead to 
fl awed judgment, which, in turn, can lead to negative patient outcomes. 

 In the immediate need assessment phase, common potential reasoning errors 
resulting from inappropriate use of heuristics and/or use of biases include neglect-
ing base rate information for the patient population, considering data that is not 
critical, ignoring data that is critical, inaccurate mapping of the current patient’s 
situation to disease models and/or prior patient’s situations, not considering all the 
possible diagnoses which involves not reviewing additional clinical data or not 
ordering additional tests once a diagnosis has been reached. As a result of these 
reasoning errors, patients could receive incorrect treatment and/or a delay of the 
proper treatment, both of which may lead to patient outcomes of elongated or undue 
suffering and/or death. 

 In the address the problem phase of the critical patient care process, potential 
reasoning errors include not considering data critical to making the correct diagno-
sis, considering data that is not associated with the correct diagnosis, and not fully 
investigating all the diagnostic possibilities. These reasoning errors may result in 
completely missing a diagnosis, incorrectly diagnosing a patient, or a delay in diag-
nosing a patient. These could lead to not treating a patient, incorrectly treating a 
patient and/or a delay in treatment. 

 In the patient management phase, common reasoning errors include not noticing 
a change in the patient; and having too narrow of a focus, which may occur if the 
patient is only being monitored for the problem they had when entering the critical 
care unit, and not recognizing that a preexisting condition of the patient is at a less 
than optimal state or is impacting their current state. These errors could result in a 
missed, incorrect or delayed diagnosis and/or treatment; all which can cause patient 
harm, suffering and/or death.   

    Discussion 

 The objective of this research was to develop a framework to characterize the  use  
and  impact  of cognitive heuristics and biases in complex hospital critical care 
environments such as emergency rooms and intensive care units. Our framework 
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details heuristics and biases used at each step of the critical patient care process 
from the time the patient enters critical care, through transition to a non-critical 
state (including assessing the patient’s immediate needs and stabilizing their con-
dition, identifying and treating problems contributing to the patient’s illness, and 
developing and monitoring a treatment and management plan). The framework 
includes heuristics and biases used by individual clinicians making independent 
decisions and teams of clinicians collaborating on the optimal plan for a patient. 
In addition, the framework specifi es potential reasoning errors and patient out-
comes that may occur as a result of inappropriate heuristic use. We developed and 
validated the framework with real- world clinical decision-making data, a through 
review of the literature, and physicians’ view of the heuristics and biases they use 
in their clinical practice. 

 The fi ndings of our real-world clinical observations indicate that multiple 
heuristics and biases are used throughout the entire critical patient care pro-
cess. The majority of the heuristics and biases, reasoning errors and patient out-
comes associated with ‘Assessing the Immediate Need’ of the patient are also 
used during the ‘Addressing the Problem’ phase. It is not surprising that similar 
 heuristics and biases are used during these steps since similar cognitive processes 
occur; in that clinicians are assessing the patient’s symptoms and clinical data to 
determine factors contributing to their illness, and ruling in and out applicable 
diseases. Heuristics and biases used during these steps of patient care are com-
monly based on specifi c reasoning strategies such as comprising a differential 
diagnosis and then narrowing down the diagnosis to a specifi c disease ( Anchoring 
and Adjustment ); basing a diagnosis on past events such as patients the clini-
cian has recently seen ( Availability, Gambler’s Fallacy ); and comparison of the 
patient’s signs and symptoms to disease mental models and disease prevalence 
rates acquired throughout their career ( Representativeness, Base Rate Neglect ). 
Flaws in clinical reasoning during the ‘Addressing the Problem’ step ( Premature 
Closure ,  Confi rmation Bias ) may be due to the critical nature of the patient and 
the urgency to determine what is causing the patient to be so ill. Once a clini-
cian has formulated a list of hypotheses (differential diagnosis), they ‘Test the 
Hypotheses’ by gathering additional clinical data by running tests and/or perform-
ing procedures. Our fi ndings indicate that during this step biases are commonly 
used ( Search Satisfi cing, Confi rmation Bias, Outcome Bias  and  Overconfi dence 
Bias ). Since hypotheses are tested after the patient has been stabilized, clinicians 
have the opportunity (and time) to more thoroughly assess the patient’s illness by 
running tests and/or procedures. Therefore, it is somewhat surprising that biases 
are so common when validating the hypotheses. 

 Our fi ndings also indicate that a unique set of heuristics and biases are used when 
developing the patient’s treatment and management plan and when monitoring the 
patient once the treatment plan has been put into action. Heuristics and biases used 
in these steps are commonly action and/or payoff based. For example,  Hyperbolic 
Discount  (tendency for people to have a stronger preference for more immediate 
payoffs relative to later payoffs) and  Omission Bias  (tendency toward inaction, or 
reluctance to treat, due to fear of being held directly responsible for the outcome) 
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are prevalent during the therapeutic stages of patient care. A unique set of reasoning 
errors occurs when establishing a patient treatment management plan. These poten-
tial errors can occur when the focus (or framing) of the problem is not accurate. 
For example, the clinician may be focusing on treating a specifi c problem (such as 
the patient’s chief complaint) instead of realizing that a pre-existing condition may 
be contributing to the problem and/or impacted by a specifi ed treatment (a drug 
that fi xes one problem may negatively impact another problem). Given that critical 
care clinicians commonly deal with patients of co-morbidities, it is surprising that 
such reasoning errors are prevalent. It would be expected that critical care physi-
cians would be more inclined to assess the interaction of a treatment on multiple 
problems. 

 Our fi ndings confi rm and extend fi ndings of prior research associated with clini-
cians’ use of heuristics and biases. The critical patient care process we identifi ed 
from observations in hospital intensive care settings are similar to the steps in the 
diagnostic and treatment processes identifi ed within the literature [ 4 ,  19 ,  25 – 28 ,  32 ,  35 ]. 
The heuristics and biases we identifi ed in the ‘Immediate Need Assessment’ and 
‘Address Problem’ steps are similar to the heuristics/biases identifi ed in the hypoth-
esis generation and the pruning, selecting and/or validating a diagnosis steps as 
documented in the literature (reference section “ The diagnostic process and the use 
and impact of heuristics and biases in medicine ”) [ 29 ]. The heuristics/biases we 
identifi ed in the ‘Patient Management’ step are similar to those documented in the 
literature when clinicians select a course of action [ 29 ,  32 ,  35 ]. Our research extends 
prior research in that we assessed heuristic and bias use within a specialized area of 
the hospital that cares for patients with critical life-threatening issues. Limited 
empirical research exists to assess heuristic and bias use during the therapeutic 
phase of patient care; our research includes a detailed analysis of this phase of 
patient care in conjunction with the diagnostic phase. In addition, we assessed heu-
ristics and biases used by a single clinician making a stand-alone decision, as well 
as a team of clinicians engaged in team decision-making. We not only identifi ed 
heuristic and bias use within medicine, we also identifi ed potential reasoning errors 
and patient outcomes associate with such use. A signifi cant contribution of our 
research, not found in prior research, is that our framework was developed and vali-
dated using  real-world clinical decision-making data by multiple teams of clini-
cians . The majority of research studies assessing heuristics and biases have been 
laboratory-based. Assessing heuristic and bias use within real-world environments, 
especially in a specialized area such as critical care, provide researchers and the 
healthcare community with a fi rm insight on the benefi t of heuristic use and how 
such use can enhance patient care, as well as how inappropriate heuristic/bias use 
can be detrimental to patients. 

 Limitations to this research include the generalizability of these fi ndings given 
the framework was, in-part, based on observations of two clinical teams practicing 
within the same intensive care unit at the same institution. Even though we fol-
lowed each clinical team for several days, team interaction was comparable from 
day-to- day. However, there were differences in team interactions between the two 
teams, which provides more generalizability than if we had observed only one 
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clinical team. Another limitation to our study was that only one research scientist 
coded and analyzed the decision-making session transcripts. The results may have 
differed had multiple researchers coded and analyzed the data. We feel basing the 
framework on a thorough review of the literature and data collected from multiple 
studies provides a solid framework to understand decision-making within critical 
care settings. 

 Our framework depicts the heuristics, biases, potential reasoning errors and 
patient outcomes associated with the patient care process occurring in critical care 
settings. Given that patient care within critical care settings requires clinicians to 
make life-and-death decisions within a few seconds when assessing large quantities 
of information, this setting is ripe for heuristic and bias use. Heuristic use can be a 
powerful reasoning strategy within such an environment. However, when heuristic 
and bias use results in fl awed reasoning, the outcome can be detrimental. As health-
care progresses, it is crucial to incorporate tools into critical care environments that 
enhance clinical reasoning and enable clinicians to use strategies such as heuristics 
in a manner that will produce unassailable judgments. The potential exists for tech-
nology to play a role in enhancing clinicians’ clinical reasoning, reduce adverse 
patient outcomes, and improve patient care.  

    Summary 

 Critical care settings such as hospital emergency departments and intensive care 
units are complex environments that are stressful, time sensitive and interruption 
laden, where clinicians, infl uenced by factors such as extended work hours and 
sleep-deprivation, make life critical decisions. Within such dynamic environments, 
decision-making requires the use of cognitive heuristics, or mental short cuts, in 
order to sustain the required pace. It is crucial to understand the use and impact of 
cognitive heuristics and their associated biases by clinicians on patient care within 
critical care. The objective of this chapter is to describe a theoretical framework 
with associated methods, designed to characterize the use of cognitive heuristics 
and biases in critical care. This framework was developed and enhanced by an in- 
depth coding and analysis of real-world clinical decision-making data collected 
through an ethnographical study, a study ascertaining physicians’ perspectives of 
heuristics they use in their daily practice, supplemented by a review of literature on 
empirical studies assessing use of heuristics and biases. We show that application of 
the framework can facilitate identifi cation of specifi c actions associated with heuris-
tics and biases that result in better decisions, and actions with the potential for 
patient harm. Identifi cation of these actions will permit generation of procedures 
that can be incorporated into computer-based medical systems to detect reasoning 
processes leading to fl awed judgment, and signal clinicians to alternatives that could 
lead to unassailable judgments. The development of automated detection and cor-
rection systems is critical to the advancement of health information technology 
within healthcare, the reduction of medical errors and enhancing patient safety.  
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    Implications for Biomedical Informatics 

 The application of our framework facilitates identifi cation of specifi c actions asso-
ciated with heuristic and bias use. These actions can serve as the basis for the devel-
opment of modules that can be incorporated into computer-based health information 
tools to recognize when clinicians’ reasoning strategies may lead to fl awed judg-
ment, and provide alternative reasoning strategies to enhance clinical reasoning and 
the patient care process. Our goal is to develop and incorporate such  auto-detection 
and correction tools  at the point-of-care in order to reduce medical errors such as 
missed or incorrect diagnosis and incorrect or delayed treatment. To our knowledge, 
such a system does not exist at the point-of-care. Incorporating health information 
technology within critical care settings has the potential to greatly enhance medical 
decision-making and enhance patient care of the critically ill.  

    Conclusion 

 Caring for the critically ill requires clinicians to quickly assess and act upon a large 
amount of information, as time does not permit an exhaustive search process. The 
use of cognitive heuristics can be a valuable tool, and provide a means for clinicians 
to accelerate the process of assessing the immediate need of the patient, identifying 
the correct diagnosis, and establishing a management plan that will reduce the 
patient’s pain and suffering. 

 Our framework characterizes and identifi es cognitive heuristics and biases used dur-
ing this patient care process within critical care settings. It spans the entire patient care 
process from diagnosing the patient to establishing and monitoring the patient manage-
ment plan. Our model was validated against data collected from real- world decision-
making sessions within an ICU of a large academic hospital. Use of this framework 
will result in the identifi cation of specifi c actions and events that lead to fl awed judg-
ment within critical care settings. Based on this, computer-based tools can be devel-
oped to detect specifi c actions that lead to fl awed judgment and prompt clinicians to 
consider alternative reasoning strategies that will result in sound judgment, ultimately 
resulting in enhanced patient care, and a reduction of adverse patient outcomes.  

    Discussion Questions 

     1.    Select three of the various types of biases described in this papers, and think of 
an example each from (a) everyday experience, and (b) health care domain. How 
do these biases infl uence judgment and decisions?   

   2.    What are the key aspects in the dispute in Kahneman & Tversky and Gigerenzer’s 
theories on the use of heuristics and biases in decision-making?   
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   3.    Describe how the framework in this chapter can inform the development of bio-
medical informatics tools to enhance clinical decision-making.   

   4.    Defi ne Heuristics. Rule based Expert Systems are sometimes called heuristic 
system. Explain.         
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