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   Foreword   

 The EVA conferences span the 20 years from the early 1990s until now. They began 
as part of the EU-funded VASARI collaborative research project, which included 
the National Gallery, London, and its peers in Munich and Paris as well as universities 
and industrial companies across Europe. EVA stands for  Electronic Visualisation 
and the Arts : ‘Electronic Visualisation’ because the aim of the VASARI project was 
to develop a digital camera with suffi cient resolution to do justice to the two 
thousand or so paintings in the National Gallery’s collection, as the leader of the 
VASARI project. 

 James    Hemsley led the project’s Dissemination Work Package and the progress 
and results were disseminated by organising the fi rst EVA conference to ‘exchange 
experiences, plans and dreams’ with participants in VASARI and other projects. For 
the fi rst few years, the conferences were held in London but subsequently in many 
other cities around the world (see Chap.   1    ). Initially funded by the EU, the meetings 
proved so popular that they continued afterwards on a self-supporting basis. Since 
2008, the Computer Arts Society, a Specialist Group of the British Computer 
Society (BCS – the Chartered Institute for IT), has been hosting the EVA London 
conferences at the BCS London headquarters in Covent Garden. 

 Historically, EVA spans momentous developments in technology and culture. The 
World Wide Web has revolutionised computing and information technology, the digi-
tal camera has revolutionised the way we image ourselves and the world around us, 
social networks have revolutionised how we relate to each other, the mobile phone 
has revolutionised how we talk to each other and search technologies are revolution-
ising our relationship to knowledge and its creation and preservation. Even those of 
us who lived through and took part in some of these developments wonder how on 
earth we managed in the bygone days without these tools. But the next generation of 
professionals and leaders will have grown up with them since early childhood. 
Generation Xbox   , Facebook and Kinect will be completely adapted to these environ-
ments as fi sh are to water. However   , these developments have not escaped criticism; 
while these technologies have matured, the economies that spawned them have sunk 
into recession or at best undergone slow growth. Cause and effect – very doubtful! 
While the nineteenth-century technologies – railways, engines, sewers, telegraphy, 
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aircraft, etc. – had truly major economic and life-changing effects, there is an argu-
ment that these late twentieth-century developments have had marginal, incremental 
effects on the economy rather than being fundamental game changers. But if the 
quantifi able economic benefi ts are rather less than the fanfares suggest, it may be that 
more people are doing more things which are not economically measurable or ‘pro-
ductive’, for example talking to each other, helping each other and having fun, enjoy-
ing immersion in the new open culture which these new technologies have seeded 
and exploring qualitative, human possibilities. And, being of its time, eclectic in its 
coverage, this is precisely what the EVA conferences have tried to achieve, with 
major success, as you will discover from the following chapters. 

 Although EVA is of modern times, we now know that concerns with images, 
movement and interactions, in the sense of performances, were present from the 
very beginnings of  Homo sapiens . That combination of language, tool making, 
empathy, socialisation, playfulness and inventiveness which distinguishes our 
species made its mark early. Recent analyses of cave paintings have suggested that 
the makers of these were using animation techniques at least 30,000 years ago. 
Flickering light and subtle use of line and 3D features of the cave wall could give a 
sense of movement. It is tempting to speculate that these early efforts at animations, 
if such they are, are a manifestation of the brain’s capability for prediction – to 
consider what might happen next and to act accordingly – so vital to our evolution 
and survival (so far). 

 But as we edge nervously into the twenty-fi rst century, our scientifi c understanding 
of the problems of climate, water, food and disease does raise the spectre that our 
governance systems are not up to acting on the sombre predictions from the 
knowledge base. What then of the playful inventiveness from the interdisciplinary 
arts and technologies described by EVA contributors? The    message that I take from 
these chapters is one of hope; although the outputs from these are not yet quantifi able 
in economic metrics, they are hugely important in helping create new modes of 
social interaction that will encourage people in joint efforts to overcome the poverty 
of the dispiriting hierarchies of power which do seem to be failing us in the face of 
gloomy predictions. My optimism is that the kinds of innovations and developments 
described in the EVA conferences are steps towards new ways of articulating and 
sharing knowledge, which in turn will feed into more open and responsive forms of 
governance. 

 The EVA London conferences from 2009 to 2012 have produced around 400–
500 contributions, papers, demonstrations and workshops. To distil from this an 
essence which also projects a sense of what the overall programme has been about 
and might do has been a challenge to which, as you will see, the editors have risen 
with great insight and skill. 

 For me, these EVA chapters are a real contribution to twenty-fi rst-century arts 
and culture, and Springer is to be congratulated for publishing them.  

 London, 2013      George   Mallen    

Foreword
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  Pref ace   

    To accomplish great things we must fi rst dream, then visualize, then plan… believe… act!  

– Alfred A. Montapert 

   In this book, we present selected revised and extended papers from the EVA 
London Conference on Electronic Visualisation and the Arts held between 2009 
and 2012. These conferences provide an interdisciplinary forum for people with 
a wide range of backgrounds, ranging from visual artists to computer scientists. 
The initial selection of chapters was largely by the audience during ‘best 
presentation’ competitions at these conferences, with some additions by the 
editors for a more rounded overall selection. Each chapter was then peer-reviewed 
by experts. 

 George Mallen has provided a summing up at recent EVA London conferences 
and provides a thoughtful foreword for this book. James Hemsley is the progenitor 
of the EVA conferences, which began in London, but are now held annually 
in a number of other venues around the world, including Berlin, Florence and 
Moscow. In Chap.   1    , he provides a history of EVA by way of background to 
this book. 

 The rest of the book is divided into themed parts. Each has been shepherded by 
an editor during the reviewing and revision process and includes a short introduction 
summarising the theme and the rest of the chapters in that part, together with some 
suggested reading where appropriate. 

 The annual EVA London conferences are held on behalf of the Computer 
Arts Society, a British Computer Society (BCS) Specialist Group of the Chartered 
Institute for IT. We gratefully acknowledge the assistance and support of both 
organisations. The editors thank the EVA London organising and programme 
committees for the years 2009–2012, especially the organising chairs and proceedings 
editors (for the proceedings for these conferences, see http://www.eva-london.org). 
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James Hemsley and George Mallen have been stalwarts of the EVA London 
Conference series for many years. Finally, thank you to all the participants at EVA 
London conferences for making them such exciting and successful events.  

 London, 2013      Jonathan   P.     Bowen   
   Suzanne     Keene   

   Kia     Ng    

Preface
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    Abstract     This chapter focuses on the origins and early history of the EVA London 
Conference, as well as embracing its numerous EVA siblings across Europe and 
internationally. The EVA London Conference was born in the pre-web age. Its 
precursors lay in early work in architecture and engineering and work on colour 
change analysis in major museums. The EVA conferences were initiated from the 
European Commission funded research project, VASARI. For many years EU 
research funding supported EVA conferences to support innovation through 
networking between key people and organisations. EVA conferences have been held 
worldwide, and there are currently annual conferences in EVA London, Berlin, 
Jerusalem, Florence and Moscow.  

        Introduction 

 Born in the pre-web era, the EVA London Conference has, perhaps surprisingly, 
continued to survive and creatively evolve. In 2013, there is just over one year to its 
25th annual event in July 2014. Its beginnings in 1990 at Imperial College of Science 
& Technology, London were quite modest with fewer than 50 art historians, conservation 
scientists, engineers, computer scientists and mathematicians gathered together, 
mainly from the UK but with a sprinkling from across Europe. This gathering was 
testimony to EVA’s roots in the European-supported VASARI research project, as 
George Mallen describes in the Foreword. It is tempting to look both forward as well 
as backward on the context and history of EVA London. This chapter presents the 
beginnings and history of the EVA London Conference as well as its related EVA 
events in Europe and around the world.  

    Chapter 1   
 The EVA London Conference 1990–2012: 
Personal Refl ections 

             James     Hemsley    

        J.   Hemsley      (*) 
  EVA Conferences International ,   Tavistock Court, 
Tavistock Square 32 ,  London   WC1H 9HE ,  UK   
 e-mail: jrhemsley@hotmail.com  
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    Before EVA 

 The precursors of EVA London may be characterised as largely separate streams 
of scientifi c engagement with the cultural sector, to try to apply the promising 
capabilities of the rapidly developing Information and Communication 
Technologies (ICT) to bridge the great divide. These efforts notably included 
those of the Museum Documentation Association (MDA) in Cambridge. For a 
number of years the MDA had played a key role in the application of computers 
for the operational improvement of museum information systems, including 
establishing standards of vital importance. At that time these were limited mainly 
to alphanumeric systems. 

 From architecture (and engineering), serious work was already underway, with 
Computer-Aided Design (CAD) and Computer-Aided Engineering (CAE) entering 
the 3D world, and such approaches began to be applied early to archaeology as 
well. Notably, most early work was conducted in black and white and this, for the 
purists, was also the case for serious art history, but colour digital images were 
arriving and increasingly became dominant. Computer research for art history 
itself was driven by real problems such as computer aided recognition of an artist’s 
works. In particular, Professor Will Vaughan’s pioneering MORELLI system at 
Birkbeck College in the 1980s was arguably in advance of the competing IBM 
research of the period. However, the longest-standing relationship between art 
and computers had been initiated early on by computer artists and merits careful 
historical attention, for instance the study of pioneering British computer artists in 
the CACHE Project [ 1 ]. For the EVA Conferences, however, the research stream 
which primarily led to their creation was the new digital signal processing tech-
nologies, including those used for colour change analysis and its display, being 
carried out by conservation scientists in the laboratories of major museums.  

    The VASARI Project 

 Motivated by the complementary aims of Europe, and, even more strongly, to 
contribute to closer union between arts and sciences, planning was initiated for a 
“Beyond the State of the Art” research project to be supported by the European 
Commission. Preparatory work continued for nearly two years before a proposal 
was submitted to the ESPRIT Programme (the computing forerunner to the later 
European Commission ICT Framework programmes). This initiative became the 
VASARI research project on ultra-high quality imaging of paintings for conserva-
tion purposes and also for computer support of art history education. Partners 
were an industry museum/university partnership from France, Germany, Italy and 
UK including scientists from the Doerner Institute, Munich (Andreas Burmester), 
the Louvre, Paris (Christian Lahanier), and the National Gallery, London (David 
Saunders), led by a small UK company. The project was skilfully baptised by 

J. Hemsley
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David Saunders as Visual Arts System for Archiving & Retrieval of Images in 
homage to the great Giorgio Vasari, the father of art history. A specifi c aim of the 
project was to help open the way for subsequent ICT research projects, to be 
driven by stimulating requirements from the heritage world. Key to achieving this 
goal was not just to disseminate the project’s results but to facilitate networking 
between key people and organisations enabling them to share experiences, plans 
and dreams: a  leitmotiv  of EVA London.  

    The EVA Conferences 

 The context of the 1990 EVA London Conference (Electronic Imaging & The Visual 
Arts, subsequently evolving to its current title) included dramatic technology 
advances resulting from increasing efforts to build the European Union towards the 
Single Market of 1992, pushed by the Cold War and the fall of the Berlin Wall. 
In pursuit of international openness, the fi rst EVA London Conferences were 
scheduled in late July to increase participation by North American and Japanese 
researchers visiting Europe in the summer; this worked well, especially at the 
second EVA London in 1991 at University College London, UCL, which included 
an impressive exhibition of new advances organised by the Co-chair, Anthony 
Hamber of Birkbeck College. A further step proved decisive for EVA London’s 
success from 1992 to 1997: the move to holding these annual EVAs in the beautiful 
surroundings of the National Gallery, London, which was also launching its 
acclaimed Micro-Gallery Electronic Visitor Information System, sponsored by 
American Express.  

    International Diffusion 

 During the mid to late 1990s the EVA Conferences spread across the EU – Berlin, 
Brussels, Florence, Madrid and Paris. Many of the enthusiastic local organising 
committees and supporter groups had participated in one of the early EVA London 
events. The events were supported by apparently never-ending waves of new 
computer and telecommunications technologies as well as continuing support from 
the European Commission. In 1998, the EC requested a regional approach regarding 
Europe, and EVA Florence (1998) and EVA Berlin (1999) were selected in turn to 
be the main EVA Conference site. This provided, inter alia, a solid foundation for 
their continuation as annual EVAs up to the present, led by the University of Florence 
(Professor Vito Cappellini) and GfAI (Professor Gerd Stanke). Simultaneously the 
EC also decided to support the expansion of the EVA Conferences outside the EU 
and in dizzying succession, EVA Conferences were held in Japan (Gifu Prefecture), 
Austin, Texas and Moscow. The latter (led by Nadia Brakker and Leonid Kubyshev) 
continues to retain its place as the largest single EVA with some 600–700 participants, 

1 The EVA London Conference 1990–2012: Personal Refl ections
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an astonishingly wide range of cultural areas covered, and a major focus on students. 
However, the record-holder is still the fi rst EVA Japan with some 1,000 participants 
due to massive local and national support. 

 This signifi cant international diffusion, with networking facilitation, exchange of 
experiences, plans and dreams and face-to-face communication continued until 
2002, with EVA Conferences in Beijing, Mumbai (New Delhi) as well as Los 
Angeles and New York and a think-tank symposium at Harvard. However, the times 
for such generous EC support then ended, and similar events were springing up 
across the world. Now, the principal EVA conferences in Berlin, Florence, London, 
and Moscow, continue annually on their own initiative, together with EVA MINERVA, 
Jerusalem (Israel Museum, Susan Hazan and Dov Wiener), which has resulted from 
the EVA Harvard Symposium and the EC MINERVA project. Each refl ects particu-
lar priorities and individualities such as 3D, as well as general international trends 
in innovation in the fi eld [ 2 ].  

    EVA Conferences in the UK and London 

 During the late 1990s, UK EVA conferences were held in Cambridge (1998) and 
then Edinburgh (1999 and 2000, hosted by the National Museums of Scotland), and 
Glasgow (2001, Hunterian Museum, University of Glasgow) and then returned to 
London for the 50th EVA held again at Imperial College with training and workshop 
sessions at the Victoria & Albert Museum. The subsequent history of EVA London 
was one of undiminished brilliance of innovative papers, as shown by a fi rst print 
publication of EVA papers [ 3 ] covering the period 2000–2003. Of particular note at 
EVA London from modest beginnings in 2000, inspired by the Edinburgh Festival, 
has been the increasing role of the performing arts, especially music, with the 
University of Leeds (led by Kia Ng) an enthusiastic supporter and more recently 
computer art, thus bringing together in an increasingly eclectic creative mix the 
various streams discernible in the 1980s. 

 Most importantly, leadership of EVA London passed into the fresh hands, from 
co-chairs Suzanne Keene, Jonathan Bowen and Lindsay MacDonald to George 
Mallen, Suzanne Keene and presently Stuart Dunn, ably supported by active organising 
and programme committees. The future of the conference is now assured by the 
support of the British Computer Society and its specialist group the Computer Arts 
Society (CAS). They are to be thanked and congratulated for maintaining EVA 
London at the forefront of the technology wave in the arts, and for maintaining the 
series of published proceedings for each year of the conference [ 4 – 7 ]. Last but not 
least, thanks to all over the years that have played a role in EVA London from Val 
Duncan and Monica Kaayk in the early days to Stuart Dunn, current Chair of EVA 
London. Good luck to future EVAs and similar events internationally as well as, most 
of all, to the readers of these chapters who will pursue their own dreams building on, 
extending, and breaking away from the initial efforts in this exciting and worthwhile 
fi eld of international cooperation in culture and computers.     

J. Hemsley
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             Visualisation might be taken to imply a focus on the pictorial, but to the contrary: 
it can be and is used for an almost infi nite variety of cultural expressions and 
activities [ 1 ]. The chapters in this Part offer varied perspectives on some of the less 
obvious applications. As early as 1949, academic researchers have found computer 
analysis and visualisation invaluable for text-based studies [ 2 ]. Visualising cultural 
data can help in extracting information and building understanding, as Tufte and 
Candless have eloquently demonstrated [ 3 ,  4 ]. Early map makers used graphics and 
illustrations so that their maps were not just sterile diagrams of roads but offered a 
fl avour of the experience of the places depicted [ 5 ] – now, visualisation techniques 
can recreate that presentation, whether via Google Streetview or through enhanced 
aerial imagery. But will this newly created wealth of digital culture last for centuries 
and millennia, as have conventional graphic media? As electronic visualisations 
become universally prevalent and fundamental to culture, this issue becomes ever 
more compelling [ 6 ]. 

 Michael Lesk argues that it is the quantity and availability of cultural materials 
in digital form that infl uences use and research (Chap.   2    ). In the early days individual 
scholars keyed in and studied text. Now, digitised texts and images of documents 
and books, artworks and, increasingly, 3D works, music and performance are 
ubiquitous. As more and different digital materials become available scholars use 
and analyse them in ever more sophisticated ways. From fi nding aids (catalogues), 
which were the initial focus, now enormous amounts of the data that comprises 
digitised cultural objects can be analysed using computers, offering new avenues 
of research. The use of visualisation for studying and learning music, dance and 
performance (see Part   III    ) is growing, but still in the early stages. 

 Data visualisation, the graphic representation of data, relates to cognitive science, 
computer visualisation and data analysis (Chris Alen Sula, Chap.   3    ). It is designed 
to assist human perception in comprehending large-scale information. The benefi ts 
of visualising data include the cognitive – improved memory, easier search, 
enhanced pattern recognition and perceptual inference. Visualised data can also 
engage the emotions, through the use of colour – this can be benefi cial, but it may 

   Part I 
   Imaging and Culture

Suzanne Keene 
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be manipulative. Visualisations can be social objects – an example is also described 
by Pilcher in Chap.   14    ,  Legal Networks , below. The power of visualisation should be 
taken seriously by cultural institutions – for instance, it can confer a false impression 
of objectivity. However, these visual techniques greatly facilitate the presentation of 
data and datasets. 

 Referring to early maps such as those by John Speed, which are illustrated 
with fi gures, aerial perspectives and other images that enhance the perception and 
understanding of their mapped content, Soltani describes the benefi ts of adding 
‘embodiment’ to otherwise sterile aerial imagery of cities and places (Chap.   4    ). 
Google maps, for example, sterile and detached as normally accessed, can be 
enhanced by using cinematographic techniques such as low altitude oblique images. 
It has been shown that we perceive different spaces (the geometry of a room, city 
streets) in relation to our bodies. The introduction of pictorial cues such as depth can 
help us to understand the places depicted: mechanically made aerial maps are not 
the true representation of physical reality. 

 Vast amounts of digital images and text documents now exist. It is improbable 
that the majority will exist for more than a matter of years, yet it is the responsibility 
of museum curators and those in other memory institutions such as archives and 
libraries to think in terms of centuries when selecting for the future. We are in 
danger of losing creative cultural materials including artworks such as those 
described elsewhere in this volume (Part   II    ), as the processes and costs of copying, 
reformatting and managing the enormous and growing quantities of data that 
constitute these materials escalate. While acknowledging that this is not the only 
viable approach, Diprose and Seaborne in Chap.   5     report their development of the 
use of printing using durable inks and paper, materials that we know to survive for 
millennia, to preserve the data that comprises these cultural (and other) objects.        
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    Abstract     Scholarly use of digital material moves from catalogues (locator services) 
to digital duplicates intended for human study to digital versions intended for 
computer analysis. We have been through this entire path for text, the easiest material 
to digitise, and we are now fairly far along with artistic imagery. More diffi cult 
content, such as costume and dance, will move through the same stages in the future. 
Perhaps the most important question is whether the nature of critical research 
changes as the tools change. Many early applications of computers were authorship 
studies, for example. More generally, does research based on computer analysis ask 
the same kind of questions as other research? Is it done on the same materials? 
So far, it would appear that the same materials are considered, and the same 
questions asked, but there are newer tools to apply. Algorithmic research can also 
study larger quantities of material, perhaps reducing the single-work focus of 
much cultural study.  

        Introduction 

 Two different forms of progress take place in digital cultural studies. First, we move 
from simpler to more complex media; text is easiest and is done fi rst, followed by 
images and then video, sculpture, and specialised materials such as costumes. 
Second, we move from just listing the items available in catalogues, to providing 
substitute digital forms that may be suitable for human study, to doing the research 
automatically. This chapter compares the progress in both media and in study 
methods, dealing with previously existing objects, not “born-digital” items. 

    Chapter 2   
 From Descriptions to Duplicates to Data 

             Michael     Lesk    

        M.   Lesk      (*) 
  Rutgers University ,   New Brunswick ,  NJ ,  USA   
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 Digital collections may be larger than any traditional museum or library, and thus 
permit very wide-ranging comparisons and complete surveys. It is perhaps easier 
in the digital world to look at details rather than conceptual properties of works. 
It is easier to measure the size of a work than to say what it is about and still harder 
to say what emotions it will evoke in a person. Surprisingly, perhaps, it has been 
possible in textual studies to infer a surprising number of advanced properties, 
such as authorship or sentiment, from the statistical analysis of simple words. 
Such techniques are now appearing in research on images or sculptures as well 
as with text. 

 This chapter fi rst looks at the problems of creating digital materials from historic 
objects, and then at their use. In each area, we tend to begin with very small amounts 
of material; in the 1960s, individuals would start by keying and studying one text, 
and by 1990 researchers would have large text libraries but only one video. As the 
amount of material increases, so does what we can learn.  

    Creating Digital Materials 

 The technology to digitise and analyze materials is easiest for text and cultural studies 
began there, but it has moved from text to images and then to video and sculpture, 
as displayed in this abbreviated chart (Fig.  2.1 ).

  Fig. 2.1    Some milestones in computers and scholarship       
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   In each area, we fi nd that initially people have one item on which they work, and 
scholars deplore the inability to have full context. Efforts are made to have full 
descriptions and provide fi nding aids to let people know what is available where. 
Then, we start to have large enough collections with good enough reproductions 
that people start to do their actual work online. Finally, people start writing code to 
do studies of one or another level. 

  Books . The techniques to create digital materials have changed over the decades. In 
the 1950s and 1960s we converted text to machine-readable form by keystroking. 
Although a number of important works were completely converted, in the earliest 
days only some aspects of the text were done, for example the metrical patterns of 
poetry. Often a researcher would work on a single author or one book; I can recall 
from the 1960s conversions of Roman authors and of Icelandic sagas. 

 Libraries did the earliest broad conversion projects as they worked on catalogues. 
There was a long history of libraries maintaining locator services that reported 
which books were held in which libraries. For example, even 80 years ago Pollard 
and Redgrave [ 1 ] published their Short Title Catalog to locate pre-1640 books, 
and supplemented by Wing with the next 60 years [ 2 ]. Larger catalogues followed, 
including the  National Union Catalog , whose hundreds of volumes were available 
in research libraries around the world. 

 Thanks to workers such as Henrietta Avram at the Library of Congress and Fred 
Kilgour at OCLC, in the 1960s we began to acquire machine-readable shared 
cataloguing [ 3 ]. Today OCLC WorldCat. a successor to both the original OCLC and 
the analogous Research Libraries Group’s RLIN system, provides access to the 
largest catalogue of books that has ever existed. 

 As time went on, it became feasible to convert the actual books. At fi rst conver-
sion meant keystroking, whether on to punch cards or paper tape. The fi rst effort 
completed was the Thesaurus Linguae Graecae, which did all the important works 
of classical literature, employing staff in Korea, China and the Philippines [ 4 ]. 
Project Gutenberg began in the mid 1970s, with a goal of 10,000 books. 

 Today books are often born-digital, but earlier works still needed to be 
converted. Several large conversion projects such as the Million Book Project, 
the Open Content Alliance, and Google Books, the largest of all, soon reached the 
point where the main barrier was copyright law. The average nineteenth century 
printed book has now been scanned multiple times. Although most of these projects 
have used manual page turning to present new pages to the cameras, Google has 
recently announced that they have been using a mechanical page turner. An expla-
nation of how you could do this yourself using a vacuum cleaner even made it on 
to the web [ 5 ]. 

 For some particularly valuable or diffi cult works to scan, unusual technologies 
can be used; these include IR and UV scanning, low-incidence light, and transmitted 
light illumination. For example, the British Library’s manuscript of Beowulf, which 
was damaged in a fi re in 1731, has been scanned so carefully [ 6 ] that the images are 
easier to read than the original. Cuneiform writing may now be scanned in 3-D to 
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help see what has been worn down over time; this is the modern equivalent of 
rubbing or tracing over the letters. 

  Flat artistic works . Once we had scanners, it became possible to scan some kinds 
of artwork such as prints, and digital cameras made it possible to scan paintings as 
well. Again, scholars had traditionally prepared directories to keep track of which 
works existed and where they were, such as Hind’s 1912 [ 7 ] list of locations for all 
of Rembrandt’s etchings. 

 The creation of online indexes to artistic works followed, of course. Howard 
Besser describes the Berkeley “imagequery” system planned in 1986–1990, to combine 
metadata access with images of artistic works [ 8 ]. As he writes, art materials are 
more diffi cult to catalogue than books; they do not come with a title page identify-
ing the work and its creators, and may not even be signed. So art library catalogues 
have been a challenge to put online. 

 Obviously, once we had graphic display terminals, it became attractive to show 
the works themselves, rather than just their titles. The Andrew W. Mellon Foundation 
supported the ARTSTOR project which provided access to reproductions of art 
works. As of early 2013 it contains 1.4 million images [ 9 ]. In the United Kingdom 
the Public Catalogue Foundation has listed 145,000 of the estimated 200,000 oil 
paintings in the country, with images and locations for each artwork. 

  Digitising 3-D . There is also a history of cataloguing sculptures, but they are even 
less well organised than image cataloguing. Typically these are combined, since 
often the sculptural catalogue is illustrated with fl at images, and many sculptors also 
did drawings or other fl at works. The Public Catalogue Foundation, mentioned 
above, will add some 60,000 indoor sculptures to its fi les, while the National 
Recording Project of the Public Monuments and Sculpture Association will index 
outdoor objects. 

 The technology to scan 3-D objects is complex but includes “feeler” devices, 
photogrammetry from multiple cameras, structured light, and laser scanning. 
An early important project is the Digital Michelangelo work of Marc Levoy [ 10 ]. Using 
laser scanners, his team prepared 3-D images of many of Michelangelo’s carvings. 
The “David” in Florence was scanned to an accuracy of 0.25 mm, letting scholars 
see individual chisel marks. Figure  2.2  shows a detail of a scan.

    Still more diffi cult tasks . Many objects pose additional problems in digitisation. 
Costumes, for example, are not just 3-D objects, but they have insides and outsides. 
Some viewers wish to look at the whole garment, and some wish to examine details 
of fabric, stitching and decoration. For some scholars, it may be important to view 
the garment by transmitted light rather than direct light. 

 Similarly, recording 3-D motion for the study of choreography is still ambitious 
and diffi cult. Takeo Kanade [ 11 ] and others have shown how to capture multiple people 
in motion with multiple cameras, but it is far from a routine procedure. The movie 
industry is now using motion capture, as in the fi lm  Happy Feet  where Savion Glover’s 
dancing was captured and transferred to an animated penguin. In time, this technology 
should become affordable for dance groups.  
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    Substitutes 

 Once digital material is available, the question is whether this substitute or 
“surrogate” is suitable for study. In the past, scholars demanded to see the original of 
anything being discussed. Microfi lm, for example, was unpopular with generations 
of historians who much preferred to see the actual documents. Art historians have 
been even more insistent that they must do their work with originals. 

  Books . For books, we are well past the time when people insisted on paper copies. 
Robert Hayes reported in 1987 (quoted by Baker [ 12 ]) that half the readers he sur-
veyed insisted on paper books, while today Amazon sells more e-books than paper 
books, and most scientists, certainly, do almost all their reading of research papers 
online. In 1990 chemists who were part of an early experiment on the use of digital 
journals [ 13 ] told us that they not only liked the arrangement of the articles in the 
journals they read but also liked the feel of the paper and even the smell of the 
brand-new issue (I offered to pour a bottle of PVA glue over the computer to 
provide the same experience). By 2009, the American Chemical Society had 
decided to publish only online in the future. Electronic texts are searchable, 

  Fig. 2.2    Left eye of Michelangelo’s  David , Florence (Image by Marc Levoy, Stanford; used with 
permission)       
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enlargeable, and more fl exible. Most of the physical properties of the paper book are 
not the work of the author, anyway; many more scholars study literature than study 
the way publishing houses used to design and compose books. Any instructor knows 
that students today resist all attempts to make them read paper. 

 Although the success of the Kindle seems suffi cient to prove that people are 
happy reading on line, there are evaluations of both reading speed and comprehen-
sion [ 14 – 16 ]. Both speed and comprehension are so similar across devices that differ-
ences are within the standard error. Although the Harris paper noted that the Kindle 
might offer a slight increase in comprehension at the cost of a slight decrease in 
reading speed, the authors noted that the differences were not signifi cant. 

 Other studies have shown differences in the way people read even if they take the 
same time and have the same performance. Wacholder [ 17 ] asked students to judge 
the utility of books for writing undergraduate papers, with some students skimming 
the books on paper and others on screens. They were both given the same time 
limit for the task. Although both groups of students performed comparably well at 
choosing the best books for a paper topic, the pages read as they examined the books 
were quite different. Readers who had the books on paper relied heavily on the table 
of contents and the index, and read only a small number of pages within the book. 
Those who had a PDF fi le, which they could search, looked at a larger number of 
pages in the book. 

 Do computer systems encourage the reading of “snippets?” Modern students are 
commonly criticised for superfi ciality, reading widely rather than deeply. Jidong 
Wang [ 18 ] noted that until about 100 years ago scholars of traditional Chinese 
literature were expected to memorise the books they were studying, and that the 
use of digital search systems had encouraged misunderstandings when people read 
without reading in context. 

 This complaint is not new. Plato in the  Phaedrus  had complained that writing was 
being used as an inadequate substitute for memory. Nor is griping about attention 
span limited to writing. As part of the 2012 election campaign there was an early 
debate in which each speech was limited to 30 s. The Lincoln-Douglas debate sched-
ule was an opening speech of an hour, an opponent’s speech of 90 min, and a fi nal 
30 min reply by the fi rst speaker. The use of photography instead of sketching also 
reduces the amount of time spent on each individual object, and presumably there-
fore the appreciation of its detail. However, the modern technologies permit the con-
sideration of far more material, particularly when searching is available, and 
presumably if scholars did not like this, they would not use it. 

 Text processing has had the advantage of very generally applicable technology. 
We use the same formatting and searching algorithms on virtually all documents, 
whether they are letters, journal articles, or monographs. We can even share methods 
across multiple languages. By contrast, image processing methods are often quite 
specialised: we have software and even whole companies dealing with maps, CAD 
drawings, handwriting, and artworks [ 19 ]. The cataloging methods of libraries, 
museums and archives are converging, and as these groups continue to use digital 
methods and accumulate data, we may see more widely applicable algorithms. 
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  Flat artistic works . Art historians have been more attached to the original image. 
Aby Warburg, immortalised by his library (now in London) seems to have pioneered 
the idea of using surrogate images for study [ 20 ]. He would lay out, in a large space, 
reproductions of works that he wished to compare or look at side-by- side. Even 
photographic reproductions were slow to be accepted in scholarship. 

 Quality is obviously a key consideration for images to be studied. Michael Ester 
[ 21 ] evaluated different image qualities and concluded that a 1 megapixel image 
(i.e. a 1,000 × 1,000 image) was an appropriate size. Now that cellphone cameras 
deliver 5 megapixel imagery, that seems pitiful, although megapixels are far from 
everything. Many visitors in front of Van Gogh’s “Starry Night” today hold up a 
phone and take a picture of it, but no matter how many pixels in their cellphone, the 
low quality lenses, camera shake, viewing angle, and illumination result in an image 
inferior to what they could buy on a postcard in the MOMA store. 

 Lindsay MacDonald [ 22 ] asked about the ultimate resolution required for art 
study. His measurements found that a brush with a single sable or mouse hair might 
be 20 μm across, and that the smallest artifacts in paintings appeared to be in the 
neighborhood of 50 μm. Similarly, a person with good vision might be able to see 
features of about that size (but not smaller). He suggested that 1,200 dpi would be 
adequate to resolve features that are 40 μm wide and thus be “enough” for any practical 
problem. For a 20 × 30 in. object, that is almost a gigabyte of image, but today that’s 
easily handled. Gigapixel images are routinely used now in panoramas. 

 Michael Ester [ 23 ] discusses a number of reasons why surrogates are deprecated. 
They do not give a sense of scale, for example; if everything is the size of your 
computer screen, you do not know what was originally large and what was originally 
a miniature. Another problem is context. Seeing Michelangelo’s “David” in a 
museum in Florence, surrounded by other sculptures and by paintings, is different 
from a screen view or holding a small-size copy, although our context is not the 
context Michelangelo had. He thought originally that it was going to be on the 
cathedral roof and would have seen it placed in a public square; it was not moved to 
the museum until more than 200 years after his death. 

 Perhaps the most ambitious recent scanning project is the Google Art project, 
which now includes more than 30,000 images from more than 150 collections. The 
project also includes views of the galleries in which the artworks are presented, so 
that one can see the works in their actual context, and “walk through” the museum. 
Although not a 3-D model of the museum, it gives a similar feeling. 

  3-D . Perhaps the quickest adoption of 3-D digitising was in architecture. Architects 
use CAD models of buildings to generate the construction blueprints and help with 
structural engineering [ 24 ]. Often architects create a physical 3-D scale model of the 
building to show the clients, just as they once built models of cardboard or wood; the 
CAD drawings and 3-D printers build these more easily. 

 Models of historic buildings are also useful for studying structural as well as 
artistic issues. Beauvais, for example, has a cathedral that is in danger of collapse. 
It has been scanned in detail with the aim of doing careful modeling of the 
structure [ 25 ], remembering that many times in the past engineers who thought they 
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were helping to stabilise a building actually made things worse. Cathedral structures 
are very complex and computer modeling is helping in the structural analysis. 

 The virtual reconstruction of destroyed buildings is now an active area of 
research. For example, a number of historic synagogues destroyed in Germany have 
been modeled and it has become possible to “view” them in full 3-D, rather than 
just look at photographs [ 26 ,  27 ]. An excellent example of remote access is the 
International Dunhuang Project [ 28 ] using virtual reality to both (a) let people look 
at wall paintings in caves in the Chinese desert, and (b) to let people look at objects 
which are now scattered around the world.  

    Research 

 The step after relying on digital copies rather than originals is to have the research 
done by computer algorithms. At fi rst this “research” concentrated on mechanical tasks, 
such as the preparation of concordances [ 29 ]. Now we see relatively sophisticated 
studies being done by algorithms, involving syntactic and semantic analysis. 
Technology to help scholars comes from natural language applications such as 
sentiment analysis or machine translation. Although we are not yet in a comparable 
state those areas of scientifi c research where data processing is essential, increasingly 
computation appears in cultural and artistic research. 

  Books . Early high-profi le research done with digitised texts included authorship 
studies. The fi rst work in this area was done by hand; it is the famous study by 
Mosteller [ 30 ] on authorship of the  Federalist  papers. Morton [ 31 ] and Wake [ 32 ] 
were other early authorship studies. Other early work was on poetry, such as Milic [ 33 ] 
and Sowa [ 34 ]. Some of these projects were done without full text; the metrical 
patterns alone suffi ced. 

 Robert Harris [ 35 ] described simple ways of doing literary analysis with computers. 
For example, Mark Twain made fun of James Fenimore Cooper for his repeated use 
of a character stepping on a dry twig and thus disclosing his presence. Harris suggests 
that one can easily count the instances of  twig, stick,  or  branch  and check whether 
Twain’s ridicule was justifi ed. 

 More advanced work has followed, especially now that large collections of texts 
are available. Even the  New York Times  [ 36 ] has recently published an article about 
“big data” in literary research, showing that Jane Austen and Sir Walter Scott were 
the most infl uential nineteenth century writers, comparing the number of times that 
other works shared words and themes with them. To do this, more than 3,500 novels 
in machine-readable form were analyzed. 

 Michel [ 37 ] introduced the term “culturomics” and reviewed many cultural 
changes in terms of searches over the Google Books corpus. He demonstrates one 
instance of censorship in Nazi Germany by noticing that references to Marc Chagall 
disappear from German literature between 1936 and 1944, and also covers topics 
ranging across medicine, science, religion and cooking using the book data. 
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 As a very simple example of grouping literary works by genre, Fig.  2.3  is a plot 
of the relative occurrences of words in the Roget categories “Fear” and “Love” in 
six works by each of four authors: Jane Austen, Willkie Collins, Sir Walter Scott 
and Anthony Trollope. This is actually a visualisation and extension of an exercise 
in a fi rst programming course. For both categories, the words listed in the category 
in a 1911 Roget’s Thesaurus were counted in each novel. The results are plotted; 
to nobody’s surprise, Jane Austen scores high on “love” and low on “fear” while 
Willkie Collins is high on “fear” and low on “love”. The Jane Austen novel that 
scores highest on “fear” is of course  Northanger Abbey. 

    Flat artistic works . Research into paintings has been slower to develop, but James 
Z. Wang has done several provocative studies. One of these [ 38 ] looked at the ability 
of algorithms to recognise esthetically pleasing images. Features extracted from the 
images which had been rated for aesthetic appeal were used to fi t the ratings; 
important features for this purpose included color saturation, round shapes, and 
image similarity (whether the image had components similar to components of 
other images in the data set). 

  Fig. 2.3    Plot of thesaurus category occurrences. Books are as follows. ( A ) Jane Austen: Emma, 
Mansfi eld Park, Northanger Abbey, Persuasion, Pride and Prejudice, Sense and Sensibility. 
( C ) Willkie Collins: After Dark, Armadale, The Evil Genius, The Moonstone, No Name, The Woman 
in White. ( S ) Sir Walter Scott: Guy Mannering, The Heart Of Mid-Lothian, Ivanhoe, Quentin 
Durward, Rob Roy, Waverley. ( T ) Anthony Trollope: Can You Forgive Her, The Duke’s Children, 
The Eustace Diamonds, Phineas Finn, Phineas Redux, The Prime Minister       
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 In another study [ 39 ] the brushstrokes in Van Gogh paintings were extracted 
automatically and his paintings were found to have longer and more regular brush-
strokes than those of his contemporaries. This confi rmed earlier art historical 
opinion but provided numerical measurements for the features. The work was not 
successful, however, at detecting a known forgery. Just as authorship studies have been 
of great signifi cance in literary research, forgery detection matters in art history. 
Polatkan [ 40 ] describes promising work on forgery detection using wavelets. 

 Similarly Li [ 41 ] was able to extract brushstrokes from traditional Chinese 
painting. Graham [ 42 ] tried to extract stylistic features by spatial frequency analysis 
and analogised the problem to both the study of human perception and to the 
kinds of literary analysis described in the previous section. The paper attempted 
to distinguish naturalistic representations from more diagrammatic imagery, and 
talked about the new fi eld of “visual stylometry.” 

 Figure  2.4  shows some very preliminary work on fi nding common elements in 
sketches. Drawings for which we know the stroke sequence were segmented by 
both time and space and then visually similar portions were found automatically.

   Just as genres of novels can be distinguished by elements, Shamir [ 43 ] has been 
able to plot relations between artistic works. In his tree of painters, Rembrandt and 
Rubens are close as are Renoir and Monet, but those two pairings are far apart. 

 Other uses of image technology include Crandall [ 44 ], who has an ambitious 
discussion of tracking human motion and fi nding landmarks in general imagery. 
Manovich [ 45 ] also writes about applications of “big data” in cultural contexts. 
He discusses the role of computation for exploring massive data, to be followed by 
human analysis, and reviews the wide variety of data now available, ranging over 
social media, photographic sites, and commercially produced materials. 

  3-D Sculptures . Less has been done on sculptures, of course. As one example, 
Rodriguez-Echevarria [ 46 ] is building a 3-D inventory of sculpture with detailed 

  Fig. 2.4    Image matches across sketches (Drawings by Annamarie Klose, used with permission)       
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tags on the elements of the sculpture, but the tags are assigned manually. Flaherty [ 47 ] 
explains how 3-D printing techniques are being used to repair sculptures; but in this 
work, the decisions are made by scholars. 

 Today we can create 3-D maps of cities based on aerial photography, and 3-D 
databases of buildings. A remarkable recent study is Agrawal’s “Building Rome in 
a Day” [ 48 ], which used vast numbers of amateur photographs for photogrammetric 
modeling. Once data is available, we can expect algorithms that identify features 
characteristic of different sculptors and different sculptural subjects.  

    Has Research Changed? 

  Inclusion . A colleague of mine, Marc Donner, suggested that the most important 
aspect of digitisation would be the large number of items rescued from obscurity. 
Tens of thousands of nineteenth century books have heretofore been available only 
in the largest libraries, and the typical art museum can only display a small fraction 
of its paintings. Wider availability of little-known material might redirect research. 

 I skimmed the titles of articles in  English Literary History  for the years 1936, 
1961, and 2010–2011. The subjects of study remain the traditional corpus: Spenser, 
Shakespeare, Chaucer and Milton continue to dominate. I saw only one author who 
had been obscure and but had been the subject of a recent article (James Hogg). I then 
checked the most recent issues of the journal  Literary and Linguistic Computing , 
which of course contains a great many articles about tools rather than about authors. 
Its list of authors studied is more inclusive, since it includes non-English writers and 
more modern authors (including Agatha Christie and P. D. James) but it still contains 
Bacon, Bentham, Darwin, and Shakespeare. There are of course, some authors whose 
popularity rises and falls; see Fig.  2.5 .

   It may be too soon to make conclusions here. It has only been a few years since 
we have had millions of books online, and the barriers to commercial content still 
make it diffi cult for many scholars to do very wide-ranging studies, so that, for example, 

  Fig. 2.5    Google “ngram” showing references to Anthony Hope, Rex Beach and Pearl Buck       
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the work on literary infl uence described by Lohr [ 36 ] was done on nineteenth century 
books that are out of copyright. 

 A subject that is particularly popular in computer literary studies is still authorship, 
even beyond text. Dobrzynski [ 49 ] discusses attribution of Native American artworks, 
often collected a century ago with no attempt to record the name of the carver or 
other creator. For example, the Denver Art Museum identifi ed someone known 
previously as the Master of the Chicago Settee (a wooden object in the Field Museum). 
Widespread access to multiple images, just as with multiple texts, is critical to 
such studies. 

  Questioning . Sometimes authors using computers address new styles of research 
problems. Consider three kinds of questions:

    1.    Those only suitable for computers (e.g., counting the number of superlatives in 
Dickens and Smollett).   

   2.    Those that could be done either with traditional or with algorithmic methods, 
such as tracing infl uences by Jane Austen in the work of other writers.   

   3.    Those that it is still hard to address algorithmically, such as discussing the 
role of religion in Keats’ poetry or the importance of gold in the research of 
Michael Faraday.    

  The perceived danger is that research which is easy to do will supplant work that 
is more important. Looking at literary research, where the most progress has been 
made, we see traditional questions such as authorship, infl uence, and literary style 
still dominating. In artistic research, we see work on brushstrokes and composition. 
The academic community seems to maintain its focus, perhaps following Lord Balfour’s 
aphorism “History does not repeat itself. Historians repeat each other.” In science, 
“big data” is changing the way we study protein chemistry or fl u epidemics. 

 The humanities are also benefi tting from data analysis, including techniques 
such as quantitative historical methods, or Schilit’s paper [ 50 ] on quotations from 
one book to another in a million book collection. Perhaps the most remarkable 
success has been statistical machine translation. If Google Translate can succeed 
based on statistical methods, so can stylistic or thematic analysis.  

    Conclusions 

 What sequence of research projects should we expect? There are techniques in 
commercial and government applications, such as sentiment analysis and social 
network analysis, now being introduced to cultural studies. The wide scope of 
cultural materials available cannot yet be easily exploited for practical reasons: 
Google may have scanned 20 million books, more than all but a few libraries, but 
copyright bottlenecks prevent access for researchers. Academic inertia also impedes 
new studies, including a perception that there are greater rewards for inventing a 
new theory than for accumulating or analyzing data, a problem that also exists 
in the sciences. 
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 Image and sculpture study will follow behind literary studies, and will in turn be 
followed by fi lm and dance. We can anticipate authorship studies based on comparisons 
of details, and similar stylometric analysis. We can expect emotional analysis to 
follow, just as sentiment analysis is now widespread with text. The kinds of image 
analysis done for searching and scanning – face recognition, feature extraction, 
analysis of differences – will be applied in cultural studies, just as statistical methods 
moved into historical research. This is the model of the intelligence agencies, which 
try to integrate information over millions and billions of messages and images. 

 The most relevant aphorism may be “more data beats better algorithms” [ 51 ]. 
The style of textual research that relies on huge collections and answers questions 
by statistical methods rather than individual item analysis can be applied to other 
media as well. Once we can recognise the features of cultural objects, and collect 
these features over millions of items, we can hope to reach some level of conceptual 
and intellectual understanding.     
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    Abstract     As cultural heritage work increasingly involves quantitative data, the need 
for sophisticated tools, methods and representations becomes ever more pressing. 
The fi eld of information visualisation can make a helpful intervention here. This 
chapter explores four types of value associated with visualisation (cognitive, 
emotional, social and ethical/political) and discusses their prospects and limitations, 
including examples. The chapter concludes with a case study illustrating the value 
of visualisation.  

       Cultural Heritage Institutions and Quantitative Data 

 Cultural heritage institutions have undergone major changes in the past few decades, 
marked by a noticeable shift toward the digital. Items once preserved carefully in 
archives – largely sealed from the general public – have now been given new life in 
digital collections; access, use and sharing have become central values at the most 
progressive institutions. Within this digital turn, there are two moments of signifi -
cance. The fi rst is the creation of digital objects (or the capture of “born-digital” 
ones), which opens up new possibilities for accessing, sharing and using content. 
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The second moment, which is the occasion of this chapter, is the point at which 
these scans, digital images, digital recordings, etc. become  data . 

 Two types of data may be involved with cultural heritage work. One is metadata, 
which describes these digital objects in a structured format and facilitates information 
retrieval, organisation and architecture. The second type is the data present in the 
 content  of items themselves, especially in the case of digitised records. Birth certifi cates, 
census counts and other ambient records are physical instruments for collecting 
and storing information. They have fi elds for “given name” or “race” or for more 
administrative metadata, such as record number or preparer. This information may 
be transformed into digital data by employing character recognition and also by 
exploiting the fact that these records are  visual  materials, whose layouts provide 
important clues about the types of information being recorded. Names are tagged as 
“Name,” letters and numbers become “Date of birth,” and so on. These values may 
even enter into databases where they can be aggregated, compared, merged and 
reconciled with other datasets. 

 Born-digital artifacts are even richer in quantitative information. Many photos, 
tweets and posts now carry embedded geospatial data, and the platforms that host 
them capture relationships between people and groups, forming large-scale social 
networks, the scope and documentation of which is unprecedented in human history. 

 Though data comes in various types (e.g., numerical, geospatial, relational), it 
may all be discussed under the rubric of “quantitative” information. The defi ning 
characteristic of quantitative data is regularisation through fi elds, value formats 
and validation. Qualitative data, or “document-centric” information [ 1 ], lacks these 
structures and is open in length and format, often preventing validation. Part of the 
reason why it is worth considering both types of information as “data” is that both 
are susceptible to analysis through computational means: statistical processing in 
the former case and natural language, image, or audio processing in the latter. 
These analytical methods also bring with them the need for more advanced repre-
sentations of results. In the case of large collections, one simply  cannot  process 
such high-volume longitudinal data in a textual form. Attempting to do so would 
exhaust limits of human memory and attention long before trends could be noticed. 

 The fi eld of information visualisation can make a helpful intervention here. 
Visualisation, broadly defi ned, sits at the centre of cognitive science, computer 
visualisation and data analysis. Colin Ware defi nes the term ‘visualisation’ as “a 
graphical representation of data or concepts,” specifi cally designed to harness and 
augment basic powers of human perception for the task of comprehending large-
scale information [ 2 ]. Current information visualisations allow viewers to browse 
through complex datasets, noting top-level patterns and trends and often drilling 
down into more detailed information. Lin [ 3 ] reviews several early studies that 
identify contexts in which information visualisation is particularly useful: where 
there is an organisational structure that brings related items together [ 4 ], when 
users are unfamiliar with a collection [ 5 ] or its organisation [ 6 ], when users have 
trouble describing their information needs [ 7 ], or when information is easier to 
recognise than describe [ 8 ]. All of these instances have wide application to the 
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materials found in cultural heritage institutions and many are especially relevant to 
the case of structured, quantitative data. 

 Though cognitive enhancements are the most frequently discussed benefi ts of 
visualisation, they do not exhaust a theoretical account of the value of visualisation. 
After all, many trends, groupings and hypotheses generated through visualisations 
require independent, statistical confi rmation. Though visualisation may help show 
the way, or, “answer questions you didn’t know you had” [ 9 ], it is not the fi nal or 
only approach to large data and its value is not limited strictly to its interaction 
with human cognitive systems. A more complete account would recognise other 
types of value added by visualisation, including emotional and social value, as well 
as ethical and political value. The following four sections each develop one type 
of value associated with visualisation. Each section also highlights examples of 
visualisation related to cultural information and suggests future areas of research to 
enhance our understanding of the development, use and evaluation of visualisation.  

    The Cognitive Benefi ts of Visualisation 

 Information visualisation attempts to harness quick perceptual systems for the 
purpose of processing information. Card, Mackinlay and Shneiderman even  defi ne  
‘visualisation’ as “the use of computer-supported, interactive visual representations 
of data to amplify cognition” [ 10 ]. In discussing this defi nition, they list a number 
of cognitive benefi ts associated with visualisation:

•    Increasing memory and processing resources available,  
•   Reducing search for information,  
•   Enhancing the recognition of patterns,  
•   Enabling perceptual inference operations (which are much faster than logical ones),  
•   Using perceptual attention mechanisms for monitoring and  
•   Encoding info in a manipulable medium.    

 According to Larkin and Simon, many of these benefi ts are achieved by substi-
tuting rapid perceptual inferences for more diffi cult logical ones [ 11 ]. This switch is 
made possible by preventive processing: low-level tasks in the human visual system 
that occur less than 200–250 milliseconds from the time an observer sees a visual 
stimulus. Healey and Enns summarise the range of these tasks as:

•     Target detection:  users rapidly and accurately detect the presence or absence of a 
“target” element with a unique visual feature within a fi eld of distractor elements,  

•    Boundary detection:  users rapidly and accurately detect a texture boundary 
between two groups of elements, where all of the elements in each group have a 
common visual property,  

•    Region tracking:  users track one or more elements with a unique visual feature 
as they move in time and space, and  

•    Counting and estimation:  users count or estimate the number of elements with a 
unique visual feature [ 12 ].    
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 Visualisations that make good use of pre-attentive processing often help viewers 
to grasp large, complex datasets for the fi rst time. This characterisation is refl ected 
in Franco Moretti’s  Graphs, Maps, Trees: Abstract Models for a Literary History  [ 13 ]. 
As opposed to the close readings of a single text that typify literary scholarship, 
Moretti employs a “distance reading” method: “instead of concrete, individual 
works, a trio of artifi cial constructs – graphs, maps, trees – [is used] in which the 
reality of the text undergoes a process of deliberate reduction and abstraction….
fewer elements, hence a sharper sense of overall interconnection. Shapes, relations, 
structures. Forms. Models” (p. 1). In particular, Moretti’s graph of the rise of the 
novel in Britain and Japan (1700s), Italy and Spain (1800s) and Nigeria (1900s) 
provokes new questions about the development of the genre and the underlying 
forces of industrialisation that account for these trends. “[M]ost radically,” he says 
of quantitative visualisations, “we see them  falsifying  existing theoretical explanations, 
and ask for a theory” (p. 30). 

 In addition to amplifying cognition, visualisation has also been discussed in 
the context of aiding decision-making [ 2 ], as well as facilitating collaboration, 
engaging new audiences and fostering higher levels of understanding [ 14 ]. 
Additional social uses of visualisation are discussed in section “ Visualisations as 
Social Objects ” of this chapter. 

 A helpful example of cognitive enhancement applied to cultural materials is 
“Mapping the Republic of Letters: Exploring Correspondence and Intellectual 
Community in the Early Modern Period (1500–1800),” based at Stanford University 
(  http://republicofl etters.stanford.edu    ). The primary source material for the project 
includes over 2,000 correspondents who formed a communication network across 
Europe, Asia, Africa and the Americas and different project interfaces leverage 
mapping and network analysis techniques to trace interactions across space and 
time (Fig.  3.1 ). A key macroscopic component of this effort is its focus on high- 
level trends, structures and patterns, rather than the individuals that compose and 
exist within those larger elements. Such visualisations are no substitute for detailed 
analysis of primary source documents but rather an alternative method for 
understanding a set of material. The hundreds of individuals and thousands of 
connections between them could not be apprehended in textual form, yet visualisation 
renders these documents quite saliently at a glance.

       Visualisation and the Emotions 

 Cognitive benefi ts are the most commonly discussed advantage of visualisation, 
receiving two to three times more attention than emotional and social advantages 
[ 15 ]. Bresciani and Eppler do discuss emotional  dis advantages through studies of 
disturbing content [ 16 ,  17 ], boringness and ugliness [ 17 ], personal preferences [ 18 ], 
prior experiences [ 19 ] and wrong use of colour [ 2 ,  20 ,  21 ]. A closer examination 
of these sources, however, shows only casual reference to the role of emotions; 
none of the studies are specifi cally about the role of emotion in visualisation. 
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Even in- depth studies of visualisation aesthetics examine general features such as 
“beauty” and “ugliness” [ 22 ,  23 ]. 

 Though research into visualisation and the emotions is sorely lacking, emotions 
have been found to play an important (although infrequently discussed) role in 
information processing generally [ 24 ] and it is reasonable to suspect that emotions 
enter into perceptions of visualisations, either alone or (more likely) in tandem with 
cognitive and other factors. Visual elements such as shape, fl ow, texture, position 
and colour are likely to elicit emotional responses from viewers, much in the same 
way that those elements engage preattentive processing to amplify cognition. More 
extensive studies of emotion and visualisation might explore the ways in which 
emotions bind to particular visual elements (perhaps differentially); interact with 
preattentive processing and Gestalt effects; facilitate cognition, meaning and under-
standing; and infl uence decision-making and action with respect to visualisation. 

 Chief among considerations of visualisation and emotions would be inquiries 
into the special role of colour, widely regarded as having emotional connotations – 
and one of the most problematic elements of visualisation. MacDonald [ 25 ] 
discusses the three ways that colour perception may vary across instances of 
observation, all of which involve cultural factors: individual differences, both 
genetic and developmental; group-level effects, such as gender and expert training; 
and the context of presentation itself, such as the display medium and colour 
calibration. Though earlier research attempted to discover universal colour names 
and associated emotional reactions, the most successful studies found only six to 
seven cross-cultural colour names [ 26 ] and very general emotional valences, such as 
positive/negative and active/passive [ 27 ]. In a controlled experiment, Post and 

  Fig. 3.1    Ink interface for the Republic of Letters showing all the letters sent and received by 
Voltaire (Image courtesy of Mapping the Republic of Letters, Stanford University and 
DensityDesign Research Lab, Milan)       
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Greene found that only eight colour categories plus white were consistently named 
with better than 75 % probability [ 28 ] and more recent studies have stressed that the 
meaning of colour terms varies across cultures, along with the emotions that colours 
evoke [ 29 ,  30 ]. An ambitious (if questionable) attempt to understand colour in cul-
ture has come through David McCandless’s chart of 13 colours and their 85 emo-
tional associations across 10 cultural groupings [ 31 ]. (An interactive visualisation is 
also available [ 32 ].) This chart is based on data from “Pantone, ColorMatters, and 
various web sources,” making it hard to fully evaluate its research methodology for 
consistency and reliability. 

 More rigorous research into colour, emotion and visualisation might also reveal 
best practices for using colour to convey certain messages or, conversely, alert 
researchers to manipulative uses of colour – all with reference to cultural variations 
in the emotional signifi cance of colour. In the absence of such research, it is prema-
ture to speculate about more systematic relationships between colour, emotion and 
visualisation.  

     Visualisations as Social Objects 

 IBM researcher Martin Wattenberg was among the fi rst to discuss the “social life of 
visualizations,” [ 33 ] in which audience members participate in social data analysis 
through shared discussions, hypotheses testing and even gameplaying. These and 
other social uses of visualisation draw attention to the sense in which visualisations, 
once created, are social objects – artifacts, documents,  things  – that can be held up, 
examined, critiqued and shared. Heer similarly notes that such objects can establish 
shared interpretations (e.g., “do you see what I see?”), create spaces for conversa-
tion and break conventional boundaries through expected uses and reinventions of 
technology [ 34 ]. Both researchers point to NameVoyager, an interactive visualisa-
tion of baby name data from the 1880s to the present [ 35 ], which sparked wide-
spread discussion well beyond the intended user community of prospective 
parents. 

 More recent research has explored visualisation-based collaboration, both 
synchronous and asynchronous. This literature generally recognises the complex 
and specialised nature of information processing in the present day, hoping to meet 
this task with the joint forces of visualisation, collaboration and social intelligence. 
Collaborative contexts for visualisation may range from viewing visualisations in 
group environments (e.g., lectures, presentations), to collaborative interaction/
exploration and sharing/creating of visualisations [ 14 ]. Specifi c tasks accom-
plished by visualisation include dividing and allocating work; establishing com-
mon ground and awareness; providing reference and deixis (context); offering 
incentives for engagement; promoting identity, trust and reputation; mediating 
group dynamics; and facilitating consensus and decision making [ 36 ]. Specifi c 
attention has also been paid to design elements and affordances that facilitate 
usability and group interaction, including segmented discussion spaces, pointing 
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and annotation mechanisms, collection creation and linked views [ 37 ]; the wide 
range of skill level different viewers may bring with them to the same visualisation 
[ 38 ]; and “casual” visualisation, including ambient visualisation, artistic visualisation 
and other examples [ 39 ]. 

 In some cases, visualisation also facilitates data  collection . A common example 
is rating and commenting interfaces that also display aggregated feedback through 
visualisations. Another example is the Transborder Immigrant Tool, a digital art 
project by Micha Cardenas and Jason Najarro at the University of California San 
Diego, which uses hacked Nextel cell phones to track immigrant geolocations 
across the Mexico/U.S. Border. As well as providing undocumented immigrants 
with access to map information, the application’s creators hope it will “add an intel-
ligent agent algorithm that would parse out the best routes and trails on that day and 
hour for immigrants to cross this vertiginous landscape as safely as possible” [ 40 ].  

    The Ethics and Power of Visualisation 

 The problem of bias has long been discussed with reference to acts of collection and 
curating, especially where cultural materials are concerned. Decisions over which 
items to collect, preserve and digitise, as well as how to categorise and disseminate 
them, all position cultural heritage institutions as contested sites of power. 
How visualisation might change, mediate, or interact with such power is a pressing 
ethical question. 

 The data foundation of visualisations often bestows a false air of objectivity and 
neutrality upon them. As Huff pointed out long ago, it is always possible to lie with 
statistics [ 41 ] and so too is it possible to lie with the datasets that form the basis of 
visualisations, if not the visual representations themselves. No matter how neutral 
or objective a dataset or collection purports to be, there may be residual biases in 
measurement design, modelling techniques or background assumptions. Cathy 
Davidson puts the point nicely: “Data transform theory; theory, stated or assumed, 
transforms data into interpretation. As any student of Foucault would insist, data 
collection is really data selection. Which archives should we preserve? Choices 
based on a complex ideational architecture of canonical, institutional, and personal 
preferences are constantly being made” [ 42 ]. In this respect, a more robust “ethics 
of visualisation” is needed to guide practitioners toward transparent and critical 
approaches to their data. 

 On occasion, visualisation can be of help in bringing questionable data to the 
fore of discussion. If large portions of continuous trend data are missing or a signifi -
cant number of outliers present, such omissions or deviations will be plainly visible 
in faithful representations. These visual cues invite questions about whether trends 
are indeed as they appear, whether outliers are genuine outliers or something else 
(e.g., perhaps nothing more than an innocent keystroke error during data entry). 
Visualisations can even be used to represent imperfect data, as shown in a recent 
study that examined uncertainty across 18 different subject domains [ 43 ]. Though 
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the arts and humanities were largely absent from this study, the fi ve cross-domain 
categories for understanding uncertainty (measurement, completeness, inference, 
credibility and disagreement) are easily transferable to many disciplines. Visual 
techniques may not be able to address all types or degrees of uncertainty, but they 
can represent many of them more fully than statistical measures – especially mea-
sures of central tendency – and help to reduce the impression that fi ndings are deter-
minate or at least more certain than they are. Such techniques must be incorporated in 
the design process more frequently to be successful and Boyd Davis et. al. (Chap.   17    ) 
note how unusual it is for historical visualisations to bother representing impreci-
sion or uncertainty. 

 Still, we must be on guard about the power of visualisations to misrepresent and 
mislead – as all representations can. Though some resources exist for visualisers, 
especially journalists [ 44 – 46 ], their guidance is mainly confi ned to case-based design 
studies and question of accuracy. Similar examples are found outside the world of 
journalism [ 47 ,  48 ], but they go little beyond questions of accuracy and design. 
Subtler effects of omission, framing, emotional manipulation and other ticks are 
rarely discussed – nor anything about the way in which visualisation might be used 
to good purpose by raising awareness, providing insight, or correcting false beliefs. 

 At present, it is worth noting that the shift toward quantitative data provides a 
level of empirical verifi ability that is not found in many non-quantitative forms of 
visualisation. This shift provides wronged parties with a framework within which to 
question claims, seek redress and present counter-narratives, in much the same way 
that human rights advocates have historically advanced empirical realities in the 
service of greater equality. This process is far from perfect; evidence can be ignored 
and powerful bodies often have more resources to produce data than those with less 
privilege. Nevertheless, an empirical framework is, in principle, more disinterested 
on the whole. The victors can still write history, but only insofar as they can measure 
it – and cannot avoid  all  measurements of it, even those that challenge established 
narratives. 

 Visualisation, however, can do more than just reduce harm through minimising 
bias, error and false completeness; it can also  help  individuals and groups, especially 
those that are unrepresented or underrepresented in the past or present. A prominent 
example here is Invisible Australians (  http://invisibleaustralians.org    ), which doc-
uments Indigenous Australians and thousands of non-Europeans – including 
Chinese, Japanese, Indians, Afghans, Syrians and Malays – who faced discriminatory 
laws and policies. The site draws together government records of these individuals, 
including archival photos (Fig.  3.2 ) and attempts to “link together their lives.” While 
the site currently focuses on more qualitative aspects of their lives, the quantitative 
possibilities abound, from frequency charts and line graphs of their history to geo-
spatial mapping and network graphs of their activities and connections.

   These and other such uses of visualisation belong to a broader study of “libera-
tion technology” [ 49 – 51 ]. As Diamond [ 52 ] points out, though internet and com-
munications technology can be used for censorship, it can also allow individuals to 
“report news, expose wrongdoing, express opinions, mobilise protest, monitor 
elections, scrutinise government, deepen participation, and expand the horizons of 
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freedom” (p. 70). More generally, it can help create a pluralistic sphere of public 
discussion before democratic rights are even present. Though much of this literature 
is centred around contemporary notions of democracy, it should also be noted that 
the vast amount of cultural heritage materials available for visualisation speak to a 
range of political, economic and social arrangements of power.  

    A Case Study of the  Occupy Wall Street Project List  

 On September 17, 2011, an encampment protest began in New York City’s Zuccotti 
Park, blocks away from Wall Street and the New York Stock Exchange. Occupy 
Wall Street, as it came to be known, drew in thousands of residents and tourists for 
conversations, criticism and direct actions, and generated solidarity groups in all 50 
states before its forcible eviction two months later. Refl ecting on this movement in 
December 2012,  Time  magazine noted a shift toward what it dubbed “Occupy 2.0,” 
a transition from physical occupation to partnerships with local communities and 
community organisations: “less than a year after the last protester was removed 
from New York City’s Zuccotti Park, the movement has re-emerged as a series of 
laser-focused advocacy groups that, loosely organised under the Occupy umbrella, 
are trying to effect change in a variety of sectors, fi nancial and otherwise” [ 53 ]. 

  Fig. 3.2    Randomly ordered portraits from the National Archives of Australia extracted using a 
face detection script. Clicking on a portrait reveals the document it came from, as well as a link to 
explore the context of the document in the National Archives’s RecordSearch database (Image 
courtesy of   http://invisibleaustralians.org/faces/    ; used under Creative Commons license (CC BY 3.0))       
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 Such a claim has obvious importance, both for those interested on the legacy of 
the Occupy movement and for the American political landscape in general. Though 
many have offered speculations about the ultimate impact of Occupy, compelling 
empirical data has yet to fully emerge. Part of this effort has been taken up by 
branches of the Occupy movement, including OccupyData NYC, which hosts 
regular hackathons to analyze and visualise data produced by and about the 
Occupy movement and related issues. 

 This case study, led by the author over several hackathons, investigates three 
moments in the Occupy movement drawn from three issues of the  Occupy Wall 
Street Project List  published between February and July 2012. Each issue lists sev-
eral dozen projects and participating organisations, including Occupy-related 
groups, community organisations, political organisations, religious/spiritual organ-
isations and unions. From these lists, relational data was extracted about partner 
organisations, providing a window into the shifting structure of the Occupy move-
ment within the larger American landscape. Organisations listed in the directory of 
the New York City General Assembly (oriented around the physical occupation of 
Zuccotti Park) were categorised separately from larger Occupy-related groups to 
study the special role of space in the movement. Notably, the data was all gener-
ated by the Occupy community itself, which provides a degree of ethological valid-
ity lacking in external interpretations of the movement. Non-Occupy organisations 
were classifi ed through web research. 

 In a series of network visualisation (Fig.  3.3 ), each project is represented as set 
of lines between partner organisations. The resulting force-directed network graphs 
provide powerful, macroscopic views of (sub)cultures arising from these projects 
and hint at larger patterns of growth, development, division and perhaps even 
replication within the movement.

   Two trends are particularly noticeable across these visualisations. The fi rst is 
a shift in structural relationship between NYCGA and Occupy-related groups 

NYCGA (New York City General Assembly) #Occupy Community/Other Organizations Religious/Spiritual Unions

February 2012 April/May 2012 June/July 2012

  Fig. 3.3    Network diagrams of partner organisations from the Occupy Wall Street Project List, 
Issues #1 (February 2012), #2 (April/May 2012) and #3 (June/July 2012). An interactive colour 
version is available at   http://occupydatanyc.org/2013/02/27/occupy-1-5           
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and community organisations (shown in black). In February 2012, NYCGA and 
Occupy- related groups are found in dense clusters, often separated from community 
organisations on the fringe of the movement. By the end of the period, these 
organisations are more fully integrated into topical clusters around fi nancial, 
political, educational, health care, labour, arts and culture and other areas of 
advocacy (all viewable in the detailed online version). The second trend is a shift in 
the overall structure of partnership from a highly centralised network to a looser, 
chain-and-link model, with major NYCGA and Occupy-related groups connecting 
the various issue-based clusters. Such observations seem to support the description 
of Occupy 2.0 presented in  Time  and raise further questions about the causes and 
signifi cance of these shifts. 

 These images again underscore the social nature of visualisations: the sense in 
which they and their contents may be discussed and disseminated among broader 
audiences. Colour versions of these images were exhibited at the James Gallery at 
the Graduate Center of the City University of New York in March 2013 along with 
other materials produced by OccupyData NYC. Each image was printed and placed 
in a small petri dish, evoking themes of surveillance, monitoring and control as well 
as the use of visualisation for self-refl ection, understanding and intentional practice. 
Informal observations of visitors noted a range of reactions to these images, with 
some seeing fragmentation and discord and others noting a broader base of support 
and work with community organisations.  

    Conclusion 

 Though cultural heritage institutions are faced with a deluge of digital information, 
the process of presenting such materials is greatly facilitated by visualisation, which 
holds vast potential for providing context, insight and perspective with large-scale 
datasets. The empirical foundations of such datasets also support visualisations that 
reduce bias and represent individuals, groups and events more fully. While signifi -
cant work remains in developing and preserving visualisations, the fi eld provides 
exciting ground for the task of quantifying – and visualising – culture.     
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    Abstract     Aerial photography has been the leading method for collecting and 
mapping topographic information from environments such as cities via remote 
sensing. Usually the qualitative analysis of aerial images is performed through 
descriptive pattern recognition and manual spatial associations, using human 
observations. Other techniques for remote sensing have been through software 
analysis of photographic or satellite data. The subsequent graphical products, such 
as Google maps, are disembodied and detached from the visual reality that is 
evident at human scale. The purpose of this study is to examine low-altitude 
topographical techniques and to utilise new visualisation methods that can benefi t 
urban and architectural appreciation. The outcomes show that low-altitude oblique 
images via cinematic modes of representation can particularly exhibit urban 
aesthetics, vitality and other qualitative data, revealing sensory information such as 
spatial perception and expressive modes that can be easier for people to appreciate.  

       Introduction 

 For centuries aerial imagery and mapping have been utilised in drawings, paintings 
and photography. We have seen maps decorated with expressive human body 
features, describing places and activities; these early maps were embodied versions 
of what today’s maps are similarly portraying to us. Today Google maps are among 
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the most commonly used aerial map systems, competing with Microsoft Bing aerial 
imagery and OpenStreetMap. Google Maps, alongside its many useful features, 
lacks the presence of human activities: it would be diffi cult to qualitatively identify 
lived spaces just by looking at the aerial maps. This is somewhat addressed by using 
Google’s Street View. With regard to aerial topography the purpose of using low-
altitude fi lmic imagery is to create a method which considers typically unreachable 
views of the city from new dynamic vantage points, using a variety of angles in 
aerial perspective that can be assembled simultaneously and synchronised inside a 
virtual 3D space. This creates an informative way of dealing with a city’s topogra-
phy at a human scale in relation to a ground level view, similar to the way movies 
use aerial shots. 

 In fi lmmaking the perceptions of cinematic aerial experience are created using 
spatial narrative methods of  creative geography  and  topographical coherency  [ 1 ], 
which give symbolic and embodied meaning to places in the form of  cinematic 
mapping  and storytelling. The bird’s-eye view in a fi lm reveals to the spectator new 
imaginative aspects of urban spaces. This project’s hypothesis argues that in cinema 
we have been able to negotiate an embodied aerial mapping method for urban 
topography, creating graphic bird’s-eye views at a human scale, that expose the nar-
ratives of lived-experiences along with the characteristics of places.  

    Historical and Theoretical Contexts 

 In the seventeenth century Queen Elizabeth granted John Speed permission to use a 
room in the Custom House where he was encouraged by William Camden to begin 
his  Historie of Great Britain  [ 2 ]; it was published in 1611. Speed, besides working 
on historical accounts, did some important map-making; his town plans represented 
a signifi cant contribution to historic records, as he provided many of the fi rst visual 
records of the British towns. They are a combination of aerial perspectives and maps 
with descriptive drawings, notes, and symbols (Fig.  4.1 ).

   Since the invention of photography, aerial images have had a signifi cant 
fascination for urban planners, as they envision a projected Utopian image of the 
earth for city planning [ 3 ]. Anthony Vidler describes the aerial images of the earth 
and the city as a cross between surreal and real pictures via privileged instruments 
of vision [ 3 ]. French literary theorist and semiotician Roland Barthes stated that 
panoramic aerial vision recognises nothing other than a nicely connected space [ 4 ]. 
In contrast, Giuliana Bruno considers an aerial view as an encounter between map 
and landscape, thus rejecting the ‘totalising perspective’ that is often associated with 
the bird’s-eye view as ‘superior eye’; rather, considering aerial views as from the 
imagined ‘nowhere and now here.’ She describes the creative elements of early 
artist- cartographers, such as Leonardo da Vinci’s bird’s-eye view, as ‘an imaginary 
perspective taken from an impossible viewpoint’ [ 5 ]. Da Vinci’s early attempts 
were ‘to turn earthbound observation into aerial vision in his oblique map of Milan’ 
[ 5 ]. Bruno quotes Louis Martin who suggested that the artist-cartographer is 
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depicting places travelled in bird’s-eye view which ‘gives us a snapshot of the city.’ 
She continues that this is an imaginative ‘dislocated view, made possible much later 
by the  spatiovisual  techniques of cinema, which attempted to free vision from a 
singular, fi xed viewpoint and imaginatively mobilising the visual space’ [ 5 ]. 

    Aerostat (Balloon) and Kite Platforms 

 Low-altitude fi lming and photography have become more popular since digital 
cameras become widely accessible to the public: they are no longer a specialised 
tool. Environmental and scientifi c research using aerial imaging have not been 
prominent until recent decades. Historically, the fi rst known attempt to take aerial 
photographs was by Colonel Aimé Laussedat of the French Army Corps of 
Engineers [ 6 ]. He tried both balloon and kite methods but neither was successful, 
until in 1858 Nadar, using a balloon, managed to photograph the village of Petit 
Bicetre in Clamart near Paris (Fig.  4.2 ).

   In the early twentieth century the kite was the most widely used platform for lifting 
cameras into the sky. It replaced the balloon, which had been the main instrument 

  Fig. 4.1    An early map of Cambridge by John Speed c.1610, decorated with expressive human 
features and shields defi ning the place through its scholarly activities (© 2013 Reproduced by kind 
permission of the Syndics of Cambridge University Library, Atlas.2.61.1)       
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for aerial photography since the mid-nineteenth century. This was due to the balloon 
(aerostat) method being too costly and dangerous; airplanes had also been tried but 
were also risky. Hence, kite aerial photography (KAP) become the favored platform 
and was used as a ‘utilitarian method for scientifi c surveys, military applications, and 
general viewing of the Earth’s surface.’ [ 7 ]. After WWII in the United States there 
was a renewed interest in kite photography, and eventually in 1985 the Kite Aerial 
Photography Worldwide Association (KAPWA) was founded. As interest in kite 
photography increased a quarterly journal,  Aerial Eye  [ 8 ] ,  was published, from 
1994–1999. Currently, interest in aerial imagery is popular due to the advance of 
technologies in fl ying kites, the availability of personal aerostats, multi-motor aerial 
model planes and multicopters (small aircraft with multiple rotors).  

    The Sense of Embodied Perception 

 The embodied perception of space has been described in detail by Merleau-Ponty. 
He states that we embody the space and objects which exist according to our per-
sonifi ed subjects, and experience our bodies in relation to space. He cites as an 
example the moon appearing in different sizes: when it is seen at the horizon it 
appears larger than when it is seen in the sky directly above us [ 9 ]. This is because 

  Fig. 4.2    Early aerial photography by Nadar c.1856, and a self-portrait caricature titled:  Nadar 
Élevant la Photographie à la Hauteur de l’Art  or ‘Nadar Raising Photography to the Height of Art’ 
published in  Le Boulevard , May 25, 1862, France (Copyright free, images in the public domain)       
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when we look at the moon on the horizon we may compare it to many other objects 
in the foreground, such as trees, houses, hills, mountains. Therefore we judge its 
size when perceived at the level of the horizon to be larger than when it is seen in a 
vast empty sky overhead, when it appears smaller, creating a psychological illusion 
[ 9 ]. Thus, this example of how we embody the different experiential properties of 
space while seeing the moon depends on our perceptual fi elds of view. Likewise, the 
geometry of a room changes its shape psychologically, when we privilege certain 
gestures or actions in different situations and as a result we mentally alter its spatial 
regions. Therefore, mind ‘and’ body, in the phrase, are not separate. Rather, mind is 
‘with’ body, gaining access to thought, body, and objects through the qualities our 
different senses perceive.  

    Pictorial Cues: Depth in Aerial Perspective 

 Various parameters related to aerial perspective views are affected by the visual 
experience; for instance, the light, the contrast and the vividness of the colors in an 
image are changed according to the distance. When traditional aerial maps and 
photography were enhanced they lost some of the visual nuances that are actually 
representations of distance. We know that when objects are far away, there is a 
perception of spatial distance between the eyes and the object, the light is more 
scattered, contrast and vividness of colour are reduced and objects may appear 
blurred. This information indicates to us the relevant distance and proximity of the 
objects in a scene; therefore, “contrast is a function of the distance from the object 
to the viewer and of the degree of clarity of the atmosphere” [ 10 ]. 

 O’Shea et al. (1994) have written that it is not only objects such as dust and 
particles that affect a viewpoint; even in a perfectly clear day distance creates 
phenomena such as lower contrast. Hence, aerial perspective gives us many 
 pictorial cues  for the perception of depth in a scene. In experiments that O’Shea 
et al. conducted, samples of scenes were captured with different contrasts to see 
whether changing contrast or altering tonal variation resulted in a simulation of 
distance. They concluded that “contrast is a pictorial cue to depth that acts by 
simulating aerial perspective” [ 10 ]; in those scenes with higher contrast objects 
were perceived as closer than in those with lower contrast. By considering pictorial 
cues we can examine in aerial imagery some of the perceptual phenomena such as 
parallax vision, proximity, and depth of view.  

    Cinematic Aerial Mapping 

 In today’s typical satellite aerial maps the idea of aerial perspective has been almost 
completely erased, because clarity of the map is considered the most important 
factor. We see pictorial cues replaced with technological cues, because the aerial 

4 Embodied Airborne Imagery: Low-Altitude Cinematic Urban Topography



44

maps are meant to be used as analytical tools in the spatial understanding of maps. 
We can conclude that these mechanically made aerial maps, and in many ways what 
we see in them, are not in fact the true representation of the physical reality. 

 Olivo Barbieri is a contemporary artist exploring the aerial fi lmic mapping, who 
uses a tilt-shift lens in his fi lmic and photographic works, purposely altering our 
perception of landscapes, cityscapes and crowds; they appear as dramatic graphic 
toy models (  http://www.olivobarbieri.it    ). Giuliana Bruno points out that staged 
bird’s-eye scenes depicted by the hands of early artists created “spatial observation 
that opened the door to narrative space,” and made the city become “part of the 
sequence of imaginative survey.” Later, aerial views of the city in cinema became 
reconstructed mobile maps of the city [ 5 ] and at the same time a symbolic aid in 
illuminating its design. Like those early maps where peoples’ narratives and actions 
were an integral part of the topography,  cinematic mapping  uses various ways of 
negotiating mobile views by combining overlapping camera movements, zooming, 
panning, tracking and traversing shots with other montage methods to give the 
perception of an embodied map of a city.   

    Project Specifi cations 

 This project started in the Digital Studios for Research in Design, Visualisation and 
Communication (DIGIS) at the Department of Architecture, University of Cambridge, 
as part of an exploration of images of the city from different points of view. The 
concept is to combine aerial perspectives with the human ground level viewpoint and 
to recognise the potential of associative parameters between viewpoints and the 
activities of people. The American city planner Kevin Lynch suggested that one of 
the most interesting parts of a map is what is not there, the people. By using fi lmic 
topography we put people back in the maps. Through combining low-altitude aerial 
imagery, particularly oblique and vertical shots, we can simultaneously correlate the 
spatial qualities of the city with its corporeal representations. This project is also an 
experimental attempt to examine the possibilities of incorporating alternative 
methods of visualisation by revealing urban topographies that can include features 
like sensory and gestural analysis amongst others. 

 For the purpose of this project, which demanded a steady, slow survey of archi-
tectural features and the capture of city street events, a kite was not the best choice. 
Rather, a balloon aerostat served as a better platform for low-altitude aerial fi lming. 
This was because, unlike a kite that needs wind to navigate, a balloon hand con-
trolled through one or two tethered lines worked well enough on a calm day 
(Fig.  4.3 ), allowing the attached camera cradle to get close to buildings without 
much risk. In addition, the balloon camera-rig utilised a suspension dampening sys-
tem,  Picavet,  fi rst designed by Pierre Picavet in France (1912). This enabled it to 
stay level to the plane of the ground at all times despite any movement caused by 
wind. Helium gas was used to lift the 5–7 ft diameter meteorological latex balloon, 
a camera, a GPS tracker and the Picavet rig (Fig.  4.4 ).
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  Fig. 4.3    Two tethered lines 
for controlling the height as 
well as traversal path of the 
aerostat (© 2011 A. Soltani)       

  Fig. 4.4    Picavet suspension dampened system keeps camera level to the ground plane (© 2011 
A. Soltani)       
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       Geometry of Aerial Photography 

 The notion of low-altitude in this study meant specifi c heights from the top of the 
buildings, not too high as in the visual distance of a hot air balloon or too low where 
the top of the buildings would not be visible. Lower altitude photographic mapping 
is not easy unless using a manually tethered balloon or kite. In general aerial pho-
tography height is classifi ed in terms of vertical and oblique geometries (Fig.  4.5 ). 
The two types of oblique are high and low, similarly in Google’s multi- level satellite 
maps showing the MIT area in Cambridge, Massachusetts (Figs.  4.6 ,  4.7 , and  4.8 ). 
The next lower level in Google maps is Street View. Our experiment tries to simul-
taneously depict vertical and oblique viewpoints, as tangible views of the architec-
ture as well as the streets.

  Fig. 4.5    The main geometric 
categories of aerial mapping 
viewpoints (© 2013 A. Soltani)       

  Fig. 4.6    Google aerial satellite map of MIT area in Cambridge, Massachusetts (Map data © 2012 
Google, INEGI)       

  Fig. 4.7    Google aerial map of the same area but zoomed to the next semi-oblique level (Map data 
© 2012 Google, INEGI)       
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          Vertical Versus Oblique: Flat Versus Perspectival 

 Traditional aerial photography is either vertical or oblique, and usually the photographs 
are slightly overlapped or tiled to create coverage of the whole area. The majority 
are vertical views with less than three degrees from the tilt angle to the ground 
(Fig.  4.9 ). In the oblique view we have angles of 3–90° from the  Nadir  direction 
which creates a perspectival aerial photograph of the area [ 11 ]. Another method is 
stereoscopic: two photographs taken simultaneously to create 3D depth imagery. 
This is viewed using a stereo image viewer similar to a stereogram.

   We are interested not only in the urban surfaces, but also in spatial and sensory 
qualities achieved from real-time combinations of aerial and ground data. We combine 
the traditional analysis of vertical and oblique aerial photography with a low- altitude 
airborne system where we can get close to features of the built environment. 
The three different viewpoints are a fl at fi lmic mapping based on the vertical view, 
an oblique perspective view of the city which can also be achieved through stereo 
imagery, and fi nally, adding the ground level images that are taken concurrently. 
These combined views are synchronised to create one-to-one correlations, giving a 
range of dynamic information rather than just statistics or density. Synchronised 
spatial, temporal and sensual information are possible, using split-screen cinematic 
methods of mapping spatiotemporal information.  

    Spatial Strategies: Flight Lines and Altitudes 

 Aerial photography has used various types of platforms such as helicopter, balloon, 
kites, and even tall buildings – “the advent of powered fl ight disclosed a boundless 
fi eld of vision centered on a ubiquitous and omnivoyant aerial gaze. The primary 
bearer of this gaze, the airplane, soon became an unrivalled viewing platform” [ 12 ]. 
An early historic example of high resolution aerial views is a series “of 164 large 
format, sharp, black and white vertical aerial photographs of San Francisco taken in 
1938 from an airplane by Harrison Ryker, a pioneer in aerial photography;” in this 

  Fig. 4.8    Maximum zooming-in of Google aerial map before street view, a low-oblique level (Map 
data © 2012 Google, INEGI)       
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series we can see how he overlapped the images to cover the complete city [ 13 ]. 
By using small weather balloons instead we can create ideal conditions such as a 
slow moving camera, close proximity to tall places, high resolution low-altitude 
bird’s- eye imagery and controlled navigation through specifi c city streets, including 
areas where it is impossible to use an airplane or helicopter. 

 The project’s end results uses multi-viewpoint projection mapping, and 
two different views are compared simultaneously with the ground footage, creating 

  Fig. 4.9    Geometry of a vertical aerial photography (© 2011 A. Soltani)       
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a new spatial representation of the map using  oblique, vertical , and  ground  
points-of- views. Furthermore, the 3D stereoscopic oblique shots can be utilised to 
explore the 3D texture-space of the buildings from close-up, similar to the way in 
which we perceive 3D depth through binocular vision. In an ideal setting it is 
possible to derive a variety of useful qualitative and quantitative information 
regarding the behavior of the built environment, including the size, shape, texture, 
patterns and  gesture  among others. People will associate the data with a narrative as 
an embodied spatial technique for urban mapping analysis. The camera becomes a 
sensor that through detail observation and  cinematic-aided design  narrative tech-
niques, can decipher a range of meanings from manually combining and digitally 
visualising the images in a whole map.  

    Visualisation Interfaces 

 One of the project’s aims is to juxtapose different types of information in a single 
viewpoint visualisation, comparable to a computer generated 3D architectural 
model, from an architect’s viewpoint. Computer modeling and ultimately digital 
projection mapping of aerial views generate different kinds of representational 
information regarding a city and its architecture. The resulting footages are shared 
between four different methods for interfacing with the visualisation phase:

    1.    Split-screen montage of viewpoints   
   2.    Multi-viewpoint projection mapping   
   3.    Sequential framing matrix   
   4.    Layered spatiotemporal zones       

    Case Study 

 This initial study of low-altitude aerial mapping started in mid-2011. Streets in 
Cambridge, UK, were chosen as the subject. The diverse styles of architecture and 
picturesque historical viewpoints in Cambridge become part of the test area 
(Fig.  4.10 ). How will the fi lmic mapping of the city from above contribute new 
knowledge and understanding of its spatial and formal structure? Furthermore, low- 
altitude aerial imagery was tested in comparison with existing maps for the level of 
errors in automated versus manual mapping.

      Visualisation Layouts 

 In order to compare different types of viewpoints simultaneously, a few different 
methods were selected, offering alternative visual results. The three main viewpoints 
were the  oblique  which was recorded at 30–60 frames per second, the  vertical  view 
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which was time-lapse sequential photography every 3–5 s, and the  ground  view 
which was fi lmed by a separate observer. In the next stage the footages were 
analyzed and categorised into multiple methods of visualisation, revealing various 
temporal impressions of the city. The following section explains three of the 
methods – split-screening, multi-viewpoint projection mapping in 3D and sequential 
juxtaposition of the images as a matrix arrangements. 

    Split-Screen Montage of Viewpoints 

 In an attempt to concurrently incorporate data from qualitative and quantitative 
information, the  split-screen  method is utilised, commonly used in the cinema. Data 
is assembled side-by-side within a single frame creating the impression of simulta-
neous action. In the 1950s and 1960s, cinematic split-screen was often used, for 
instance, to depict both sides of telephone conversations as well as in classic horror 
fi lms. Today in Hollywood cinema split-screen is not limited to genre and in many 
ways it has been revived. Jennifer Van Sijll describes split-screen as a way to exploit 
“the elasticity of time and place […] to heighten the suspense of the scene” [ 14 ]. 
Therefore, using split-screen with the aerial shots created a sense of narrative that 
revealed both the temporal and the spatial nuances of the events; its aim is to high-
light the qualities of the environment and the levels of temporal elasticity between 
the objects and characters.  

  Fig. 4.10    King’s College, Cambridge was one of the targets areas for the low-altitude mapping 
(© 2011 A. Soltani)       
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    Multi-viewpoint Projection Mapping 

 Similar to split-screen,  projection mapping  explores the idea of presenting simulta-
neous events using multiple views (Figs.  4.11  and  4.12 ). The visual results can be 
used in an installation for physical space where audiences’ bodies can interact with 
the results. In the last few years projection mapping on architectural façades has 
become popular. Computational innovations in graphical programming and the 
accessibility of the projectors enable visual artists to explore the spatial domains of 

  Fig. 4.11     Ground, Oblique,  and  Vertical  shots depicting the terrain, collage layered masses of 
buildings, the patterns of street objects, and the effects of time and change (© 2011 A. Soltani)       

  Fig. 4.12    Projection mapping interface of three simultaneous views using vvvv programming tool 
(© 2011 A. Soltani)       
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projecting onto architectural surfaces, thus altering their appearances in non-permanent 
ways. By using three projectors, each depicting one of the views, virtually positioned 
along XYZ axis, the projected imagery is spatially translated and mapped onto the 
planar space or a façade, using vvvv (a graphical programming environment,   http://
www.vvvv.org    ), which then can be interactively embodied by the audience.

        Sequential Framing Matrix 

 The third method is mainly employed to examine the temporal framing of aerial 
footage using selected individual frames. Landscape and architectural forms similar 
to people have  gestures  suggesting the trajectory of meaning through analyzing 
motion and form. The sequential framing of a landscape exposes various patterns 
and topographic changes in the city streets, as well as the behavior of people, with 
a gestural quality. The results create a framing of gestural motion as visual struc-
tures from the city’s dynamic textures and forms, especially in vertical viewpoints. 

 There are other multidimensional cinematic-aided methods which can reveal yet 
more new opportunities for visualising topographic information; what these meth-
ods share is the embodied  cinematic-aided design  strategy for mobilising, synchro-
nising, and simulating time space of urban lived-experiences.    

    Alternative Platforms, Problems and Future Prospects 

 In the last decade technology has shifted its interest towards the Natural User 
Interface (NUI) and mobile computing, which have infl uenced the next generation 
of aerial imaging techniques as well as the platforms for taking the camera into the 
sky. There are many new websites that organise, describe and promote aerial map-
ping methods. Two sites that are active since 2011 in the fi eld of DIY aerial imaging 
are Grassroots Mapping (  http://grassrootsmapping.org    ) and Public Lab (  http://
www.publiclaboratory.org    ). They are activists, educators, technologists, and com-
munity organisers working on issues like the Gulf Oil (spill) Mapping project 
(  http://publiclaboratory.org/place/gulf-coast    ) and open-source tools for environ-
mental exploration through accessible do-it-yourself techniques. Companies such 
as DroneMapper (  http://dronemapper.com    ) deal with geo-referencing and 3D mod-
eling directly from digital image products acquired from the drones. The future of 
aerial topography using photograph and fi lm has never been brighter (or, some 
would say, more sinister, as there are serious implications for the surveillance of 
peoples’ activity, as the UK police already do) [ 15 ]. 

 In the last few years robotic drone quadcopters with four or more propellers have 
fl ourished, such as DJI Phantom [ 16 ], operated via GPS and gyroscope. There has 
been a surge in the number of aerial photography enthusiasts due to quadcopters’ 
ability to combine low-altitude fl ying with telemetry. This is a new platform for 
aerial photography and fi lming that adds remarkable new possibilities, including 
surveying diffi cult to reach areas with precision. 
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    Low-Altitude Visual Accuracy Versus Parallax Error 
and Google Maps Anomalies 

 When high-altitude aerial images are not taken from the same pivotal point of the 
camera lens it can lead to parallax errors in the fi nal tiled assembly of images 
(Fig.  4.13 ). This combined with fast motion dynamics while capturing could result 
in temporal and spatial artifacts due to time differences in the image sequences. 
 Blind stitching  using automated methods instead of manual stitching can also cause 
faultiness in the fi nal representation.

  Fig. 4.13    Accuracy of the oblique aerial shots depends on the height and angle of the optical axis 
(© 2011 A. Soltani)       
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   Google map’s imperfections have already caused some political complications. 
In 2010 Nicaraguan troops crossed the San Juan River that divides Costa Rica from 
Nicaragua and planted a fl ag on Costa Rica’s Calero Island, which has been recog-
nised as part of Costa Rica since 1897. In error Google Maps placed the border in 
Nicaragua instead of Costa Rica. Eden Pastora, a former Sandinista guerrilla com-
mander who led the troops told a Costa Rican newspaper, “see the satellite photo on 
Google and there you see the border.” [ 17 ]. Laura Chinchilla, Costa Rica’s presi-
dent, said the presence of Nicaraguan troops on Calero Island was “the invasion of 
one nation to another,” mainly fueled by the error in Google maps [ 18 ]. 

 The high number of visual errors as well as Google mapping faults in directions 
and boundaries prompted Google to ask users to report problems via a dedicated 
webpage that mainly applies to business listings on the maps [ 19 ]. Automated map-
ping can indeed cause fl aws; however, a low-altitude approach is slower and more 
precisely captures the representation of the landscape and the built environment. 
Both vertical and oblique aerial imagery at low altitude produce more accurate 
geometries which depend on the manual handling of the camera’s height and the 
angles of optical axis.   

    Conclusion 

 In Hollywood movies aerial shots have been used to portray bird’s-eye views, creat-
ing graphic renditions of various scenes “which easily lend themselves to symbolic 
use” [ 14 ]. These types of shots graphically depict the narrative at a particular 
moment by showing eye catching, riveting aerial images [ 14 ]. Cinema has managed 
to capture our emotions through different senses to produce unique meanings of our 
environment, through creating perceptual viewpoints. Different layers and changes 
in space and objects are defi ned through these sensory perceptions according to our 
individual lived experiences. 

 The goal of this project is to achieve close-up observation of these aerial views 
through embodied cinematic-aided methods, triggering new creative models for 
reconsidering our bodies’ sensory perceptions. Utilising the properties of cinema, 
the low-altitude aerial mapping experiment and its post-visualisation techniques of 
simultaneous viewpoints parallel the ways we perceive the space in fi lms, with our 
bodies and our senses. We collect different views and information from the environ-
ment through spatial and sensory perceptions, combining perspective information 
such as scale, direction, proximity and trajectory to create an integral understanding 
of our world. Production of aerial imagery has come a long way and it’s no longer 
an uncommon practice; now it’s available to general public, yet with it brings new 
challenges and obstacles that we must transcend in order to ethically benefi t from its 
possibilities. 

 Alternative visualisation processes are popularised by today’s scientist-visual- 
artists. Aerial mapping, using new improved methods and platforms, enables 
sophisticated results through multi-viewpoint projection mapping methods; we can 
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capture the multiplicity of concurrent spatial characteristics of urban spaces. Unlike 
automated vision satellite mapping, low-altitude oblique aerial imagery materialises 
the geometries of space more truthfully through a combination of cinematic 
experience and spatial visuality.     
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    Abstract     Many museums and other archives worldwide are digitising their 
collections. However, it does not follow that the digitised data fi les are likely to 
survive any longer than the artefact that has been copied. Curators have centuries of 
experience in the conservation of paper and pigments, but there are many unpredictable 
factors in the preservation of digital archives, which implies digital storage and data 
migration hundreds of years into the future. This chapter explores an alternative 
proposal to archive vital images and documents as hard copy inkjet prints. We suggest 
that this will increase their chances of survival into the twenty-third century. We are 
not advocating this method in place of digital materials, but rather as a sound form 
of insurance, based on existing well-known methods of the conservation of acid free 
paper and pigments.  

       Introduction 

 The best archiving and curatorial practices for traditional silver halide photographs 
are very well established worldwide. Even before the introduction of silver gelatine 
prints in the 1880s, Victorian photographers were concerned to take steps to avoid 
their photographs fading, and one of the most successful processes developed in this 
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regard was the carbon pigment print. That the dyes used in post-world war II colour 
negatives and transparency fi lms would begin to fade in as little as 30 years was 
probably less anticipated by photographers of their particular era [ 1 ]. 

 The vast majority of the world’s digital image fi les are presently stored outside 
professional archives, and their makers will be very lucky indeed if they can still be 
accessed and viewed in a mere fi ve or ten years’ time. Since the technology contin-
ues to evolve rapidly, there is no certainty that the image creation, storage and 
retrieval devices of the future will continue to be based on today’s popular digital 
platforms [ 2 ]. We may therefore conclude that Victorian black and white photo-
graphs could outlive the majority of those colour dye images shot by our parents, 
which may themselves last longer than most of the digital images that we shoot 
today. From an archiving point of view, we seem perhaps to be going backwards. 

 The authors are researching the idea of selecting and then sending our most 
signifi cant artworks, digital photographs and documents forward into the twenty-
third century as smaller, high-resolution inkjet prints as an alternative to digital data. 
The image can be recovered from the print-out with minimal loss, using whatever 
capture or scanning technology may be available in the future. 

 We are not arguing that this method should replace archiving images as digital 
data, rather we propose that it could be an additional technology-proof form of 
insurance. While not everything can or should be archived in this way, at least with 
this method today’s curators can select what they wish to send forward into the 
future and use technology most likely to ensure its survival. The alternative is to 
hope that our grandchildren’s sons or daughters will be discerning when it comes to 
wiping data to free up space on whatever storage devices are used in 2099 or 2199. 
There is a serious risk in relying on them to decide what digital records and images 
from today’s culture get migrated or deleted.  

    The Digital Print Debate 

 We are all indebted to the work of Wilhelm Imaging Research, Inc. for its pioneering 
investigations into the causes of fading of different kinds of photographic and digital 
prints [ 3 ]. Over the past 25 years, using simulated aging tests, it has meticulously 
mapped the expected fade resistance of both silver and dye-based colour photographic 
prints and the more recent dye and pigment-based inkjet digital prints. A simplistic 
summary would be that ten years ago the life of a dye-based inkjet print was around 
a third of that of a photographic colour coupler print. Then, about fi ve years ago, 
both technologies could claim a life expectancy of around 60–90 years, given 
 careful storage. Now certain combinations of acid free papers and pigment- based 
inks can lay claim to a possible fade-free life of over 250 years. This may be longer 
still for a monochrome image printed exclusively with carbon-based black pigments 
onto acid free cotton rag paper. A process not so very different from the highly 
 fade-resistant carbon printing method developed in the 1850s! 
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 To this day, some participants in the fi ne art market for photographic prints, 
particularly in the US, appear to remain sceptical that inkjet prints can be longer-
lasting than traditional C-type prints (where less fade resistant dyes are chemically 
synthesised when making the colour print). However, this argument is no longer 
tenable, as pigments will always be more lightfast than dyes due to their inherent 
chemistry and only the ‘hand made’ nature of these C-type prints remains as a reason 
for the value that they attract. The debate about fi ne art media has led a number of 
technologists to suggest that prints may be an alternative way to archive digital 
images into the distant future [ 4 ]. 

 Unfortunately, up until now this has looked like a massive and prohibitively 
expensive task and has thus received limited support. The dilemma is that digital 
preservation, requiring the need for long term secure data storage and regular migra-
tion as technology changes, looks equally risky and possibly even more expensive 
in the longer term. Andrew Green, former CEO of the National Library of Wales 
explained the problem:

  Will it be possible to use emulation software to mimic the software available to us now, but 
obsolete within ten years, let alone thirty? Or will we have to migrate our collections from 
one format to another over and over again, in order to keep them alive for each succeeding 
generation? What is certain is that national libraries will need to invest far more than they 
have till now, especially in staff and expertise, to even start to get to grips with the challenge 
of digital preservation. [ 5 ] 

       Digitising Images to ‘Save’ Them 

 Many of us are aware of, and have bid for, funding to ‘digitise’ existing photographs 
and artworks to ‘save’ them for posterity. While this usually achieves the goal of 
wider public access for visitors or online, it actually does nothing for the long-term 
survival of the original images. The National Lottery funding of English Heritage’s 
 ‘Viewfi nder’  project and website is one example from many thousands world-wide, 
that enables massive collections to be explored using our PCs tablets and smart 
phones [ 6 ].  

    So What Can Possibly Go Wrong? 

 The issues of digital preservation are the subject of well established debate, and 
there are now accepted ways to solve the main issues [ 7 ]. However, in our experi-
ence the approved processes are still likely to be too resource and process intensive 
for many smaller archives to afford. It would be wrong to say that best efforts are 
not being made to preserve these virtual, digital data fi les. Yet however advanced 
our technology, our world is subject to uncontrollable natural events such as 
extreme weather, earthquake, fl oods and solar fl ares. Political cyber attacks are 
serious threat. 
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 Those of us who have suffered from a hard drive failure will already be well 
aware of the ultimate fragility of digital data. The natural degradation of data 
(sometimes referred to as bit rot) [ 8 ] and data corruption during migration are less 
familiar issues. Even if we store our valuable fi les across many RAID disks and 
servers in different corners of this planet, there is no guarantee that evolving 
technology, such as the storage of bits on strings of DNA [ 9 ], for example, will not 
be so radical that today’s fi les are totally unreadable by the computers in use in 50 or 
even 25 years’ time. 

 The challenges are huge, from simultaneously migrating and translating digital 
data on numerous websites worldwide, to writing data to archival gold DVD-R optical 
discs (with no guarantee there will be any devices able read them in 50 years time). 
Tape drives provide long-term storage of massive amounts of data, but require 
regular re-winding to maintain their readability. Once the durability of the tapes has 
surpassed the support life-time for the tape readers, the tapes are rendered unread-
able unless migrated to new types of tapes or other media. 

 Any lack of standardisation from one present or future digital format to another 
will lead to considerable diffi culties in consolidating or migrating collections. Thus, 
rather like the game of ‘Chinese Whispers’, during the course of repeated migrations 
necessitated by updates in software or hardware changes to the image data may well 
occur. Many smaller image archives are already fi nding that they are storing a 
mixture of TIFF, JPEG and RAW fi les, collected from different sources. How long 
will these formats survive before, like JPEG2000 before them, they fail due to lack 
of industry-wide support? Our conclusion is that vast swathes of our contemporary 
history and culture are at risk either of being randomly consigned to the twenty-fi rst 
or twenty-second century digital recycle bin or of becoming inaccessible as the last 
hardware readers of long-outdated formats cease to function.  

    Other Non Digital Solutions 

 Many believe that ‘The Cloud’ is the answer to all digital preservation, but issues 
have already arisen concerning security and intellectual property rights. These 
include hacked passwords, data interception and the fact that in the US, any cloud 
storage company could be served with a subpoena requiring them to open their 
clients’ data for government examination. Apple Inc. co-founder Steve Wozniak 
recently said “I really worry about everything going to the cloud, I think it’s going 
to be horrendous. I think there are going to be a lot of horrible problems in the 
next 5 years.” [ 10 ] In 2012 an accident while backing-up Royal Bank of Scotland 
software wiped many thousands of clients accounts to zero. It was caused by 
human error during a ‘routine’ software upgrade outsourced to India and serves as 
a warning to any organisation that one day, if it can go wrong, it probably will go 
wrong [ 11 ]. 

 These and similar concerns have led others to research hard copy techniques for 
the long-term storage of digital data documents. These include the use of microfi lm, 
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where binary data is encoded in printable form [ 12 ] and the NanoRosetta 
process, where either analogue or digital information (PDF, TIFF or DDP fi les) 
is laser etched onto a glass wafer from which usable derivatives on nickel plates 
are created [ 13 ]. 

 While microfi lm offers the advantage of dense data storage, it is at the expense 
of wholly accurate data recovery due to the small physical size of the microfi lm 
formats employed (typically 16 mm). However, in contrast to other storage media, 
such as hard discs, fl ash memory or SSDs, tapes, CDs or DVDs, the technology to 
read microfi lm is simple and generic unlike the sophisticated technologies required 
to recover data from any of the complex storage systems in use today. 

 Nevertheless, while microfi lm may offer a viable and cost-effective archival 
method of storing text fi les, its data recovery limitations pretty much preclude its 
use for true photographic quality images. On the other hand, our process of printing 
full tonal range photographic images on 100 % rag paper with pigment inks provides 
both a high degree of data recovery and the same level of archival permanence for 
all images, both monochrome and full colour. It may not offer the same high storage 
density as microfi lm but – and this is especially true of photographic images – it 
does provide a much more acceptable level of image quality. As with microfi lm, the 
actual storage medium is completely de-coupled from the IT systems needed to 
read it, and so a future-proof archiving system is guaranteed. 

 Anne Kenney, a digital preservation pioneer from Cornell University Library 
who has extensively researched microfi lm and other alternative hard copy solutions 
makes the same point “I’ve always thought that it’s not how much you can capture, 
it’s how little you can capture and get away with doing the things that you need 
to do. It’s always been how you make managerial decisions where there are 
trade- offs.” [ 14 ]  

    Archiving Projects as Inkjet Prints Example: “London’s 
Changing Riverscape” 

 In 1997, London’s Found Riverscape Partnership (LFRP) was formed by Mike 
Seaborne, Charles Craig and Graham Diprose to make a continuous photographic 
panorama of both banks of the River Thames from London Bridge to Greenwich, 
5 miles downstream [ 15 ]. 

 This was to be a remake of a panorama fi rst photographed in black and white in 
1937 for the Port of London Authority (PLA). In 1997, LFRP shot the new 
panorama on 6 × 17 cm Fujichrome colour fi lm, as at the time this was considered 
to be one of the most archival dye-based fi lms available. In 2008, LFRP was invited 
by the PLA to make a new digital version of the panorama to celebrate its centenary 
in March 2009. Shooting digitally, LFRP was faced with the dilemma of how to 
archive its new digital fi les alongside the existing silver gelatine prints from 1937 
and the colour transparencies from 1997. Despite some slight discolouration 
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in places, the silver gelatine prints still seemed very likely to outlast the newly 
created TIFF fi les. 

 The black and white prints comprising the 1937 panorama (each approximately 
12 in. × 10 in.) are mounted on strips of linen made up into fourteen sections for the 
north riverbank and thirteen for the south side, with each section being about 2.5 m 
long or 35 m long in total, if laid end to end. LFRP convinced the PLA that the 
safest way to ensure that that the new digital panorama would survive for their 
bi- centenary in 2109 was to have a physical version of the new panorama, to match 
that from 1937, with the same lengths of sections and locations. Prints were made 
using the Hewlett Packard HP Z3100 printer on Hahnemühle 188gsm Photo Rag 
paper. The joined 1937 panorama of jointed prints was replicated by cutting and 
mounting the digital prints using archival dry mounting linen. This allowed any 
location on the panorama to be viewed simultaneously in both versions placed 
side-by-side (Fig   .  5.1 ).

   Once completed, the new 2008 panorama was placed in blue leather folders 
similar to those made to house the 1937 panorama. It was then presented as a 
complete package to the Museum of London in 2009, as one of the PLA’s centenary 
events. LFRP handed over the TIFF fi les as well, but we are much more confi dent 
that the printed version will survive to be part of the PLA’s future centenary 
celebrations.  

  Fig. 5.1    Panoramas of Wapping, London: silver gelatine from 1937 (Courtesy of Port of London 
Authority) and from digital fi les, 2008 (Courtesy of London’s Found Riverscape Partnership)       
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    Project Methodology 1: Archiving Images 

 No doubt many curators may conclude that, while they can see the advantage of 
making full-size high quality archival inkjet prints, this is unlikely to be economically 
viable for their archives, and requires more storage space. 

 We therefore explored the idea of reducing the size of the printed images to 
about a half or a quarter of the original, so that several could be fi tted onto a single 
sheet of paper. This would considerably reduce both production costs and storage 
requirements. The constraint is that the images should be capable of being scanned 
or photographed using whatever equipment and fi le format is available in the 
future without an unacceptable loss of image information. While they will not 
be 100 % perfect replicas of the original image, if the digital fi les have been lost or 
become corrupted then at least the prints will provide useable and reproducible 
images (Fig.  5.2 ).

   The choice of digital printer for this work was straightforward as the Hewlett 
Packard Z3100 provides the most fade-resistant prints of any pigment inkjet printer 
currently available (March 2013). Wilhelm Imaging Research, Inc. still rates this 
printer and its slightly modifi ed successor the Z3200 as yielding longer-lasting 
prints on a range of archival papers than any other printer. We used these inks 

  Fig. 5.2    PLA collection images ink-jet printed 16 up on A2 paper       
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throughout the project as they were continuously reported to be the most permanent 
available from any company [ 16 ] (Fig.  5.3 ).

   The choice of paper was much less straightforward and hence a number of different 
types were tested. We correctly suspected that if the paper had a texture this might 
interfere with the quality of the image created through scanning or copying. We also 
thought that the sharpness of the dot was likely to be an important factor, particu-
larly if we intended to print images at a much reduced size. To assess how the nature 
of the paper surface affected dot sharpness we tested several fi bre- based and resin 
coated papers to determine the differences, if any, in dot bleed. 

 We printed a range of monochrome and toned images from the Museum of 
London’s Port of London Authority collection onto A2 sheets so that they were 
reproduced at approximately A4, A5 and A6 (see Technical Details below). 

 English Heritage’s National Monuments Record allowed us to experiment with a 
collection of digital fi les made from 1860s silver gelatine prints by Henry Taunt, 
and we interspersed these with the modern digital colour images. This enabled us to 
see whether or not a full colour image would reproduce more or less successfully 
than a toned or pure black and white one. 

 However, from these tests, using only a high magnifi cation loupe to assess the 
dot structure by eye, we found it impossible to accurately determine which paper 
gave the sharpest dot or the best quality image for re-copying and enlargement back 
to A4 from the reduced A5 and A6 prints. We needed a more accurate, objective and 
repeatable method of assessment.  

  Fig. 5.3    English Heritage Henry Taunt and “…in the footsteps of Henry Taunt” Digitised Silver 
gelatine and contemporary digital images printed side by side 16-up on A2 paper       
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    Project Methodology 2: Type 

 We were also interested in exploring this method to archive vital business documents, 
using inkjet technology as an alternative to microfi lm. We made TIFF fi les of 64, 96 
and 128 A4 pages from the Microsoft Word fi les of a photographic textbook. The fi les 
were loaded into Photoshop™, using Contact Sheet II, and printed out. Even at a 
scale of 128 A4 pages per A2 sheet the text was still readable with a magnifying 
glass. We then used optical character recognition (OCR) software (see Technical 
Details below) as an objective assessment of readability. Once a single tiny page 
was scanned and read into OCR Software, we could count the number of errors as a 
measure of ink dot sharpness. OCR works by recognising the ‘shape’ of words that 
are in its dictionary. All that it can read correctly are printed out as black, editable 
text. Those it cannot recognise are fl agged in green by the software. The sharper the 
ink jet dot, the fewer green fl agged errors occur on the page. We counted errors for 
different varieties of paper, but generally we could tell at a glance if a paper surface 
was likely to be suitable for follow-up experiments. (Obviously there would always 
be some proper nouns or technical words not in the OCR dictionary that we would 
need to factor out (Fig.  5.4 ).)

   In our own continuing tests on a range of gloss, rag and matt coated papers from 
manufacturers Harman, Hahnemühle, and Felix Schoeller we concluded that all 
matt papers tend to cause the dot to bleed into the paper fi bres, and on most gloss or 
lustre papers the ink tends to form tiny bubbles on the paper surface that gave a less 
accurate, dot shape. Ortiz and Mikkilineni (Purdue University) reported on Inkjet 
Forensics in 2007, and reached the same conclusion: that smooth Rag papers 
produced the sharpest dot [ 17 ]. We were keen also to avoid choosing papers 
containing artifi cial brighteners (baryte) as these have been considered by a number 
of researchers to risk reducing archival life [ 18 ]. If a paper has a very slight warm 
tone base that does not change over a long period of time, this seems advantageous 
over a paper where changes in brightness are likely. 

  Fig. 5.4    Experiments with type to measure dot accuracy. Harman Baryta gloss fi bre-based A2 
with pages of type in Arial 64-up and then selecting two single pages to OCR from 64-up and 
96-up, showing measurable errors. There are fewer from the 64-up page ( left ) than from the 96-up 
page ( right )       

 

5 Back to Paper? An Alternative Approach to Conserving Digital Images…



66

 The Canson paper company were among the paper suppliers with whom we 
discussed our research. Their Infi nity Rag Photographique paper, while not containing 
any optical brighteners, did have a special barrier layer that prevented the ink 
from sinking into the paper base; it fully met the archival standards specifi ed in 
ISO 9706 [ 19 ]. This paper gave us by far the best result of all the papers tested. The 
96-up showed about 30 very minor errors as green words in the OCR fi le, but the 
64-up was almost faultless. Additionally, this paper is internally buffered to resist 
gas fading, and is totally acid free to avoid any long term paper degradation.  

    Project Methodology 3: Back to Images Again 

 We next tested the Canson Rag Photographique paper with our photographic 
images. We printed a set of the PLA’s monochrome pictures once again as 8-up and 
16-up on A2 size paper (for sizes see Technical Details below), and did the 
same with a set of digital colour pictures from our project, ‘…in the footsteps of 
Henry Taunt’. Once printed, we scanned one A5 and one A6 image from each 
reduced format set, enlarged the fi les to A4, and printed them together with the 
original A4 fi les for direct visual comparison. 

 Figure  5.5  shows a ship entering Surrey Docks by crossing Rotherhithe Street, 
London (1928) by A.G. Linney. The A4 print from the A5 reduced image was excellent 
and the A4 from the A6 was still usable for most purposes, including small- scale 
reproduction in books and journals. There are many hundreds of beautiful historical 
images in the Port of London collection in The Museum of London, and in our 
opinion it would be much better to have them preserved as slightly lower resolution 
ink jet prints than to try to send huge digital fi les forward in time and risk losing 
many of them. It may also benefi t future scholars to be able to view many small 
images, for context or comparison.

   For a colour image, we selected a photograph of Moulsford Ferry (2004), on the 
River Thames in Oxfordshire (Fig.  5.7 ). The A4 print from an A5 original was again 
good enough for many reproduction purposes, and although there was some loss 
on the A4 print from an A6 original, it was still acceptable and looked similar to a 

  Fig. 5.5    Comparison of original A4 ( left ) and images re-copied and enlarged from A5 ( middle ) 
and A6 ( right ) in monochrome       
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JPEG that had been re-saved a few too many times. We are continuing to research 
the use of image enhancement software to improve the quality of the reproduction 
from images archived as smaller A6 prints (Figs.  5.6  and  5.7 ).

        Project Methodology 4 

 Our paper at the EVA London Conference 2011 [ 20 ] was met with a mixture of 
polite applause and scepticism, from delegates who relied on the preservation of 
digital data from their research, and others who had possibly spent a fortune on 
high-end RAID systems, or were employed to develop data storage. However, after 
seeing our results fi rst-hand, the audience at least began to appreciate our right to 
question the data migration approach. This did lead us to seek out other expert 
 opinion, as described below, ‘New Developments’. 

 One of us (Mike Seaborne) had worked on a project at the Museum of London 
called ‘Snapshop London’, using digital photography to document the landmarks, 

  Fig. 5.7    Moulsford Ferry: comparison of original A4 and images re copied and enlarged from A5 
and A6 in colour from digital original “…in the footsteps of Henry Taunt”       

  Fig. 5.6     Left : a small close-up taken from the original A4 print ( top left ).  Centre : same section 
from archived half size at A5 and then copied and enlarged to match the A4 original.  Right : same 
section printed at A6 and then copied and enlarged to match the A4 original       
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culture and people of each borough in London, which had resulted in more than 
4,000 digital images. The MoL allowed us access to these fi les to develop our 
research and to calculate some costings, important to assessing if our project was 
fi nancially viable. 

 This, and the massive number of digital images in other similar projects and 
archives, led us to question whether all images needed to be archivally printed at 
the same size. Up until now it had seemed reasonable to follow the path of 
standardisation in fi le-size and formats, because altering some data fi les but not others 
during any data storage or migration would be time-consuming and expensive. 
But surely many images now, let alone in the future, will only ever be viewed on 
tablets, websites or e-books, rather than large high resolution uncompressed 
TIFF fi les needed for exhibition prints or high quality book reproductions? If we try 
to archive all our digital images as high-resolution TIFFs we risk adding to the 
problems of future generations. 

 This thought prompted research in two related directions: fi rst, to examine the 
quality of images printed at a much smaller size, 32-up on A2, and second, how this 
could reduce the costs of archiving larger numbers of less signifi cant images, 
but still with enough quality to be a useful reference. 

 The image above, copied back from an A5 print (8-up on A2 sheet) produces a 
reasonable quality A3 print and is easily good enough for any normal book or screen 
output. The same image recovered from an A6 print (16-up on A2) is still good 
enough for any smaller book or column width reproduction, as well as any screen- 
based output. The A4 copy of the A7 print (32-up on A2) does however clearly 
reproduce the pattern of ink dots, particularly in areas of light even tone such as the 
forearm of the man with the mobile phone (Fig.  5.8 ). Even that would probably be 
useable on a web page and it certainly retains enough of its historical context for 
reference use by future scholars.

   The current cost (March 2013) of materials (paper and ink) to print in this way is 
£1,500 to print out 2,000 images at A7 size (32-up on A2 sheet) or £3,000 to print 
out the same number of images at A6 size (16-up on A2 sheet).  

  Fig. 5.8    This original image by Mike Seaborne of Whitechapel High Street from ‘Snapshot 
London’ is a high quality 73Mb TIFF fi le and will be archived by the Museum of London as digital 
data, plus printouts retrieved from 8up, 16up and 32up on A2       
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    New Developments 

 We are presently running a pilot project with The Sir John Cass School of Art, to 
print images from its East End Archive, which records the area over the past 50 
years, with a wide range of fi le types and sizes. The archive’s curators are thinking 
from the outset about different sizes of print according to what they consider to be 
the importance of the artists, the aesthetic signifi cance of the images and their value 
as historical documents and sources of documentary information about East London. 
Archival printing at a range of sizes will help to keep overall costs down and embody 
within the archive a hierarchy of importance as determined by its present curators. 

 There is interest in our proposal from The National Archive (UK) (TNA). Whilst 
the TNA is confi dent they have the resources and expertise to manage their own 
massive digital archive over the long term, it recognises that our proposal has poten-
tial value in relation to smaller and less well resourced digital archives. Consequently 
it has offered to publish on its archive network the results of our pilot project with 
the East End Archive as a formal case study. Similarly,  English Heritage’s National 
Monuments Record has indicated to us that our method could provide a useful 
insurance for many smaller archives. 

 In April 2013, a feature on our work was published in the British Journal of 
Photography (BJP) [ 21 ]. The editor felt that many professional photographers, 
particularly those working in the genres of documentary and reportage, were 
concerned about the long-term survival of their digital images but do not have the 
necessary IT skills to achieve this. Making and keeping prints is something much 
more familiar to photographers.  

    Conclusion 

 This project has never been intended to replace attempts at data storage and 
migration for archiving digital photographs, artwork or documents, but by showing 
how relatively small prints can capture a great deal of image information in an 
IT-independent and relatively incorruptible form we believe that it does offer a 
viable alternative, or back-up, solution for many smaller archives. Developing a 
policy of keeping humanly-readable analogue prints in addition to attempting to 
store and migrate digital data, where the potential risks may not be well understood, 
would signifi cantly reduce the impact of any data losses arising from whatever 
circumstances. 

 Aside from the technical and economic aspects of this project, our methodology 
allows curators and archivists to have a lot more control over what gets archived. 
They are in a position to decide which works and images from our present culture 
should be printed larger, and thus be preserved to a higher quality, rather than 
attempting to keep huge digital fi les of everything. There is no reason, in fact, 
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why a particularly important digital image could not be printed out much larger if it 
was felt that even more information should be captured on paper. 

 With a purely digital data migration strategy we run the risk of saddling future 
curators with all the debts and dilemmas of selecting what they can afford to continue 
to preserve from our era, and what they will be forced to delete as migration costs 
increase from one technological leap to the next. This is why we believe that it is 
much safer to send digital images into the future as archival inkjet prints rather than 
solely as easily erasable and corruptible digital data.  

    Technical Details 

  “London’s Chaging Riverscape” Project  
 Archival printing paper: Hahnemühle Photo Rag 100 % Cotton 
 Surface: Fine Smooth Matt Finish, Weight 188 gsm 
 Printer and details: Hewlett Packard – HP Z3100, 12 Pigment Ink 24” wide 
 Printing Resolution: 1,200 × 1,200 dpi 
 Printheads: Two inks in each printhead: gloss enhancer and gray, blue and green, 

magenta and yellow, light magenta and light cyan, photo black and light gray, 
and matte black and red 

 Ink Cartridges: Cartridges containing 130 ml of ink: gloss enhancer, gray, blue, 
green, magenta, yellow, light magenta, light cyan, photo black, light gray, 
matte black, and red 

  Archiving Images  
 Papers: Various tested, see text Harman, Hahnemühle, and Felix Schoeller 
 Canson Rag Photographique 100 % Rag 
 Surface: Extra Smooth Matt Surface 
 Weights: 310 gsm (for testing) and 210 gsm for pilot project 
 Printer and Details: As above 
 Note: While some recently launched Epson printers use a higher resolution than the 

HP Z3100, this appears, from their own specifi cation sheets, to be to the detri-
ment of archival life, which they predict at below 100 years 

  Image sizes     4, 8 and 16-up images on A2 paper (42.0 × 59.4 cm, 16.53 × 23.39 in.), 
 A4:   4up,    21.0cm × 29.7 cm,   8.27 × 11.69 in. 
 A5:   8up,    14.8cm × 21.0 cm,   5.8 × 8.30 in. 
 A6: 16 up,   10.5 cm × 14.8 cm,  4.1 × 5.80 in.     
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             In this part    of the book, we consider artistic practice with respect to the use of 
information technology. Art and science have always been related [ 1 ]. As technology 
has advanced, so artists have been able to capitalise on new possibilities due to 
changes in available technology. For example, the Impressionists were able to paint 
outside effectively in the nineteenth century due to improvements in paints that 
became available in portable tube containers. 

 In the second half of the twentieth century, computers developed rapidly as the 
capabilities of the electronic age advanced exponentially. Art using computers as a 
medium has existed for as long as computers have been able to generate visual 
output. Early examples of computer art date back to the 1950s, with more signifi cant 
artistic activity from the 1960s onwards [ 2 ]. However, considerable technological 
expertise was needed initially, thus limiting it to those with access and knowledge 
of the then expensive computer hardware. This led to the development of digital art 
as a recognised art form, as availability widened and costs reduced [ 3 ,  4 ]. 

 In the early twenty-fi rst century, the Internet and World Wide Web have developed 
even more rapidly, opening up yet more possibilities for artistic creativity and 
interaction [ 5 ]. In a more general sense, new media art, including technologies such 
as video and fi lmmaking, often making use of Information Technology, has also 
been an important strand of modern and contemporary art [ 6 ,  7 ]. 

 The EVA conferences have deliberately set out to connect art and electronic 
media [ 8 ] as part of its interdisciplinary remit. A unique feature of EVA is the 
breadth of participants, from visual artists to computer scientists. As well as 
conventional presentations of papers, the conferences have also included exhibits of 
electronic artworks. In this Part, we present some selected topics on the theme of art 
and electronic media. 

 The Jurassic Coast immersive landscape project of Jeremy Gardiner and Anthony 
Head invokes an interpretation of the World Heritage site coastline of great geological 
interest and beauty in southern England. The artwork was exhibited (and presented) 
at the EVA London 2009 conference, using a room of its own for its display, which 
included audiovisual effects. The view presented to the onlooker moves around the 
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virtual coastline on land and at sea with varying weather conditions and associated 
sound effects in a dreamlike manner. Chapter   6     presents the development of this 
artwork over a decade. It can be displayed on a variety of platforms with varying 
degrees of quality. 

  Aura  is an artwork that consists of a set of high-dynamic-range images. This 
photographic technique captures both the lightest and darkest areas of an image at 
optimum exposure. The artwork is composed of multiple layers with a highly 
textured effect, based on these photographic images. The author, Murat Germen, is 
an experimental artist from Turkey who utilises his expertise in photography as part 
of the artistic process. Chapter   7     explains Germen’s approach to producing the 
 Aura  artwork, with striking colour illustrations of the work. In the course of the 
presentation the relationship of painting and photography is explored. The chapter 
is in the form of a personal artist’s statement on Murat’s approach to and philosophy 
of producing art. 

 Gordana Novakovic has been the artist in residence at the computer science 
department of University College London, with a background as a professional 
painter. Chapter   8     describes an audiovisual artwork produced by Novakovic, at the 
crossover of art and science, inspired by the human immune system. The piece has 
been developed for a number of years and continues to develop further. It is aimed 
at both the public and scientists, including interactive and immersive aspects as 
part of the experience. The piece has been successful in helping to break down the 
barriers between art and science.        
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    Abstract      Light Years: Jurassic Coast  is a three-dimensional temporal arena of 
a UNESCO (United Nations Educational, Scientifi c and Cultural Organisation) 
World Heritage Site, a mixture of both old and new, hybrid techniques that combine 
characteristics of painting, drawing, computer graphics, landscape data and immersive 
3D virtual reality. Inside this virtual space is a topographical landscape of the 
Jurassic Coast in three dimensions.  Light Years: Jurassic Coast  uses technology 
normally associated with computer games in creative and innovative ways.  Light 
Years: Jurassic Coast  can be transmitted in scalable formats to allow the work to be 
viewed on different platforms: a portable device, plasma panel, stadium-sized 
screen or experienced in remote locations with a portable projector. This chapter 
explores the evolution of this artwork created through a ten-year collaboration.  

       Introduction 

 Jeremy Gardiner is a painter who, for the last three decades, has utilised the convergence 
and combination of different technologies to produce visually and intellectually 
challenging artworks. His artistic exploration has taken him from the Jurassic Coast 

    Chapter 6   
 Light Years: Jurassic Coast: An Immersive 
3D Landscape Project 
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of Dorset to the rugged coast of Cornwall, the rough volcanic islands of Brazil, the 
arid beauty of the island of Milos in Greece and more recently the Lake District and 
its numerous waterfalls. His paintings become a symbolic map, simultaneously 
interpreting and capturing the impact of human and natural events, the activities in 
time and space that have shaped, textured and coloured the landscape to give it a 
unique, contemporary depth and beauty. 

 At the same time he has managed to extend common notions of narrative, place 
and identity beyond that of his abstract landscape paintings, using cutting edge 
digital media. In 2001 Jeremy Gardiner and Anthony Head began working in 
collaboration as ‘Light Years Projects’, together the painter and software artist 
have challenged and explored the nature of pictorial space through their work. 
They collaborated in order to bring an extra dimension beyond their individual 
experiences. This is the case for the strong partnership that has helped defi ne and 
refi ne  Light Years :  Jurassic Coast . 

 Head began working as a software artist due to his longstanding interest in 2D 
and 3D graphics generated by coding. He had been fascinated by the possibilities of 
programming, graphics and computers since the 1990s. For him, technology pro-
vides an upper limit to what computer systems are capable of creating, beneath 
which there is a world of possibility. In his Light Years Projects work, his approach 
is to use code creatively to produce an experience, governed by logic, but represent-
ing the unpredictability of life. A measure for success is when the audience feels 
a sense of touch from the immersive experience, gained from a multi-sensory 
approach to the artworks without any touch interface. The multi-sensory experiences 
in question are time-based audio-visual real-time artworks and can be experienced 
as an interactive participant, or as an observer to interactive events. 

 The collaboration between Gardiner and Head has continued with several 
long- term projects created and exhibited nationally and internationally (Fig.  6.1 ).

       The Jurassic Coast 

 The Jurassic Coast is England’s fi rst natural World Heritage Site, a 95 mile long 
stretch of coastline running from Orcombe Point in East Devon to Old Harry Rocks 
in East Dorset. Its geology spans the Triassic, Jurassic and Cretaceous periods about 
185 million years of the Earth’s history. 

 Along most of the coast, massive bands of rock have been heaved up into a near 
vertical orientation by unimaginable forces within the earth. In general, the strata of 
this stretch of coast dip gently to the east. Its classic geomorphological features have 
an intrinsic beauty which derives directly from erosion which has resulted in a huge 
variety of different landforms, beaches, landslides, arches, cliffs and caves, which 
provide an incredibly rich visual and scientifi c resource [ 1 ]. 

 Gardiner’s interest in the geology of this unique location inspired him to develop 
ideas for a collaborative project, using the Dorset coast [ 2 ] and Dorset County 
Museum and Natural History Museum as resources. The research centred on exploring 
parts of the coast-path on foot, by sea and even by air. Access to the archives of the 
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Dorset County Museum, supplemented by the support of the curators, facilitated his 
investigations and allowed him to highlight the connections between the physical 
characteristics of the landscape and related artefacts in the Museum. There were 
visually signifi cant turning points as the project progressed. The opening of a 
forgotten cardboard box revealed hand-coloured maps [ 3 ] intended to record the 
geology, but which were beautiful artworks in their own right. A boat trip along the 
coast provided a vantage point from which to observe the dramatic contrasts of 
geology and colour. A tangible sense of history was generated by the nineteenth 
century museum library and by the densely shelved museum stores stacked with 
neatly labelled boxes of artefacts. 

 The partnership with the Dorset County Museum has allowed Gardiner to make 
a careful investigation in order to understand the area with an informed perspective, 
leading to work that represents another layer in the documentation of the history of 
the coastline.  

    A Painterly Approach 

 What the surface of the world looks like depends on where you are in history; every 
landscape is merely a phase. Gardiner’s paintings of the Jurassic Coast refl ect a 
journey of 185 million years back in time to revisit specifi c places that he has known 

  Fig. 6.1    Gardiner and Head ( Light Years :  Jurassic Coast , installation, Chelsea Art Museum, 
New York city 2009)       
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since he was a boy, drawn from a subjective experience of places where land, sea 
and sky converge (Fig.  6.2 ). His sense of atmosphere and form has been strongly 
infl uenced by this natural environment on the Dorset coast while his colour palette 
refl ects this connection; sometimes the methods used for constructing a painting are 
forced in new directions by a desire to honour specifi c features in the landscape [ 4 ].

   In exploring new visual directions and media, Gardiner has tried to remain 
responsive to these origins; to an area now re-christened the Jurassic Coast, but 
celebrated for its fossils [ 5 ] and its beauty since the mid-nineteenth century. A care-
ful observer may delight in fi nding recognisable features incorporated in his paint-
ings and prints, in an attempt to mirror the effects of time on this landscape. 

 All the images of  Light Years :  Jurassic Coast  that feature in the digital projection 
(for example Fig.  6.3 ) are painted in the studio. Starting with a prepared wooden 
panel on which the entire development of an image takes place, each one is a subtle 

  Fig. 6.2     Morning Tide, Old Harry, –  Acrylic and jesmonite on poplar panel (©Jeremy Gardiner. 
2007. 24 cm × 144 cm)       

  Fig. 6.3     Clavell Tower.  Acrylic and jesmonite on poplar panel (©Jeremy Gardiner. 2009. 
60 cm × 90 cm)       
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relief constructed of large fl at poplar panels. Many layers of paint are applied which 
are then scraped down and over-painted so that the intermingled strata echo the 
multiplicity of memories that inform the work. The complex physical construction 
of the panels refl ects the accretions of memory that have helped Gardiner build a 
mental image of the place he sets out to portray. The painted surfaces have been 
inspired by visits to boatyards, where the patina of hulls are examined for their 
shape, colour and, above all, surface properties.

   When transported to the digital project, these painted panels are endowed with 
transparency in the virtual space; that is, they are able to interpenetrate without opti-
cally destroying one another. Transparency however implies more than an optical 
characteristic; it implies a broader spatial order. Transparency means a simultane-
ous perception of different spatial locations. Space not only recedes but fl uctuates in 
a continuous activity. The position of the transparent planes has an equivocal mean-
ing as one sees each fi gure now as the closer, now as the further one. 

 There are certain parallels with the animated and lenticular landscapes created 
by Julian Opie, such as  View of Mount Fuji with daises from route 300  (2009). 

 Painting is a process of fi nding out, and landscape can be its thesis, the catalyst 
to map out our universal view of the world. Painting, like science, cannot discover 
the same things twice. The artist is therefore compelled to take those directions that 
the still undiscovered and unexplored dictate. It is these directions that Gardiner’s 
artwork is following at the moment. 

 One of the virtues of the visual arts is their ability to capture and encapsulate 
feelings, memories and opinions and preserve them beyond their fl eeting instant 
(Fig.  6.7 ). Interactive installations offer the additional feature of transporting the 
viewer into the work as it develops. Unlike still paintings or sculptures, interactive 
installations unfold in real time [ 6 ]. 

 Everything a painter does in the studio, from mixing colours, to creating shading 
and blending elements into formal arrangements involves spending hours working 
on an image, and the end result is usually a static fi nished piece (Fig.  6.4 ). The ele-
ments themselves could be used to create their own form of poetry in a virtual tem-
poral space. Kandinsky said ‘Artistic composition has two elements. The composition 
of the whole picture and the creation of the various forms which, by standing in 
different relationships to each other, decide the composition of the whole’ [ 7 ].

   Unlike painting, digital media can create the illusion of time-travel, in which the 
viewer has the illusion of entering some other place and period through a virtual 

  Fig. 6.4     Swyre Head, March . Monoprint (©Jeremy Gardiner. 2012. 26 cm × 155 cm)       
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window. Time and space travel is purely speculative, encouraging daydreams and 
reverie. Travelling in this manner is an imaginative act, an act of memory and refl ection. 
The new variable is audience choice, which can take users in unexpected directions 
and combine elements of the artwork in unpredictable ways. This requires a greater 
commitment to planning or preparation, interface design and fi nally to making all 
the elements work together.  

    Virtual Views 

 In the last 20 years the full promise of interactivity has started to be realised through 
digital technology. In 1999 the National Trust launched ‘Virtual Views’, a project 
that Gardiner had initially started while developing a CD-Rom of 3D models in 
1996 entitled  The Isle of Purbeck  –  an interactive sketchbook of topographical land-
scapes  (Fig.  6.5 ). This concept later grew into  Purbeck Light Years,  and today  Light 
Years :  Jurassic Coast  is an example of a contemporary interactive artwork that man-
ages to create a unique aesthetic experience while taking full advantage of the latest 
computer graphics technologies.  Light Years :  Jurassic Coast  presents a three-
dimensional temporal world that can be dynamically viewed from different angles 
and at different times of day. This world evokes a contemplative atmosphere based 
on real and abstract elements, but also offers some playful elements such as the 
sound of the birds, wind and waves. Created with a mixture of techniques that com-
bine painting, drawing, computer animation and immersive virtual reality, this inter-
active installation recreates a segment of the Jurassic Coast World Heritage Site that 
stretches from Dorset to Devon.

      Learning from Purbeck Light Years 

  Purbeck Light Years  was the fi rst collaborative interactive project created by the two 
artists, utilising Gardiner’s paintings as source material for Head’s programmed 
environment. It was the precursor to  Light Years :  Jurassic Coast , and the fi rst digital 
work to win the Peterborough Art Prize in 2003 (Fig.  6.6 ).

   The Peterborough Prize is the only major contemporary art award shortlisted by 
experts and then decided by public vote. It was possible to gather audience responses 
while the piece was on display both in Peterborough and later at the Lighthouse 

  Fig. 6.5     Isle of Purbeck.  CD ROM Quicktime VR node (©Jeremy Gardiner. 1996)       

 

J. Gardiner and A. Head



81

Centre for the Arts in Poole, for 2 months. In Poole it was also possible to display 
the drawings and paintings that are the content for the piece. Reactions to the exhibit 
were overwhelmingly positive, many on the theme of “at last a piece of digital art 
that’s beautiful and moving and not just clever”. 

    Purbeck Light Years Sound 

 Audience feedback showed that sound has had a tremendous infl uence on users’ 
perception of the content. Sound designers believe that sound accounts for more 
than half of the experience of using an interactive product. Successfully integrating 
sound into  Purbeck Light Years  required special attention to mixing and timing. 
Recorded sounds of nature (birds, bees, crickets) were played at quiet moments; 
wind was always there, but in different strengths depending on the height of position 
of the traveller in the space; rain sounds played when it rained; even the sound of a 
local steam train could be heard when the visitor was positioned in the correct part 
of the scene. These sounds were all balanced at every moment to produce the correct 
emphasis and mood. Synchronising sound to changes on screen was technically 
demanding but added substantial impact to the installation.  

    Purbeck Light Years Motion 

 The motion in  Purbeck Light Years  was controlled by different methods: mouse, 
joystick and camera. It was shown in different locations and formats (different 
projection sizes) and each gave the audiences a slightly different experience. 

 For many, controlling the route in the virtual landscape was neither necessary nor 
desirable. Only those who felt very confi dent using new technology tended to use 
the joystick (exhibitions at Peterborough Museum, UK and Poole Arts Centre, UK 
2003). The camera-based control method (Bargate Monument Gallery, Southampton 

  Fig. 6.6     Purbeck Light Years  installation (The Lighthouse, Poole, Dorset. 2003)       
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2006), involved a ceiling mounted camera, tracking the fl oor position of the audience 
(individual or group). An individual user could soon work out what was going on, 
but when a group was involved it was less clear. 

 We had chosen to use this method for aesthetic reasons (to have a clear open 
space in front of the projection), and also because we felt that by having to use our 
bodies to walk around the world, a potentially more intensive immersive experience 
was being created.   

    Light Years: Jurassic Coast (2009) 

 When selecting the technology behind  Light Years: Jurassic Coast , the fi rst objec-
tive of both artists was to consider which software methods would allow the fl exibil-
ity to develop and communicate an idea/experience. Their second objective was to 
decide whether the specifi c aesthetic qualities and limitations of the software and 
hardware technology would enable them to build a work of art to their specifi ca-
tions, and allow a ‘painterly’ approach to the making. The third was to experiment 
with the software platform, explore making techniques and aesthetic results. These 
three objectives were all considered prior to the actual making of the artefact. 

 All the vistas of the location in  Light Years :  Jurassic Coast  can be reached easily 
by ‘fl oating’ ‘walking’ or ‘sailing’. Just as you move about within a picture with 
your eyes, the sensation that you have here is one of being enclosed by order and yet 
at liberty to navigate within it (Fig.  6.7 ). The immersive environment represents one 

  Fig. 6.7    Screen grab ( Light Years: Jurassic Coast . 2009)       
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moment, continually. Painting shows a static moment that captures how the artist 
perceives the world to be. The characteristic of reality is that it is made up of frozen 
moments or discrete fragments of time perceived one after another, like the continuous 
movement in this digital artwork [ 8 ].

   The hardware behind  Light Years :  Jurassic Coast  consists of a fast personal 
computer running the Unity 3D game engine with a powerful OpenGL graphics 
card that is capable of rendering life-like images in real time. This is similar to the 
games systems used by young audiences at home, but with an artistic rather than 
ludic intention. The projection of images is done through an HD projector with a 
brightness of at least 5,000 lm, which is more than enough light for a ten-metre projec-
tion in a darkened room. This work has been shown on large LCD screens, which 
works well for smaller room environments, but this is generally a less immersive 
experience for the audience, unless they are very close to it. 

   Motion 

 The experiences and feedback from audiences viewing the earlier project,  Purbeck 
Light Years , where the viewer had access to a joystick that encouraged them to move 
around through the virtual space, led us to believe that a new, more passive, com-
puter generated approach would establish a richer visual experience for the viewer. 
Several ideas were possible: a bird’s-eye fl ight, a ground based walk, a sea based 
boat trip. Head could program movements that would be randomly generated or 
controlled by events or paths. 

 The motion that Gardiner and Head decided upon was a smoothed out fl ight, 
similar to a seagull fl ying from one random position and height to another. However, 
instead of following this realistically, as if a simulation, the fl ight pattern changed, 
from being fl ight, to a land or boat journey. The camera would be allowed to even 
pass through the land, to reveal the geometry that represented the geology under 
the terrain. 

 This decision allowed the artists to deal with the issue of interaction with the 
audience. In  Purbeck Light Years  only the audience member who pushed the joy-
stick was actively interacting; the rest of the audience was passive, but seemed to 
gain equal enjoyment and understanding from the experience. Computer control 
enables the whole audience to have an equal experience. In fact, the piece gains 
from this kind of unpredictability.  Jurassic Coast  is not, therefore, “interactive” in a 
direct sense but by using movement through the landscape, it enables a larger group 
of viewers to experience the immersive nature of the artwork.  

   Real-Time 3D Computer Rendering 

 The 3D graphic rendering that drives  Light Years: Jurassic Coast  consists of 
customised routines developed by Head using Gardiner’s paintings and prints as 
departure points. Through a process of scanning, colour adjustment, cutting out 
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and adding transparency, the paintings, prints and  plein-air  studies are transformed 
into computer ‘textures’. These textures completely fi ll the scene, covering the 
land, creating the sky and refl ecting off the sea. There are no photographs in the 
work, interspersed throughout the environment are planes of details from paintings 
and prints. 

 The shapes representing the coastline and geology of the coast were built with 
computing-effi cient vertical planes onto which different types of image maps were 
applied. The juxtaposition of these planes allows the viewer, as they pass through 
the landscape in real-time, to form two-dimensional compositions. This dichotomy 
between 3D and 2D provides a visual tension between dimensions, playing with 
the fl atness of the projection screen and the illusion of three dimensions in the 
virtual world. 

 The resulting shapes and colours of the textures in the environment are the result 
of real-time calculations of how sunlight and ambient light refl ect, scatter, and 
refract through the luminous atmosphere, along with artistic interpretation. To add 
to the mood, simulated weather systems come and go, night follows day and sea-
sons change in real time (Fig.  6.7 ). The combination of all of these factors creates a 
work that never repeats, and hence each spectator’s journey is unique.  

   Weather and Geography 

 The weather system consists of changing waves, wind, rain and atmospheric per-
spective. The waves, wind and atmosphere are controlled from a live internet feed 
of meteorological measurements (including wave height, sea temperature, wind 
speed, air temperature). The use of this data (updated every 10 min) provides another 
temporal element to the work. Additionally, the rain is an example of a programmed 
random event. This represents the unpredictable nature of weather in Dorset. The 
light changes when it rains in  Light Years :  Jurassic Coast , the scene becomes darker 
and the fog increases. 

 Not only does the virtual landscape represent the countless millennia of the geol-
ogy that created the actual coastline (Fig.  6.8 ), the live and randomised weather 
represents the reminder of the processes that are constantly reshaping it, through 
erosion [ 9 ]. All of the above aspects of  Light Years  represent our painterly approach 
to 3D computer graphics [ 10 ].

   The locations along the 90-mile heritage coast are always identifi able, but it is 
the way colour is used that excites the emotions, making the spectator acutely aware 
of the changes brought about by season, time and weather, which affect its appear-
ance and the surrounding atmosphere. The visual language of  Light Years: Jurassic 
Coast  includes richly worked surfaces, and a strong sense of light is suggested not 
only by contrasts of value and hue, but also by the use of surface effects that emulate 
stained pigment, chalk and translucent washes in a way that light seems to come 
both from a source external to the picture space and from within the surface of the 
picture itself (Fig   .  6.9 ).
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  Fig. 6.8    Old Harry Rocks (Screen Grab of Light Years: Coast. 2010)       

  Fig. 6.9    Old Harry Rocks, rendered LIDAR image. The topography of virtual landscape is formed 
from scientifi c data. LIDAR (Light Detection And Ranging) scanning, conducted by the Channel 
Coast Observatory, was used to create the terrain heights, with measurements taken every 2 m. 
The painting textures were virtually painted onto the undulated surface       
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   Feelings, memories and impressions change with time because we keep in our 
memory only certain facets of events and ideas. The best-preserved and clearest 
memories are usually those based on the most signifi cant aspects of a moment. 
Much of the emotional crispness and aesthetic steadiness of  Light Years :  Jurassic 
Coast  has to do with the elegant simplicity with which the environment and the 
interactions were conceived and built. The overall scale, height and polygonal 
density of the mesh was adjusted and optimised for a real-time situation where the 
impression of movement is paramount. 

 The location for  Light Years: Jurassic Coast  is Worbarrow Bay, Dorset. The previous 
 Purbeck Light Years  project had a single focal point (Corfe Castle, Dorset). Hence, 
in  Light Years: Jurassic Coast  the use of planes to fi ll the screen area worked 
differently. Part of the  Purbeck Light Years  experience was the forming and reforming 
of 2D compositions.  Light Years: Jurassic Coast  was about travelling along the 
coast, with 2D compositions occurring less frequently.  

   Challenging Perceptions 

 Another new aspect was the fact that the viewer (or virtual camera) actually passes 
through the ground, deliberately shattering the reality of the topographical landscape, 
and having access to the subterranean world (Fig.  6.10 ). In computer games, crashing 
through the landscape would be considered a mistake. However in  Light Years: 
Jurassic Coast , this exposing of the underlying geometry is deliberate. It is another 
way in which we challenge the perceptions of the viewer who might be conditioned 
to the excessive realism found in many contemporary 3D computer games.

  Fig. 6.10    Screen grab ( Light Years: Jurassic Coast , 2009 (sub surface))       
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      Sound 

 The sound in  Light Years :  Jurassic Coast  enhances the atmospheric nature of the 
environment. Some sounds are activated as the viewer approaches a specifi c loca-
tion, using surround sound techniques. The noise that the wind makes, for example, 
increases in volume as one moves along into to sea. The sound of the sea and addi-
tional natural sounds all occur randomly, interspersed with silence. This additional 
sensory element increases the immersion of the work. Sound is a very evocative 
medium, triggering memories, and a sense of place. In a similar manner to  Purbeck 
Light Years ’s recording of a train,  Light Years: Jurassic Coast  has a recording of a 
tour-guided boat trip along the coast. This can be fl eetingly heard as the audience 
passes through specifi c locations along the coast.  

   Representing Time 

 The splendour and mystery of this 160 million year-old landscape, eroded by 
weather to create the coastline, permeates the experience. However, this interactive 
installation does not seek to create an accurate model of the past, or to recreate van-
ished moments.  Light Years :  Jurassic Coast  is about the passing of time, time past 
and time present. It hints towards the issues of Climate Change, not as a new phe-
nomenon, but as a process as old as the Earth itself [ 11 ].    

    Evolution 

 Since 2009 and the original paper presentation at EVA 2009,  Light Years: Jurassic 
Coast  has evolved through experimentation and increased ambition. In January 
2010 its creators received an Arts Council England grant to develop the work into 
an even more ambitious piece:  Light Years: Coast.  This featured a ten-mile stretch 
of the Jurassic Coast from Old Harry Rock to Chapman’s Pool, Dorset (Fig.  6.8 ). 
Once again it used LIDAR and weather data along with recent paintings and prints. 
The work focuses on a boat journey that continually travels back and forth along the 
coast. The recurring themes explored by Gardiner and Head, those of constantly 
changing light and weather conditions, as well as subtle variations in composition, 
make this version another unique experience each time it is viewed.  

    Conclusion 

 One of the key questions in the continued evolution of  Light Years: Jurassic Coast  
is the way that the collaborators’ roles interchange, with the visual input of the 
painting and algorithmic input of the software also revealing the technical aspects 
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of painting and the visual processes at work in the virtual realm.  Light Years  is a 
long term project, it has been running for over 10 years, and the experiments of 
both artists will continue into the future, as they explore issues of aesthetics, time, 
representation, multiple dimensions, technology, experience, audience, art and science. 
Their experiments will lead them forward to the next  Light Years  project. 

 Our agenda for ongoing research has led Gardiner to collaborate with Dr Gary 
Priestnall in the Department of Geography at Nottingham University to develop a 
geographic visualisation technique where the vertical dimension of landscape is 
represented literally in the form of a physical relief model, and where the dynamic 
or interactive element can be provided by projection map-based data vertically 
down onto the model. This is referred to as the projection augmented relief model 
(PARM) technique [ 12 ]. 

 Head’s research has developed some of the digital techniques involved in  Light 
Years  to create 3D graphics based weather simulation software. In effect he is taking 
the same kind of data sources that were used before, but is representing the skyscape 
in a more scientifi c manner, looking at representing cloud forms and movements, 
precipitation types and temperature [ 13 ]. 

 We believe that immersive 3D landscape environment techniques offer a dynamic 
and interactive form of engagement for artistic and scientifi c installations. When 
displayed in a gallery, this form of immersive environment can communicate diverse 
themes from pictorial space to the passing of geological time in a dynamic and 
engaging way that static installations cannot.     
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    Abstract     Regular photographic imaging records volumetric planes with smooth 
surfaces. The reason is the camera’s defi ciency in perceiving and documenting 
the visual richness of “persuasive” details in life. HDR imaging methods used in 
creating the artwork series titled  Aura  helped invisible textures to emerge through 
different exposures and layering multiple surfaces in an image. A major objective 
in this series was to facilitate the experiential visual complexity between the 
animate and inanimate to emerge that cannot otherwise be recorded. The intention 
was to achieve a new symbiotic painterly visual relationship between biological 
(humans) and non- biological (space) through the rich textures achieved after 
high-dynamic-range- imaging (HDRI) procedures. The chapter will focus on 
photography as a tool of personal world making, instead of photography as 
witnessing. In unfolding this practice notions of superimposition, palimpsest, painting 
vs. photography, truth and photography as an apparatus to provoke de-familiarisation 
will be covered. The aim is to confi rm photography as a visual language that 
enriches and transforms human perception.  

    Chapter 7   
 Photography as a Tool of Alienation:  Aura  

             Murat     Germen    

 This chapter is an updated and extended version of the following paper, published here with kind 
permission of the Chartered Institute for IT (BCS) and of EVA London Conferences: M. Germen, 
“Photography as a tool of alienation: Aura.” In A. Seal, J. P. Bowen, and K. Ng (eds.). EVA  London 
2010 Conference Proceedings . Electronic Workshops in Computing (eWiC), British Computer 
Society, 2010.   http://www.bcs.org/ewic/eva2010     (accessed 26 May 2013). 

        M.   Germen      (*) 
  Sabanci University/Visual Arts and Communication Design Program , 
 Sabanci University, FASS ,   Orhanli, Tuzla, Istanbul   34956 ,  Turkey   
 e-mail: muratgermen@sabanciuniv.edu  ; www.muratgermen.com  

http://www.bcs.org/ewic/eva2010


92

       Introduction 

  Aura  series is a digital experiment to study the advantages of using computational 
imaging tools to create a novel photography aesthetic. This is alien to the classical 
perception of photography where straight evidential images are assumed. 

 Photography is a creative fi eld in which technological advances greatly infl uence 
artistic expression. The ease of manipulation offered by software and the new func-
tions available in cameras have caused artists who use photography as a tool to 
reconsider their visions, themes, narration, syntax and ways to share their artwork. 
Photography sharing sites such as Flickr, which facilitate encounters with individuals 
from different cultures, help to change the perception of time geographically and 
enable artists to get faster feedback, revelation, exposure and layering of information 
to be conveyed. 

 While some photographers are deeply engaged with analogue processes and deny 
digital technology many artists, aware of the complexity and particular advantages, 
do indeed adopt the novel aesthetics of photography. The familiar methods of 
montage and collage used in the old analogue days are still available but digital 
imaging techniques additionally enable artists to work with concepts such as 
augmented perception, chronophotography, subreal encounters, pictorialism, palimpsest- 
like superimposition, interlacing, simplifi cation or minimisation, the creation of new 
worlds, delusion, synthetic realism or artifi ciality and appropriation.  

    Superimposition: The Notion of Palimpsest 

 The painterly effect obtained as the result of digital superimposition reminds us of the 
analogue concept of palimpsest (from the Greek  palin , again;  psëstos , scraped) – a 
re-used papyrus, parchment or other manuscript where the original text has been 
washed or scraped off and a new one substituted. The modern version of this 
archaic surface of knowledge, which allows the accumulation of information, is 
the Photoshop canvas, where details of layers behind the current can still be visible. 
The ability to layer various data from different sources onto one plane is a more 
complex form of analogue collage and montage that enables artists to achieve richer 
expression through superimposed pluralities (Fig   .  7.1 ).

   Layering different photographic planes into one is not the only way to create 
visual superimposition. “Also very common in photographs are disjunctions caused 
by refl ections. While refl ections in mirrors create discontinuities, refl ections in glass 
can create an intermingling of spaces. This prevalence of refl ections in photographs 
is matched by prevalence in photo-realist paintings, but in each medium the 
effects are very different. This is not just because the image of refl ection is generally 
fl atter, more broadly defi ned, and more opaque in paint.” [ 1 ]. This sort of optical 
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  Fig. 7.1    A palimpsest is created when writing on a surface is partially erased and a new text is 
inscribed on it (Image reprinted from   http://analepsis.wordpress.com/2008/04/24/this-is-a- palimpsest/    , 
captured on Dec. 6, 2008)       
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superimposition is unique and yields a cumulative result different to that from layering 
multiple images in the digital environment. When analogue and digital visual layerings 
are combined it is possible to create renderings of the “real” world that are almost 
impossible to decipher spatially. 

 The  Aura  series consists of photo-composites created using a combination of 
Photoshop and Photomatix Pro in order to perform HDR (High Dynamic Range) 
imaging. Four or more images taken from the same viewpoint are used for each of 
the plates from the series. As in all multiple image groups, inanimate objects are 
captured as still while animate subjects are imaged in different positions with 
movements recorded as blurs, due to slow shutter speeds and the lapse of time 
between shots. Superimposing four images resulted in particular aesthetics, with 
immobile objects appearing constant and mobile subjects dynamically intricate, as a 
consequence of layering. In using multiple photographic renderings of these mobile 
subjects the aim is to achieve a complex result similar to that described above, arising 
from merging the refl ective analogue visual image with the refl exive digital one.  

    Superimposition of Contexts: The Concept Text 
of the  Aura  Series 

 The  Aura  series does not focus only on the visual complexity of the world surround-
ing us: there is also a social concern that can be expressed only in words. Therefore, 
it is essential to take account of the concept text. As Barthes states in his book, 
 Image-Music-Text , “the structure of the photograph is not an isolated structure; it is 
in communication with at least one other structure, namely the text – title, caption 
or article.”[ 2 ]. The following paragraphs constitute the departure point of the series 
and explain why images of different places were superimposed to create the photo-
graphs: museums and galleries with market places… 

 In galleries, museums and art fairs or bazaars and markets alike, items on display 
are usually preferred if they have a certain “aura.” This aura, beyond a pristine 
“beauty” of the self may depend on current trends that are in vogue, the identity 
of the particular exhibit venue, the specifi c person or the brand that exhibits, the 
arbitrary daily mood of the audience or buyers, the symbiotic relationship between 
the exhibitor and the positive critique of the promoter, and sometimes the exhibitor’s 
statement and the perception of this statement by the audience or buyers. What 
renders something beautiful is not always its intrinsic qualities; it can easily be 
rendered “attractive” externally by cosmetic retouching or remodelling, not integral 
to the original (Figs.  7.2 ,  7.3 ,  7.4 , and  7.5 ).

      This series of artworks, focusing on the difference between the intrinsic soul of 
artworks and their extrinsic perception determined by conditions was created in 
galleries, museums and market places in Paris, Bologna, Hong Kong, London and 
Istanbul in the year 2009. The work is conceived as a reminder and critique of the 
ever-present (but recently peaked) market economy mindset, which is concealed in 
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  Fig. 7.2    Aura #2, Paris Photo fair, Murat Germen, 2009       

  Fig. 7.3    Aura #3, Market place – Istanbul, Murat Germen, 2009       
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  Fig. 7.4    Aura#12, Bologna Art Fair, M. Germen       

  Fig. 7.5    Aura#5, Market place – Hong Kong ( bottom ), M. Germen       
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artists’ statements with a range of arguments and awareness. Important art events 
draw much attention due to the delusional presence of wild parties, discourses, 
allegations, lobbying and pathetic self-promotion efforts in exhibition openings, the 
pursuit for sponsors and infl uence they exert, artists competing with each other 
for auction prices, and the focus of attention and press coverage of celebrities at 
openings as opposed to artworks themselves. These surprising carryings-on perhaps 
indicate that art has lost its freedom, and is now situated right in the middle of 
the system it allegedly criticises, but which it fi nally disingenuously exalts. In the 
commercial art milieu it seems there is no longer much difference between art 
venues and shopping malls (Figs.  7.6  and  7.7 ).

    The  Aura  series can be understood as a study created from a desire to make 
artworks independent of peripheral conditions and to embody their inherent value. 
Nevertheless, work on this series stopped after its exhibition in 2009, because after 
a solo exhibition galleries expect a new series. 

 There are a few reasons why this series is titled  Aura . First of all, the initially 
invisible pictorial character of a space can be made visible. HDR technology enables 
light fi elds of different intensities to be equally visible on photographic images. 
Secondly, the ghostly appearances of moving people in the photographs are remi-
niscent of the so-called aura photographs that claim to document people’s otherwise 
invisible spiritual powers.  

  Fig. 7.6    Aura #1, Paris Photo fair, Murat Germen, 2009       
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    Relationship Between Painting and Photography 

 There is an ongoing relationship between photography and painting. When photog-
raphy was invented, it annexed painting’s function of recording history and was 
trusted more as a documentary tool, since it bore witness to experiences more real-
istically than paintings, which are always constructs. Some time after that, photog-
raphy proved its independence and stopped being viewed purely as evidence. This 
is when it found the opportunity to evolve into an apparatus of fi ction, like painting. 
This new relationship gave birth to “pictorial” photos that emulated the optical qual-
ities of paintings, which in turn paved the path for hyper-realistic paintings that are 
easily mistaken for photographs. 

 Technological advances in the image processing capabilities of computers and 
the amazingly rich variety of image editing software allow for the utmost manipula-
tion in photography and seem to weaken its credibility as evidence. Thus, the pho-
tograph has been able to lose the heavy weight of the representation of the truth 
for the public and to begin to represent the photographer, i.e. the self, just like 
the painter. 

 Barthes speaks of the painterly potential in photography as a way to consider it 
as art: “For if one can talk of aestheticism in photography, it is seemingly in an 
ambiguous fashion: when photography turns into painting, composition or visual 
substance treated with deliberation in its very material ‘texture’, it is either so as to 
signify itself as ‘art’ (which was the case with the ‘pictorialism’ of the beginning of 

  Fig. 7.7    Aura #4, Market place – Istanbul, Murat Germen, 2009       
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the century) or to impose a generally more subtle and complex signifi ed than would 
be possible with other connotation procedures.” [ 2 ]. 

 The pictorialism used in the past is nowadays replaced by the digital alchemy of 
two different forms of images: photography and three-dimensional synthesised 
images. “Computerised design systems that fl awlessly combine real photographed 
objects and objects synthesised by the computer.” [ 3 ]. The photographic image 
obtained from witnessing ‘what is there’ can easily be turned into an image recre-
ated from scratch and made to express ‘what is here’, i.e. in the creator’s mind. As 
William Mitchell claims, “a digital image is radically different [from an analogue 
counterpart] because it is inherently mutable: ‘the essential characteristic of digital 
information is that it can be manipulated easily and very rapidly by computer. 
Computational tools for transforming, combining, altering, and analysing images 
are as essential to the digital artist as brushes and pigments to a painter.’ Furthermore, 
in a digital image, the essential relationship between signifi er and signifi ed is one 
of uncertainty.” [ 3 ]. This uncertainty offers the possibility for multiple readings of 
artworks and is much appreciated by most of artists (Figs.  7.8  and  7.9 ).

    The association of photography with (so-called) reality seems to constrain its 
expressive promises but the ambiguity of digital image in the relationship between 
signifi er and signifi ed (discussed above) takes it beyond the boundary: “Unlike 
paintings, photographs are seen as having a special connection with reality, and this 
gives the transformations of photography a compelling force and surreal power 
unavailable to painting. This difference between painting and photography can also 

  Fig. 7.8    Aura #26, Paris Photo fair, Murat Germen, 2009       
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he observed in the comparison of animated and live fi lm.” [ 1 ]. In painting the 
signifi er has to be defi ned realistically as far possible, since paintings are taken to 
be constructs resulting from the artist’s imagination. But in photography, which is 
assumed to record the world as seen, the realistic rendering of the signifi er/phenomena 
is not of prime importance: this is how it is possible to focus on the meaning/presence 
of the signifi ed. As Barbara Savedoff puts it, “the diffi culty in painting is to make 
the image seem alive. Photography, though, has a different starting point. Because 
it provides a direct record of an animate being, it can be a triumph of photographic 
art to make us see that person in a new way.” [ 1 ]. 

 Barthes says “painting can feign reality without having seen it” [ 4 ] in his famous 
‘Camera Lucida’; photography on the contrary, can pretend reality  after  having seen 
it. This pretended reality is actually the photographer’s subjective “framed” reality 
and is sometimes presented as objective. Despite this subjectivity and false objectiv-
ity, photography can keep its documentary connotations, as “digital manipulation 
might seem particularly conducive to photographic transformation, since very com-
plicated alterations can be achieved without destroying the image’s documentary 
feel [ 1 ] (Figs.  7.10  and  7.11 ).

    Paintings describe personal worlds created from imagination and are not expected 
to be evidence of reality as they are created from personal interpretation and are not 
instant recordings of objects/subjects. On the other hand photography, in addition to 
sustaining its duty of pure documentary, has also begun to be used as an apparatus 

  Fig. 7.9    Aura #23, Historical Grand Bazaar – Istanbul, Murat Germen, 2009       
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  Fig. 7.10    Aura #24, Bologna Art Fair, Murat Germen, 2009       

  Fig. 7.11    Aura #18, Market place – Hong Kong, Murat Germen, 2009       
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for portraying constructed personal worlds, reminiscent of paintings. Its potential 
for augmented perception, chronophotography, subreal encounters, pictorialism, 
palimpsest-like superimposition, interlacing, simplifi cation or minimisation, creation 
of new worlds, delusion, synthetic realism or artifi ciality, or appropriation, discussed 
at the outset of this article, is used by many artists to create unique aesthetics in 
photography. Below are some of these artists, using the categories mentioned above 
(no visuals are provided due to copyright issues):

 –    Augmented perception: Andreas Gursky (German), Chris Jordan (American), 
Jean-François Rauzier (French)  

 –   Pictorialism: Jeff Wall (Canadian), Desirée Dolron (Dutch), Yao Lu (Chinese), 
Alessandro Bavari (Italian), Helena Blomqvist (Swedish)  

 –   Palimpsest-like superimposition: Michael Najjar (German), Jo Teeuwisse 
(Dutch), Sergey Larenkov (Russian), Kay Kaul (German)  

 –   Chronophotography: Pablo Zuleta Zahr (Chilean), Thomas Weinberger 
(German), Peter Langenhahn (German)  

 –   Simplifi cation/minimisation: Jesper Rasmussen (Danish), Josef Schulz 
(German), Pavel Maria Smejkal (Slovakian), Josh Azzarella (American), Matt 
Siber (American), Liddy Scheffknecht (Austrian)  

 –   Creation of new worlds: Ruud van Empel (Dutch), Anthony Goicolea (American), 
AES + F Group (Russian), Filip Dujardin (French), David Trautrimas (American)     

    Photography and the Rendering of Truth 

 Photography for some is the factual manifestation of reality. Yet, the illusion of a 
single reality, is criticised by V. Flusser: “The [observer] trusts [technical images] as 
he trusts his own eyes. If he criticises them at all, he does so not as a critique of 
image, but as a critique of vision; his critique is not concerned with their production, 
but with the world ‘as seen through’ them. Such a lack of critical attitude towards 
technical images is dangerous in a situation where these images are about to dis-
place texts. [It] is dangerous because the ‘objectivity’ of the technical image is a 
delusion. They are, in truth, images, and as such, they are symbolical…” [ 5 ]. Some 
artists take this critical attitude to an extreme to defy ‘reality’ and create a new syn-
thetic reality. 

 As William Mitchell states in his ‘The Reconfi gured Eye: Visual Truth in the 
Post-Photographic Era’; “because of the diffi culty involved in manipulating them, 
photographs were comfortably regarded as causally generated truthful reports about 
things in the real world.” Yet developments in digital image processing made 
manipulation ever more easily available to more people, not only to experts. This 
deconstructionist attitude to defying reality and the ease of manipulating images led 
to new trends to create personal worlds. Mark Kingwell asserts that “photographs 
are not multiple depictions of some single reality, waiting out there to be cornered 
and cropped, and somehow regulating, even in the cornering and cropping, how/
what the image means. Rather, photographs offer multiple meanings. The presented 
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image is not a refl ection, or even an interpretation, of singular reality. It is, instead, 
the creation of a world.” [ 6 ]. This trend should not be seen as a dangerous direction 
in the present day visual culture, since photographs have in fact never been autono-
mous entities but have always depended on specifi c local/contextual historic, social, 
political and cultural interpretations by the people producing and consuming them. 

 With this in mind, potential individuals, institutions and nations have started 
using photography as an illustrative tool to construct reality as opposed to represent-
ing reality, since photography can transform the way we see representations. 
“Media, being in between the segments of the society, have a certain infl uence in the 
construction of social reality. Media put issues on the agenda, provide information 
about facts and events, and offer a cognitive framework for society’s interpretation” 
[ 7 ]. “Construct” is a temporary process that exists for a while and fi nally transforms 
itself into an end “product”: A building, a culture, a society, an idea, a freedom, a 
dogma, etc. Not only buildings and structures are built; the major components that 
constitute the spine of the society we live in, such as tradition, culture and identity 
can also be constructed.  

    Photography as an Apparatus to Provoke Dis-appearance, 
Ambiguity and De-familiarisation 

 Life is so full of idiosyncrasies that the famous saying “truth is stranger than fi ction” 
was coined. Consequently, conveying ‘real’ appearances through photographs, 
striving for certainty in image making or communicating familiarities may not 
always turn as “artful” as expected. Instead, de-familiarisation of the subject to be 
presented in the eyes the audience offers alternative ways to communicate with 
them. De-familiarisation is a strategy used especially by radical modernist artists in 
various fi elds to challenge our habitual ways of seeing and understanding, allowing 
or forcing us to see afresh. The key technique for artists attempting to convey 
strangeness or to create an alienation effect, as de-familiarisation is also called, is to 
foreground the various devices of artistic language in such a way as to bring atten-
tion to the language itself and prevent habitual ways of seeing and reading. Pioneered 
by the Russian Formalists of the early twentieth century, de-familiarisation was 
meant to disturb life’s habitual ideologies [ 8 ]. Viktor Shklovsky introduced the con-
cept of de-familiarisation in his seminal essay, ‘Art as Device’ (often translated as 
‘Art as Technique’) and claimed that art de-familiarises objects by presenting them 
as if seen for the fi rst time and thus removes them from the automation of human 
perception. 

 When a photograph de-familiarises, it is as though something new to the 
accustomed perception is being revealed through ambiguity; the resulting obser-
vation can turn out to be highly stimulating. This approach makes the familiar 
disappear and allows us to focus on the notion of  dis-appearance . This can be 
described as the depiction of the subject, object or scene as experienced and or 
felt and not only as seen.  
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    Conclusion 

 My artist’s statement, set out above, will clarify my position. Photography is an 
opportunity for me to fi nd things people ignore and bring them forward to make 
people reconsider their ideas. I am not interested in extraordinary things since they 
are always covered and receive more attention due to mankind’s unending interest 
in celebrities, fame, and sensation… I try to concentrate more on ordinary things 
and catch possible latent extraordinariness in regularity. It is easy to take ordinary 
photos of extraordinary things but more challenging to take extraordinary photos of 
ordinary things. It is possible to say I tend to concentrate on extracting beauty out of 
ordinary. I attempt to de-familiarise ordinariness, render it ambiguous by alienating 
it from its familiar context and fi nally make people see it afresh. Photography 
records surface information, where one can only depict the exterior features of 
objects (colour, texture, shape, etc.) and the resulting visual representation cannot 
incorporate the internal condition, content, even soul. This is why I additionally aim 
to make photos that carry the many traces of time, multiple dimensions of space and 
fi nally create photos usually invisible to the naked eye. The basic idea is to form a 
personal visual accumulation through time and space that supposedly give us more 
insight and clues than a single photograph. I see multi-layered photography/chrono-
photography as gates to augmented perception, surreal encounters, creation of new 
worlds and self appropriation, since I do not believe in ultimate objectivity in pho-
tography and “Truth” with the capital T. Personal delineations of temporary yet 
experienced smaller realities are truer than imposed institutional “realities.” The key 
is refl ecting the inner world with a genuine, idiosyncratic way: “Do not follow the 
suggested agenda/trend, do your own thing…”     
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    Abstract     This paper describes the development over several years of  Fugue , an 
art|science audio-visual piece inspired by the human immune system. It has been 
presented in a number of different contexts – as an artwork, as an aid to the public 
understanding of science, and as a potential tool for scientists – and it is still under 
development. Stimulated by the response of some participants to the interactive and 
immersive version of  Fugue , by recent discoveries in the fi eld of neuroplasticity, and 
by contemporary analysis and criticism of some adverse effects of the digital revolution, 
a possible new category of art, neuroplastic art, is identifi ed and briefl y discussed.  

       Prelude 

 I began my professional life as a painter, but when computers became available 
from 1984 or so, I began to use them in various ways as tools and media. I made my 
fi rst computer-controlled interactive piece in 1994 (Fig.  8.1 ), and was immediately 
struck by the powerful and unexpected responses shown by some participants.

   This stimulated my interest in perception, and in the psychological aspects of 
the complex experience of interactivity, but also introduced me to the broader 
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framework of the digital revolution, media criticism, sociology, philosophy, and 
so on. In 2001, several participants in my large-scale interactive installation 
Infonoise [ 1 ] (Fig.  8.2 ) showed puzzling signs of distorted consciousness, and so I 
began to explore the transdisciplinary fi eld of consciousness studies [ 2 ]. It was 
against this background that I began work on another large-scale interactive piece, 
 Fugue , and once again found myself asking questions about the strange effects of 
digital interactive technology.

  Fig. 8.1    Under the shirt of a happy man (Interactive installation 1994–96)       

  Fig. 8.2    Infonoise (Interactive installation 1998–2001).  Left : 3D simulation.  Centre : building 
the installation.  Right : inside the installation       
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      Fugue 

 An Arts Council England Individual Grant in 2004 brought modest funding for 
Algorithmica, originally titled City Portrait. Firmly grounded in research, it aimed 
to critically address the form of the mass-media industry. A spontaneous, non- tactile 
interaction was to be based on the biological principles of interaction among cells, 
and a game-based software architecture would operate within the set of a 3D London 
Tube map. Dr Peter Bentley, a UCL-based expert on computational models of the 
human immune system, joined the project, along with Anthony Ruto, an expert 
on 3D modelling also from UCL, and my long-term collaborator Rainer Linz, 
the Australian new music composer. We agreed to develop the piece in phases, 
and to present and exhibit each step as a different stand-alone integral work within 
the overall conceptual framework. Largely because of Peter’s infl uence, the piece 
soon came to focus on the complex cellular interactions within the immune system, 
with the core engine being a specially written version of his artifi cial immune 
system software. 

 Algorithmica then evolved into  Fugue  [ 3 ], a project with two potentially 
confl icting goals: creating an artwork, and developing an audiovisualisation of the 
immune system for scientists. In my view, audiovisualisation offers signifi cant 
advantages for understanding complex systems, because, as Dombois [ 4 ] notes, it 
offers a much wider bandwidth than vision alone, and engages both serial and 
parallel modes of perception. I was also keen to explore the potential of interactive 
technologies for enabling users to engage with the production of phenomena, rather 
than merely observing them passively. 

 We decided that our focus in  Fugue  would be on understanding and applying 
the principles of biological processes rather than creating photo-realistic ‘beautiful 
imagery’, or merely re-representing scientifi c fi ndings as visualisations or soni-
fications. My friend, the immunologist Dr Nada Pejnovic, a research fellow at 
St. Mary’s Hospital, gave me a detailed introduction to the fi eld, and I was able to 
discuss with her my artistic interpretations of scientifi c subjects, my sketches 
inspired by medical sources, and the concept for the eventual piece. Real-time 
generated images originating in computational processes would set the framework 
for the visuals, with a major practical requirement being to reduce the typically 
heavy computation to a minimum. To meet this condition, and to achieve an abstract, 
symbolic representation of the actors in the immune system drama, I looked back to 
the cell- like egg-shaped and spherical structures that had appeared in my paintings 
from the 1990s (Fig.  8.3 ) and I suggested making some clay models, as I had 
done for my early paintings. Anthony scanned the clay models in 3D as the starting 
point for the fi nal look of the inhabitants of our virtual immune system. To emphasise 
the focus on processes, and the distinction from the aesthetics of the gaming industry 
and commercial computer graphics, I suggested a black-and-white approach. 
Both scientists found this idea problematic, because, in their own words, they ‘could 
think of the immune system only in red’. As a compromise, our fi rst prototype was 
indeed monochromatic, but in red.
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   The combination of Anthony’s expertise in creating 3D wire-frame models of the 
human body, his taste for abstract visual art, and my experience as a trained painter 
of using techniques of perspective, colour and  sfumato  to suggest depth, and to 
upgrade the crudeness of the computer generated image with the attributes of 
traditional visual aesthetics, gave rise to an enjoyable creative process. We replaced 
the red with a greyscale approach, which was now accepted as being congruent 
with the overall conceptual framework (Fig.  8.4 ). To complete the basic system, 
Rainer designed the sound software around a series of customised audio players 
that he called Fugue Players, which responded in real time to changes within the 
artifi cial immune system.

   The fi rst outcome of the team’s collaboration was a paper [ 5 ] presented at a scien-
tifi c conference. However, our concept received little attention, as most of the scientists 
categorised it as ‘non-scientifi c’, although a small number praised its fresh approach.   

  Fig. 8.3    12th view (Oil on canvas, silk screen print computer generated algorithm)       
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    Variations on the Theme of Interactivity 

 After this encounter with scientists, we concentrated on developing the artwork. 
At the time, I wrote:

  The title ‘ Fugue ’ is a metaphor for the trans-disciplinary nature of the work, and for the 
method applied: interweaving the different perspectives of artists and scientists. The emer-
gent, evolving nature of the artifi cial immune system algorithm, the use of repetition in the 
form of a succession of variations of immune system ‘events’, and the complex structural 
and functional interrelationships between the individual elements and processes are strongly 
related to the musical form of counterpoint, which formed one of the inspirations for the 
artistic concept for  Fugue . The Artifi cial Immune System software creates the dynamics of 
the virtual immune system drama, and also constructs and implements the architecture 
of the  Fugue  by providing the functional structure for the communication channels 
between the visuals and the sound. [ 5 ] 

   We were engaged in intensive online work shaping the architecture and aesthetics 
of the installation. Online communication imposes numerous limitations, from the 
inevitable time lag to the lack of direct face-to-face discussion. After a period of 
excitement and enthusiasm, we entered a phase when tensions ran high. This was 
caused by confl icts between the demand for scientifi c accuracy, and the artistic 
interpretation of scientifi c data, and it escalated to a level that threatened to end the 
collaboration, and the project. It took a lot of effort from all of us to reach a consensus, 
and we decided from then on to limit our comments to our own area of expertise. 

 Rainer and I had conceptualised the interactive component of  Fugue  as a dialogue 
between the rhythms of the piece and the biological rhythms of the participants – 
between the computational model and the living body. The engineer Zoran Milkovic 

  Fig. 8.4     Fugue  (Images generated in real time by the computational model of the immune system)       
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designed the sculptural form for the set – a screen system shaped like a truncated 
hexagonal pyramid, and large enough to contain several participants, with the visuals 
being back-projected onto three adjacent walls to achieve an immersive effect. 
Zoran also produced a 3D computer model that served both as a virtual maquette 
for designing the interaction software, and as a guide for the fi nal production. This 
brought a much needed new impetus. Richard Newcombe, a University of Essex 
computer scientist now at the University of Washington, designed the hardware and 
software to support the interactive component of  Fugue . The participants were lit 
from above by an infrared light source, and the resulting images were streamed 
from an infrared video camera. Richard then modifi ed his particle fi ltering and 
computer vision software, originally designed for scientifi c research, to track the 
positions and movements of the participants, and to send the data in real time to the 
immune system algorithm, which would then respond in a complex time-delayed 
way through the visuals and the sound. After a few more weeks of intense work on 
the project, developing a common language with our new collaborating scientist in 
the process, we had our piece fully developed and tested. 

 The usual venues for art|science projects are of two kinds: a closed circle of 
specialised events with well informed audiences, which never engage with the wider 
art scene; or science education events, which usually target a very young audience 
and address scientifi c issues in a predominantly pedagogical manner. The fi rst large- 
scale interactive  Fugue  installation (Fig.  8.5 ) in Belgrade in August 2006 was rather 
different, as it took place in the ULUS fi ne art gallery. Exhibiting the piece in a fi ne 

  Fig. 8.5     Fugue . A participant is about to enter the Belgrade installation       
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arts context produced both expected and unexpected results. The expected responses 
came mainly from artists and scientists, each group initially seeing the piece as 
the province of the other – a perennial problem with art|science. What was quite 
unexpected was the degree of suspicion and fear showed by some members of the 
public, who hesitated at the threshold of the enclosure and refused to enter it, 
demanding to know what personal data were being collected from them, on whose 
behalf, and for what purpose. The causes of the intensity of their reaction, and their 
suspicion of the medical establishment, has become a topic for investigation in 
future developments of  Fugue .

       Variations on the Theme of Immersion 

  Fugue  was also exhibited in the large-scale group show entitled “Infectious: Stay 
Away” at Trinity College Dublin’s Science Gallery. Oddly enough, it was the fi rst 
time that  Fugue  had been shown in the context of the public engagement with 
science. The curatorial concept for this intriguing exhibition was marked by 
spectacular design and an imaginative theatrical script. An excellent balance of varied 
and clearly distinct takes on the theme of infection included straight scientifi c 
demonstrations along with artworks of a more refl ective nature, and provided a 
perfect framework for both the artistic and scientifi c aspects of  Fugue  to unfold 
and communicate. 

 The Science Gallery exhibitions always attract the general public in large numbers 
(nearly 9,000 came in the fi rst week or so of Infectious), and the 3 month duration 
of the show demanded a robust, durable and safe design. We therefore decided to 
show a new version of  Fugue , a screen-based presentation of the free-running 
real-time generated sounds and visuals in a non-interactive and non-immersive 
environment. For this show, we wanted to guide the audience towards the meditative 
properties of the piece, and to focus on the complexity of the interplay between 
the artistic expressions, and the free-running real-time generated dialogue between 
the artifi cial immune system components. The intimate set consisted of a large 
plasma screen in a small cubicle, juxtaposed with the overall spectacular setting of 
the gallery and the other pieces. We invited visitors to “watch and listen, and become 
attuned to the processes and rhythms that are mirroring what might be happening 
right now, inside your own body”; this invitation had a certain immediacy, as the 
outbreak of the swine fl u epidemic coincided with the opening of the exhibition. 
The response from both the visitors and the curatorial team was very positive, with 
every indication that we had achieved our aims. 

 However, what was most remarkable was that the senior scientists curating the 
exhibition took  Fugue  into the heart of the scientifi c establishment by interviewing 
me, and publishing the outcome in the prestigious journal Nature Immunology [ 6 ]. 
I believe this showed that they had accepted that the legitimacy and value of the 
art|science concept for science goes beyond public engagement with science, and 
that it is capable of making a distinctive contribution to both of its core disciplines 
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in its own right. A similar softening of disciplinary boundaries can be seen in 
subsequent invitations to present  Fugue  as an artistic contribution to “Risk inSight”, 
an exhibition dealing with the scientifi c and social aspects of risk [ 7 ], and also at 
“State of Mind”, an exhibition on aspects of consciousness [ 8 ] presented by the 
Sackler Centre for Consciousness Science at the University of Sussex.  

    Quodlibet 

 Although the content and form of  Fugue  has attracted most attention, it is perhaps 
the nature of the technologies employed that carries the deepest message. It is 
becoming clear that the digital revolution has changed the nature of our perceptual 
processes, and this in turn has changed our conscious experience of the physical 
world, inducing changes in cognition on a scale that is still unknown. Some of the 
most radical insights into the essence of the problems arising from a digital culture 
come from the media critic Paul Virilio. He identifi es the economic and political 
origins and aspects of the digital revolution, and its socio-political effects, particularly 
globalisation and global militarisation, mediated perception and new forms of 
alienation. He paints a dark and accurate picture of the current world, with an even 
darker vision of the future: “One day the day will come when the day won’t come” [ 9 ]. 
His disturbing, dramatic warnings about the potential remodelling of humans by 
means of technology carry a strong message and call for a revolt against the 
tyranny of real time interactivity and media, questioning the ethics of both the arts 
and the sciences. 

 But of course, issues similar to these have been explored across all art disciplines. 
An increasing number of artists working with technology are investigating and 
experimenting with the phenomena arising directly from the interplay between our 
senses and technology – for example, Stelarc through his concepts of obsolete bodies 
and exoskeletons [ 10 ], Char Davies with her pioneering bio-feedback VR [ 11 ], 
Rainer Linz analysing the physiological aspects of electronic music [ 12 ], and Margaret 
Dolinsky using digital art to study cognitive recognition and perceptual shifts [ 13 ]. 

 We might think that science should provide some answers to these questions, but 
with very few exceptions, mainstream science has ignored the possible cognitive 
consequences of these dramatic environmental changes. For example, the majority 
of scientists investigating perception, particularly within the discipline of neuroscience, 
still refer to the ‘real world’ as a constant, an axiom, unchanged through time. But 
there is a further problem within neuroscience itself: the dominant doctrine, recog-
nising slow evolutionary processes as the only way for qualitative changes to 
happen in a species, has combined with the established view that the brain is a 
closed and static system with fi xed locations for particular functions, leaving no 
space to consider changes occurring within periods of 10 years – or even less. It is 
assumed that we come into this world with a genetically predetermined design for 
the brain, with exact locations for different functions, and that this structure remains 
constant throughout our lives. 

G. Novakovic



113

 However, over many years, a small number of scientists have been breaking out 
of this rigid context to show that the brain is not a closed, unchangeable system. 
We are now seeing growing scientifi c evidence that the brain is in fact almost 
nakedly open to external infl uences, and is capable of rapid and radical change by 
remodelling itself through learning and interaction with the environment. The fi eld 
of neuroscience is now yielding evidence that may revolutionise not only the science 
of cognition, but also the wider view of the relationship between humans and 
the environment, and even the role and nature of culture. The brain can no longer be 
regarded as a fi xed, closed, passive receiver of information from the senses – a mere 
processor for the information that controls our body through a kind of one-way 
communication. Rather, it is intrinsically plastic, in a process of constant change 
and growth through its interaction with the environment, and through a variety of 
learning processes. 

 It is certainly too extensive and complicated a matter to be reviewed adequately in 
this brief paper, but we can pick out some pioneers. The late Dr. Paul Bach-Y-Rita [ 14 ] 
was one of the fi rst neuroscientists to work on what is now called neuroplasticity. 
His approach was not just theoretical, but practical: he worked with technical 
experts to construct electronic devices that would enable the brain of a patient with 
severe sensory problems to recover the lost functions. His method was to provide 
the patient’s brain with the missing information through a different sensory channel. 
In 1969 he provided blind people with ‘visual’ information by transferring a camera 
image to the patients’ skin using an array of vibrating pins, and his success led to 
the radical concept of ‘seeing with the brain’. 

 We also now have a wealth of scientifi c evidence that shows that the way in 
which we use and exercise our brains really does matter. Another neuroplasticity 
pioneer, the neuroscientist Michael Merzenich [ 15 ], argues that learning and 
practising certain skills can rapidly change hundred of millions of connections in our 
brain, improving and speeding up a wide variety of cognitive abilities. His experiments 
over the years have delivered strong arguments against the idea of fi xed functions in 
fi xed locations in the brain. He has been particularly active in discovering how new 
learning can stimulate the brain to counteract age-related deterioration, or the effects 
of serious brain injury, or language impairment in children. Most importantly, he 
has found that the most powerful way of delivering the learning tasks is through the 
use of digital technology: the speed and fl exibility of his interactive computer-based 
training scheme enable the delivery of more effective rewards, in turn speeding up 
the rate of learning. 

 In a recent book on neuroplasticity, “The Brain that Changes Itself”, Norman 
Doidge [ 16 ] seems to offer a roadmap for future connections between disciplines 
grounded in neuroplasticity. In the chapter ‘The Culturally Modified Brain’ 
he writes:

  As we use an electronic medium, our nervous system extends outwards, and the medium 
extends inwards. […] Because our nervous system is plastic, it can take the advantage 
of this compatibility and merge with the electronic media, making a single, larger 
system. Indeed, it is the nature of such systems to merge whether they are biological or 
man-made. [ 16 ], p. 311 
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   In the case of an electronic device playing the role of a substitute for a lost capacity, 
or as an assistant in its regeneration, our body’s response can take a dramatic form, 
because the way in which electronic and digital devices transmit information is in 
essence quite similar to the basic function of our nervous system – the almost 
instantaneous transmission of electrical impulses. Due to its capacity for plastic 
changes, our nervous system easily rewires itself and makes use of this alternative 
nervous system. In a passage that could have come from the fi lmmaker and media 
critic Peter Watkins, Doidge notes that it is actually the form of electronic media, 
and not so much the content, that affects our cognitive processes:

  It is the form of the television medium—cuts, edits, zooms, pans and sudden noises—that 
alters the brain, by activating what Pavlov called the ‘orienting response’, which occurs 
whenever we sense a sudden change in the world around us, especially a sudden movement. 
[…] The response is physiological […]. [ 16 ], p. 309 

   Elsewhere, Merzenich emphasises the unprecedented opportunities that now 
exist for digital technologies to affect our brains:

  The internet is just one of those things that contemporary humans can spend millions of 
‘practice’ events at, that the average human a thousand years ago had absolutely no exposure 
to. Our brains are massively remodelled by this exposure—but so, too, by reading, by television, 
by modern electronics, by contemporary music, by contemporary ‘tools’, etc. [ 15 ] 

   Merzenich’s remarks date from 2005. Since then we have seen the introduction 
of the iPhone (2007) and other smartphones, and the development of the iPad (2010) 
and other tablets. In conjunction with developments in social networking, such as 
the opening of Facebook to anyone over 13 with an email address (2006 – it was 
previously limited to students), and Twitter (2006), these changes have created an 
explosion in the use of ‘always-on’ mobile devices, especially among young people, 
and so Merzenich’s comments are now more relevant than ever. 

 Because we now have this solid evidence that interaction with electronic media 
can not only affect our perception and cognition, but can also produce rapid and 
irreversible changes in our brains, the potentially damaging nature of this aspect of 
modernity confronts and challenges humanity with a set of serious problems. 
However, as far as I am aware, the true nature and extent of the infl uence of the 
modern urban environment, whether private, public, or workspace, has not yet been 
the subject of an in-depth scientifi c analysis. We can, of course, exercise choice 
even in the face of this onslaught – and neuroplasticity also tells us that the extent to 
which we can shape our own lives through the ways we choose to use our brains is 
far larger than we once thought it was.  

    Coda 

 It is clear that as artists we must continue to engage with this theme, although we 
know that this is a diffi cult task in this age of immaturity, kindergarten states and 
the hyperreality of the profi t-driven post-digital revolution. For artists, however, 
there may be problems closer to home. This new understanding of cognitive 
processes is warning us that experiencing art, and especially electronic art, or 
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technology- enabled art, is far from being an innocently entertaining or aesthetically 
pleasing experience extending for a limited period of time. The disturbing evidence 
of neuroplasticity raises the possibility that experiencing particular forms of art may 
itself affect and mark our cognition – perhaps with irreversible and unknown 
changes. But of course we cannot abandon technology: we must instead seek a 
deeper understanding of its effects on humanity by looking at all its aspects, positive, 
negative, and unknown. And here, the dramatic shift in neuroscience brings with it 
a fascinating opportunity to explore and analyse the effects of electronic media 
through scientifi cally informed art, which could give rise to an entirely new art form: 
neuroplastic art [ 17 ]. 

 The concept of neuroplastic art opens a future for scientifi cally articulate artists 
and artistically articulate scientists to work closely together, with a full awareness 
of both the potential and the danger that emerges from the parallels between the 
nature of our nervous system and the characteristics of digital technology and 
electronic media. It may be possible to structure artworks according to new scientifi c 
evidence, and to fuse scientifi c knowledge with imagination to exploit the nature of 
electronic media to create platforms for experiences that have never existed before. 
Bringing together the scientists’ knowledge about the brain, and our knowledge of 
the properties of electronic media, we can envisage art works that will become in a 
way tuneable complex instruments, serving both art and science. Only then will 
imagination and creativity transcend today’s mere fascination with state-of-the-art 
technology, and use both technology and brain science as a means to express ideas. 
And perhaps this will even uncover new and benign ways of linking our brains with, 
and through, technology. 

 However, there is a hidden danger lurking within the concept of neuroplastic art. 
Does its involvement with neuroscience conceal a tacit acceptance that neuroscience 
alone can bring the fi nal answers to all perception-related questions, the enigma of 
digitally enabled artefacts included? This is not necessarily the case, and it is 
reassuring that a new and strong critique that challenges many current dogmas of 
neuroscience has now appeared from the fi eld of neurophenomenology, a discipline 
embracing recent research in neuroscience but also fi rmly grounded in the philoso-
phy of Maurice Merleau-Ponty. A key fi gure in neurophenomenology is Alva Noë, 
who is part philosopher, part cognitive scientist, and part neuroscientist. Together 
with Evan Thompson and others, he offers a hypothesis about perception in action 
which builds on Merleau-Ponty’s idea of perception as a process of interaction 
between the embodied and situated human and the world. He also rejects the 
idea that artists should just be objects of scientifi c investigation, as they are in 
neuroaesthetics, and believes that they should actively contribute to the fi elds of 
perception and consciousness studies. 

 Noë’s iconoclastic views can be sampled in his recent book ‘Out of our Heads’ [ 18 ]. 
A key passage reads:

  Our culture is obsessed with the brain—how it perceives; how it remembers; how it 
determines our intelligence, our morality, our likes and our dislikes. It’s widely believed 
that consciousness itself, that Holy Grail of science and philosophy, will soon be given a 
neural explanation. And yet, after decades of research, only one proposition about how the 
brain makes us conscious—how it gives rise to sensation, feeling, and subjectivity—has 
emerged unchallenged: we don’t have a clue. 
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   Among other things, he strongly criticises the limitations of current brain 
scanning technologies, emphasising the fact that they are incapable of accessing the 
processes occurring during an individual’s freely moving spontaneous interaction 
with the environment. This is signifi cant, because such a technology is precisely 
what is needed for enabling a deeper understanding of the nature of interactive 
environments and artistic installations – especially if they involve neuroplasticity. 

 In our future development of  Fugue , we intend to continue our earlier explorations 
of intuitive interactivity, focusing on the situation of a participant engaged in a 
spontaneous communication with another entity, in the form of a non-verbal dialogue 
with the largely virtual body of the digital interactive installation. The technological 
and scientifi c aspects of the work will concentrate on turning  Fugue  into a tuneable 
interactive instrument, like those mentioned above, which will allow the visual and 
aural elements to be calibrated in terms of the participant’s response. If successful, 
this will give us a way of controlling the audio-visual and kinaesthetic experiences 
and provide us with a specifi c tool for analysing the phenomena in question from 
both the artistic and scientifi c points of view. Our main problem, identifi ed by Noë, 
is that the technology that we need for monitoring the relevant brain responses of 
a freely moving participant is not yet available. (However, wearable technologies 
for the real-time remote monitoring of major physical and physiological variables 
have been developed in a number of contexts, including their use in interactive 
media installations [ 19 ].) 

 But help may be at hand, because we are not the only group with these requirements. 
The current European project CEEDS ‘The Collective Experience of Empathic 
Data Systems’ [ 20 ] is committed to developing ‘unobtrusive multi-modal wearable 
technologies to measure people’s reactions…including users’ heart rate, skin 
conductance, eye gaze, observable behaviours, speech characteristics, and brain 
activity.’ We have opened a dialogue with one of the project partners (the University 
of Sussex) and we hope to have access to this equipment within a reasonable 
time-frame. This will not solve all of our problems – it is unlikely to extend to direct 
readings of brain activity at the levels sought by Noë, at least initially – but it should 
be capable of testing and validating our approach, and preparing the way for our 
ultimate vision. 

 In summary, what have we learned from  Fugue  so far? Firstly, in relation to the 
tensions between art and science, many scientists are increasingly ready to accept 
the validity of artistic contributions, and no longer see them as being limited to a role 
in the public understanding of science. Such scientists make excellent collaborators 
for artists, as long as each group respects the discipline-specifi c expertise of the other. 
Secondly, we must accept that the way a piece is perceived and experienced will 
differ for different audiences, and we must actively seek and respond to those 
perceptions and experiences – for example by accepting invitations to exhibit in 
unusual contexts – rather than trying to impose our own reading. And thirdly, some 
scientifi c ideas, such as neuroplasticity, can have a power and a relevance for tech-
nologically-enabled art that goes well beyond serving as the inspiration for individual 
artworks, and we must engage with this science as well as with the technology. 
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 In conclusion, as a last comment on our responsibility and opportunity as 
artists to engage with these issues, we should perhaps recall the prophetic words 
of Heidegger in one of the most frequently analysed philosophical texts on 
technology [ 21 ]:

  …essential refl ection upon technology and decisive confrontation with it must happen in 
a realm that is, on the one hand, akin to the essence of technology and, on the other, 
fundamentally different from it. Such a realm is art. 
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             Continuous advancements in scientifi c and technological innovation have resulted 
in digital technologies that are ubiquitous in a wide range of domains and sectors, 
exploiting new forms of data, contents and knowledge, and infl uencing and 
impacting many aspects of our lives [ 1 – 5 ]. This part focuses on “Seeing Motion”. 
Its four chapters showcase research projects that explore methods of capturing and 
visualising data from motion, and effectively communicate meaning. They draw 
together science and the arts by using visualised motion as a new form of artistic 
expression. 

 Vision is a dominant sense for human beings. Yet, we do not fully understand 
how it functions and how we are infl uenced by this sense [ 6 ], over which we have 
only partial conscious control. Clearly, there remain many exciting areas to explore. 
This theme has long been grounded in the EVA conferences (see   http://www.
eva- london.org    ) as part of its interdisciplinary remit: there are many examples of 
varied and exciting research outcomes in past EVA London conference proceedings 
(  http://www.eva-london.org/past-eva-londons/    ). 

 Fernanda D’Agostino and her colleagues present, in Chap.   9    , visualisation 
 techniques using volumetric data capture of the airfl ow surrounding a bird’s fl ight. 
The system uses laser refl ectance to track oil droplets interacting with the bird’s 
motions. This is an example of artistic visualisation combining scientifi c data 
visualisation with art, to create a series of beautiful results for exhibition and 
installation. 

 Various motion capture technologies, particularly in the game control and interface 
industry, have recently led to breakthroughs due to progress in the development of 
sensor and processor technologies. Of particular note are the Wii™, incorporating a 
combination of sensors and visual tracking (infra red), and the Kinect, which uses a 
depth camera with laser projection. These technologies have been adapted and 
utilised in many different contexts including health [ 7 ], robotics [ 8 ], music [ 9 ,  10 ] 
and many more. In Chap.   10     the authors present a low cost motion capture system 
which integrates both these technologies (Wii and Kinect) in order to track human 
motion for application in the arts and humanities. 

   Part III 
   Seeing Motion

Kia Ng 
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 Chapter   11     presents a system to capture the gestures of a music conductor, using 
an inertial measurement unit (IMU) sensor that is embedded inside the handle of a 
baton. The chapter describes its overall design and development together with a 
review of related literature. Several examples of using motion data are discussed, 
including technology-enhanced learning with a 3D visualisation of the conducting 
gesture data and in the context of a distributed performance. 

 A process using static photography to represent the gestures in sign language is 
described in Chap.   12    . The authors suggest that their photographic images can be 
considered to be a form of written sign language. The subjects were found to modify 
their signing so that the gestures are recorded more clearly. The processes of capturing 
sign language gestures are described, and several examples demonstrate the outcomes 
and communicative values. This chapter shows the usefulness of 2D photographical 
techniques for communicating expressive gestures.        
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    Abstract     This chapter presents  Motion Studies , an artwork that brought together 
investigations into bird fl ight, at the intersection of art and science. At the core of the 
project were  motion studies  undertaken in a fl ight laboratory and translated into 
video.  Motion Studies  used a fl uid dynamics imaging system known as digital 
particle velocimetry to compare the nature of birds’ fl ights in different conditions. 
The footage was later edited into an experimental art video that combines location 
footage, archival imagery and a digitally altered sound track of wild birds’ calls. 
 Motion Studies  has been exhibited around the world as both a single-channel video 
and as part of a video installation. Insights gained while working on the art video 
have led to promising new scientifi c research directions for the team and to a series 
of related art works.  

    Chapter 9   
  Motion Studies : The Art and Science 
of Bird Flight 

             Fernanda     D’Agostino     ,     Harry     Dawson     , and     Bret     W.     Tobalske     

 This chapter is an updated and extended version of the following paper, published here with 
kind permission of the Chartered Institute for IT (BCS) and of EVA London Conferences: 
F. D’Agostino et al. “Motion Studies: an Art and Science Collaboration.” In A. Seal, J. P. Bowen, 
and K. Ng (eds.). EVA  London 2010 Conference Proceedings . Electronic Workshops in 
Computing (eWiC), British Computer Society, 2010.   http://www.bcs.org/ewic/eva2010     (accessed 
26 May 2013). 

        F.   D’Agostino      (*) 
     Fernanda D’Agostino Studio ,   5711 SW Boundary Street ,  Portland ,  OR   97221 ,  USA   
 e-mail: nandada@aol.com  ; www.fernandadagostino.com   

    H.   Dawson      
     Dawson Media Group, USA         
 e-mail: harry@harrydawson.com  ; www.harrydawson.com   

    B.  W.   Tobalske       
  Division of Biological Sciences ,  University of Montana , 
  Missoula ,  MT   59812 ,  USA   
 e-mail: bret.tobalske@mso.umt.edu  

http://www.bcs.org/ewic/eva2010


122

       Introduction 

 The Artists and scientists share a desire to see beneath the surface of things. 
Observation and experimentation are at the heart of both fi elds, and so artists and 
scientists can be natural allies. Recent developments in specialised digital imaging 
systems offer a new ability to reveal the processes underlying the beauty and mys-
tery of nature. The authors, Fernanda D’Agostino, a video installation artist, and 
biomechanics scientist Bret Tobalske have formed an alliance together with cinema-
tographer Harry Dawson to create work which brings new developments in our 
understanding of the physics of fl ight to a wider audience. 

  Motion Studies  is an artwork that investigates the intersection of art and 
science. Ornithological motion is captured in a fl ight laboratory wind tunnel. 
The data are translated into video in the laboratory and in the artist’s studio and 
combined with video footage of birds in fl ight to be displayed in a number of 
innovative ways (Fig   .  9.1 ).

    Motion Studies  has been exhibited as a single track video of just over 12 min, and 
also as a video installation projected onto sculptural screens. In the installation, the 
footage was projected onto a series of stainless steel and hand painted Mylar “wings” 
suspended in the air. The wings responded to the slightest air current, creating an 

  Fig. 9.1    Still from  Motion Studies        

 

F. D’Agostino et al.



123

experience analogous to the wind tunnel investigations of the role of air currents in 
birds’ fl ight. The video projections onto translucent surfaces created a dynamic 
space in which visitors could move around and through, giving them a physical 
feeling of being within the fl ock of birds (Figs   .  9.2  and  9.3 ).

  Fig. 9.2    Scale played an important role in viewers’ experience of the  Motion Studies  installation 
[ 1 ,  2 ] (Courtesy of Brian Foulkes Photography)       

  Fig. 9.3    Scale played an important role in viewers’ experience of the  Motion Studies  installation 
[ 1 ,  2 ] (Courtesy of Brian Foulkes photography)       
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        Creating the  Motion Studies  Artworks 

 The structure of the air currents in the wake of a bird fl ying in a laboratory wind 
tunnel is recorded and analysed using a fl uid dynamics imaging system (digital 
particle image velocimetry). The system records the fl uid motions of the air currents 
around the bird by tracking submicron droplets in a mist of olive oil suspended in 
the air. The software digitally applies colours and grids to the resulting video 
imaging data to visually show the fl ows of air generated by the bird’s fl ight. This air 
movement is the result of the bird generating lift, applying energy to the air. 
At times this footage is like a moving abstract painting; at other times the bird’s 
fl ight itself is more evident (Fig.  9.4 ).

   The  Motion Studies  artworks combine these laboratory images with footage of 
bird mating dances and fl ights shot during the migration of cranes along the 
Columbia River, and of Vaux’s Swifts  Chaetura vauxi ) returning to their roosts dur-
ing their annual migration. This footage was shot on location from a distance with a 
high speed, high defi nition camera that renders playback in slow motion. Fuller 
technical details are provided in the Annexe at the end of this chapter.  

  Fig. 9.4    Tobalske with one of his subjects, a budgerigar ( Melopsittacus undulatus ) fl ying at 10 m s −1  
in the fl ight chamber of the wind tunnel [ 3 ] (Courtesy of Michael Llyod, The Oregonian)       
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    Art and Science Collaboration 

 Our collaboration began in 2001, in joint work using fl ight video in an earlier 
Installation ( Theatre of Memory ). Although we come from radically different dis-
ciplines, we have in common a deep commitment to intense observation, and to 
using digital imaging to reveal phenomena. One facet is the wish to understand the 
biological mechanics of bird fl ight, using scientifi c observation, recording and 
analysis. A second facet is the artist’s observations of birds, and their presence 
as a motif in her work for over 20 years, based more on intuition and a sense of 
wonder that their migrations, fl ights and rituals can be so beautiful, and yet so utterly 
foreign to our own experience. 

 When Tobalske began using digital particle velocimetry in his research, he 
noted the aesthetically striking layers of colour and grids that were generated to 
visualise previously invisible phenomena. In 2005, D’Agostino began observing 
experiments in the wind tunnel and learning to use the LaVision software (DaVis 7.1) 
that provided the digital imagery and computational analysis. An initial 5 min clip 
was produced using only imagery from the fl ight laboratory. The footage from the 
fl ight laboratory recordings was somewhat repetitious, because of the scientifi c 
requirement for repeatable results. To create a more varied piece and to suggest a 
sense of mystery, D’Agostino began layering archival footage of wild birds with 
the more controlled fl ights from the laboratory. Cinematographer Harry Dawson 
joined the team, capturing some of the migratory bird fl ights along the Columbia 
River (Fig.  9.6 ).

  Fig. 9.5    Image of the near 
wake of a hovering rufous 
hummingbird ( Selasphorus 
rufus ) as it is typically 
seen in the scientifi c literature 
[ 4 ]. Note the application 
of colours and grids 
indicating movement 
and velocity (Courtesy of 
Dr. Bret Tobalske)       
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   As a motion picture cameraman, Dawson has the knowledge, skills and 
photographic equipment to be able to capture movement and behaviours in wild 
birds that are diffi cult to catch with the naked eye. Shooting from a quarter mile 
distance, he was able to capture mating dances, fl ocking behaviour and individual 
fl ights of Sand Hill Cranes during their annual migration along the Columbia River 
(Fig.  9.6 ). This footage became the wild heart of the  Motion Studies  installation, 
providing the longest segment of the video. From this, freeze frame images of wing 
movement were abstracted into the stainless steel and Mylar wing/screens that ani-
mated the installation space for viewers to move through.

   Each member of our team – scientist, cinematographer and artist – brings differ-
ent skill sets and motivations. A synergy has emerged that has brought new develop-
ments in both art and science. Insights gleaned by the artist into the pervasive role 
fl uid dynamics play in the organisation of the natural world have led to new art-
works for public places and even to engineering innovations in the development of 
artist designed structures.  

    Fluid Dynamics and Public Art 

 Several large scale artworks based on fl uid dynamics have been created as a result 
of the collaboration.  Celestial Navigations , a permanent outdoor video installation 
at Seattle’s SeaTac airport, has recently been installed, and includes footage from 
 Motion Studies  (Fig.  9.7 ).

  Fig. 9.6    Cinematographer Harry Dawson [ 5 ]       
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   The footage shown within the context of an international airport offers a peripheral 
awareness, at least, of the science of fl ight to thousands of viewers a day. 

 In Phoenix, Arizona, a mile-long migratory pollinator habitat  Linear Oasis  was 
constructed which incorporated the principals of fl uid dynamics into design for an 
interpretive landscape. Using research on the biomechanics of hummingbird fl ight 
by Tobalske, and on the role of migratory pollinators at the Sonoran Desert Museum 
in Tucson, Arizona, a sceptical Park Department was persuaded to plant a mile-long 
pollinator habitat corridor in place of previously specifi ed decorative plantings. 

 At a habitat restoration project at Smith and Bybee Lakes, in Portland Oregon, 
wing images from fl ight studies were incorporated into carved cedar  Habitat Trees  
for migratory birds, and the forms of the engineered wetlands were based on the 
fl uid dynamics of fl ight. 

  Fluid Dynamics , a wildlife viewing area on San Francisco Bay, is of particular 
interest. Sited on a critical node of the Pacifi c Migratory Bird Flyway, the entire site 
design is based on the principals of fl uid dynamics, drawing on both the characteristic 
shapes of the fl yway itself and on the form of the Pacifi c Current as it sweeps up the 
California Coast not far from the project site. The 26 ft long stainless steel viewing 
shelter takes its overall form from the Pacifi c Current (Figs.  9.8  and  9.9 ). Structural 
engineering for the shelter is also based on fl uid dynamics and uses the characteristic 
currents and cross currents of fl uid motion as its primary structural design principal.

    Working with scientists and structural engineers, the team (Fernanda D’Agostino 
and Valerie Otani) was able to achieve a structural design that refl ects the natural 
dynamic of the bay side site. The shelter contains not a single right angle. The sur-
rounding terraced landscape, also based on fl uid dynamics, was reclaimed from an 
urban spoil dump and has been replanted with native species used as food sources 
by migrating birds.  

  Fig. 9.7    Celestial Navigations; Seattle’s SeaTac Airport Plaza [ 6 ]       
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  Fig. 9.8     Fluid Dynamics  – Viewing shelter on San Francisco Bay. Both design and structural 
engineering are based on fl uid dynamics (w Otani) [ 7 ,  8 ]       

  Fig. 9.9     Fluid Dynamics  – Viewing shelter on San Francisco Bay. Both design and structural 
engineering are based on fl uid dynamics (w Otani) [ 7 ,  8 ]       
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    Next Steps: Art Processes and Practice 

 The LaVision software is used not only for ornithological fl ight studies but for the 
analysis of airfl ow and fl uid dynamics in a host of other sciences, as well as many 
engineering fi elds. For example the Boeing Corporation in Seattle uses the identical 
software with a much larger wind tunnel to engineer its aircraft. 

 In the art world the software’s ability to visualise the velocity and direction of 
motion in vivid colours, and to plot the fl ow of air, makes it an intriguing tool for the 
abstraction of any moving image, once its use is learnt. It has an infi nitely expand-
able and variable palette, ranging from the vivid colours and grids of  Motion Studies  
to effects which take on the look of charcoal drawings or monoprints. The range of 
subjects is planned to extend to include a contemporary dance collaboration. Like 
bird fl ight, this would also be recorded in a wind tunnel. 

 In another public art commission, for Portland State University, fl uid dynamics 
theory becomes an organising metaphor for the project as a whole: it is an important 
factor in the meta patterns that underlie ecological processes.  Intellectual Ecosystem  
(Fig.  9.10 ) involved working with university scientists, many of whom use scien-
tifi c video imaging software.  Intellectual Ecosystem  was selected for  Americans 
for the Arts 2011: Public Art Network Year in Review , for its innovative use of 
scientifi c imaging and the extensive collaboration involved in its creation.

  Fig. 9.10     Intellectual Ecosystem –  Scientifi c video projected onto a holographic screen [ 9 ] 
(Courtesy of Brian Foulkes photography)       
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   To expand the interactivity of this and other video installation projects, the 
integration of programming with Max MSP Jitter into a new series of art works 
is being investigated.  

    Next Steps: Scientifi c Research 

 Generally, studies of wing and body motion in birds require manual digitisation of 
video or fi lm images [ 5 ,  7 ,  9 ]. This work is tedious, and it is limited in the extent to 
which multiple animals may be tracked simultaneously. For our next efforts, we 
propose to adapt the use of our digital particle image velocimetry equipment to 
auto-track birds as they fl y in the fi eld. We have previously successfully used this 
method to obtain preliminary (non-calibrated) data of swifts coming in to roost at 
the Portland, Oregon fi eld site [ 1 ]. 

 The LaVision DPIV system that we use will track any objects that may be distin-
guished via contrast, from sub-micron oil particles imaged using a laser in an inter-
rogation area that is 20 × 20 cm in size [ 2 ,  4 ,  10 ,  11 ], to birds illuminated by sunlight 
within a fl ock in an interrogation area of 100 × 100 m [ 1 ]. To date, DPIV software 
has not been used to track bird velocity in the fi eld. Our proposed research will 
provide several advances in our understanding of bird fl ight. Additionally, this 
research will advance the use of technology by demonstrating that software and 
video equipment presently used for detailed studies of particle movement in the 
wake of fl ying animals [ 2 ,  4 ,  8 ,  10 ] may be adapted to auto-track small animals fl y-
ing together in a fl ock. Ultimately, the ability to auto track animals in a fl ock will 
further our understanding of the ecological and evolutionary signifi cance of fl ock-
ing behaviour [ 12 – 14 ]. 

 These new possibilities for research arose from the artistic impulse to expand the 
range of subjects. Inevitably, there are constraints associated with working with 
wild animals in a laboratory. Much of the recent research on fl ying birds involves 
the use of wind tunnels in which the animal fl ies within a chamber through which 
air is drawn using a powerful fan [ 5 ,  7 – 9 ]. There may be effects of the wind tunnel 
upon fl ight performance due to the confi ned area in which the birds are fl ying, the 
peculiar aerodynamics due to being surrounded by walls [ 6 ], as well as the stress 
upon the animal due to being in a noisy environment and being surrounded by 
humans. Almost no studies have explored the effects of the wind tunnel upon fl ight 
performance. 

 The wild bird footage was shot by Dawson from a distance where the birds’ 
behaviour was not disturbed by our presence. At 1,000 ft per second, the footage 
was captured with nearly as much control and precision as that from the laboratory 
wind tunnel. Viewing the location footage, Tobalske saw that it could be used to 
research the biomechanics of birds’ fl ight in their natural habitat, something he 
had previously thought impossible due to the diffi culty of tracking their fl ight in 
an uncontrolled situation. The fl ocks of Vaux’s Swifts spiralling around a huge 
chimney/roost in Portland seemed to be moving as a vortex, obeying some of the 
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same rules of fl uid dynamics that he had found to be associated with the wings of 
individual birds in fl ight. Figure  9.11  illustrates a preliminary attempt to analyse the 
body motion of birds engaged in fl ocking behaviour.

   In the laboratory wind tunnel (Fig.  9.12 ), the bird fl ies through a mist of 
submicron- sized particles of olive oil. The LaVision software tracks individual 

  Fig. 9.11    Preliminary experiment analysing location footage to understand the physics of fl ocking 
behaviour (Courtesy of Dr. Bret Tobalske)       

  Fig. 9.12    The wind tunnel at the fl ight laboratory [ 10 ] (Courtesy of Dr. Bret Tobalske)       

 

 

9  Motion Studies : The Art and Science of Bird Flight



132

droplets as they move through the air in response to the wind and the wing beats of 
the bird (see Fig.  9.5 ). From this tracking, the software generates moving wireframe 
grids. Tobalske treated the individual birds in the footage of bird fl ocks as particles, 
using the software to map the dynamics of the fl ock’s motion around the roost. 
Hence, there are new research possibilities for using a large-scale fl uid-motion 
model to study the biomechanics of bird fl ight in natural habitats, and the physics of 
fl ocking behaviour.

   Footage shot under controlled conditions in natural settings will allow us to com-
pare fl ight behaviour in the wild with data from the controlled environment of the 
laboratory. 

 In 2008 Tobalske moved to the University of Montana, Missoula. Near campus, 
a mixed fl ock of aerial insectivores including Vaux’s swifts, the species we did our 
preliminary fl ocking experiment on, as well white-throated swifts ( Aeronautes 
saxatalis ) and a diverse array of swallows roost and forage at the top of a sheer cliff. 

  Fig. 9.13    Vaux Swifts 
fl ocking at Chapman School, 
Portland, Oregon, USA 
(Photo courtesy of Kat & 
Sam photography) [ 14 ]       
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They take advantage of upwash to dynamically soar at the cliff face. In consultation 
with a colleague who previously studied fl ight in these species [ 15 ]. It has been 
determined that it would be possible to lay out, using rock climbing pitons and rope, 
an accurate grid on the cliff face. This was the missing piece of our fi rst fl ock track-
ing experiment. A preliminary proposal has been submitted to the National Science 
Foundation to begin experimenting using the DaVis system of Digital Particle 
Velocimetry to track fl ocking behaviour (Fig.  9.13 ).

       Conclusion 

 At the start of the collaboration, Tobalske expressed the hope that better understand-
ing of their fl ight might ultimately help preserve the habitat of the birds he studies. 
In a small way, the subsequent art projects in galleries and as public art have been 
able to further this goal, by giving viewers an experience of moving through space 
along pathways and through landscapes more in tune with natural principals. 

 Our collaborative work on the experimental video and installation  Motion Studies  
speaks strongly to the fertile cross pollination that is made possible by the digital 
revolution. In the course of our shared work intriguing new directions for investiga-
tion opened up for both the artists and the scientists involved in the project. The 
ability to convey scientifi c insights to the general public in a compelling way is one 
outcome of the collaboration. New ways to see and attempt to express both the natu-
rally invisible and the poetically ineffable are perhaps the most exciting outgrowth 
of our shared work. We see  Motion Studies  as a beginning. We hope to create many 
more works of art and science collaboration.  

    Technical Annexe 

    Flow Visualisation and Particle Image Velocimetry 

 The birds were fl own in a variable-speed wind tunnel that features a 6:1 contraction. 
The birds fl y within a clear working section that is 60 × 60 cm in cross section. 

 To visualise and measure the fl ow of air around a fl ying bird, the air is seeded 
with a fog of sub-micron sized particles of olive oil. Then a dual-cavity pulsed laser 
is used to illuminate the fl ow fi eld. The oil particles refl ect the 532 nm (green) laser 
light. These particles are nearly neutrally buoyant, so they move freely along with 
the air. 

 A computer-based system (LaVision, GmbH, DaVis 7.1 software) is used to syn-
chronise the laser fl ashes with pairs of digital video images (1,376 × 1,040 pixel). 
The technique of synchronising is called “frame straddling” because one laser fl ash 
occurs at the end of the exposure time for the fi rst image in a pair, and the second 
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laser fl ash occurs at the start of the exposure time for the second image. The time 
between laser fl ashes varies from 200 to 400 microseconds. To calculate particle 
velocity, the paired images are cross-correlated. We employ an adaptive multipass 
with an initial interrogation area of 64 × 64 pixels and fi nal area of 16 × 16 pixels 
with 50 % overlap. Vector fi elds are post-processed using a median fi lter (strong 
removal if difference relative to average more than 2 * r.m.s. of neighbours and 
iterative reinsertion if less than 3 * r.m.s. of neighbours), removal of groups with 
less than 5 vectors, fi ll of all empty spaces by interpolation, and one pass of 3 × 3 
smoothing. The error estimated for the velocity (m s −1 ) measurements is 5 % ± 0.5 % 
including contributions due to a correlation peak of 0.1 pixels, optical distortion and 
particle-fl uid infi delity. 

 The fi rst scene in the  Motion Studies  video combines scientifi c imagery captured 
and edited in the Ornithology laboratory at the Biomechanics Field Research 
Station. A LaVision, GmbH digital particle image velocimetry system (DaVis 7.1 
software) was employed. 

 The archival footage of egrets in the Everglades was captured at the turn of the 
twentieth century. The contemporary location footage in the second half of the 
video was of Sandhill Crane migration shot on location at Sauvie Island Wildlife 
Refuge, outside Portland, Oregon, and Vaux Swift Migration in Portland, using a 
Panasonic HDX900 camera at 1,000 frames per second at full DVCPROHD1080. 
Using the Panasonic HDX900 camera, a telephoto lens and shooting from a quarter 
mile distance. 

 The location footage was formatted in Adobe After EffectsCS3 (Adobe Systems, 
Inc.) to match the pixel aspect ratio, aspect ratio and frame size native to the 
LaVision system.. The location footage was then analyzed using DaVis.  

    Creating the Motion Studies Artworks 

 When used in scientifi c applications, LaVision software applies colours and grids to 
footage of fl ying birds photographed in rigorously controlled conditions. This 
enables researchers to analyze both the bird’s movement and the direction and 
velocity of the surrounding air. Much of the fi rst part of  Motion Studies  employs the 
LaVision software system in precisely this way. 

 In working with the location footage, D’Agostino used the colour palettes of the 
LaVision software in a more intuitive, aesthetically driven way. The artist’s work, 
however, opened up the potential new areas of scientifi c research described above. 
Finally location footage, archival footage and fl ight laboratory footage were all 
brought together in Adobe Premiere Pro CS3 (Adobe Systems, Inc.) editing soft-
ware to create the 12 min 24 s long experimental art video. The LaVision DPIV 
system only renders 12 s segments of imagery; continuity was achieved through 
frame matching in both the LaVision software and in Premiere during editing and 
post production. A digitally altered sound track of bird calls accompanies the video 
and underscores the mysterious mood the artist sought to create.  
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    Exhibition Installations 

 For the installation exhibition of the project, at the Elizabeth Leach Gallery in 
Portland in April 2008, nine wing forms based on stills from the video were 
fabricated using stainless steel rods and hand painted velum. The vellum acted as a 
dual sided projection surface and yielded a viewing angle of 180°. The wings were 
ceiling mounted in a room 16 ft high × 16 ft wide by 22 ft long, using monofi lament 
and swivel mounts at each attachment point, so that each wing rotated independently 
with the slightest air current. The largest wing spanned 7 ft with a 4 ft depth. As 
viewers moved about the room the perceived architecture of the space was always 
in fl ux as the movement of the wings constantly reshaped the space. Two of the 
walls of the gallery were draped with light absorbing fabric while the third wall 
acted as another projection screen. The fourth wall was used for a complementary 
installation on scientifi c glass blowing based on the principals of fl uid dynamics. As 
the wings moved in the air, they caught the video projections and created a 
mesmerising space for the viewer to enter, investing the science of fl ight with a 
sense of mystery.      
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fi lm festivals around the world have been made possible by the National Science Foundation grant 
requirement to make academic work accessible to a general public. Our further research proposal 
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    Abstract     This chapter discusses the design and development of the Game Catcher, 
a low-cost markerless motion tracking research tool and computer game, built 
using open source software (Processing) and hacked games hardware (Kinect and 
Wiimotes), that allows the recording, playback, visualisation and analysis of move-
ment in 3D. This fully-functional proof of concept, using children’s clapping games as 
an example, provides researchers in the Arts and Humanities with a new and innova tive 
way of preserving, visualising, and analysing gestures and movement, and opens up 
possibilities for other applications in movement, music and the performing arts.  

       Introduction 

 The Game Catcher is a low-cost markerless motion tracking application for capturing, 
visualising and analysing movement, developed with widely available computer 
game hardware and open source software. It was developed as part of the “Playground 
Games and Songs in the Age of New Media” project [ 1 ] (funded by the UK Arts & 
Humanities Research Council (AHRC) as part of the Beyond Text Programme). 
The “Playground Games and Songs” project as a whole involved four institutions: 
the Universities of East London, London, and Sheffi eld, and the British Library. 

    Chapter 10   
  Game Catcher : Visualising and Preserving 
Ephemeral Movement for Research 
and Analysis 

             Grethe     Mitchell      and     Andy     Clarke   

 This chapter is an updated and extended version of the following paper, published here with kind 
permission of the Chartered Institute for IT (BCS) and of EVA London Conferences: G. Mitchell 
and A. Clarke, “Capturing and visualizing playground games and performance: A Wii and Kinect 
based motion capture system.” In S. Dunn, J. P. Bowen, and K. Ng (eds.).  EVA London 2011 
Conference Proceedings . Electronic Workshops in Computing (eWiC), British Computer 
Society, 2011.   http://www.bcs.org/ewic/eva2011     (accessed 26 May 2013). 

        G.   Mitchell      (*) •    A.   Clarke    
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The development of the Game Catcher was supervised by Grethe Mitchell (then at 
the University of East London, now at the University of Lincoln), and the fi nal version 
of the application was developed by Andy Clarke. 

 Children’s playground games and songs are complex activities and can therefore 
be diffi cult to study. They are ephemeral performances involving both physical 
gesture and speech/song as integral components, and can lack a clear beginning or 
end as the play can be initiated, abandoned, or shift from one activity to another 
without a clear signal. They may involve patterns or structure, but also allow for 
variation on, or improvisation around, these structures, and although some variation 
is conscious and deliberate, other occurs through a process of sedimentation over a 
longer timescale that the participants may not be aware of. 

 In producing the Game Catcher, we had two main aims. The fi rst was to provide 
a way for the physical movements of clapping games (as a subset of playground 
games in general) to be recorded and analysed by researchers, thereby addressing 
some of the issues in the previous paragraph and providing a proof of concept for 
the use of movement capture technology more widely in the Arts and Humanities. 
The second was to “port” a real-life playground game to a computer game so as to 
better understand the differences between the physical game and the virtual game, 
as well as their points of similarity. We describe each these aims in more detail in 
the next section. 

 Although using playground games as a case study, the Game Catcher has 
applications (as a research and visualisation system) in a wide range of disciplines 
within the Arts and Humanities, not just in ones where movement or gesture is the 
topic of study (or closely related to it), but also potentially in areas such as performance 
and music where it can facilitate new forms of creativity or interpretation.  

    Game Catcher Aims and Context 

    Preservation and Analysis 

 There are many fi elds within the Arts and Humanities which involve the recording 
and/or analysis of movement. These include the visual arts, dance and choreography, 
drama and music teaching, learning and performance, childhood development and 
play/games, material and lived cultures, ritual, poetry literature (for a discussion of 
movement capture in the Arts and Humanities, see Mitchell [ 2 ].) 

 In some cases, the intention may be short-term analysis or immediate comparison. 
An example – taken from folklore studies or musicology looking at children’s 
games and rhymes – would be where researchers wish to record a single game so 
that it can be analysed within a project to identify, classify and quantify individual 
moves used in it and to compare these to other versions of the same game or other 
games (see, for instance, Bishop [ 3 ] in folklore and Marsh [ 4 ] in musicology). In other 
cases, however, the focus may be on the long-term preservation, so that future 
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researchers can see how a particular clapping game was played in a particular location, 
at a particular moment in time. This is useful when there are distinctive regional 
forms of games, or rhymes in transition or at risk of dying out; movement is ephem-
eral and, unless recorded, rarely leaves traces from which the activity can be recon-
structed. Peter and Iona Opie’s research across four decades of children’s play in 
England from the 1940s to the 1980s [ 5 – 7 ], and the video documentary and ethno-
graphic study from the “Playground Games” project from 2009 to 2011 [ 1 ], dem-
onstrate the sometimes rapid changes and variations of playground games, both in 
terms of gesture and text. 

 Although video is now widely used for recording movement for both analysis 
and preservation because of its ease of use, convenience (both for researcher and 
subject), and relatively low cost, a variety of other techniques are also still practiced. 
These include written descriptions (whether done from life, or based on the 
transcription of video recordings) and formal notation systems (such as Labanotation). 
Photos and drawings can be used, either on their own or to supplement other 
techniques, such as written descriptions or sound recordings, like those made by 
Iona Opie in her fi eld research [ 8 ]. In the Playground Games project, both video and 
note taking was used in the ethnographic study, along with the video recording for 
the ethnographic documentary. Children in the two participating schools also used 
Flip cameras to video record their games [ 1 ]. High end motion capture is possible, 
though has disadvantages in terms of its initial cost and the complexity of its setup 
and use. 

 Even when other techniques are used for documenting movement, video recording 
is often used as an intermediary step or a supplementary process. A written description 
will often be made from a video recording, rather than from life (particularly if a 
detailed description is needed, as this may require more detail than can be identifi ed 
and transcribed in real-time), and even if a written description is produced at the 
time of the event, it may still be evaluated against a video recording to check for 
errors or omissions. 

 Nonetheless, the techniques for recording and documenting movement are patchily 
distributed, with bodies of knowledge siloed within certain fi elds and little known 
(or little used) outside of that particular fi eld. For instance, formal movement 
notation systems such as Labanotation are used within dance, but not outside of it, 
even though they could have application elsewhere. Commercial motion capture sys-
tems are likewise used in the entertainment industry and in high-end medical or 
sports research and development, but are not generally used in the Arts and 
Humanities. This disciplinary isolation of techniques for recording movement was 
one of the subjects of discussion at the AHRC-funded 2-day symposium: The 
Theory, Practice and Art of Movement Capture and Preservation (IOE, London 
Knowledge Lab, January 2012) [ 2 ,  9 ]. 

 While different areas of the Arts and Humanities may settle on a particular form 
of motion capture and/or analysis because it suits their tracking/analysis require-
ments, is appropriate for the type of movement in question, or matches other criteria 
(often fi nancial or technical constraints), it is nonetheless possible to make some 
higher level observations. 
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 When thinking about the design of a system for recording movement, we were 
guided by a number of criteria which we considered to be important. Firstly, there is 
the issue of ease of use – which applies to both the researcher and the subject – and 
in particular to researchers and participants who may be unfamiliar or uncomfortable 
with complex technology. For the researcher, there are issues of whether the system 
requires an excessive level of knowledge, training, setup or effort on their part. 
For the subject, there is the issue of whether the system encumbers or restricts their 
movements or otherwise inconveniences them (for instance, by requiring them to 
pause or repeat their movements while they are being recorded). 

 Secondly, there are issues such as accuracy (how precisely movements are 
recorded), fi delity (how closely the recording portrays events), resolution (the level 
of detail recorded) and completeness (whether signifi cant moves are omitted). 
Resolution can also be split into spatial resolution (how precisely details can be 
observed) and temporal resolution (how frequently measurements are taken). 

 Although these properties are related, it is important to note that a good 
performance in one does not necessarily mean a likewise good performance in 
another. A series of still photos, for example, will have high accuracy, but a low 
temporal resolution and a low level of completeness (as there are gaps in time 
between the photos). Conversely, an animation may have high resolution and 
completeness (as is shows all of the movement at a high frame-rate), but low accu-
racy (unless it was produced by rotoscoping) as what is shown on screen may not 
faithfully portray what actually occurred. 

 The properties also are not fi xed, but also depend, in part, on how the system is 
used. With regard to its recording of movement, a video will have a high spatial 
resolution if it is taken from close up (excluding extreme close-up), and a low 
spatial resolution if it is taken from far away (even though the accuracy and fi delity 
remain constant) – in other words, it is dependent on viewpoint. This resolution is 
not necessarily constant as the camera may, for example, move closer to the action 
during the course of the sequence. Similarly, a series of photographs may vary its 
temporal resolution if instead of taking photos at regular intervals, there are more 
photos taken at a time of faster or more signifi cant movement. 

 Flexibility is also an issue, both with regard to the type of movement that can be 
recorded and to the uses to which data can be put afterwards. Confi dentiality and 
anonymity can also be a concern, particularly when dealing with children, and even 
if one takes care to leave the child’s face obscured, it is easy to inadvertently leave 
in other details which might identify the school or location. 

 We felt that a low-cost markerless motion tracking system could potentially have 
the ease of use of video whilst overcoming its shortcomings with regard to spatial 
resolution and fl exibility. Video provides a level of spatial resolution which is 
chosen at the time of shooting (through the choice of viewpoint) and which cannot 
subsequently be changed. This viewpoint may, therefore, either be too close and 
leave essential details off-screen or too far away and leave them indistinct. Motion 
capture, on the other hand, allows the movement to be viewed from any angle or 
distance, not just the one that it was recorded from. By recording raw movement 
data in a computer-readable format, there is the potential for it to be subsequently 
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transformed into any other notation system (e.g. Labanotation); it can also be used 
to generate animations which faithfully portray the subject’s movements, but leave 
them unidentifi able. Furthermore, if the motion capture system was markerless, 
it would not encumber the user, nor require any lengthy setup on the part of 
the researcher. 

 The Game Catcher was therefore developed with these ideas and principles in 
mind and intended to act as a fully functional proof of concept of such a system. 
Another design principle that we had in mind was that the system should be low cost 
and robust, and this lead to our decision to use modifi ed game hardware to create the 
Game Catcher. This is discussed in greater depth later in the chapter.  

    Game Prototype 

 The second main aim of the Game Catcher project was to “port” a real-life 
playground game to a computer game, since this process would force us to think 
more formally about what these games consist of and about the relationship between 
physical and virtual games (see [ 10 ,  11 ]). 

 In the case of the clapping game, this raises questions – for instance, what is its 
vocabulary of moves? More generally, one can think about what components can be 
removed, reduced, enhanced, and added, as well as whether any can be substi-
tuted or combined. In the context of the project, it was also conceived as a form of 
“cultural intervention” positioned to investigate the differences between physical 
and virtual forms of play, and to investigate the possibilities of producing a modifi -
able and open-ended game application. 

 But it was not just an intellectual exercise; we also wanted to make a game which 
was enjoyable, as this would generate additional synergies. We therefore felt it 
important to combine these two functions – game and preservation tool – in one 
application as this allowed us to explore these synergies and exploit them to the full. 
We envisioned that it would be possible to create a virtuous circle with the Game 
Catcher, as shown in Fig.  10.1 .

Children play
game

Movement 
generates

data

Researchers
analyse data

Data 
becomes

part of
game

  Fig. 10.1    Synergies between 
play and research in the 
Game Catcher application       
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   As the children played the game, it would record their movements and this would 
form raw data which could then be analysed by the researchers. This same data 
would also form part of the game itself, adding to the library of clapping routines 
available within it. The Game Catcher was designed so that children could replay 
any previously recorded clapping game and see the moves of it acted out by an 
onscreen avatar, who they could play “with”. 

 We envision that there would be a “snowballing” effect over time as the Game 
Catcher accumulated more and more recordings, and that this would in turn make 
the Game Catcher more appealing to children, who would then want to add their 
own games to it. This “snowballing” effect would be particularly strong when, over 
time, the Game Catcher had been taken to a greater number of locations as this 
would add to the quantity, depth and variety of the clapping games. Clapping games 
(as a genre of game) are very widespread but, as found in our project [ 1 ], individual 
variants of them can be geographically and temporally isolated. Pupils at one school 
may, for example, not be aware of a clapping game played at another school in the 
same city unless there is a mixing of their pupils outside of school, for example, 
amongst cousins. Likewise, children may not know the version of a clapping game 
or song played at their own school a few years previously, as the rate of evolution 
and mutation of clapping rhymes may be rapid. 

 Clapping games were chosen for the fi rst version of the Game Catcher as they 
offer challenges, but also have constraints which make these challenges manageable 
within the timescale and budget of the research project. With regard to the challenges, 
clapping games feature fast and unpredictable hand movements, with a high potential 
for occlusion or misrecognition; they also require a tracking system which doesn’t 
impede the player excessively. On the positive side, clapping games take place 
within a limited playing area, with a player standing still and just moving their 
hands. Clapping games also have some conventions about how the hands move, 
with certain hand positions, orientations and movements being common and 
others not used.   

    The Process of Adaptation 

 As we began the process of adapting real-life clapping games to a computer game, 
we began to consider the most appropriate terminology for it. One can, for example, 
think of it as “porting” – in the sense that a piece of software is ported from one 
operating system to another. This implies that having a similar appearance/behaviour 
is most important, even though what is happening behind the scenes may be different. 
“Adaptation”, on the other hand, implies something different – it suggests that what 
is important is the sense or the feeling, rather than the look, and that some degree of 
fl exibility allowed in order to achieve this. “Translation” tends to imply more of a 
literal process, while “inspired by” is at the other extreme, suggesting that there is a 
relatively weak connection between elements in the source material and those in 
the fi nal product. 
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 The diffi culty in fi nding the ideal term stems in part from the fact that although 
these each come from different areas, they all apply, for the most part, to the process 
of transferring an object from one fi eld to another, not something as ephemeral as a 
game. Perhaps the most appropriate concept for the process is that developed by 
Kress [ 12 ] (p. 47) where he describes as transduction the process whereby something 
which has been confi gured or shaped in one set of modes (in this case, playground 
gaming) is then reconfi gured and reshaped according to the affordances of a different 
mode (screen-based computer gaming). 

 The transduction of the clapping game from playground to screen, is accompanied 
by a change in modes and interaction. In the playground version, the player uses 
both visual and tactile modes to make contact with the hands of the other player 
(some “eyes-closed” clapping games exist and use only touch, but they are rare), 
whereas in the screen version the tactile mode is omitted and the visual mode 
becomes more emphasised. This has implications both for the design of the interface 
and for the “reading” of the action or interaction. Another example is the location of 
the gaze of the player. In the playground version this is towards the other player, but 
in the screen version, the player’s gaze is towards the screen and in particular 
directed towards the position of the hands. This brings up interesting questions 
about the relationship of the player to the on-screen visualisation of play/player and 
questions as to how one designs a user-experience that is different, but intended to 
be no less satisfactory, than the playground version of the game. The reconfi guring 
and reshaping of modes affects the experience, reading and meaning of the 
“transducted” text – and this also has implications for how the rules of the games 
are affected by the move from playground to computer screen. 

 We also had to think about, at a very fundamental level, what the essence of a clap-
ping game is. In terms of hand orientations, there are fi ve main hand orientations 
when the players clap, as shown in Fig.  10.2 . These are:

     (i)    Palm down, fi ngers pointing at other player (clapping vertically with other 
player)   

   (ii)    Palm up, fi ngers pointing at other player (clapping vertically with other player)   
   (iii)    Palm facing other player, fi ngers up (clapping horizontally with other player)   
   (iv)    Palm to side, thumb up, fi ngers pointing at other player (clapping horizontally 

with self)   
   (v)    Palm to side, fi ngers up, thumb pointing at self (clapping horizontally with self 

or diagonally with other player)    

  The repertoire of moves used in a clapping game is, however, far higher. Firstly, 
these are just end positions – the orientation of the hand between claps is important 
as it indicates the next action. Secondly, there is non-clapping contact between 
players – for instance, in one of the schools studied in the project, there was what 
we referred to as a “three way clap” where the players place the backs of their left 
hands together while they perform a sequence of three claps with their right hand. 
Thirdly, there are gestures in clapping games which don’t involve clapping, but are 
drawn instead from dance routines or from elaborate handshakes.  

10  Game Catcher : Visualising and Preserving Ephemeral Movement…



144

    The Choice of Technology 

 Developing the Game Catcher involved fi nding both the position of the hands in 3D 
space and their orientation, with enough accuracy and resolution to enable them to 
be used to produce accurate animations (both at the time of recording and during 
playback) and to generate meaningful and useful data. The system had to be robust, 
and not susceptible to background noise which would show itself as a random 
“juddering” of the hands. In addition, all of this had to be done at a suffi cient 
frame-rate – and with suffi ciently low latency – to allow the application to feel 
responsive to the user. 

 Videogame hardware offers a number of benefi ts which were felt to be highly 
applicable to these aims: it is robust, widely available, and offers an extremely high 
price to performance ratio (low price, high performance) which can be lower than 
the cost of buying its individual components separately. During the course of devel-
oping the Game Catcher, we used a number of different solutions before adopting a 
“best of breeds” approach which used the Kinect sensor to track hand position and 
Wiimote controllers to track hand orientation. But even once we had settled on this 
combination, we still experimented with a number of different libraries and coding 
techniques to interface the Kinect with Processing. It is useful, therefore, to discuss 
briefl y the strengths and weaknesses of each of these approaches for the benefi t of 
the wider community. 

  Fig. 10.2    Hand positions in clapping games       

 

G. Mitchell and A. Clarke



145

 The Game Catcher was intended to provide a robust motion tracking system 
which would work in a variety of locations, with minimal setup and calibration, and 
provide an adequate frame-rate on a relatively low-cost/low-spec computer (ideally, 
a laptop). Some tests were done with OpenCV, but this was found to be too slow on 
the target hardware. Simpler video tracking (tracking areas of bright light or colour) 
was also eliminated as it is too easily affected by outside conditions such as the 
brightness and colour temperature of the ambient lighting or the colour of the 
clothing worn by the person being tracked. Because of these issues, we rapidly 
adopted an approach which used infra red LEDs, rather than visible spectrum light, 
as this also allowed us to also exploit the strengths of the Wiimote. 

 The Wiimote is normally used with a sensor bar which sits just under (or just 
over) the television screen. This sensor bar is, in fact, not a sensor and actually 
contains just a set of infra red lights. The lights are used by the Wiimote, which has 
a relatively low resolution IR camera in its tip (128 × 96 pixels, interpolated within 
the device before analysis to give an effective 1,024 × 768 pixels) to more accurately 
measure the orientation of the Wiimote when it is being used to point at or select 
items on the screen. 

 We attached an infra red LED to the Wiimotes in the player’s hands and used a 
third Wiimote as a camera pointing at the player to track the position of these LEDs 
(an approach similar to that used for the “Brain Baton” in Marrin [ 13 ], and by 
Lee [ 14 ,  15 ] to create an interactive whiteboard). The advantage of this approach 
is that it is very fast and accurate as the Wiimote has a dedicated built-in chip which 
is optimised to do this type of image analysis in hardware. 

 Being infra red, the tracking is unaffected by lighting conditions (providing it is 
not pointing at a bright, hot, light source), making it more reliable than tracking a 
visible colour. One negative aspect of this system is that because it is tracking a 
point source, it can’t use the apparent size of an object to calculate depth (as the 
Sony Move controller can do), and so can only track movement in the XY plane. 
Researchers at the University of Cambridge [ 16 ] have, however, demonstrated that is 
possible to track the position of an infra red LED in 3D space using a pair of 
Wiimotes by triangulating its position. We were therefore confi dent that we could, 
if necessary, adopt the same approach. 

 In the end, the release of the Kinect – and the fact that it was hacked on its fi rst 
day of release – rendered this approach unnecessary. We were therefore able to 
abandon this approach centred on IR LEDs and adopt a markerless system based on 
the Kinect (this projects a pattern of infra red dots on the subject, rather than relying 
on infrared lights or reflectors attached to them). The OpenKinect project’s 
libfreenect drivers gave very high frame rates, but did not provide any built-in 
functions for performing the hand tracking as it only gave access to the depth map 
generated by the Kinect. As a result, it was initially necessary to write bespoke code 
which would track the hands. 

 A substantial amount of time was devoted to this, but the diffi culty in writing 
routines which were suffi ciently resilient to issues such as occlusion meant that we 
switched to OpenNI once it became possible to access it in Processing (the Java- 
based programming language used to develop the Game Catcher). This was achieved 

10  Game Catcher : Visualising and Preserving Ephemeral Movement…



146

fi rst by accessing it through the OSC protocol, and then more directly using the 
Simple-OpenNI library. 

 OpenNI provided functions to track the whole body and could also track multiple 
users, providing a persistent ID for each. This lead us to expand our work on the 
Game Catcher and to develop a second version which was capable of tracking 
several users in a larger area and was therefore suitable for recording and preserving 
the movements of other playground games such as skipping, hopscotch, etc. 

 This multiplayer version (Fig.  10.3 ) was intensively user tested at the Children’s 
Conference for the project, being used by three groups, each of 15 children, in three 
45 min sessions, but following this conference, development effort shifted back to 
the single user version of the Game Catcher. This was because allowing the user 
to play against the recorded version of a clapping game presented distinct chal-
lenges that the multiplayer version could not. 

 The key issue here was hand orientation. Although the Kinect libraries allow us 
to track the skeleton, they did not give the hand orientation which was essential if 
we were to faithfully and accurately record clapping games. We did investigate 
whether one could assume the hand orientation from its direction of movement, but 
although this approach was initially promising, it did not seem to be reliable in 
every case. For instance, when the hand is moving forward (away from one’s body), 
one can assume that it will be palm out with the fi ngers up, but if it is moving 
across the body, it could be in one of several different orientations. This meant that 
a hybrid technique was necessary, using the Kinect to track the body position and 
the Wiimotes to track the hand orientation. This proved to be an ideal solution, as it 
allowed the strengths of each system to be used. 

  Fig. 10.3    The multi-player version of the Game Catcher in use at the Sheffi eld Children’s 
Conference March 2011       
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 There were a few issues with the Wiimote which it is appropriate to point out 
from a technical point of view. Although the Wiimote can detect relative motion in 
all three axes, it does not, on its own, track absolute yaw position (rotation about 
the Y axis). It relies on accessories to do this – either the Wii Motion Plus add-on 
(which contains a gyroscope) or the so-called Sensor Bar (which, as already 
mentioned, is actually a set of LED lights, rather than a sensor, and helps the 
Wiimote determine its real-world orientation and positioning). Neither of these 
were suitable in this case. Using the Sensor Bar would have required the user to 
keep their hands pointing at the bar, and was therefore clearly unsuitable for a 
clapping game which required free movement in all axes. Using the Wiimote with 
the Wii Motion Plus would add additional bulk and weight which we felt was not 
appropriate (though we did briefl y investigate whether it would be possible to use 
the Wii Motion Plus without the Wiimote). 

 A consequence of this was that we could not tell the differerence between two 
key hand the palm out, fi ngers up, position when one is clapping with the other 
player (position iii in Fig.  10.2 ), and the similar position with the palm facing side-
ways used when one is either clapping obliquely with the other player or clapping 
with oneself (position v in Fig.  10.2 ). In addition, the Wiimote suffers from a 
gimbal lock problem when pointed vertically upwards, meaning that in this position, 
the Z and Y rotation axes are aligned; this makes the data returned by the Wiimote 
erratic and meant that as the player’s hand approached this position, the rota-
tion of the on-screen hand could fl ip uncontrollably by 180°. 

 These issues were solved by paying attention both to the limits of human move-
ment and to the conventions of the clapping game and using these to provide an 
additional level of interpretation. For instance, when the hands are vertical (fi ngers 
pointing up) in a clapping game, it is unlikely that the player’s palms are facing 
their body. Likewise, when the hands are clapping obliquely with the other player 
(palm sideways as in position v in Fig.  10.2 ), they will have gone through different 
intermediate positions than when they are doing the normal palm out clap (position 
iii in Fig.  10.2 ). These rules are used to make the hand “snap” to certain hand ori-
entations (though it should be noted that this only affects the on- screen display of 
the hand as the text fi le always records the raw orientation data). 

 The theoretical performance of the Game Catcher – based on the published 
performance data of the Wiimote and Kinect (and/or their components) – is shown 
below in Table  10.1 . These fi gures are for the accuracy at a typical operating 
distance as the resolution at which movement in the Z dimension is measured varies 

    Table 10.1    Theoretical performance of Game Catcher   

 Dimension  Performance  Notes 

 XY position  3 mm  Using Kinect 
 Z position  1 cm  Using Kinect 
 Z range  1.2–3.5 m 
 Orientation  <1°  Using Wiimote accelerometer only (not Wii Motion Plus) 
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with range, and a more detailed study of the resolution of the Kinect can be found, 
for example, in Mankoff [ 17 ].

   The presence of unavoidable system noise in the depth map reduced these fi g-
ures slightly in practice, but XYZ accuracy still remained well within acceptable 
levels (detecting smaller movements than might be detectable through watching the 
video recording of a clapping game, for example). The fi gure given in Table  10.1  for 
orientation is the raw measurement and in some hand orientations the hand will 
snap to 90°. As mentioned above, this orientation measurement is obtained using 
the built-in accelerometer, not the Wii Motion Plus accessory.  

    Visualisation and Analysis 

 As the player records a clapping game using the Game Catcher, two fi les are 
generated: a plain text fi le containing the movement data and an audio fi le containing 
the associated sound recording. These fi les are used to provide the movement and 
sound when the clapping game is played back. A third fi le can be created manually 
and is used, if present, to display textual information when the game is played. 
In the Game Catcher, this was used to show the words of the clapping song/rhyme 
on screen with a “bouncing ball” effect, but the same technique could be used to 
show annotations, cross-references, etc. synchronised with the movements on 
screen at that moment. 

 In addition to allowing the user to play any previously recorded clapping game, 
the Game Catcher also provides tools with which to analyse and visualise the game. 
These use the same movement data fi les as the game and therefore close the loop 
portrayed in Fig.  10.1 . During the “Playground Games” research project, an initial 
form of visualisation was implemented as a proof of concept, which indicated the 
usefulness of the system and generated further ideas. 

 This initial visualisation (Fig.  10.4 ) shows a stick fi gure performing the moves of 
the clapping game with lines showing the path taken by the hands throughout the 
entire game (the right hand – and its path – are shown in red and the left hand/path 
in green). The display can be toggled to show the fi gure, the paths, or both together 
(the latter being the default). The movement itself can be played at normal speed, 
rewound, paused at will, or advanced/reversed frame by frame. In addition, the 
scene can be rotated in all axes and viewed from any angle while doing this.

   Showing the path of the hands throughout the game provides a useful visual 
summary and enables the most predominant moves from it to be recognised at a 
glance. By comparing two images side by side, it should be possible to recognise 
related clapping routines with similar moves, even though they may have different 
clapping rhymes (or at least eliminate ones which are clearly dissimilar) and this 
would be a signifi cant breakthrough. Currently, this type of comparison would 
involve watching two videos side by side and to be able to identify similarities, the 
videos would have to be shot from similar angles/distances and feature clapping 
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rhymes of similar length performed at a similar tempo (otherwise they would slip 
out of sync with one another). These diffi culties explain why the tracing of variation 
in clapping games has tended to focus on the words with accompanying descriptions 
of gestures, rather than primarily on the movements (see Bishop [ 3 ]). 

 Another way in which these similarities could be identifi ed would be through 
superimposing fi gures from two different recordings. We believe that this type of 
visualisation would be most useful in detecting subtle difference and variation, such 
as that which might occur in a particular clapping game in a particular location over 
time. Other uses would be in identifying changes in the movement of a single 
person over time (e.g. to study the learning or unlearning of a gesture or the 
adaptation of a movement over time in response to local conditions) or a pair of 
people (e.g. a teacher and pupil, to study the transfer and learning of skills). Further 
visualisations have been implemented, including one – inspired by the work of 
Muybridge [ 18 ] and Marey [ 19 ] – which displays a series of fi gures separated by a 
constant interval (say, one every half second). 

 Each of these two visualisation formats has its own strengths. The initial “trace” 
visualisation is most useful in situations – such as the clapping games which formed 
the initial inspiration for the Game Catcher – where the subject is relatively static 
and it is their gestures which are of most interest. The “Muybridge/Marey” type 
visualisation is more useful when the subject is moving through space. The distinction 
between these two visualisation forms is not clear-cut, however. It is, for example, 
still useful to provide a trace on the latter form of visualisation as it makes the order 
of frames in the animation clearer. 

  Fig. 10.4    The Game 
Catcher’s “analysis mode” 
showing the paths taken by 
the hands       
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 In addition to the visual analysis, other forms of analysis are also possible. As the 
movement has been translated into numerical data, it is feasible for it to be analysed 
automatically by computer using statistical/mathematical analysis or artifi cial 
intelligence (e.g. hidden Markov models) to identify similar gestures, patterns or 
rhythms (even if this is just to narrow down and highlight areas of potential interest, 
for researchers to watch and analyse manually). 

 Simpler forms of computer-based analysis could also, on their own, provide 
useful information. It would, for example, be relatively straightforward to identify 
clapping rhythms using simple arithmetic and trigonometry, as the claps can be 
detected by sudden changes in velocity and direction of movement (during the game 
itself they are identifi ed by an increasing proximity of the hands as this allows us to, 
in effect, recognise a clap before it occurs).

       Conclusions 

 The development of the Game Catcher prototypes (the single player and multiplayer 
versions) has proven that a low cost motion capture system built around videogame 
hardware is both (a) technically viable and (b) useful in practice as a tool for 
recording, preserving and analysing movement. This setup provides tracking which 
is suffi ciently precise and robust under a variety of conditions. 

 A viable data format has been developed which allows players in the multiplayer 
version of the Game Catcher to appear and disappear (as they are picked up by the 
tracking, or lost as they disappear out of frame) and this data format is also suitable 
for the single player version. We have provided a sample of the ways in which this 
data can be visualised – this is useful in itself and also suggests further enhance-
ments and alternative uses. With regard to the Game Catcher hardware, we have 
identifi ed the size and shape of the Wiimote as a slight issue and are investigating 
ways to miniaturise this functionality. We envision that a Seeeduino Film offers the 
most viable solution (probably communicating with the PC via Xbee rather than 
Bluetooth, as is used by the Wiimote). This should provide a solution with minimal 
weight which will fi t onto a child’s hand, as well as providing a compact and robust 
solution which will be suitable for other uses and scenarios. 

 In parallel with updating the hardware of the Game Catcher, we also intend to 
consolidate and merge the codebases of the single player and multiplayer versions 
so that it is can provide a greater degree of fl exibility to the researcher and allow 
them to change from one mode of use to another without switching applications. 
The aim of this process is to provide a robust, low-cost, motion capture system for 
the Arts and Humanities (what we have termed a “solution-in-a-suitcase”) that can 
be easily used in the fi eld, both indoors and outdoors, in a variety of scenarios.     
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    Abstract     The art of conducting has a long and well-established history, as both a 
technical and expressive art form, using physical gesture to convey musical intent 
and expression. Conducting relies on visual communication to direct the individual 
instrumentalists of an ensemble as a single, coherent unit. The aim of this project 
is to capture and analyse the hand gestures of conducting in order to provide real-
time, interactive multimodal feedback. The system encompasses a number of 
application contexts including gesture visualisation for conducting analysis, 
pedagogy and preservation. This chapter presents the design and development of 
the interface involving hardware sensors and software analysis modules, and 
discusses the application of visualisation for conducting. Visualisation software 
has been designed to produce a sculpture of the conductor’s gesture, to refl ect the 
individual conductor’s style and technique. The chapter concludes with latest 
fi ndings, future directions and the impact the research may have outside the realm 
of gesture communication application.  
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       Introduction 

 The gestural precision, practice and techniques of modern conducting style have 
developed over approximately 300 years [ 1 ]. Whilst conductors employ many different 
techniques, there is a large amount of literature that describes its basic principles, 
including Green [ 2 ] and Boult [ 3 ]. This literature has established a common agree-
ment: distinct gestures have specifi c interpretations and meanings for the performer. 
These foundations provide a basis for researchers to further explore and analyse the 
implications of conducting gesture. Attempts to interpret and quantify conducting gesture 
have signifi cance outside the art, in the understanding of gesture communication. 

 Conductors direct musical performances through visual gesture. While the per-
formers look to the conductor for tempo, dynamics, and unifi ed entrances and exits, 
audiences can look to the conductor for a summative representation of their auditory 
experience. The mConduct project is developing a real-time interactive multimedia 
system that captures and analyses a conductor’s gesture to offer multimodal feed-
back including visualisation, sonifi cation and haptics. The system is designed for 
several different application scenarios including distributed performance, conduct-
ing pedagogy and enhanced performance environment interactions. 

 This chapter provides an overview of the system design and development, with a 
focus on the impact of the gesture visualisation system module. Section “ Background ” 
of the chapter presents a background literature survey, including an overview of 
conducting history and technique, conductor tracking systems and visualisation 
techniques. Section “ Design and Development ” presents the design and development 
of the mConduct system. Section “ Validation ” discusses evaluations and validations 
of the system, and the fi nal section concludes by describing the projects latest 
fi ndings, contextualising application scenarios and discussing future directions.  

     Background 

 This section presents a brief historical progression of conducting practice in relation 
to the development of musical form in order to contextualise the system. Identifying 
this relationship presents methods of integrating the system into modern perfor-
mance environments. After this, previous conductor tracking systems that have 
informed the design are discussed. The background section concludes with an over-
view of related visual feedback technology applications. 

    Conducting 

 Modern conducting technique has developed over the past 300 years, and a number of 
earlier practices have infl uenced the role, technique and equipment of the conductor. 
The conductor’s gestural language has adapted to facilitate the communication of 
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complex musical direction required for an accurate and balanced performance. 
A brief history of conducting is provided, followed by the evolution of the baton and 
a description of modern conducting technique. 

    History of Conducting 

 The role of the conductor evolved slowly through a variety of practices, infl uenced 
by political, economic and technological change [ 4 ]. The use of hand gestures to 
coordinate musical ensembles can be traced back to cheironomy in ancient Egypt 
[ 5 ]. Before melody was notated in a written score, cheironomy hand signs indicated 
the melodic shape of phrases. Cheironomy was widespread in the ancient world, 
enduring into medieval times to direct singers of Gregorian chant [ 6 ]. 

 During the middle ages, the complexity of music increased. Cheironomy could 
not facilitate this development, leaving this practice redundant. The complexity of 
polyphonic music compelled the development of staffed musical notation [ 6 ]. In the 
fi fteenth century, it became common practice for the role of the conductor to be 
focused on timekeeping. 

 Through the fi rst half of the nineteenth century, there was much experimentation 
within conducting practice. Formerly, the orchestral leader was rotated within 
ensembles, as a pianoforte or violin player. By the mid nineteenth century, it became 
common practice to have a dedicated conductor, an individual who did not play in the 
ensemble. Other more technical considerations included whether beats should be 
silent or audible, and with what implement to conduct. Another important refi nement 
was the position of the conductor, or leader, within increasingly large ensembles [ 4 ]. 

 In the nineteenth century Wagner developed a theory that shaped the role of con-
ductors today [ 7 ]. He believed that conductors should not only keep time but also 
impose their own interpretation of the piece. Modern conducting is built upon the 
techniques founded by Wagner and other early conductors. However, conducting is 
still an evolving art form. Not only does modern music necessitate the use of new 
conducting techniques, technology is opening doors for new musical forms and 
interpretations of conducting.  

    The Baton 

 The baton, as the conductor’s technical instrument, has developed through experi-
mentation with a number of different forms. One of the earliest reported examples 
of a handheld device being used for conducting is a golden staff, in 709 BC [ 4 ]. 
Pherekydes of Patrae, “Giver of Rhythm”, gestured the staff up and down to keep an 
ensemble of eight hundred performers in time. However, it was in medieval choirs 
that role of the staff as a conductor’s tool gained prominence. Staffs or sticks were 
used to signal beat and tempo. Longer sticks were often used, allowing the gestures 
greater audibility and visibility. During the seventeenth century, implementation of 
these tools grew in prominence, and their use spread to other ensembles. Famously, 
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Jean-Baptiste Lully (1632–1687), the Maitre de Musique for Louis XIV, kept time 
by banging a very large stick on the fl oor. Lully was also, unfortunately, the fi rst to 
realise the disadvantage of such implements, contracting gangrene after accidentally 
hitting his own foot [ 8 ]. 

 In the eighteenth century the form of the conducting device evolved from 
the staff to a rolled up piece of paper and then to the baton in the nineteenth century. 
The fi rst usage of the baton in its current form is unclear, but accounts identify the 
early nineteenth century. The baton’s fi rst use has been attributed to a number of 
conductors including Haydn, Spohr, Mendelssohn and Spontini. It was repeatedly 
‘introduced’ into the orchestra due to some, including Schumann, disapproving of 
it [ 4 ]. In present times, the use of the baton is left to the discretion of the conductor; 
it is generally used in instrumental conducting but absent in choral performance. 
Green identifi es the primary advantage of the baton as being its ability to convey a 
concise and defi ned message to performers [ 2 ]. Individual conductors generally 
have a preference for overall shape, length and weight of the baton.  

    Conducting Technique 

 Conducting is a highly technical and expressive art form that takes years of practice 
and training to master. For this reason, a succinct analysis of conducting technique 
is presented, related to the project’s requirement. The techniques defi ned in this sec-
tion are based upon those outlined by Green [ 2 ]. 

 In 1701 lexicographer, Thomas Janowka, described  tactus  for an ordinary mea-
sure as a right-hand movement of down, left, right and up. This pattern became 
standard and is the basis of modern conducting methods. The precise details of 
these gestures have developed, described in the aforementioned literature. 

 The beat is indicated through movements in the right hand. Each time signature is 
defi ned by a different pattern of movements. The arm moves through the pattern, and 
wrist motions allow the hand to precisely ‘tap’ each beat as it occurs. Beat- points are 
marked by a sudden change in direction or ‘rebound’. The instant at which the beat 
occurs is the known as the ‘ ictus ’, and the reiteration of these beat- points is the ‘ takt ’. 
A downward, vertical motion defi nes the fi rst beat of a measure, and an upward 
motion the last. Some conductors may use both hands, with the left mirroring the 
right. The left hand is normally used for cueing the entrances of individual players or 
sections and aiding indications of dynamics, phrasing and expression.   

    Conductor Tracking Systems 

 A number of different conductor tracking systems have been developed. The design 
of these systems is dependent on their aim, application, and available technologies. 
Important design considerations include the technical requirements and method 
of motion capture. Most commonly, their objectives are to identify and analyse 
gesture for conductor training programs, or control interfaces for live electronic 
performance and virtual orchestras. 
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 The fi rst documented mechanisation of the conducting baton was during the 
1830s in Brussels. The system relayed the conductor’s tempo to an offstage chorus 
through an electromechanical device, similar to a piano key, which would turn on a 
light when pressed. Berlioz documented the use of this device in his essay, ‘On 
Conducting’, published in 1843. 

 There have been many other attempts to automate and analyse the process of 
conducting for conductor training programs and virtual orchestras. Bianchi and 
Smith fi rst introduced the term ‘virtual orchestra’ into the musical lexicon in the 
early 1990s [ 9 ]. They developed an interactive computer music system that was 
used in the Kentucky Opera’s 1995 production of Hansel and Gretel. This marked 
one of the fi rst uses of technology by a major performing arts organisation. 

 Another example of an early virtual orchestra is the system created by Morita 
et al. [ 10 ]. Their electronic orchestra responded to a conductor’s gestures. Movements 
were tracked through a Charge-Coupled Device (CCD) camera and sensor glove. 
Morita et al. categorise the tracked conducting information into two main functions:

    1.    Basic, that includes notes, pitch, frequency, duration.   
   2.    Musical performance expression, such as  ritardando ,  sostenuto ,  dolce .    

  The basic information is quantifi able and necessary when performing a piece. 
The expressive information is subjective and creates the artistic essence of the per-
formance. Ascertaining beat points to indicate tempo is a minimum requirement for 
this system. Expanding upon this to measure gestural expression is fundamental in 
creating an authentic reconstruction. 

 In 1996, the ‘Digital Baton’ [ 7 ] was designed as a multipurpose device to control 
electronic music using traditional conducting parameters. Gestures are tracked 
using accelerometers, infrared LED and piezo-resistive strips. A similar array of 
sensors has been used in this project. However, due to advancements in technology, 
the dimensions and weight of the device will be signifi cantly reduced, allowing the 
conductor more traditional movement. 

 Other systems have focussed on conductor analysis; in 1998, Nakra designed the 
‘Conductor’s Jacket’, a physiological monitoring system built into clothing. It was 
designed to study the conductors’ technique in their working environment, mapping 
the conductor’s expressive features to a musical score [ 11 ]. 

 Other systems aim at conducting pedagogy. Examples include Peng and Gerhard 
[ 12 ] and Bradshaw and Ng’s [ 13 ] conducting analysis systems. These two projects 
used a Wii-based tracking system to capture the conducting gesture.  

    Mapping and Visualisations 

 In this system, mapping is implemented to translate gestural conducting data using 
several feedback technologies including visualisation. Through effective mappings, 
visualisation can enhance aspects of the data that are not apparent in its raw form. 
The techniques have been applied in a wide range of application contexts including 
multimedia performance and technology-enhanced learning. 
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 In technology-enhanced learning, both Oliver and Aczel [ 14 ] and Ng [ 15 ] 
reported accelerated learning using visualisation. Ng [ 15 ] discusses the i-Maestro 
3D Augmented Mirror system, which increases awareness of bowing gesture and 
body posture using real-time visualisation and sonifi cation. MacRitchie et al. [ 16 ] 
visualise musical structure through motion capture of a pianist’s performance ges-
tures. This visualisation confi rmed a relationship between upper body movements 
of a pianist and compositional structure. 

 Gestural controls are commonly integrated into mobile devices; this has infl u-
enced much research into the visual implications of gesture. Witt et al. [ 17 ] sug-
gested that user satisfaction could be increased by heightening awareness of 
movements in space. Several previous projects have specifi cally focussed on con-
ductor gesture visualisation research, notably, Bradshaw [ 13 ] and Garnett et al. 
[ 18 ]. Both projects focus on conducting pedagogically. As well as graphing the 
trajectory of the conducting motion, they designed multiple representations of a 
single aspect of the gesture. This allows the user to focus on a specifi c part of their 
gesture when practicing. Conducting gesture is an effective way of deriving visuali-
sations that relate to sound due to it encompassing all aspects relating to the 
performance.   

     Design and Development 

 This section outlines the design and development of the mConduct baton with a 
particular focus on its implementation in the visualisation of conducting gesture. 
Requirements of the system are discussed, alongside hardware and software devel-
opment and integration with the visualisation module. 

    Requirement 

 The design of the system can be divided into four distinct modules:

•    Input module – fi rst captures data from the conductor, including intricate data 
such as movement and acceleration  

•   Data analysis module – analyses this data to detect features such as beat points, 
before the –  

•   Mapping module – maps the analysed data for reconstruction in accordance to 
the selected mapping strategy  

•   Feedback module – reconstructs data appropriately for the chosen application.    

 To realise the aim of the project, the system needed to capture the delicate 
motions of the conductor with suffi cient accuracy and precision required for the 
visualisation analysis. The sensors measuring the conductor’s motion must be sensi-
tive enough to capture suffi cient detail in the gesture. It is equally important that the 
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device is non-intrusive and lightweight so the data collected is not compromised by 
the conductor adjusting their technique to compensate for the hardware. 

 Once the data has been captured, the system requires algorithms that are capable 
of analysing the identifying features of conducting movements, particularly at the 
turning point of the gesture where a beat is indicated. A method of communication 
is required between the different modules, allowing the integration of hardware and 
software components. 

 For the fi nal feedback modules, a variety of software packages are required that 
are suited for each application. The system requires a set of different mapping strat-
egies in order to translate the detected gesture features to suitable feedback control 
parameters. Specifi cally, visual mapping strategies are required in order to translate 
the gestural data into visual parameters. This project is particularly interested in 
visualisation strategies that emphasise and highlight differences in conducting ges-
ture. Allowing the system to refl ect different expressive and interpretative features 
of an individual’s conducting style.  

    Baton Development 

 The characteristics of the conductor’s gesture are determined using multi-sensor 
data fusion. An inertial measurement unit (IMU), consisting of an integrated acceler-
ometer, gyroscope, and magnetometer, is implemented to capture the conductor’s 
gesture in real-time. The IMU is enclosed within the base of a conductor’s baton 
(see Fig.  11.1 ); a separate design has been implemented for users who conduct 
without a baton. The device was designed to be as lightweight and nonintrusive as 
possible, allowing the conductor greater freedom of, and more traditional, movement. 

  Fig. 11.1    mConduct baton 
containing IMU sensor       
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Previous projects at ICSRiM have used Vicon motion capture systems, Wiimotes and 
Kinects; however, the IMU implementation allows greater portability [ 13 ,  15 ,  19 ].

   The Arduino reads the accelerometer and gyroscope values from the IMU and 
processes them before they are sent to the various applications. Real world acceler-
ometer coordinates are also calculated on the Arduino microcontroller (   http://www.
arduino.cc/    )    . The IMU unit measures 3D vectors depending on its orientation. In 
order to fi nd the global movement, quaternions [ 20 ,  21 ] are calculated using the 
accelerometer and gyroscope data. The effect of gravity on the accelerometer is 
calculated using the quaternions. This is performed on board the Arduino microcon-
troller. The accelerometer data is then used to determine the strength and intensity 
of a conductor’s gestures, whilst gyroscope data is used to determine the direction-
ality of these motions. These two data streams together provide a suffi cient repre-
sentation to analyse and understand the baton movement. 

 After the sensor data has been processed and analysed, the information is broad-
cast wirelessly, using the ZigBee wireless protocol. The system adopts the ‘Music 
via Motion’ (MvM) framework design that facilitates the trans-domain mapping of 
movement to other multimedia domains [ 22 ]. The modular architecture of the sys-
tems using MvM has infl uenced the design of this system, particularly in respect of 
its potential for multiple applications and multimodal reconstructions. The data that 
is received by the computer is then utilised in the visualisation and sonifi cation 
software. Simultaneously, an actuator unit physically translates the data into haptic 
feedback. The overall system architecture is shown in Fig.  11.2 .

  Fig. 11.2    Overall system architecture       
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       Visualisation Module 

 Conducting gesture is an effective way of deriving visualisations that relate to a 
performance as a whole. The overall representation of the gesture in 3D space is 
infl uenced by previous projects such as Bradshaw [ 13 ] and Garnett et al. [ 18 ]. These 
projects are more pedagogically focussed, including visual representations of single 
aspects of a gesture. However, this project is particularly interested in visualisation 
strategies that refl ect the expressivity and interpretations of individual conductors. 
For this reason, a mapping strategy has been developed to form a 3D sculpture that 
represents the overall shape and structure of a piece. 

 The system design enables the stream of gestural information to be broadcast and 
received by multiple actuator units and computers in order to provide distributed 
processing and multimodal feedback. The visualisation software receives a real- 
time data stream through the serial port. A minimum baud rate of 57,600 bps is 
required to allow a reliable connection up to 104 frames per second (fps) for the 
visualisations, assuming each frame includes up to nine 32-bit fl oating-point values 
(3D accelerometer data etc.). 

 Data is then analysed and mapped to visual parameters including three-dimen-
sional shape, size and colour. The gyroscope data informs shape boundaries and 
size. 3D acceleration data is mapped to red, green and blue pixel intensity values. 
This mapping strategy visualises repetition patterns of the acceleration in the ges-
ture through clusters of colour. The overall intention of the visualisation is to create 
a three-dimensional sculpture of the user’s overall gesture. This encompasses musi-
cal parameters such as structure, expression, tempo and time signature. 

 The visualisation software contains user-defi nable controls that allow fi ne-tuning 
and custom display modes for greater freedom in performance. Camera view settings 
in software allow the user adjustable zoom and other 3D controls. Snapshots of the 
shape can be taken throughout the performance for comparative analysis of specifi c 
sections of a performance, see Fig.  11.3  for an example output.

  Fig. 11.3     Left  shows example visualisations for a sequence of gesture in 3/4 time and  right  in 2/4 time       
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   The shape of the 3D graphical sculpture creates a clear visual distinction 
between the different time signatures. The number of distinct ‘loops’ visualised is 
congruent with the number of beats per measure. The colour mapping strategy of 
the acceleration data identifi es clusters of colour at the same position on different 
measures. The distribution of colour intensity suggests the user’s gestural accuracy 
and consistency.   

     Validation 

 To ascertain the system’s performance and establish its capabilities, tests and vali-
dation procedures were applied. Trial runs of evaluations were performed and 
refi ned for a user group to ensure they were accurate and meaningful. The subjects 
were given a questionnaire, which outlined questions relating to system’s function-
ality and user experience. Initial evaluations have verifi ed the system as suffi cient 
for the purposes specifi ed above. 

 An evaluation was designed to assess whether musical features could be 
identifi ed from a visualisation. A random selection of ten students with musical 
backgrounds varying from ‘expert’ to ‘profi cient’ participated in the experiment. 
The subject was asked to identify a visualisation created from a gesture. The 
subject was presented with an audio recording and score of a piece of music, 
and asked to identify the corresponding visualisation. Mapping strategies were 
explained to the subject, and they were asked to identify the reasoning behind 
their selection. 

 Analysis of the results identifi ed that 62.5 % of visualisations were assigned to 
the correct piece of music. Kallio et al. [ 23 ] suggest that people perceive a 3D 
gesture with greater accuracy when it is translated into 2D space, which could 
explain misinterpretation in some of the gestures. Overall, subjects were able to 
identify tempo (83 %) with a greater degree of accuracy than time signature 
(75 %). The subjects perceived a clear correlation between colour intensity and 
tempo; 92 % of answers correctly identifi ed the pieces’ tempos in the visualisations 
as ‘fast’ and 75 % ‘slow’. The time signature ‘4/4’ was identifi ed with the least 
degree of accuracy (67 %). This is most likely caused by the reduced defi nition in 
the loops of this time signature. A number of subjects identifi ed that a real-time 
video rendering would improve their understanding; this would be the case in live 
performance. 

 Preliminary tests have found that the visualisation can provide insightful under-
standing of the gesture by comparing the sculpture-like graphical output. It is a 
timeless representation of time-based musical performance that is able to communi-
cate certain aspects of the gesture style, consistencies and patterns depending on 
the mapping strategy applied. This is currently being trial as an aid within a 
technology- enhanced learning system in Leeds. We are also working with a com-
poser who is writing a piece that combines the visualisation element of the system 
into a performance.  
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    Conclusion 

 This chapter proposed the mConduct system to capture and analyse the hand gestures 
of conducting in order to provide real-time, interactive multimodal feedback with 
particular focus on visualisation. 

 The chapter reviewed the evolution of conducting and the baton; discussed the 
design and development of the tool involving multiple hardware sensors and soft-
ware analysis modules; examined the parameters for the visualisation software; and 
discussed evaluations and validations and next steps in the development. 

 With initial evaluations, we believe the mConduct system can increase conductor 
communication, aid pedagogical purposes and provide a means for gesture com-
parative analysis. 

 It has been proposed that people remember information when it is represented and 
learnt both visually and audibly [ 24 ,  25 ]. The use of visuals helps build mental models 
by directing attention to important information and organising data in a meaningful way. 
Visuals and corresponding auditory information are integrated into one comprehensive 
mental model. The mental model can be a powerful tool in pedagogical context for the 
interpretation and understanding of a performance. Conducting gesture visualisations 
were found to have a similar impact when combined with live audio. Together they 
provide an enhanced mental model of the performance elements including expression, 
tempo, time signature and mood. Visualisation of conducting gesture expands live 
performance by engaging the audience in an additional sensory domain. 

 The visuals created by mConduct can be used to summarise a conductor’s per-
formance. Both conducting patterns and deviations from the normal conducting 
movements are represented. Students can use the mConduct system to visualise 
their own conducting patterns and evaluate their consistency and variation of  gesture 
as well as compare their motions to others. 

 The visualisation of gestures can also be used for comparative analysis. The 
images formed from the visualisation can be stored and then compared. This can be 
used for technology-enhanced learning: First, a user can evaluate their consistency 
by comparing visuals from a series of performances of the same piece. Secondly, a 
user can track their development by looking at visuals of their conducting over time. 
Third, users can compare the visual of their performance to others’ in order to study 
differences in techniques and interpretations. 

 The value of mConduct goes beyond gesture communication applications. 
The system will benefi t cultural heritage through performance preservation. The 
collected data, analysis and visualisations can be stored for future generations. 
Future musicians can retrieve the visualisation data and discover how previous con-
ductors shaped a piece.     
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    Abstract     The  de facto  language of deaf people is sign language, a gesture based 
communication process. Being quite different from oral languages (grammar, 
modality, syntax), it needs a writing system of its own. Despite a few attempts, no 
clear writing system for sign language has emerged. The work we present in this 
chapter constitutes a contribution to its formation through a graphic design approach. 
Our hypothesis is as follows: in its execution, the gestural signs contain readable 
graphic traces. In order to visualise them, we use a photographic system based 
on long exposure, creating graphic objects we name photocalligraphies. We 
experimented with deaf people and created two corpora made up of isolated signs. 
With the fi rst one we study the legibility of such a representation of a sign: how well 
it is recognised, how well its meaning is conveyed. With the second we deepen the 
study of something we observed during the realisation of the fi rst corpus: during the 
photographic capture of the signs, the sign language speaker makes alterations to 
the prototypic sign, signing it differently in order to make its graphic rendering 
more readable. We then discuss potential structures for those alterations that we call 
graphic inscribing strategies.  
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       Introduction 

 French sign language is the fi rst means of communication of the French deaf 
community, representing around 120,000 people in France. A law passed in 2005 
recognised it as a full language [ 1 ], which was the starting point for broader recog-
nition from the public and its use in the public school system and in administration. 
Signed languages are analog, visual-gestural and multilinear (meaning that they 
allow the simultaneous transmission of several pieces of information) languages. 
Thus, they are distinct from vocal languages which are arbitrary, acoustic-vocal and 
monolinear. Up to now, due to this complexity, no satisfactory writing system has 
been created for sign language, and yet written sign language would offer deaf 
people the conditions for an unprecedented cultural enrichment. 

 Signed languages cannot be written with existing writing symbols, as they do 
not have the same roots and modality as their vocal counterparts. Studies have shown 
how a harmonious development of conceptualisation relies on a sign language- 
based education [ 2 ]. A writing system needs to be engineered to fi t specifi c char-
acteristics, including grammar, vocabulary and multilinearity among others. 
However, most endeavors in this direction have resulted in graphic codes for lin-
guists [ 3 ,  4 ] rather than a practical writing system that could be used every day by 
the deaf community. 

 We aim at contributing to the creation of a handwriting system for sign language 
through a graphic approach. We base our work on a visualisation of movements 
through extensive techniques of investigation and experimentation. Our working 
hypothesis is that gestural signs produce readable graphic structures comparable to 
the characters used in writing [ 5 ]. We believe that in this particular case, the lan-
guage and its writing could have much more in common than do vocal languages 
and their scripts. We have chosen to focus on gesture as a whole and not on one of 
the various parameters of sign language, so that our study departs from the tradi-
tional dissection of sign language [ 6 ,  7 ]. 

 In this chapter we present photocalligraphy, a method aimed at exploring the 
graphic structures of movement in sign language, which relies on photography 
using long exposure times. Through the creation of the two corpora and their 
evaluation by the deaf community we noted that the sign language speakers 
modifi ed their gestures to make their photographic representation clearer, thus 
adopting a writing-like behavior. After studying those modifications, their 
repetitions and patterns, we structured the consistent ones that we call graphic 
inscribing strategies. 

 We will begin by clarifying the context of our research: sign language and its 
current representation and capture, and then writing and movement visualisation. In 
the second section we will present our main contribution: our photocalligraphic tool 
and the resulting representations of sign language. We will then present both our 
corpora, the fi rst one representing legibility (as defi ned in [ 8 ]) while the second 
deals with the sign modifi cations made by the speaker in order to increase this leg-
ibility. Before concluding we will focus on a particular concept that emerged 
through both corpora: graphic inscribing strategies.  
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    Contextualisation and State of the Art 

  Sign language . It is important to keep in mind two major factors before investigat-
ing a writing system for French sign language. One is the means of communica-
tion. The visuo-gestural mode used in sign language differs from the voco-acoustic 
one in spoken language. Sign language uses gestures to produce signs, and vision to 
perceive them. The entire upper body acts as a medium. Taking only manual 
gestures, we have hand shapes, movements, orientation (of the palm) and location. 
The capacity to use several parts of the hand at the same time brings us to the second 
factor: multi-linearity. Sign languages can express a lot of information simultaneously, 
as opposed to spoken languages which are monolinear, making visualisation of sign 
language a challenge. Up until now none of the existing transcription systems has 
the qualities necessary to translate effi ciently into written sign language. 

  Representing Sign Language . In order to keep a written record of French sign lan-
guage, annotation systems such as HamNoSys [ 3 ] or SignWriting [ 4 ] have been 
created, the latter more visual than the fi rst. Neither of these highly schematic systems 
can properly represent the richness of sign languages. They use more or less arbi-
trary representations to depict the sign, with a strong tendency towards geometrisa-
tion, making them closer to a notation than to a writing system. Most of the existing 
graphic transcription systems have been devised as scientifi c tools. The purpose is 
often to serve as an annotation system [ 9 ]. Those systems are successful mostly 
when used in a narrow, specialised context, and confi rm the view that traditional 
linear writing is not suited for sign language [ 10 ]. 

 For that reason, we needed to research a transcription system able to cover various 
levels of complexity that are communicated simultaneously. We focused on a 
graphic approach (as opposed to verbal description and subdivision) that takes into 
account multi-linear communication. By claiming that french sign language, in its 
gestural dimension, represents graphic structures comparable to writing, our research 
attempts to go beyond the traditional parametric organisation of sign language 
described by Stokoe [ 7 ,  11 ] and in France with Cuxac [ 12 ]. 

  Captation and corpora . The existing corpora mostly rely on video recording of sign 
language and on motion capture. Their focus on sign language ranges from its 
vocabulary or its emergence (Creagest Project: [ 13 ]) to its grammatical structure 
[ 14 ], or even a comparison between signs or structures from different countries [ 15 ] 
(MARQSPAT Project [ 16 ]). The specifi c form of the corpus determines the corpus 
itself and the type of analysis it will allow [ 17 ]. 

 Our method of capture differs from those used in existing corpora [ 13 ,  18 ] by 
moving away from annotating purpose to concentrate on the visualisation of move-
ments. Inspired by cognitive science’s enaction paradigm [ 19 ], we also wonder 
about the feedback such a representation can make to the user. We focus especially 
on the trace the hands leave, and draw an analogy with the stroke of a pen which is 
regarded as the foundation for formalised writing according to G. Noordzij [ 20 ]. 

  Writing . Latin languages are broken into phonemes and their writing systems are 
separated into small discrete sets of glyphs, like atoms, evolving from the pictograms 

12 Photocaligraphy: Writing Sign Language



170

of proto-sinaitic writing to more complex shapes [ 21 ] and to eventually represent 
sounds or, as we might say, shapes of sounds, pure conventional forms. Unfortunately, 
such simplicity and economy cannot apply to sign language, as sign language is closer 
to a continuous mode of communication, defi ned by its four manual parameters. 

 The Chinese writing system, on the other hand, appears to be closer to sign 
language with its phono-semantic compound nature. It developed, while maintaining 
consistency, by using simple rules of construction and graphic semantics. In Chinese 
calligraphy, the supple brush is meant to sense every modulation of the body and 
transfer the movement freely, allowing an infi nity of variations in the stroke. This 
connection between the body, the tool and the sign gives the gesture authority over 
the sign and not the contrary [ 22 ]. 

 Both models help us to refl ect on the principle of the stroke of the pen (or brush) 
and the role of the body in the writing process or performance. It is the formal 
semantic and structural features of the Chinese writing system that came to be the 
main source of inspiration in our research, as it associates different graphic modes 
with the movements of the hand. Far from the conventional alphabetic forms of the 
glyphs in the transcription of vocal languages, there is the potential to write sign 
language as we speak it, with the same tools: the hands and the eyes. 

  Visualisation of Movement  .  By picturing various factors in movement simultaneously 
in legible photography, the work of the physiologist E. J. Marey is a milestone in many 
ways [ 23 ]. Next to Eadweard J. Muybridge’s sensational chrono-photography, Marey 
gave birth to the modern, scientifi c observation of the body in movement. 

 At a formal level, the work of Anton Giulio Bragaglia [ 24 ] crystallised our refl ec-
tions. By using long exposure and welcoming the blur that results from fast movement, 
his technique, photodynamism, rejected Marey’s analytical methods and focused on 
capturing the sensation of movement rather than breaking it apart. More than a 
sequence, this visualisation depicted movement as an indivisible reality and form. 

 Unlike Picasso and Mili in 1949 [ 25 ], the process of photocalligraphy is not painting 
with light. The movement itself is clearly the origin of the traces in our process, extend-
ing the concept of the stroke by capturing the various dimensions of the hands. 

 Aside from this photocalligraphic representation, we acknowledge the various 
digital methods of rendering movement, and their advantage (easier manipulation, 
modifi cation and prototyping). While in this work we focus on analog capture, with 
the blur of movement characterising our renderings, we are also exploring the digi-
tal dimension of movement: its various representations and the manipulation of 
such a graphic digital object.  

    Photocalligraphic Capture 

 We devised a photographic process allowing us to visualise hand movement in space 
specifi cally in the context of sign language. We call this technique of visualisation 
 photocalligraphy , referring to the formalism of our images. The photocalligraphy 
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method focuses on isolated signs and gestures and turns them into a graphic imprint. 
This way of representing the gestural dimension of sign language envisions the hand 
as a graphic tool, similar to a living brush. 

 In order to isolate the hands and the face, the sign language speaker wears a 
black garment with long sleeves and stands in front of a uniform black background. 
A camera frames the upper body plus the space necessary to perform large signs, 
thus capturing the meaningful signing space and defi ning our frame of reference. 
We use a digital camera (Nikon Dsign languageR D90) to shoot long exposure 
images (duration around 2 s., depending on the sign), in order to capture the entire 
duration of the sign. This records the continuous trace of the hands in movement 
without the need for post-editing. Avoiding post-editing enables the sign language 
speaker to see instantly the graphic potential of their movements. It proved in our 
experience and in feedback from the sign language speakers that the system was 
very close to a process of writing. An exposure of 2 s was found to be the optimal 
value. Because the speaker cannot hear the noise made by the camera shot, we indi-
cated it by opening and closing a hand (start and end of the exposure). This is impor-
tant, to synchronise the duration of the shot and to convey the time available to 
perform the sign. Sessions are recorded on video so as to save discussion and keep 
track of the evolution of the sign language speakers’ behaviour. 

 In our set-up, a screen faces the sign language speaker and displays the image 
just taken. This visual feedback enables the sign language speaker to see what they 
have produced, bringing the experience even closer to writing. This process also 
instigates the exploratory aspect of our work, as the sign language speaker often 
reacts to his creation and tries to give the next gesture a particular scriptural direc-
tion. Without being an actual writing tool, photocalligraphy using this particular 
set-up demonstrates the concept that French sign language gestuality includes a 
scriptural dimension. 

    Visualising Sign Language Gestuality 

 We focused our research on movement, the most graphically dense parameter of 
sign language. Yet, we have realised that the object of our study is not this parameter 
alone. Indeed, changes in confi gurations and orientation both have an impact on the 
rendering (see Fig.  12.1 ), and the positions of the hands over the body are implied 
in the location of the movement. Facial expression can also be represented if 
recorded.

   In the end, what we capture focuses more on gesture as a whole than on move-
ment as defi ned in the context of sign language. The resulting object is a picture, a 
projection of the 4D (space, time and depth) space of sign language on the 2D space 
of photography. Being 2D, we had to compensate for the loss of two other dimen-
sions (time and depth). Long exposure was intended to compensate for time while 
the freedom given to sign language speakers to choose how to face the camera par-
tially compensated for depth. Yet, in our case, dynamics and depth are still the main 
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issue in sign language representation. In the next sections we will see how the sign 
language speakers used our system to overcome these limitations. 

 We don’t deny the major part exploration plays in our work and in the sign 
language speakers’ experience of our set-up. While spoken language and writing 
traditionally use completely different modes (voco-accoustic and gestuo-visual), in 
sign language there is the theoretical potential to use a common channel for writing 
and speech. Eventually, such an experimental approach pushes the boundary of how 
we defi ne writing and puts the writer in the situation of recalling his gestural 
language as the act of writing: an analogical graphic transcription of an oral sign. 
We aim to show the impact of associating this graphic inscription with a sign from 
the sign language vocabulary in a future publication. 

  Signer/Writer Dilemma . The graphic dimension that we perceive in oral speech 
justifi es the dual nature of our two corpora: collecting images that record the execu-
tion of a gesture or oral communication, and a scriptural performance. Such a pro-
cedure confronts the sign language speaker, who is an expert in their language, with 
a situation where they have to develop a critical sense of their scripting capability. 
We name this double ability: signer/writer. The dilemma for the signer/writer is to 
inscribe a mark that will respect the natural shape of the sign, and yet also result in 
the greatest legibility in the fi nal picture (Fig.  12.2 ).

        Corpora and Evaluations 

 For our corpora we chose a representative sample set of 100 signs in French sign 
language, aiming to represent the different forms in the vocabulary of French sign 
language [ 26 ]. Signs were selected based on their graphic parameters (dimensions, 

  Fig. 12.1    Photocalligraphies of the signs [TO SUCCEED] and [CLEVER]       
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dynamic, symmetries, rotation and shapes) as well as gesture parameters (one or two 
hands, mouth movements, repetitions, change in hand confi guration, contact with 
the body, position, spreading of the movement). Once we chose our set of signs, we 
made a list using illustrations from a dictionary that is considered as a reference in 
French sign language: the IVT (International Visual Theater) dictionary [ 27 ]. 
During sessions with sign language speakers, we presented them with the pictures 
from the IVT dictionary as reference to avoid infl uencing them with our concepts of 
the signs. 

 We produced two photographic corpora. Using the fi rst one we were able to study 
a broad range of photocalligraphies and then test their legibility with sign language 
speakers. The second corpus focused on the variation and alterations in photocallig-
raphies among sign language speakers. In both cases we worked with native speakers 
of sign language. In this way we were able to test both whether our research direction 
was meaningful and whether it was acceptable to the sign language community. Both 
corpora will be available in the near future. 

  Fig. 12.2    Photocalligraphy of the sign [Abstract]       
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    First Corpus: Angle and Legibility 

 For this corpus, we set up 12 viewpoints spread over a 150° arc in order to photo-
graph the sign language speakers (a man and a woman for this corpus) from differ-
ent angles. This was to capture the dimension of depth and to explore there was an 
optimal angle, defi ned by each sign’s various parameters. As it was our fi rst large 
scale experiment, the main objective for the fi rst corpus was to test the legibility of 
the graphic records. Despite some limitations in this fi rst set-up, we already found 
that the sign language speakers were intensely involved, ascribing great importance 
to their realisations and making good use of the visual feedback to improve them. 

  Legibility . The next step was to test the ability of those graphic records to convey the 
original meaning of the sign. For that, we conducted an online evaluation that we 
describe in [ 5 ]. Eighty sign language speakers of various levels of skill participated, 
resulting in an average 63 % comprehension. By  comprehension  we mean that the 
subjects were able to recognise the sign depicted in a photocalligraphic. These results 
confi rmed our research direction but above all exposed the progress yet to be made. 

  Angle . In the end, the angle proved to be a non-variable. Rotation did help legibility 
by giving the photocalligraphies a feel of 3D when viewed successively as a short 
animation. No defi nite rule appeared for an optimal angle other than simply that 
which the sign language speaker would have chosen by instinct. 

  Variations . We saw a huge difference in legibility between the two sign language speak-
ers in some signs, as can be seen for instance with the sign [CHAIN] in the Fig.  12.3 , 
with 100 % recognition for the realisation on the left and 60 % for the one on the right. 
As our system does not instantly create an instant visual representation of sign language 
for every sign, the sign language speakers themselves took to distorting some signs, 
making them different from the prototype but improving their graphic representation.

  Fig. 12.3    Two different realisations of the sign [CHAIN]       
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   Those variations implied the existence of rules for improving the legibility of our 
photocalligraphies; our understanding was that these same rules might apply in a 
possible gesture based sign language writing system. This new direction prompted 
us to devise a second corpus aimed specifi cally at the study of these alterations.  

    Second Corpus: Alterations 

 In order to study variations in the performance of signs, we worked this time with 
eight native sign language speakers, men and women: some, from deaf families, 
had learnt french sign language since they were born while others had learnt it in 
high school or even when they reached adulthood. For this corpus the setup 
(Fig.  12.4 ) was simpler. We only captured the image from one angle, trusting the 
sign language speaker to choose the best angle. As in the fi rst set-up, visual feed-
back was given and the sign language speaker could create a different version of a 
sign if they wished, by modifying the angle, speed or dynamic. Our aim here was not 
so much to achieve the best graphic imprint but to study the processes themselves 
and their evolution.

  Fig. 12.4    The setup for the second corpus       
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   Each speaker performed 25 signs out of the whole sample set. The resulting 
corpus comprises a series of 200 images covering the 100 signs, and over 25 h of 
annotated video. 

 A session took place as follows:

 –    Explanation of the project, presentation of the different working steps;  
 –   First capture of the 25 signs in video as a reference;  
 –   Experimentation with the photocalligraphic set-up;  
 –   Second capture of the same 25 signs with the photocalligraphic set-up;  
 –   Selection of the best pictures for each sign taken during the session;  
 –   Discussion of the working session.    

 The protocol was organised to allow the sign language speaker to master the 
set- up with minimum intervention from us. We did not express any subjective 
judgment on the quality of the images produced, even when asked to by the sign 
language speaker. When they were uncertain, we advised them to think of what 
they would want to see in the image. Then, we could assist with technical advice 
on how to realise their vision. When we felt that the speaker had developed a 
particular process of modifi cation for the photocalligraphy, we asked them to 
describe it. 

 At the end of the session, the pictures were displayed again and we discussed 
with them the question of legibility and the potential offered by the set-up. We also 
watched another series of pictures produced by a different sign language speaker 
and ask the subject to identify the meaning, to pick out the most legible ones sign by 
sign, and to explain their choice. 

 We noticed that similar strategies (observed earlier) were used spontaneously 
by most participants without any direction from us. This would imply that these 
techniques are a generic response to the writing/performance process rather than 
arising from the individual alone. 

 Alterations used for a specifi c visual purpose were identifi ed and an underlying 
structure emerged. Because of that structure and the recurrence of these purposeful 
modifi cations of the signs, we decided to call those alterations strategies of graphic 
inscription. By this, we mean all the techniques of production of the sign used in 
order to make its graphical representation more legible and closer to the mental 
visualisation the person has of the sign.   

    Graphic Inscribing Strategies 

 Sign language speakers can see the result of their trials and variations in the visual 
feedback. If a variation is considered effective it is integrated, and can reveal a 
specifi c process. When this process proves itself to be common to a variety of signs 
and speakers, it becomes a graphic inscribing strategy as seen in Fig.  12.5 . Those 
strategies are connected to the set of parameters that those various signs share, 
implying the existence of possible generic rules.
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   As sign language speakers build up an understanding of the set-up and skill in 
using it, they are able to improve their production by recalling acquired strategies, 
showing that a learning process has occurred. The fi rst underlying structure we 
found in the inscribing strategies related to the two missing dimensions of the pro-
jection: time and depth. 

    Time Related Strategies 

 With an exposure longer than 1/4 of a second, a moving object produces a motion 
blur. The stiller an object remains, the sharper and brighter it will appear. In contrast, 
movement will make it blurry and under exposed. This gives the speaker freedom to 
shape the dynamic of the photocalligraphy by accentuating different parts of the sign. 

 One of such strategy is to break down some of the sign into key positions. Those 
key positions are either a strong variation in direction or a modifi cation of the hand’s 
confi guration. The emphasis of key parts eases the analysis of the sign as a whole as 
it sharpens the most revealing components. 

 Some strategies were used to defi ne the fl ow of the sign: where it begins, where 
it ends. This is in fact a piece of information our photocalligraphies do not record, 
and feedback from our fi rst corpus indicated that its absence reduces legibility and 
makes it harder to recognise the sign. Most sign language speakers dealt with this 
issue by making the end confi guration of a sign brighter in order to hint at a direc-
tion of the movement. Finally, when there was any kind of repetitive motion in a 
sign, sign language speakers usually chose to remove it in order to avoid graphical 
overlays of hands or movement trail.  

    Space Related Strategies 

 By default, the sign language speaker puts themself in front of the camera during the 
shot. This promotes a face-to-face position similar to the natural communication 
stance in sign language. In the case of movements on the axis of the camera, the loss 

  Fig. 12.5    Evolution in the realisation of the sign [FOREST]       
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of information related to depth impairs the legibility of the sign. A line becomes a 
dot and the entire movement is fl attened into a blurry form. Here, the sign language 
speaker can choose to turn slightly sideways in order to present the movement from 
a better angle. 

 Moreover, some movements are too slight, and this creates overlays. In this case 
the movement can be exaggerated to reduce overlays. 

 The speaker can rotate not only the body at the beginning of the sign (thus 
impacting the whole sign) but also the hands during the sign. This way, they can 
choose the best angle for their current specifi c hand confi guration, to maximise 
legibility and recognition while not altering the trail too much.   

    Conclusion 

 In this chapter we presented our photocalligraphic set-up as well as the graphic 
inscription strategies that emerged from both our corpora. We hope to offer a valid 
approach to creating a script that takes graphic design into account. We feel that this 
is a multidisciplinary fi eld of study where the importance of exploratory graphic 
design is under-represented. 

 The list of strategies we have are only those that arose from our sessions. The 
next step will be to broaden the fi eld and search for more of those strategies, which 
will help us to better understand the structure of this fi rst set. We will also carefully 
associate these strategies with the parameters of the sign with which they were used 
in our sample set. Then we will test for generalisation by searching signs with similar 
parameters in our sample set, check whether the strategies are applicable to those, 
and observe their effects. 

  Perspectives  .  The next logical step will be to measure the impact of those strategies 
on legibility. Once we have assembled enough of them, we will again evaluate them 
and compare signs with and without the graphic inscribing strategies. This will also 
be the occasion to make this evaluation using higher resolution images. Because of 
the set-up, the quality of pictures from the fi rst evaluation was low. We hope that this 
improvement in quality, together with the use of graphic inscribing strategies, will 
have a positive impact on legibility. 

 The photocalligraphic inscription system shares certain characteristics with writing 
tools, hopefully implying that the rules developed for one medium will also apply to 
the other. We are interested in learning from the strategies developed through our 
visualisation technique and applying this knowledge to a writing system. The strate-
gies would be translated into rules of composition, harmony, balance, etc. 

 We will have to overcome some problems if we want to propose relevant answers 
to the challenge of graphic visualisation of french sign language. For example, how 
do we choose which are the meaningful parameters in a spacially performed gestural 
sign in order to translate it into a graphic sign that is static and fl at? We can also 
question the status of those images. Are they a representation of the gesture, or a 
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representation of the language? How do they affect the cognitive model of language? 
It also begs the question of articulation between signs. This would imply taking into 
account the segmentation and grammar of the language itself.     
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             Interactivity in particular and interaction in general are an increasingly important 
aspect of electronic visualisation. In this Part of the book, we consider human–
computer interaction and the associated interfaces when using Information 
Technology for visualisation. Interaction with visualisation facilities is an increas-
ingly important technique in allowing people to manipulate data in a way that 
aids in understanding information that may be hidden in the data otherwise [ 1 ,  2 ]. 
The design of interactive systems is interdisciplinary in nature due to the combination 
of humans and technology. It involves, for example, disciplines such as cognitive 
psychology, graphic design, user interface design, etc. [ 3 ,  4 ]. Knowledge visualisation 
can also be used in different fi elds, including arts and cultural applications, sometimes 
in an interactive manner [ 5 ]. 

 IT-based interactive devices have developed and changed signifi cantly over the 
years. Initially there involved expensive workstations, only available to researchers 
and industry, beyond the reach in terms of cost and ease of use for most in arts 
fi elds. The development of the personal computer, soon with enough power to 
support windows-based interaction through a mouse, allowed more access for 
those with limited means, although software and computational power was still a 
limiting factor. 

 More recently, the development of extremely portable tablets and smartphones, 
typically including a digital camera of increasing resolution, has enabled artists to 
use these devices with suitable interactive apps as an creative medium, transforming 
what is possible, in much the same way that paint technology development enabled 
the Impressionists to paint outdoors easily in the nineteenth century (see the intro-
duction to Part   II     on  New Art Practice ). For example, the British artist David 
Hockney has been an enthusiastic user of such technology to produce electronic 
“paintings” that can easily be sent directly to friends on other similar mobile devices. 
Examples were exhibited at the Royal Academy in London at a solo show by 
Hockney in 2012 entitled  A Bigger Picture . Many were enlarged and printed for the 
exhibition as a series of outside scenes, much like the series by Monet of haystacks, 
etc., in different lighting conditions and at different times of the year. 

   Part IV 
   Interaction and Interfaces
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 Interaction using mobile devices is becoming progressively more important in 
cultural applications in general. For example, museums are fi nding this technology 
an increasingly worthwhile way to augment the visitors’ experience [ 6 ]. In Chap.   13    , 
Matt Benatan and Kia Ng present the use of mobile devices for musical applications. 
In particular, the combination of standard technology with customised hardware 
to allow the interface to break away from the standard screen-based approach 
(e.g. using gestures) is suggested as a worthwhile approach, enabling multimodal 
interaction through a variety of input mechanisms. Thus the interface can become 
more physical than virtual. 

 In Chap.   14    , Jeremy Pilcher presents an interesting and novel approach to 
visualising legal networks in an interactive manner. He views law as a social 
system. As a case study, he analyses the artwork  They Rule , which visualises data 
involving legal relationships. He argues that the interface is as important as the data 
itself in this artistic context. 

 Steve DiPaola is a long-time attendee at EVA conferences. In Chap.   15    , he 
describes his approach to manipulating faces, synthesising and visualising them in 
an artistic manner using computer-based tools. The faces can be realistic or more 
abstract, depending on the desired effect. Interactivity allows the viewer to change 
the character of the face, unlike in a traditional portrait that is fi xed in nature. Issues 
include the fact that any computation must be done in real-time to achieve true 
interactivity. 

 In Chap.   16    , Sophy Smith presents the experimental use of Facebook for artistic 
interacting collaboration. A social network like Facebook allows artistic contributions 
to be made by geographically separated participants. The chapter covers different 
models of collaboration. The results of a specifi c project, the Feedback Project, is 
also reported. The processes employed by users in their collaboration and how well 
these integrate with the available technology are critical to success. 

 In summary, the chapters in this part of the book illustrate the great diversity of 
ways that interactivity and interaction can be used to artistic ends using the variety 
of Information Technology that is now available.        
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    Abstract     Mobile devices have become an integral part of the twenty-fi rst century 
lifestyle. From social networking and business to day-to-day scheduling and 
multimedia applications, smart-phones and other portable handsets are now the 
go-to devices for interaction in the digital world. Currently, mobile devices typically 
utilise direct user interfaces, such as touch screens or keyboards, where interactions 
are performed directly by controlling graphical elements or controls on the interface. 
This project looks to bring device interaction out of the virtual world and into the 
physical world. Through augmenting existing mobile technologies with custom 
electronic hardware, it is possible to create a system that can incorporate free 
gestures within a portable context. With this approach, portable applications can 
break away from the virtual world and enable the mobile platform to be harnessed 
as a physical augmented interface. This concept can be exploited for applications 
within a wide range of contexts including musical performance, games, learning 
and teaching, and beyond.  

    Chapter 13   
  Mobile Motion : Multimodal Device 
Augmentation for Musical Applications 

      Matt     Benatan      and     Kia     Ng    
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       Introduction 

 Over recent years mobile devices have increased dramatically in popularity, becoming 
central to the way many users experience the web, multimedia and more. These 
devices rely largely on touch-based interfaces, often with several other sensors, such 
as accelerometers, being used for different forms of user input. Through augment-
ing existing technologies with local position-aware sensor capabilities, this project 
looks to further explore mobile device interaction and enable users to engage with 
virtual technologies through physical gestures. This has already proven to be hugely 
successful in the realm of gaming, with products such as Microsoft’s Kinect and the 
Nintendo Wii. However, this approach has yet to be explored on mobile devices. 
The current limitation is largely due to the fact that these technologies rely on static 
hardware units to provide a point of reference – something that poses a challenge for 
the mobile platform, as these devices cannot rely on stationary components. Through 
this project we are developing a prototype to offer a solution to the challenge. 

 To ensure that the project results in a system that positively enhances the user 
interaction experience, key requirements include:

•    Precision: the system should be able to consistently provide data on the location 
of the device relative to the user.  

•   Portability: the physical gesture mechanism should be capable of working 
anywhere the device goes, without being bound to stationary hardware.    

    Related Background 

 Although there is a vastly expanding range of smart phones and mobile devices, 
none of these has implemented a comprehensive local positional tracking mecha-
nism. However, they are all equipped with a global tracking mechanism, GPS. In 
order to survey current trends in local tracking systems, a number of motion control 
technologies are discussed in this section. 

 One commercially available product that is closest to the project idea is the 
Nintendo Wii [ 1 ]. It combines physical input with accelerometer and infrared sen-
sors to provide a gesture-based control system. The principle behind the motion 
detection component is simple: a sensor bar is placed in a fi xed position, which 
emits infrared beams. The beams are tracked by the Wii remotes (wiimote), and 
triangulated to work out their position relative to the sensor bar. 

 Following in Nintendo’s footsteps, two other major console developers, Sony 
and Microsoft, have also released motion control interfaces. In Sony’s case, their 
PlayStation Move system [ 2 ] relies on tracking an LED orb. To enable it to work 
successfully in a range of environments, the colour of the orb changes dynamically 
to allow it to be easily distinguishable by the camera. The controller also houses an 
accelerometer, an angular rate sensor and a magnetometer, which provide further 
gestural information. To enable the controller to function in three dimensions, 
Sony’s PlayStation Eye (the camera) determines the distance of the controller from 
the camera via the size of the image corresponding to the orb. 
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 Microsoft has further developed light-based approaches through their Kinect 
system [ 3 ,  26 ]. Unlike the Wii and PlayStation Move, this system uses a range-
camera system. By combining the depth sensor technology and model based 
 computer vision techniques, this system is able to follow user movement with a 
body model. Thus, the system is capable of recognising and tracking different parts 
of the users, such as hands and heads. 

 Although there are currently no portable local motion tracking systems for the 
mobile environment, there have been a number of developments in the area of mul-
timodal mobile device interaction. For example, the Multimodal Home Entertainment 
Interface [ 4 ] uses mobile device interaction within a home entertainment environ-
ment. This system utilises speech input from the user as well as touch-based interac-
tion to navigate a television programme guide. 

 With the current advancements in sensor technology there has been increased 
interest in sensor-based gesture interfaces in a wide range of research applications, 
such as Young’s work on the augmented violin bow [ 5 ]. Through the use of acceler-
ometers and strain sensors, Young developed a system capable of measuring the 
gestures of violinists. This enabled gesture pattern data to be used for a range of 
purposes, including pedagogical applications. 

 These examples demonstrate the interests and trends in creative new develop-
ments in the fi eld of user interaction via mobile devices. Gesture-based motion 
control is a natural and engaging approach [ 6 ], with great potential to be adapted 
to a vast variety of applications; for a diverse range of industries, education and 
entertainment.   

    Gesture-Based Interaction 

    Defi ning Gesture 

 The simplest way of defi ning a gesture is as the movement of a part of the body, such 
as the hand or foot. However, problems arise from using such a defi nition due to the 
over-simplifi cation of the process. Defi ning a gesture as a movement fails to take into 
account the intention of the gesture (the meaning behind the movement). In order to 
fully appreciate and understand the use of gestures, both the primary (movement) 
and secondary (intention) focuses need to be considered. Doing so gives context 
from which more information can be extrapolated. Gestures can be classifi ed within 
one of three core categories: communication, control and metaphor. 

 Communication gestures include movements used within social interactions. 
These consist of gesticulations which aid speech, such as hand motions, or entirely 
self-suffi cient non-verbal communication, such as commonly understood signals 
(such as waving) or sign language. 

 Control gestures consist of actions used to physically infl uence a system. 
This includes the movement associated with controlling electronic devices, such as 
computers, musical instruments and a broad range of other interactions. Control 
gestures are generally entirely functional, with no ancillary motive. 
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 Metaphorical gestures are the psychological responses to a form of stimuli, such 
as the mental reaction a listener perceives in response to a piece of music. While 
these are not physically quantifi able, they hold signifi cance from a psychological 
point of view, and can be used to better understand the motives behind, as well the 
perception of, other associated gestures. 

 With the continued advancement in gesture-based technologies, the line between 
communication and control gestures, within the context of Human-Computer 
Interaction (HCI), has begun to blur as computer systems become more adept at 
interpreting a broader range of physical interactions – allowing users’ communica-
tion gestures to be used as a means of control. However, in many applications, such 
as within the development of virtual musical instruments, it is equally important for 
technology to be able to recognise the control gestures used with existing instru-
ments, in order to ensure that the interaction is as natural and intuitive as possible.  

    Gesture in Music 

 Understanding types of gesture is useful when studying musicians, as this enables the 
intention behind various movements to be determined, and the gestures to be classifi ed. 
Jensenius et al. [ 7 ] proposed the following categories to defi ne musical gesture:

•    Sound-producing: gestures responsible for sounding the note;  
•   Communicative: gestures intended for communication with others;  
•   Sound-facilitating: gestures which facilitate the performance but do not directly 

produce sound;  
•   Sound-accompanying: gestures made in response to the sound.    

 Being aware of the different functions of gesture allows for more accurate analy-
sis of gestures. For example, it would be obvious when observing a guitarist that the 
movements of hands and arms are directly infl uencing the sound, and thus fall 
within the category of sound-producing; whereas the movement of his head would 
be an ancillary gesture, fulfi lling a communicative function though not contributing 
to the production of the sound itself. Thus the critical, functional gestures can be 
differentiated from those which do not directly infl uence the musical output. This is 
important when designing a gesture-based system, as these gesture classifi cations 
need to be taken into account when considering which movements the system 
should be confi gured to detect, and which it should ignore.  

    Gesture in Human-Computer Interaction 

 In the past, human-computer interaction has typically involved basic interface 
devices such as a keyboard and mouse. Due to the limitations of these technologies, 
the gesture of the user can neither be observed nor processed by the system, making 

M. Benatan and K. Ng



187

the mechanical process of clicking the mouse or pressing a key the only signifi cant 
component of the user’s motion. As such, in the context of HCI, the interactions are 
entirely governed by the limitations of the machine. Over recent years a number of 
new sensor technologies have been introduced and exploited to enhance the capa-
bilities of computers with regard to observing and responding to user gestures. 
These technologies, such as those discussed earlier, have made it possible to convert 
users’ movements into data that can be analysed and interpreted by computer sys-
tems [ 8 – 10 ]. Other developments within gesture recognition algorithms have 
enabled this data to be effectively processed, allowing computer systems to not only 
track movement, but to identify patterns and respond to the intentions of the users 
[ 11 – 13 ]. These algorithms monitor the data corresponding to the user’s movement 
in order to identify turning points (see Fig.  13.1 ) – thus allowing the system to rec-
ognise and track conducting gestures [ 14 ,  15 ]. In this case, the beats have been used 
to control tempo within a virtual conducting program [ 16 ].

        Design and Development 

    Mobile Device Technologies 

 Several mobile device platform technologies were investigated to determine which 
would be most suitable for the development of the motion control system. These 
technologies fell within two categories, defi ned by two of the most popular mobile 
device operating systems available at the time: Google’s Android OS [ 17 ,  25 ] and 

  Fig. 13.1    Visualisation of 
conducting gesture using 
Open NI and Microsoft 
Kinect.  Yellow  trace: gesture 
curve.  Blue circle : detected 
beat point       
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Apple’s iOS [ 18 ]. Due to the extensive features available on each of the devices, 
several key features were decided upon for consideration:

•    CPU: the faster the CPU, the more effi ciently the device would be able to run 
custom programs and process data.  

•   Connectivity: the connectivity options would be central for communicating with 
other components of the system.  

•   Sensors: the sensor technologies available on the device would indicate the 
device’s current motion control capabilities, and thus dictate what additional 
sensor technologies may be required.  

•   Programming environment: the way in which the device is programmed 
would be central to the development process, so it was essential to evaluate 
both the programming language and development environments associated 
with the devices.    

    iOS Devices 

 Over the years Apple has released a number of iOS devices. With each iteration, 
they have continued to add features and enhance functionality. The available iOS 
devices fall into two categories. These are the iPod Touch and the iPhone, the latter 
of which adds phone functionality to the iPod Touch’s capabilities. As the iPhone 
functionality was not necessary for this project, the iPod Touch alone was 
considered. 

 At the time of writing, Apple’s most recent iteration of the iPod Touch was the 
4th generation iPod Touch [ 19 ]. This incorporates a 1 GHz ARM Cortex-A8 proces-
sor running at 800 MHz. The device’s connectivity options are fairly broad, sup-
porting Wi-Fi, USB 2.0 and Bluetooth 2.1. The iPod Touch also has a variety of 
on-board sensor systems, including a multi-touch touch screen, three axis gyro- 
scope, accelerometer, and ambient light sensor. This version of the device also 
includes front and back facing cameras and a microphone. 

 Applications for iOS are developed in Objective-C using Apple’s Xcode [ 18 ] 
development suite. Objective-C is an object-oriented programming language which, 
unlike other OOP’s such as Java, functions as a strict superset of C, making it pos-
sible to freely include C code within an Objective-C class. 

 One of the disadvantages noted for the iPod Touch was the cost associated with 
developing for the platform [ 20 ].  

    Android Devices 

 Following the popularity of the iPhone and iPod Touch, Google soon entered the 
scene with a variety of mobile devices designed to compete directly with Apple’s 
products. Over the years the devices have converged in functionality, demonstrating 
fairly similar capabilities across the board, with Google’s Android devices now pro-
viding mobile solutions for playing media, gaming and accessing the internet. 
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 At the time of writing, the most recent Android devices were the HTC Desire 
[ 21 ] and Samsung Galaxy S [ 22 ]. These devices both boasted almost identical fea-
tures, with the core considerations being the processor speed, connectivity and sen-
sor capabilities. Both devices had 1 GHz processors, supported USB, Blue-tooth 
and Wi-Fi and had all desired sensor capabilities, namely: a multi-touch touch 
screen, ambient light sensor, microphone, three-axis accelerometer, three-axis gyro-
scope and camera. Due to the similarity of the features across both devices, neither 
exhibited any particular advantage, and both were level with the iPod Touch for the 
purpose of this project. 

 Android applications are programmed using the Android SDK, which is based 
on Apache Harmony, an open source Java implementation. Typically applications 
are developed within the Eclipse IDE, as recommended by the Android Developer 
site. Due to Java being open source, it is free to develop and release applications for 
the Android operating system. This was viewed as a clear advantage over using 
Apple’s iOS.  

    Selecting a Device 

 Due to the similarities in functionality between the iOS and Android devices 
available, there was no clear advantage from this perspective on either side. As 
such, the decision as to which to use fell to some of the less critical factors. These 
factors were the ease of developing for the platform and the ease of which the 
device could be attained. As there was an Android device readily available, it 
would not have to be bought, and thus Android was the more cost effective option. 
Another advantage, as mentioned earlier, was the fact that there was no cost 
associated with developing for Android. Hence, the HTC Desire was the device 
chosen for the project.   

    Sensor Survey 

 In order to choose a suitable method of sensor augmentation, this section surveyed 
a number of sensor technologies. 

    Infrared 

 A popular example of infrared motion-detection technology is the Nintendo Wii 
[ 23 ]. The primary weakness here is its susceptibility to visual light interference. 
Infrared systems require specifi c lighting environments to perform consistently, 
and would thus work ineffi ciently outdoors, making it a poor choice for a mobile 
device system.  
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    Near Magnetic Field Coupling 

 Another approach considered was to use near magnetic fi eld coupling, as demonstrated 
by M. Bezdicek’s hand tracker [ 24 ]. This system provides coordinates of fi nger 
positions and transmits them via Bluetooth, thus making it an appropriate approach for 
hand-specifi c gestures within computer interaction. However, with the effective range 
of near magnetic fi eld coupling being approximately 15 cm, in the case of this project 
this approach would not satisfy the distance requirements.  

    Ultrasonic Sensors 

 A popular technique for acquiring positional information within robotics is 
through the use of ultrasonic transceivers. This approach is used for a broad 
variety of range- fi nding applications, and has a number of qualities that make it 
ideal for use in this project. The range of ultrasonic devices varies according to the 
frequency used. There are a range of ultrasonic sensors available, the most 
common being 40 kHz and 125 kHz transducers. Due to the short wavelength 
emitted by the 125 kHz models, the signal dissipates rapidly, resulting in a range 
of approximately 10 cm. Therefore the 40 kHz model was used, as it provides an 
effective range of up to 150 cm, thus fulfi lling the range requirements for this 
project. Ultrasonic sensors are also far less susceptible to noise than infrared, as 
the ultrasonic receiver is tuned to receive within a narrow frequency band, 
resulting in a particularly high level of noise rejection. These factors make 
ultrasound an attractive option when compared to other available technologies, 
providing both the necessary range and accuracy required. Additionally, the 
ultrasonic components are small, lightweight and can be easily powered by 
batteries, making them highly portable.

   In order to provide user-relative positional tracking, the system required one 
ultrasonic transmitter, two ultrasonic receivers and a radio system. The receivers 
are worn on the body of the user, and the transmitter attached to the device (Fig   .  13.2 ). 
This enabled the ultrasonic signal’s time of fl ight to be calculated relative to the 
two receiver points.   

    Ultrasonic Distance Measurement 

 The system works by sending 50 Hz bursts of 40 kHz ultrasonic signals from a 
single transmitter (Fig.  13.3 ). 50 Hz was chosen as the optimal burst frequency as it 
was the highest frequency tested to maintain a low error rate; frequencies of 60 Hz 
and 70 Hz resulted in signifi cant loss of accuracy. The same 50 Hz timer also trig-
gers the transmission of a radio signal. The bursts are then intercepted by the two 
receiver units, and their time of arrival is compared with the radio signal on the 
Arduino board.
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   Figure  13.4  illustrates the different positions of the units, that result in the ultrasonic 
pulse reaching the receivers at different times. The position of the transmitter is then 
calculated by comparing the times of interception with the radio signal. From this, 
the propagation time for each ultrasonic signal can be determined, and the position 
of the transmitter calculated.

  Fig. 13.2    Mobile motion prototype       

  Fig. 13.3    Signal trace using an oscilloscope       

 

 

13 Mobile Motion: Multimodal Device Augmentation for Musical Applications



192

       Accessing Mobile Device Sensors 

 The mobile device’s on-board accelerometer was key to providing information on 
the forces acting on the device, and thus essential for providing another representa-
tion of gesture information. In order to access this information, a custom Android 
application was developed. 

 The application ‘Sensor Control’ streams the device’s sensor measurements 
wirelessly via UDP. These are then intercepted and processed by a computer for 
real-time processing to collate and interpret the data within the prototype system.  

    Gesture Recognition 

 Once the sensor information could be streamed from the mobile device, it was pos-
sible to analyse the data for the development of gesture following algorithms. These 
algorithms could then be used to identify specifi c gesture patterns and trends and 
use them to trigger actions within the software for multimedia mapping. Gestural 
following techniques are also central to reducing latency: through detecting the ges-
ture onset, the system is able to dynamically predict the motion, rather than waiting 
for the entire gesture to be enacted (Fig.  13.5 ).

      Prototype Testing 

 To provide a platform for qualitative testing, a virtual xylophone program was con-
ceived to enable the user to play a xylophone using the mobile device as a virtual 
beater (Fig.  13.6 ). The software uses ultrasonic data to compute the position of the 
device in relation to the user, increasing the note pitch to the right, and decreasing it 
to the left, just as with a real xylophone. The trigger (hit) and velocity (force) data 
are determined using the device’s accelerometer, allowing the user to virtually tap 
gently for softer/quieter strokes, and harder for louder strokes. The audio samples 
are then triggered accordingly, providing realistic sonic feedback to the user’s 
 virtual interaction.

Transmitter

Receiver 2 Receiver 1
25cm

  Fig. 13.4    Ultrasonic sensor 
setup       
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         Conclusion 

 This chapter has presented the design and development of a position-aware motion 
control interface. The multi-modal approach has shown that ultrasonic sensors can 
be used to augment existing devices to enhance their capabilities and produce a 
usable interactive system. User testing was carried out to evaluate user response to 

  Fig. 13.5    Graph depicting forces acting on the accelerometer sensor’s X-axis       

  Fig. 13.6    Virtual xylophone graphical user interface       
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the system. This was carried out over a group of 30 individuals, all of whom had 
some musical background and had used mobile-device based music applications. 
The system was highly successful, with a majority of users agreeing that the inter-
face provided a more realistic form of physical interaction when compared to other 
mobile-device based instruments (Fig.  13.7 ). Users also felt that the system was 
intuitive, engaging and fun to use.

   The technology also lends itself to a range of applications beyond the test case. 
As a gesture analysis tool, it could prove useful for studying the movement 
patterns of percussionists, an application that could be used in a similar way to the 
i-Maestro project for music pedagogy [ 27 ]. With further development, it would 
also be possible to combine this with other sensing and tracking technologies, 
including global positioning systems, to create a connected world of augmented 
gesture communication.     
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    Abstract     Data visualisation techniques have been used as a means to critique soci-
ety and in particular capitalism. The possibilities for interaction with data and its 
malleability in digital form make the internet an effective site for the technique. Art 
online that employs data visualisation is commonly approached in terms of the 
understanding that the data may bring and its aesthetic appeal. However, I propose 
that the impact of a work may also be engaged with in terms of the interface that it 
provides, which enables interaction with the data. In this chapter, I explore this pos-
sibility through an analysis of the artwork  They Rule , which visualises data about 
legal relationships. I propose its interactive interface provides a context for access-
ing data in a way that directs attention to the contingency of the legal system that 
permits the generation of the data visualised. In the process, I argue that  They Rule  
may be understood to invite a critical engagement with the constructed nature of 
social systems, such as the law, and how they seek to justify their foundation and 
maintain their validity.  

       Introduction 

 The use of the web as a site for commercial exchange and profi t has increasingly 
undermined perceptions of the internet as a space in which the influence of 
established institutions and networks of power may be questioned by means of 
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“immediate access to and transparency of data” [ 1 ]. However, the visualisation of 
data continues to be perceived as a potent means to critique free market conduct and 
values. The technique, by which the morass of data online is visually transformed 
into orderly forms, is typically understood to enable patterns to be seen in large 
quantities of data that may otherwise appear to be random. This reductive approach 
to the visualisation of data has also been adopted towards art that employs the tech-
nique. However, it has also been argued that vast quantities of data may stimulate a 
different, more intuitive and less rational understanding. I propose that irrespective 
of which approach is adopted both involve a focus on data. 

 In this chapter, I argue that it is equally as important to engage with the interface 
provided to data as it is with the data itself. In order to explore what this may involve 
I shall discuss in detail the artwork  They Rule . This work is typically engaged with 
as a critique of capitalism by allowing people to become aware of links between 
directors and companies through visually engaging network diagrams. The focus of 
such interpretations remains the way the data employed by the work can be used to 
uncover the real nature of the capitalist system. By contrast, I examine the implica-
tions of approaching  They Rule  in terms of both the data it employs and the ways in 
which its interface enables people to interact with the data from which meaning is 
sought to be extracted. I propose that it is through the work’s interface that users 
may come to engage with the contingency of a specifi c social institution, which in 
this case is the legal system of the United States of America. I conclude by suggest-
ing that this may lead people to refl ect both on the existence of an established social 
system and how it might be constructed differently in the future.  

    Visualisation and Art 

 The visualisation of data has been employed by art on the internet, where it seeks to 
subvert the use of the web as a “mere marketing tool that turns us into transparent 
customers” [ 1 ]. The technique, typically understood in terms of disclosing systems 
that generate overwhelming amounts of data, which may otherwise remain invisi-
ble, is not confi ned to art that employs digital and online technologies [ 2 ]. 

 Mark Lombardi’s pencil network diagrams of crime and conspiracy networks 
have been described as combining the “feeling of discovering new beauty with a 
political undertone – the idea that the world has become less hierarchical but, on the 
other hand more highly networked” [ 3 ]. The earlier social system work, Shapolsky 
et al.  Manhattan Real Estate Holdings, a Real-Time Social System, as of May 1, 
1971  by Hans Haacke employed a series of bland photographs, charts and network 
diagrams about the real estate holdings of slum tenements in New York. The piece 
is notorious because the Guggenheim found it so provocative that the museum 
stated it was concerned legal action for libel would be brought by those referred to 
in the work and refused to allow it to be exhibited. 

 The power of art that employs data visualisation techniques is understood in a 
variety of ways. Lev Manovich suggests that new media data mapping projects 
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which are motivated by efforts to engage rationally with the complexities of the 
world tend to miss the opportunity to “show us other realities embedded in our own, 
to show us the ambiguity always present in our perception and experience” [ 4 ]. 
Manovich calls for work that does more than show “how to map some abstract and 
impersonal data into something meaningful and beautiful – economists, graphic 
designers, and scientists are already doing this quite well” [ 4 ]. 

 There are a number of sites readily available online that seek to make commer-
cial activity more transparent. Some of the currently available websites that are used 
to investigate corporations include: Opencorporates [ 5 ]; Duedil [ 6 ]; Companycheck 
[ 7 ]; and Corporationwiki [ 8 ]. The site Corporationwiki is particularly relevant to 
Manovich’s point because it provides, for example, an interactive tool called a 
‘Connection Visualiser’, which generates graphs that show the relationships 
between companies. 

 Manovich invites an understanding of art that employs data visualisation in terms 
of the sublime and the beautiful. As Jean-François Lyotard identifi ed: “there is even 
something of the sublime in the capitalist economy” with its regulation by the Idea 
of “infi nite wealth or power” [ 9 ]. While Lisa Jevbratt agrees that the argument made 
by Manovich against data visualisation enabling an experience of the sublime is 
logical she is troubled by his approach. Jevbratt comments “Many strategies for aid-
ing people in the task of turning any large set of data into knowledge assumes that 
they should be presented with less information and fewer options in order to be able 
to make sense out of the data” [ 10 ]. 

 Jevbratt claims support from Kant to argue that “under the right circumstances, 
drawing on sensations of the sublime, people can, when faced with huge quantities 
of data, be mobilised to make intuitive understandings of the data” [ 11 ]. In short, 
data visualisation should not seek to reduce, but instead increase, the amount of 
what is presented to view. Brett Stalbaum similarly considers that although the sub-
lime overwhelms the viewer with data it nevertheless results in the viewer’s senses 
being “mobilized in a special kind of cognition that allows them to carry on with the 
formation of an understanding” [ 12 ]. The underlying similarity of such approaches 
to data visualisation used in art is a focus on the data that is employed.  

    They Rule 

 The online potential of data visualisation may be approached in terms of the para-
digmatic shift between the computer database and other more traditional collections 
of documents. The use of databases allows huge quantities of records to be quickly 
accessed, sorted, and reorganised. It may also contain different media types, and it 
allows the multiple indexing of data [ 13 ]. Moreover, because the data is in digital 
form it is susceptible to being manipulated very rapidly by users. 

 An understanding of data visualisation in such terms invites art that employs the 
technique to be engaged with as much in terms of the ways it enables data to be 
navigated as it does with the data itself. The combination of both data and the ways 
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in which users are able to interface with that data may invite critique of an underly-
ing (social) system that gives rise to the data that is visualised. The adoption of such 
an approach requires detailed attention to both the data and the ways any given 
piece enables people to interact with the data employed by the artwork. In this chap-
ter, I explore what such a process may involve by means of the analysis of one 
particular work:  They Rule  [ 14 ]. 

    Networks of Directors 

  They Rule  by Josh On has been critically acclaimed for the way in which it provides 
the viewer with the opportunity to interact with data about major institutions and the 
boards of directors of some of the largest companies in the United States of America. 
Users are able to trace links between company directors and so discover, for exam-
ple, that “the members of the boards for the so-called competitors Coke and Pepsi 
actually sit together on the board of a third corporation, Bristol Myers Squibb” [ 15 ]. 
Connections can be identifi ed using the work by employing “the features of net- 
worked technologies, such as dynamic mapping, hyperlinking, and instant searches” 
[ 16 ] in combination with data. 

  They Rule  has been described as “one of those rare sites where the content mate-
rial is actually so interesting that it matches the design. If only the economic reali-
ties it depicts were as transparent and intuitive as its navigational structure, this 
would be a more benevolent world” [ 17 ].  They Rule  won the Golden Nica award at 
the Ars Electronica Festival in 2002 for ‘Net Excellence’ and has been exhibited at 
various digital art festivals including among others, DEAF03 organised by the 
Dutch V2 centre and at the Whitney Biennial [ 18 ]. 

 Networks of directors and companies can be visualised by using  They Rule.  The 
process of creating a simple diagram is illustrated below in Figs.  14.1 ,  14.2 , and 
 14.3  with images I generated using the work. One way to start using  They Rule  is by 
selecting the name of a corporation from a list, which is then represented on screen 
by an icon of a company board table. Visitors to the work reveal the directors who 
are members of that board by clicking on the board table of the chosen corporation 
(Fig.  14.1 ). Once this is done, users see that that the avatars of board directors come 
in various sizes. A large avatar for a director indicates that person sits on more than 
one company board. It can be seen from Fig.  14.1  that L. John Doerr is the largest 
director on the board table of Amazon.com.

     Clicking on individual directors reveals any other boards of which that director 
is a member.  They Rule  discloses that Doerr also sits on the board tables for Google 
and the Aspen Institute, as can be seen in Fig.  14.2 . 

 As users move through this process the connections between directors who sit on 
different company boards become apparent and a network diagram may start to 
form. In Fig.  14.3  the board table for Google has been expanded. All the directors 
of the Amazon.com board, except Doerr, have been moved closer to its board table 
in order that it can be more easily seen that Doerr is the connection between that 
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company, Google and Aspen Institute. Once a user has fi nished exploring and 
arranging the connections between directors and companies the results can be saved. 

  They Rule  is typically understood to reveal the extent to which there are inter- 
connected networks of directors who control what is supposed to be a free-market 
economy. The work exploits the same principle as the database used against 
Slobodan Milosevic at The Hague: when enough information is gathered together it 
is possible to fi nd connections that might not otherwise be apparent [ 15 ]. As such, 
it is understood to enable a critical engagement with capitalism. However, it is also 
relevant that the networks of links between companies visually depict relationships 

  Fig. 14.1    The expanded view of the board table of Amazon.com (generated using  They Rule  [ 14 ])       

  Fig. 14.2    The company boards of which L. John Doerr is a member (generated using  They Rule  [ 14 ])       
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whose existence depends on the legal system of the United States of America. 
Companies, and the concomitant roles of directors of such organisations of capital 
accumulation, are brought into being by reason of the operation of the law.  

    Corporations as Legal Entities 

 In law, companies are recognised as individual legal entities. As business organisa-
tions, corporations have a number of advantages because of the operation of the law. 
The liability of a shareholder in companies is limited to the sum of money invested 
by that person. A company can potentially continue to trade indefi nitely. Although 
companies are frequently criticised for neglecting their social responsibilities in 
favour of making profi ts they are regulated specifi cally in order to protect investors 
and, more widely, the economy. 

  They Rule  is substantially based on data that is legally required to be publicly 
available by being fi led with a government agency, the United States Securities and 
Exchange Commission (“SEC”). The SEC’s mission is to “protect investors, main-
tain fair, orderly, and effi cient markets, and facilitate capital formation” [ 19 ]. As its 
website states, the SEC is responsible for enforcing and regulating the laws and 
rules that govern the securities industry in the United States and these “derive from 
a simple and straightforward concept: all investors, whether large institutions or 
private individuals, should have access to certain basic facts about an investment 
prior to buying it, and so long as they hold it” [ 19 ]. 

 The SEC states that it considers the best way for investors to protect their money 
is to do research and ask questions. In order to facilitate this, the SEC operates a 
database called EDGAR, which is comprised of disclosure documents that compa-
nies are required to fi le. It is regularly updated and enhanced. 

  Fig. 14.3    Amazon.com, Aspen Institute and Google are connected by L. John Doerr (generated 
using  They Rule  [ 14 ])       
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 Although  They Rule  is acknowledged as an activist work it may be regarded as 
expressing a common concern with the SEC. The artwork states on its website: 
“ They Rule  is a starting point for research about these powerful individuals and 
corporations.” [ 14 ]. Irrespective of whether the work is approached in terms of a 
representation of reality or as a platform from which to carry out further inquiries, 
 They Rule  and other data visualisation artworks are faced with diffi culties that may 
signifi cantly undermine their effectiveness.   

    Barriers to Data Visualisation 

 Online works that visualise data typically have to resolve diffi culties relating to 
acquiring and processing data (not digitally generated) [ 20 ]. It is acknowledged 
on  They Rule  that the data represented by the network diagrams is in a constant 
state of fl ux, given that there are changes in the composition of boards of directors 
and companies may stop trading.  They Rule  does not employ a live database of 
board members and companies. There are three versions of the work, with the fi rst 
two being based on data from 2001 to 2004. Since 2011  They Rule  has provided 
the ability to interface with information about the top 1,000 companies in the 
United States. 

 The data about corporate boards provided by  They Rule  is based on information 
fi led with the SEC. The information available from EDGAR is regularly updated 
because companies have statutory obligations to fi le information within certain 
specifi ed time frames. However, ensuring that data is both current and accurate is 
not simply a matter of resolving technical issues associated with inputting data and 
converting it to a format that may be accessed. The availability of information will 
always depend on the extent to which there is compliance with the relevant fi ling 
requirements placed on companies. Any network which  They Rule  enables a user to 
locate may already be out of date by the time connections are visualised, even if 
only because of lag in the time within which information is required to be fi led or 
delay in compliance with those obligations. 

 While the amount of data that may be accessed through  They Rule  is large, what 
can be visualised is selective. In terms of the myriad connections that may exist 
between companies and directors that could be traced and depicted, the work’s 
scope is limited. This may be illustrated by reference to the way in which  They Rule  
does not provide for visualisations of networks of shares owned in corporations. 
These connections are as central, if not more so, to the issue of who ‘rules’ the 
global capitalist economy as the links between company boards through directors 
that corporations have in common. There are extensive networks of companies con-
nected by reason of the common ownership (which is also a legal relationship) of 
shares by a vast range of different people and corporate entities. 

 Approached only in terms of the extent to which it makes reality more transpar-
ent the continued relevance of  They Rule  may be suggested to lie, to some extent, on 
the assumption that any given specifi c network of inter-connected companies 
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continues to exist, which may not be the case. An understanding of the work in 
terms of the way it enables viewers to engage with a structural reality underlying a 
very large quantity of data is of more force. It may be said that the work directs 
attention to the fact that the legal system of the United States of America allows 
companies that are competitors to have common directors on their boards.  

    Interfacing with Data 

 I suggest, however, that the power of  They Rule  is understated if it is understood 
solely in terms of opening an awareness that the legal system of the United States 
of America permits directors to sit on the boards of competitor companies. The 
generic possibility of the existence of such networks is readily conceptualised and 
identifi ed without the diagrams  They Rule  enables users to construct. Once some-
body is interested in knowing what boards a given director sits on it is relatively 
straight-forward to use information fi led the SEC to obtain the relevant information. 
However, I propose that through the combination of its interface and databases 
 They Rule  goes further and actively encourages a critical engagement with the legal 
system of the United States. 

 My argument in this regard depends on an acknowledgement of the interface 
provided by the work to its data. The meanings available from interacting with data 
are not only a product of the nature and the quantity of data that is accessible in a 
database [ 21 ]. Manovich has discussed how the process of rendering large amounts 
of data into meaningful information is a product of the interface provided to users 
of the database. It is possible to construct a narrative by using the interface to create 
a cause-and-effect trajectory of seemingly unordered items. 

 Manovich points out that different interfaces, which provide access to the same 
data, may translate a database into very different user experiences [ 22 ]. However, 
a database and the narrative that is generated by an interface that mediates an 
experience of the data are not discrete and mutually exclusive [ 23 ]. Each new 
media work may be understood as combining both database and narrative to vary-
ing degrees somewhere along a spectrum with these two respective aspects at 
either extreme. 

 By way of contrast with  They Rule , EDGAR presents companies as individual 
organisations to users of the site. The interface of EDGAR provides access to data 
to companies as isolated legal entities. EDGAR is invested with the authority of the 
state and, as such, privileges one way of accessing data about companies. The legal 
system that enables such companies to form networks of power is not brought into 
question. The process by which a website may assert such an ‘unassailable voice’ 
[ 24 ] may also be found in the context of other institutions, which I have discussed 
with Saskia Vermeylen in the context of museums [ 25 ,  26 ]. 
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    Before the Law 

 Those who access EDGAR, Corporationwiki or  They Rule  with a focus solely on the 
truth value of the data may circle around endlessly looking for combinations of com-
panies and directors that exist. On occasion a specifi c set of relationships will be 
found, which may be pointed at as an example of a network of power privileged by 
the law. Understood in this way  They Rule  may be regarded as providing an example 
of an experience of the law that has been encapsulated by Douzinas and Gearey: 
“The law remains temporally and spatially deferred. Law’s secret, its essence and 
principle is always one door further away, there is always one more guard or judge to 
persuade” [ 27 ]. The legal system, which lies behind and authorises the existence of 
the relationships visualised by  They Rule , remains inaccessible behind seemingly 
endless webs of directors, companies, and the property that these entities own. 

 The quote from Douzinas and Gearey relates to Derrida’s reading [ 28 ] of the tale 
told by Franz Kafka,  Before the Law  [ 29 ]. The work was published as both a short 
story of the same name, and as part of the novel,  The Trial . The story concerns the 
encounter between a man from the country and the law. The man comes to the law, 
but when he asks to be admitted by the doorkeeper he is told to wait. The guard does 
not physically prevent the peasant from entering the doorway, but rather he suggests 
that the door is only one of many, all of which are guarded by other more powerful 
doorkeepers. 

 Although the man is never forcibly prevented from entering the door, he spends 
his entire life before it awaiting admission to the law. Shortly before his death the 
man is told by the doorkeeper that the door was meant only for him and that now the 
door will be closed for good. The law is before the man but is not present; it forever 
recedes to some other place and time. It seems to me that to repeatedly access  They 
Rule  or any other website simply in order to obtain locate an (historically) factual 
state of affairs, created in accordance with a given legal system, is to grow old sit-
ting before one of the many doors of the law.  

    Data Contexts 

 The signifi cance of  They Rule  includes the way it invites users to refl ect on the pro-
cess of manipulating data to form meaning through the realisation of network dia-
grams. It is a work that broadens the focus of attention outwards from the truth of 
the data to include the ways in which that data is engaged with by users of the work. 
It is a work that contextualises data in such a way as to invite users to think about 
the ways that meaning is produced by using the interface of a site [ 30 ]. 

 In  They Rule , as users click on the icons, the screen typically quickly becomes 
cluttered with data after expanding a few boards of directors. In order to enable 
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networks to be visualised, users are more or less compelled to delete (unconnected) 
data from the screen. Furthermore, in the event that users then want the avatars and 
the lines of connection between them to appear in the form of a visually appealing 
diagram, the directors and board tables that remain have to be moved around until 
the desired pattern for the network is achieved. Figure  14.4  is a simple example of 
the sort of clutter I was able to generate using  They Rule  without being selective 
about data or moving it around the screen.

   There are many fascinating diagrams saved on  They Rule , but investigations 
using the work will not necessarily establish the existence of striking network con-
nections. The work invites its users to become aware of the need for the selection 
and organisation of data in order to fi nd and make the type of network diagrams that 
have been saved as part of  They Rule . Actively using the work, as distinct from 
accessing previously saved diagrams, draws attention to the way in which the mean-
ing of data is constructed.  They Rule  does not reveal that companies always have 
boards of directors that are interlinked. It actively encourages people to realise that 
both data and its manipulation are required to discover which companies  may  be 
connected in this way. 

 The likelihood of constructing a diagram with clear and visually elegant connec-
tions is improved by employing knowledge not necessarily available from the work 
itself.  They Rule  explicitly invites users to search elsewhere on the web. This may 
take place whilst a diagram is being formed and so assist in its construction, or it 
may occur after the site has been visited. The SEC also encourages such further 
investigations but it does so in the context of a very different interface than that 
provided by  They Rule . EDGAR provides users with information about a given state 
of affairs. By contrast, I propose that amongst other things,  They Rule  provides a 
space to refl ect on the extent to which the meanings constructed from data in an 
archive are a product of pre-existing knowledge or information subsequently 
obtained from other sources. 

  Fig. 14.4    The icons of the boards of Google, New America Foundation; and Amazon.com 
expanded without selection or arrangement (generated using  They Rule  [ 14 ])       
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  They Rule  invites refl ection about the way in which database interfaces affect data 
manipulation and the meaning that the process may construct. The user might begin 
by moving icons around on screen in  They Rule  but they may then continue with 
investigation to discover, for example, the historical circumstances in which the law 
came to recognise companies as legal entities. In its various versions  They Rule  
combines this with data that relates to specifi c years (e.g. 2001, which is the date of 
the fi rst version). As such, the work permits the exploration of data about individual 
companies and networks of directors, which are examples of connections that it has 
been possible to create at a given point in time and place by reason of the law. 

 The signifi cance of the way that data about companies and directors is 
 re- contextualised in  They Rule  at fi xed points in time and the critical engagement 
which this invites may be approached through the work of Jacques Derrida on iter-
ability. Derrida argues in  Limited Inc  that communication, whether by means of 
real-time technologies or not, is fi ssured from its inception by iterability [ 31 ]. In 
brief, for anything to be what ‘it’ is it must be possible for that thing to be repeated, 
but each repetition results in it being slightly different from the time before. Every 
network must in some way be the same as every other network in order to be recog-
nised as such. Yet, at the same time, that repetition creates a difference in space and 
a deferral in time, which means that the meaning of any given network will be (even 
if only marginally) different. 

 In the process of moving through iterations of data using  They Rule,  users may 
give thought as to whether the relevant laws are still in force and whether, at the time 
and in the place a given network is visualised, it should still be possible for that set 
of relationships to be created.  They Rule  opens a space in which users may refl ect 
on whether it is acceptable that any given network that is identifi ed should still now 
exist, or indeed should ever have been allowed by the legal system to have existed. 

 Once attention is directed toward such issues this may give rise to a range of 
questions: by whose authority do individuals become directors; according to what 
laws are they qualifi ed to control companies that are recognised as separate legal 
entities? Eventually, the user, by following ever receding lines of inquiry, may arrive 
at the question: by whose authority did the legal system, which enabled these enti-
ties to be created, itself come into being and continue to exist? 

  They Rule  invites users to refl ect on the persistence of the laws that enable indi-
vidual networks to be brought into being and the enforcement of rights and obliga-
tions arising out of them. This process may ultimately lead to an awareness of the 
contingency of underlying institutions, such as the law, and how society could be 
constructed differently.   

    The Violence of the Law 

 The founding moment of the law is itself unfounded [ 32 ]. There is an abyss under-
neath the foundation of all laws given that every legal system has a point at which 
its own (il)legality is undecidable [ 33 ]. A successful revolution, for example, is 
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“defi ned by the fact that an act which is illegal under the pre-existing legal order 
retrospectively becomes the source of all legality” [ 34 ]. Social institutions, such as 
legal systems, produce their own grounds of legitimation [ 35 ] and [ 36 ]. In order to 
do so, a legal system may invoke self-evident truths, God, or appeals to natural law 
in order to justify its authority, despite the violence inherent in its inception. 

 Every legal system is entangled in a bind, an aporia, which means that the law is 
not only founded on, but also conserved by, violence [ 37 ]. The aporia involves the 
need, on the one hand, for laws to be suffi ciently general so as to allow them to be 
enforced equally and in a way that is not arbitrary [ 38 ]. At the same time, any given 
law also has to be responsive to individual circumstances as it must be applied in 
quite specifi c situations, which cannot all be anticipated at the time it is created [ 39 ]. 

 The diffi culty is that all laws have to be applied at a time that is different from 
that at which they were formulated and brought into being. The more established 
and general laws are, the more apparent become the diffi culties associated with try-
ing to reconcile the general with the particular. Ultimately it is impossible for the 
universality of laws to be maintained at all times given the need for decisions to be 
made as to the legal merits of individual cases. Exceptions will always need to be 
made in an attempt to give effect to justice in specifi c situations. The law is violent 
in asserting the authority to make and enforce such decisions. 

 I suggest that  They Rule  invites people to engage with the aporia of the law by 
judging whether it might be possible to frame laws that always prevented competing 
companies from having common directors. This could involve refl ecting on whether 
it would be just to make an exception to a general rule prohibiting, for example, 
directors to sit on more than one board of directors and if so in what circumstances. 
In the process, the work opens a space in which to refl ect on the violence of the law 
in claiming the ongoing power to frame and adjudicate on such issues. 

 By contrast, the univocal power of EDGAR may be understood to be one means 
by which the law underpins its continuing claims to legitimacy. Hillis Miller points 
out that Lyotard, in a “prophetic statement” [ 40 ], foresaw that the power of self- 
legitimation would be strengthened by “taking the route of data storage and acces-
sibility, and the operativity of information” [ 41 ]. EDGAR, in the way it enables 
access to an archive of records about companies and directors, does not direct atten-
tion to the aporia of the law. In the process, the contingency of the legal system of 
the United States is disavowed. 

 In directing attention toward the violence of the law,  They Rule  is a powerful 
work because to do so provides “a space for reconceptualising and reliving the rela-
tionship between homogenous law and the others which it presently excludes” [ 42 ]. 
An acknowledgement of the violence that is inherent in the law from its inception 
opens up an awareness of the need to be constantly vigilant of the possibilities for 
the construction of a different legal system and society. 

 To approach  They Rule  only as allowing beautiful and accurate representations of 
some underlying reality is to restrict its power to uncovering the existence of spe-
cifi c networks or a given legal system. The effect is to focus on cognition, or deter-
minate judgments, as the work is used to engage reductively with data in order to 
understand the commercial world. However, as Lyotard has argued, this is 
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incommensurable with an attempt to bring about a transformation of reality. For 
Lyotard improving existing institutions such as the law requires indeterminate judg-
ments to be made as to what is just in a given set of circumstances [ 43 ,  44 ]. The 
interface of  They Rule  invites, not simply an engagement with accurate historical 
data, but also refl ections on the way the legal system that enables those relationships 
to exist could be other than the way it functions.  

    Conclusion 

 In this chapter, I have proposed that where art visualises data the focus should not 
only be on its data but also on the way the interface re-contextualises that data. My 
argument has been that through the combination of data and its interface  They Rule  
allows interactions that give rise to refl ections on whether a legal system should 
enable the creation of networks of connecting companies and if so, what exceptions 
there should be to the law. The work actively encourages critical questions to be 
asked about both specifi c network diagrams and the legal system that enables the 
generation of the data that is visualised.  They Rule  opens a space in which to con-
sider the constructed nature of the law and the possibilities for change which that 
implies. 

 My exploration of  They Rule  suggests to me that art which visualises data about 
social systems may bring about an awareness of the “contingency of every form of 
community in the light of our separateness and singularity” [ 45 ]. This contingency 
exists because everything, including institutions and systems, is subject to iterabil-
ity [ 46 ]. An awareness of iterability and its implications invites refl ection on the 
way that any given social institution is susceptible to being differently constructed. 
By unsettling claims by social systems to historical transcendence, art that visual-
ises data may invite transformations of society [ 47 ].     
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    Abstract     New technological tools are allowing the authorship of computer- generated 
faces that can easily move between very realistic, to cartoon-like, to painterly or even 
iconifi ed, in both depiction and movement. These systems are beginning to allow 
 artists, scientists and scholars to explore the notion of “face space”, whether as a real-
istic emotive character, an artistic portrait or symbolic facial mask, in new ways that 
give a deeper understanding of how the concept of faces work as an expressive and 
communicative medium. We overview our computer facial suite of tools, which using 
a hierarchical parameterisation approach, gave been used as a comprehensive frame-
work in several interdisciplinary, industrial and cognitive science applications.  

       Introduction 

 We overview our interdisciplinary computational face authoring tools that build a 
parameterised synthetic facial rendering and animation system for learning, artistic, 
expression and research systems. It allows artists, scientists and scholars to move 
through a space of faces from artistic to realistic. With new computational systems 
it is possible to conceptually compose and explore in higher-level conceptual 
spaces – with our system that space is facial emotion and depiction. We are interested 
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in building art and science systems that support exploring these spaces and in 
particular report on our software-based facial toolkit and resulting experiments using 
parameter spaces in face based new media. 

 With new technological artistic tools that allow us to author computer generated 
and manipulated faces that can be as real or as abstract or as iconifi ed as we choose, 
what aesthetic and cultural communication language do we elicit? Is it the histori-
cally rich language of the fi ne art portrait – the abstracted artefact of the human face 
(Fig.  15.1 )?

   What happens when this portrait animates, conveying lifelike human facial 
 emotion – does it cease to be a portrait and instead move into the realm of embodied 
face – when it begins to emote and feel and possibly react to the viewer? Is it then 
more in the language of the animated character, or as we make it photo-realistic, the 
language of the video actor with deep dramatic back-story, or simply as real as a 
person on the other side of the screen? A viewer cannot be rude to a portrait but can 
feel that they are being rude to an interactive character in an art installation. When 
does it become not an embodied face nor portrait but a mask – the icon that speaks 
of face but is never embodied? Masks also have a deep cultural, historic and ethnic 
language far different from that of human faces or art portraits, more eastern than 
the western portrait. Iconised faces such as the smiley face or the emoticon face 
takes the mask full through to the western modern world of technology. 

 With animated and interactive artwork, what is to stop a piece from fl uidly 
 moving between all these forms? This chapter explores the synthetic face in art and 
science in all its forms and more importantly explores the virtuality of the face, for 
true art has one soul that can be manifest in many realisations and aesthetic com-
munication forms. 

 The chapter will discuss where these forms differ and intersect both culturally and 
in relation to new technology (i.e. – is the robot face more a face or more a mask, 
what about a game avatar). We then overview our computer facial application toolkit, 
which, using hierarchical parameterisation can provide a comprehensive and open 

  Fig. 15.1    Same face model rendered (1) as a portrait and (2) realistically; stills from the autism 
research work       
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ended synthetic facial depiction, expression and communication system via: (1) the 
use of higher-level parameters which apply lower level ones in combination and with 
constraints, and (2) defi ning time-based parameters that control facial actions. The 
system allows for experiments and questions that can be explored by traditional and 
new media artists, art historians, cognitive scientists and other scholars.  

    Faces and Parametric Face Space 

 The face is one of the most important surfaces we deal with. It is the showcase of 
the self, displaying our sex, age, and ethnic background as well as our health and 
mood. It also is our main vehicle for transmitting our feelings and explicit commu-
nications to others. We are all experts in interpreting and communicating through 
the human face. We can recognise the face of someone we knew in the fi fth grade 
20 years later. We can read volumes through one glance into our father’s stare. 
Ironically, this universal expertise comes with little common understanding of what 
the mechanisms are that govern such talent [ 1 ]. Most people cannot even describe 
the features of a loved one’s face accurately nor can they dissect how it is that they 
know when someone is lying to them; they just know. 

 Visualising and, more recently, animating faces have long been a challenge to 
visual artists, animators and communication professionals. The advent of computer- 
based tools opened a new chapter for this challenging task. Computer-generated 
face-based multimedia presentations play an increasing role in applications such as 
computer games, movies, communication, online services, as well as artistic 
endeavours. Delicate features and expressive capabilities make human faces both 
diffi cult and attractive to visualise and animate using computer based tools. There 
are many authoring tools for facial animation, but they are based on general model-
ling and animation techniques such as key framing, point morphing or boning sys-
tems. Very few can be used in an intuitive way specifi c to facial creation and 
understanding. A comprehensive and specially designed system for facial authoring 
can be used by expert and novice alike to explore how we use and perceive human 
facial communication, as well as to create and control synthetic faces for a myriad 
of industry, art and research applications. The primary requirement for developing 
such a system is to build in the knowledge space face modelling, both anatomically 
and behaviourally. We introduce FaceSpace as a basic face model in the form of a 
multidimensional parameter space that is a language for and controls facial geom-
etry and behaviour. Our face-based systems, described later in the chapter, are built 
on top of the FaceSpace model. 

 After earlier work by Parke [ 2 ], many researchers have worked on different 
approaches to modelling the human face for creation and recognition purposes [ 3 ]. 
One common approach to facial animation is to model the underlying structure 
and interaction of bones, muscles and skin [ 4 ,  5 ]. This approach is based on the 
idea that simulating the underlying mechanisms of facial changes will lead to 
realistic visual results. 
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 However, the complexity and subtlety of the human facial system along with the 
hypersensitivity of the viewer to the state of the face make this approach computa-
tionally prohibitive for interactive applications. Furthermore, a simulation approach 
is diffi cult to apply generally to a character with features that are impossible within 
real-world constraints, such as oblong eyes as well as other non-real or cartoon-like 
features. Another limitation of the simulation approach is that a particular expres-
sion is composed only of physical state (i.e. a set of tensed muscles, etc.) and is not 
linked to any semantic framework such as the associated emotional state of the 
character (e.g. sad, happy, quizzical, etc.) 

    Parameter Spaces 

 Direct parameterisation models [ 3 ] address the computational problems of simulation 
modelling by applying simple and effi cient transformations of a head model through 
simple parameters such as eye-width, lip-thickness, or jaw-open. These parameters 
encapsulate high-level knowledge about the combined effect of skin and muscle 
movement along with knowledge of the underlying mesh topology. They defi ne the 
state of the head and act as “dimensions” in a “face space”. 

 We believe that direct parameterisation can provide a comprehensive and effective 
authoring system if extended through: one, the use of higher-level pseudo- parameters 
which apply lower level parameters in combination and with constraints in order to 
produce complex expressions, and two, defi ning time-based parameters that control 
actions and behaviours as an addition to the spatial geometry (for example parameters 
that control how expressions are performed or what typical head movements are to be 
created based on a personality type). 

 Major contributions of this model are the inclusion of temporal and spatial 
parameters (e.g., expressions over time), intuitive parameter spaces (e.g. personality 
space), and hierarchical parameters with different levels of abstraction (e.g. heroic-
ness built on top of simpler behaviour types). Besides the face-centric knowledge 
approach and weighted towards communication and behaviour of faces, another 
goal of the FaceSpace model has been to decouple output details from the face- 
centric core, allowing for intuitive face oriented authoring which can be applied at 
any level, to any model, with any emotion. For instance, fi rst add this expressive 
audio sequence to this cartoon face type but add more goofi ness with a little heroic-
ness to the personality as it animates through the given sequence outputting it as a 
3D rendered movie; now take that same ‘knowledge’ sequence and try it on a real-
istic face with a more angry tone outputting it as image based movie. Also, because 
the multidimensional parameters are aligned in a face centric way it is possible to 
affect a face from another knowledge or expression data stream, for instance one 
application of FaceSpace has been to remap emotional channels of music to emo-
tional aspects of the face [ 6 ,  7 ]. Newer extensions to the parameter space approach 
include depiction controls which allow fi ne art painterly portrait depiction, which 
is aligned both with artistic painterly knowledge (the cognitive painterly process) 
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as well as knowledge from vision and perception science (how humans see and 
perceive). In the following sections, we briefl y review some related works, describe 
the basic concepts of FaceSpace, and introduce some FaceSpace-based systems.   

    The FaceSpace Environment 

 The essence of the FaceSpace environment is a set of numerical parameters, each of 
which controls some aspect of a character’s face, expression, emotion, movement 
and depiction. Parameters are typically unitised vectors, each representing a sub- 
routine, which performs some low level complex transformations on the part of the 
face it controls. Because parameters are abstracted from their low-level techniques 
they have mathematically rigorous properties such as the ability to be combined, 
subtracted, and added together, while still maintaining controllable and repeatable 
effects to their face model. 

 Parameters can be varied independently to modify specifi c features of the face 
(e.g. cheekbone prominence, forehead height, jaw-width, etc.). This authoring para-
digm is highly fl exible, allowing a wide range of applications. The entire set of 
parameters can be exposed individually for full low level authoring control or a 
sub-set of these parameters with constraints can be presented to a novice user for 
customisation and personalisation. Higher-level constructs can be imposed on the 
basic parameter scheme by combining low-level parameters to create application- 
specifi c descriptive elements. For example, a user could modify the character's 
appearance from “sophisticated” to “silly” with a single control that simultaneously 
modifi es eye separation, forehead height, nose scale, etc. 

 Groups of high-level parameters can act on the face simultaneously, creating 
lip- sync speech with one channel while specifying an astonished look for the whole 
face on another independent channel. Because of their associative properties and 
their abstraction from the actual face topology, results typically always look natural, 
although naturalness can be arbitrary as you move away from realistic – either 
towards fi ne art portrait depiction or cartoon exaggeration. In fact, one of the driving 
forces behind our system is the ability to explore different dimensions of face 
spaces, to begin to understand faces as a language just like the language of cinema 
or painting or modern jazz. FaceSpace allows the concept of faces and face expres-
sions to be explored at intuitive level.  

    Face System Examples 

 Once a believable, controllable and communicative face environment is available 
to artists, developers and researchers, we believe new ranges of social-based 
applications are possible. Most computer based communication systems such as 
internet-based websites (using HTML, PHP, ASP), information kiosks or ebooks 
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(using PDF, Director, Flash) for example are informational in nature, not 
socially- based. People however (like teachers, aquarium or science experts, or 
museum guides) use more socially-based techniques to convey their message – 
they use their passion for the subject, narrative techniques, lesson plans, fl exible 
content depending on audience or audience feedback, eye contact, humour, 
voice modulation. We believe these socially-based techniques using a commu-
nicative face system can open up more human centric applications in many 
areas, such as:

•    Video games that can convey the subtle dramatic nuances more common to cin-
ema thereby extending games to a wider audience and into the educational and 
adult realms [ 8 ].  

•   Chat systems that use voice and facial expression for better and deeper 
communication,  

•   Education systems that bring the passion of a teacher or expert scientist into 
distance education.  

•   Art and science research facial systems to better understand how humans per-
ceive, receive and create social and emotional communication and expressions 
with faces.    

 For our example sections, we will concentrate on applications that support more 
engaging art, learning and research facial systems and will discuss fi ve ongoing 
application prototypes. 

    Storytelling Masks 

 Art and science museums (including zoos and aquariums) mostly still use static 
displays of text and graphics to explain the deeper historical or scientifi c concepts 
about the nearby artefact (i.e. a portrait, a model of a planet) and often the display is 
not read. The situation is very different when a human guide gives a presentation 
about that same artefact, engrossing the viewers in that subject as they use narrative, 
real-time and socially based deliveries. 

 Can this experience be mimicked with interactive systems allowing students, 
who do not have geographically or fi nancial access to a science facility a similar 
level of engagement and educational experience. Can a facility create a better level 
of engagement when a human guide is not available? We will describe two active 
prototypes: 

 Museums of anthropology, especially in North America, display a variety of 
artefacts from “fi rst nations” (Native Americans). Among the most attractive of 
these artefacts are masks and head fi gures presented on objects such as totem poles. 
Songs, myths, and stories relate these fi gures to the history of the people who made 
them. Computer-generated characters with those fi gure-forms who also tell their 
stories and sing their songs are appealing and informative for the viewers and also 
provide a new means of creativity and expression for the native artists. Combination 
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of FaceSpace design and scripting tools provide such a creative environment. In this 
specifi c case we have begun working with the Parks Department of British Columbia, 
Canada and the indigenous community to create a museum display where a virtual 
version of an artist appears and tells the story of his work, can virtually turn into the 
artwork – a native mask – and have a virtual version of the art tell its story (see 
Fig.  15.2 ). Because all this is under computer control it is possible to create many of 
the perceptual and educational techniques that a live human guide/artist could 
achieve including:

•     Introduction: the ability to announce and bring the audience to the work,  
•   Narrative style: conveying the back-story, passion, timing and expressiveness;  
•   Multiple contexts: via interactive control, the material can be tailored to different 

age levels, different perspectives and focus areas, including updating the material;  
•   Presentation: the exhibit can feel more like a live presentation: for instance the 

interplay between artist and artefact – i.e. the mask is not displayed until the art-
ist gives suffi cient context; afterward the mask returns back to the artist/guide for 
additional commentary;  

•   Q&A: at session end, the viewers can pick questions for more tailored commentary.     

    Evolving Faces 

 With goals and techniques similar to the  Storytelling Mask  project,  Evolving 
Faces  attempts to use facial agents to better engage viewers into the content, but 
in this case the agents are used to describe complicated scientifi c details, as well 
as to create agents that are also an integral part of the content. Their appearance 
evolves to tell the story of humanity’s migration out of Africa, based on new DNA 
techniques. Our FaceSpace systems allow a designer to create head models that 
correspond to various stages of human evolution, and assign different types of 

  Fig. 15.2    Frames from “storytelling mask” interactive, where a real artist’s voice, passion and 
expression fi rst introduces himself ( A ) transform into his artwork ( B ,  C ) tells it’s back story with 
full voice and expression ( D ) and can return to his persona to interactively give interactive and 
educational content ( A )       
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behaviour (e.g. coarse or fi ne) to them to be expressed during talking or interaction. 
Such characters are ideal for science booths or online learning. Adding simple or 
complicated artifi cial intelligence can improve the behavioural capability of the 
characters for real- time interaction. The display uses voices, change and expres-
sive faces and maps rather than charts and text. 

 A screen shot from the  Human Migration  interactive is shown in Fig.  15.3 . 
It demonstrates that complicated subject matter can be engagingly presented 
(how we migrated from Africa some 50–100,000 years ago, with migration evi-
dence from DNA marker and facial type). Viewers can click on a specifi c face/area 
to be told the story of that DNA marker, or click on a migratory path. An evolving 
face will then explain the science facts of the journey. We have currently begun 
 trials using a similar approach where marine scientist from different parts of the 
world could discuss their active work through facial systems next to marine displays 
in a major aquarium. The visitors would receive current (updated monthly) informa-
tion from the expert, while the scientist would keep their privacy by just supply 
audio narrative to the education staff of the aquarium, who would put a face persona 
and behavioural state to the science narrative.

       MusicFace Application 

 Music-driven Emotionally Expressive Face (MusicFace) by DiPaola and Arya, 
[ 4 ,  7 ] is a multimedia application based on our facial systems, developed to 
 demonstrate the concept of Affective Communication Remapping, i.e. transforming 
emotional information from one communication medium to another. Emotional 
information is extracted from a piece of music by analyzing musical features such 
as rhythm, energy, timbre, articulation and melody which then automatically drives 

  Fig. 15.3    Screenshot of  Evolving Faces  where emotive talking faces describe the DNA science of 
human migration out of Africa, actively “morphing” facial types       
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emotional face animation (Fig.  15.4 ). Fine art versions of this work have been 
shown in galleries in NYC and Los Angles. We have been in discussion with a the-
atre owner to use the system to drive (computer projected) set design in real-time, 
as the face reacts to the music much as a dancer might.

       Autism Communication Research 

 Autism is one of the most commonly diagnosed developmental disorders in children. 
It is characterised by severe impairment in the domains of social, communicative, 
cognitive, and behavioural functioning. Despite inconsistent profi les across indi-
viduals with autism, recent research refl ects a developing consensus that the central 
behavioural symptom of autism is the impairment of social behaviour, such as the 
social use of gaze, failure of joint attention interaction, lack of interest in peers, 
 diffi culty initiating communication, preference for solitary play [ 9 ]. Autism affects 
from 5 % to 17 % of the population. 

 Research has shown that individuals with autism fail to understand the emotional 
state expressed by another person [ 10 ]. Whether individuals with autism rely on 
isolated parts of the face, such as eyes or bushy eyebrows to recognise faces rather 

  Fig. 15.4    ( a ) Sample stills from MusicFace’s music controlled animations and ( b ) Example of the 
parameters of music features and emotions that automatically drive the face animation       
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than whole faces is not clear. That is because static images do not provide realistic 
assessment of face processing and emotion recognition. 

 Our research is in studying social competency and facial expression awareness 
in autistic children by combining our confi gurable 3D facial communication input 
system with a real-time eye gaze measurement system. This set of studies involves 
varying the visual and social complexity of a dynamic 3D face in discrete steps to 
measure facial awareness and social competency (emotional recognition). The goal 
of the work is to both better understand this issue from a scientifi c and clinical 
point of view and to build a computer based communication and serious game 
systems that take advantage of the clinical and technical results of the research. 

 Our study investigates whether different facial image rendering styles, as well 
as varying levels of expressions scenarios (such as percent of direct eye gaze and 
normal to dampened mouth movement) can affect autistic children’s visual per-
ception and their social competence. We are using ‘The Awareness of Social 
Inference Test’ (TASIT), to measure results. The TASIT test comprises videoed 
sequences that can measure social and emotion recognition. By presenting each 
social sequence under controlled face animations with differing rendering styles 
and levels of expression situations on high developed autistic teenagers, we can 
fi rstly monitor eye-gaze patterns and retention time and secondly assess how 
well they correctly identify the emotion associated with TASIT animated 
sequence. Since children can be distracted by details, one study in progress seeks 
to understand face-to-face comprehension by varying the level of realism and 
detail in a facial sequence, comparing the same communicative short sequence 
with three different rendering styles: realistic detail or removing details (tex-
tures), or line drawing of the face (Fig.  15.5 ).

   Currently most autistic individuals miss important eye/eye brow expression 
cues by concentrating their gaze on the quick movement in the mouth area 

  Fig. 15.5    Stills from our facespace based TASIT social sequences using expression units of 3D 
rendered realistically ( left ) and low texture rendering ( right ) for the male, and realistic and line 
drawing for the female       
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(during speech). One completed experiment systematically dampened mouth 
movements in perceptually valid ways, so the lip-syncing looked natural, but was 
progressively less overwhelming to the subject. At the same time, the eye area 
was sharpened. We than tracked at what level of mouth movement dampening a 
balanced eye gaze between eye, mouth and other head areas returned (see Fig.  15.6 ). 
Initial results showed that mouth dampening with eye sharpening draws the eye 
gaze of autistic individuals towards the subject’s eyes, giving them a heightened 
awareness of, say, someone’s eye gaze and emotional communication. The tech-
niques are being refi ned to create, 1 day, a simple smartphone or tablet app. for 
parents. If instructions seem particularly tricky, for instance for daily dressing, 
they could pull out their phone and show a video of the instructions on the phone. 
Our app. would process the video of the parent’s face to emphasise the eyes and 
de-emphasise the moving mouth. The phone would then be handed to the child 
to watch and better retain.

   The goal is to understand how the complicated factors of social complexity 
versus visual complexity affect face-to-face communication in autistic subjects. 
Because autism is on a spectrum, individuals vary widely in how they perceive 
faces. Being able to deconstruct, output and modify expression units at any level 
of the animated 3D face animations allows us to conduct very detailed and mod-
ifi able experiments as well as easily to transfer knowledge from the experiments 
to consumer learning, to develop serious games toolkits like the smartphone 
app. described above for autism communication and understanding.  

  Fig. 15.6    Two stills from our study using 64 movie variations of eye/mouth blurring where a 
 living talking characters can gaze at either white or black ball in a simple ‘pick the correct ball’ 
quiz. Early results show that it is possible to signifi cantly infl uence children with autism gaze away 
from the moving mouth where they typically over look to the eyes when the mouth is blurred and 
the eyes are sharpened ( Left ) compared to the no blurring or if we reverse the blurring ( right )       
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    Art and Vision Research: Rembrandt’s Genius 

 Portrait artists and painters in general have developed over the centuries a little 
understood, intuitive and open methodology that exploits cognitive mechanisms 
in the human perception and visual system [ 11 ]. Compared with the original live 
sitter or their photograph, the portrait artist is able to fi lter and manipulate using 
what cognitive scientists only recently have begun to understand about our 
visual and perception system including shape and edge detection, centre of 
vision focusing and eye movement as well as colour temperature relational 
space. Our research, by fi rst collecting through interviews and reference data a 
‘soft’ qualitative knowledge space of how portrait painters achieve their craft, 
converts that soft data into a parameterised computer model which sits on the 
rigor of vision, image processing and facial knowledge. This computer model is 
the basis for our XML based interactive knowledge toolkit that has a twofold 
interdisciplinary goal. First, it is able to generate a correlated space of painterly 
rendered portraits from input photographs in a large style set which has applica-
tions in computer based rendering, often called Non Photorealistic Rendering 
(NPR), for games and multimedia. Second, it can be used by traditional and new 
media artists, art historians, cognitive scientists and other scholars as a toolkit 
to explore interdisciplinary questions about the act of portrait painting. For the 
latter area, it can begin to bridge these areas and show how artistic knowledge 
can lead to discoveries about cognitive processes and the human mind. It can 
lead to an understanding of the deeply creative, intuitive and human process of 
creating visual art. 

 Our research system uses a parameterised approach to approximate a knowl-
edge domain for the painterly rendering of portraits. The knowledge domain uses 
fuzzy knowledge rules gained from interviews with oil portrait painters, data from 
the traditional ‘portrait painter process’ combined with human vision techniques 
and semantic models of the face and upper torso. By knowledge domain, we mean 
that the system attempts to act on the same semantic level as a human painter, such 
as human vision techniques, facial planes and expression, tonal masses, and colour 
temperature control. The system also relies on an historical, open methodology 
that artists have created and passed down from one to another. This qualitative 
knowledge is parameterised into an n-dimensional space of low-level rules that can 
be accessed at different semantic levels. Non-professional photographic imagery 
of people’s heads is used as input. Figure  15.7  shows the process, starting at the top 
left. This can be summarised as collecting a knowledge space of the painterly pro-
cess (qualitative at this point – lower left) from interviews with artists, reference 
materials and user studies, then (centre) parameterising the knowledge using 
known computer science and cognitive science models and methods, into the NPR 
system (lower left). This can be used for better and wider NPR results as well as to 
acquire data and clues to human vision and perception theory. This can be mapped 
back into the system.
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   A painted portrait differs from a photograph in that the artist intentionally selects 
only specifi c regions for fi ne detail (i.e., narrow versus broad brushwork) and the level 
of contrast of edges. Although artists and art critics have claimed that these choices 
guide the viewer’s eyes, this claim has not been thoroughly tested. In past studies of 
viewers gazing at original works of art, interpretation is complicated because regions 
of fi ne and coarse detail also differ in other ways (e.g., whether they are foreground or 
background). Here we monitored the gaze of participants viewing photos and paintings 
of the same portrait view, inspired by Rembrandt’s portraits (e.g.,  Self Portrait with 
Beret , 1659). The paintings were created by a face space based non-photorealistic 
rendering technique to mimic Rembrandt’s style [ 12 ,  13 ]. In each painting, four 
regions of interest were selected for systematic variation in level of detail: left versus 
right eye region in fi ner detail and left versus right collar region in fi ner detail. 
Participants viewed each portrait for a 5 s period, in the context of viewing many por-
traits rendered in a wide range of styles, assigning ratings of artistic merit to each 
portrait. Analysis of the gaze patterns showed that fewer fi xations were made overall 
when viewing paintings than photographs, and that viewers’ eyes were both attracted 
to and dwelt longer in the eye region of a portrait that was rendered in fi ner detail. 
Even regions of paintings that were rarely fi xed on directly (i.e., collar regions below 
each face) nevertheless guided the gaze of viewers, specifi cally enhancing the salience 
of eyes rendered in fi ne detail on the same side of the portrait. This implies that 
Rembrandt and other master portraitists used an effective implicit theory of gaze 
direction [ 13 ]. Results from this study, which show how artists can signifi cantly infl u-
ence a viewer’s eye path by using edge placement and detailing in specifi c areas to 
better convey a mood or narrative, can be used in many fi elds. Besides the benefi t 
directly to art history criticism and understanding, we are using these techniques for 
better face to face communication tools for autism systems (above) and in affect mood 
and narrative in game characters (Fig.  15.8 ) [ 14 ,  15 ].

  Fig. 15.7    Using the painterly extension of our facespace system for scholarly analysis of a 
Rembrandt portrait, to test the intuited vision science, through painterly portrait simulation with 
eye tracking       
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        Conclusion 

 It is well known that we humans have specifi c neuro-programming for recognising 
and interpreting faces. It is hoped that we can use the FaceSpace systems to better 
understand the conscious and intuitive meaning of faces and the universal language 
they appear to represent (facial meaning, inter-relationships and expressions) for 
use in the arts, cultural theory, science research and communication/expression 
 systems. We hope that by creating a development kit that our team or other developers 
can use and customise, it will be possible to gain a greater understanding of how we 
communicate and beguile using our faces. We also hope to create an authoring 
 environment that will let us take advantage of this new understanding via intuitive 
synthetic facial systems. In this chapter, a modular multi-dimensional parameter 
space for face creation, animation and depiction is described as an underlying struc-
ture that will allow for this face-centric, knowledge-based, approach. We try to look 
at this parameter space not as a pure graphic model but an expressive and behav-
ioural one for a “communicative face”. The foundation of our model is a hierarchi-
cal geometry. Parameters are encapsulated within objects in a tree structure that 
allow local control of level-of-details both for animation and depiction. 

 The main advantages of our model are modular design, effi cient and local control 
of geometric and depiction details, and inclusion of behavioural time-based extensions. 
Future work will focus on a more systematic parameterisation of facial emotions 
and personality in order to simplify navigation through the spatio-temporal face 
space. This modular face centric approach, we hope allows for more open ended 
research and exploration into the language of facial expression which hopefully can 
be used to both provide intrinsic knowledge to scholars and allows for creating new 
and innovative human centric expression systems.     

  Fig. 15.8    Lessons learned from our Rembrandt work to create mood/narrative emotion through 
artist techniques, is being used within video game research to show that the same game character 
( middle ) can appear to have different moods by changing the palette to cool colors and round 
brushes ( left ) compared to warm palette with jagged strokes       
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    Abstract     Since its foundation in 2004, Facebook has become a major force in 
social networking, claiming to give people “…the power to share and make the 
world more open and connected. ” How can these tools be used by artists to connect 
and share with collaborators? Can Facebook be used to aid creativity, as a collabora-
tive artistic tool or environment? Based on a practical performance-based research 
project ‘Feedback’, this chapter focuses on the use of Facebook as a tool for creative 
collaboration and explores a number of possible models of artistic collaboration 
using the online social network.  

       Introduction 

 Since its foundation in 2004, Facebook has become a major force in social networking, 
stating its mission as  “to give people the power to share and make the world more 
open and connected”  [ 1 ]. The success of Facebook has been unprecedented, allowing 
millions of members to upload photographs and share links and videos, as well as 
personal information about themselves and their lifestyle preferences. How can these 
tools be used by artists to connect and share with collaborators? Can Facebook be 
used as an aid to creativity, as a collaborative artistic tool or environment? 

    Chapter 16   
  Facebook  as a Tool for Artistic Collaboration 

             Sophy     Smith    

 This chapter is an updated and extended version of the following paper, published here with 
kind permission of the Chartered Institute for IT (BCS) and of EVA London Conferences: S. Smith, 
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J. P. Bowen (eds.).  EVA London 2009 Conference Proceedings . Electronic Workshops in 
Computing (eWiC), British Computer Society, 2009.   http://www.bcs.org/ewic/eva2009     (accessed 
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 The social tools of Web 2.0 offer to be “ powerful platforms for cooperation, 
 collaboration and creativity ” [ 2 ] (p. 278) and this developing technological infra-
structure not only allows people to access digital content relatively cheaply and 
simply, but also makes it simpler to distribute and share that work. Web 2.0 technolo-
gies have led to an explosion in the amount of user generated content, created in and 
then shared with groups with similar interest areas. The book  The Art of Participation  
describes an ‘explosion’ of user generated content that has unleashed a new media 
environment, replacing the mass consumption of commercial culture with mass 
 production of cultural objects [ 3 ] (pp. 67, 71). New tools of production and distribu-
tion are making the distinctions between producer and consumer,  professional and 
amateur, less clear. Sporton refl ects how, as these distinctions break down, we are 
 presented with new challenges for creative practice [ 3 ] (p. 61). Some present user 
generated content as a threat to professional practice [ 4 ], but this is not necessarily 
the case. As part of the wider society, professional artists also create content as users 
and are members of the social networking sites that host such content. Rather than 
being threatened by the increase in creative content arising from users, how could 
artists employ the context of user generated content as an opportunity for artistic 
collaboration, harnessing the new tools to support their practice? 

 In the same way that the Internet has led to changes in the nature of social 
 relationships [ 5 ] (p. 21), it has also caused alterations in the character of working 
relationships and processes. A number of benefi ts have been outlined for different 
players in the user generated content chain including professional content creators, 
for whom they see the benefi t as “ reinventing business models to compete with free 
web content ” [ 5 ] (p. 54). However, these benefi ts may not be restricted to new mod-
els for business environments that support user generated content. For example 
social networking sites have also led to new models of collaboration across the 
sectors. This social phenomenon and the new ways of creating, sharing and interact-
ing it enables may have far reaching cultural impacts [ 5 ] (p. 64). 

 This chapter focuses on Facebook as it is, to date, the most commonly used social 
online tool in the UK. According to the 3-month Alexa Internet traffi c rankings, 
Facebook is currently the second most popular site in the world, with 44 % of global 
Internet users visiting the site for the 3 months to January 2013 [ 6 ]. Although recently 
it seems that users have been leaving Facebook, it may remain a useful tool for artis-
tic collaboration. The research results from a practical project carried out by the 
author in 2010, while undertaking a collaborative performance project ‘Feedback’ 
with the live art company Assault Events. The Feedback Project investigated the 
potential of online social media to create and develop collaborative artistic content, 
exploring new methodologies for collaborative creation supported by online social 
media, asking how Facebook could support collaboration between artists in different 
geographic locations and working in different disciplines and how it could be used to 
create and develop collaborative artistic content. This chapter is intended as a starting 
point for discussions around the creative use of online social media, establishing a 
number of possible models of artistic collaboration using Facebook. 
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    Facebook as a Collaborative Tool 

 When discussing the effects of the web, focus is often on the tools rather than the 
way in which those tools are being used. The potential uses of web tools are not 
always implicit in the tools themselves (for example [ 7 ], p. 14). This is certainly true 
in the case of Facebook, which though originally created as a social network has 
been used by a number of different professional groups across different sectors as a 
tool to support collaboration. 

 For example, Facebook has been used for worker collaboration and improved 
communication with customers [ 5 ] (p. 63). Business-related reports and research 
papers also offer examples, such as harnessing the online content available in 
Facebook to assist idea creation for collaborative brainstorming [ 8 ] (p. 1). Facebook 
has been used as groupware for relationship building to improve the performance of 
Global Virtual Teams [ 9 ]. It was found that Facebook can provide an ‘immense 
degree’ of support through multimodal communication tools, as well as through the 
ability to add-on third party applications including schedules and tasks, polling, 
discussion and fi le sharing [ 9 ] (p. 6). They suggested using Facebook tools to 
increase social capital, using Status updates and the Notifi cation facility to develop 
trust, photo-sharing and tagging to develop reciprocity, the Profi le, Friends and 
Newsfeed to develop group identifi cation and the Wall to develop a shared language 
[ 9 ] (p. 7). 

 The potential of Facebook as a collaborative tool is also being explored within 
the science sector. In one system designed for distributed collaboration, the use 
of structured updates was inspired by status updates in social networking sites 
such as Facebook [ 10 ] (p. 38). As biomedical research becomes increasingly 
interdisciplinary, collaboration is ever more crucial to project success. Science 
professionals are beginning to use social networking technologies including 
Facebook to extend professional networks, locate experts and fi nd collaborators. 
Social networking sites the authors claim, have the potential to make the process 
of fi nding scientifi c collaborators quicker and more effectively than traditional 
methods [ 11 ]. 

 Facebook is also being considered as a tool for creative collaboration. 
Members of The Open University Design Group established a Facebook Group 
to explore and evaluate its potential for creating a community of distance design 
learners by using it to mirror the characteristics of a traditional design studio [ 12 ] 
(p. 2). The project found that student interaction was characterised by a number 
of themes – communication and facilitation, identity and community, awareness, 
confi dence and enjoyment [ 12 ] (p. 4). The idea of using Web 2.0 technologies for 
virtual design studio teaching was also explored by Shao et al. [ 13 ], who refl ected 
that the fl exible structure of Facebook is readily adopted by those for whom 
social networking sites are an integral part of daily life, and that the openness 
provided by Web 2.0 provides an innovative foundation for Virtual Design 
Studios [ 13 ] (p. 919).  
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    Facebook and Artistic Creation 

 Facebook Groups and Pages have been used by many groups of artists to share 
and develop work. Some of these have been more informal, created to connect 
artists, for example the Facebook Page ‘Creative Collaboration’ and the 
Facebook Group ‘Creative Artists’. These groups have had a number of purposes 
including self- promotion, networking and the provision of critical feedback. 
‘Creative Collaboration’ [ 14 ] described itself as a collaborative page for con-
necting artists of all abilities and invites members to share their work in the 
Discussions section. Similarly, the ‘Creative Artists’ Group [ 15 ] was formed to 
connect artists interested in collaboration and sharing industrial knowledge. 
Some Facebook Pages existed to support specifi c collaborative projects, for 
example two education-led pages, Media Arts and Drama Collaboration group 
[ 16 ] (run by undergraduate students from Plymouth University to share project 
ideas and create collaborative opportunities) and Arts Collaboration Lab at 
Columbia [ 17 ] (established by the School of the Arts at Columbia University to 
enhance an intensive collaborative arts programme). Other Facebook pages, for 
example ‘Collaboration Project – Los Angeles’ [ 18 ], act to support a larger 
physical group who meet face-to-face but who use Facebook as an online dimen-
sion to their physical meetings. 

 Some groups have used Facebook as a creative environment within which to cre-
ate artistic work. A collaborative poetry project took place on Facebook involving 
19 poets from fi ve cities who contributed to a multimedia poem [ 19 ]. The project 
investigated the potential and limitations of creative collaboration using Facebook, 
and how Facebook can affect the form and content of the created work, although 
lacking an analysis. Students at the University of California, Santa Barbara, have 
also explored the idea of using Facebook to create content, as part of their under-
graduate studies. Students were asked to choose a literary work and treat it accord-
ing to research paradigms prevalent in other disciplines, resulting in a project 
entitled “ Romeo and Juliet: A Facebook Tragedy ” which explored non-linear story-
telling and character development, using Facebook to make the text more interactive 
for users [ 20 ]. 

 To date, the creative uses of Facebook have split mostly down amateur/profes-
sional lines. While the worlds of professional business, science and education have 
explored the use of Facebook as a collaborative tool, this is not so true of the profes-
sional arts sector. Professional arts organisations primarily use Facebook to share 
information about their work online, and it has tended to be amateur groups that use 
Facebook to share and develop work or to meet other collaborators. As the amateur 
and education groups have demonstrated, Facebook and other online social tools 
can offer more than merely providing alternative ways for arts groups and organisa-
tion to promote their work with a larger audience, and may have the potential to 
support creative collaborative production. In 2010, the Feedback Project took place 
to research this potential use.  
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    The Feedback Project 

 The Feedback Project investigated the potential of online social media to create and 
develop collaborative artistic content, rather than as a teaching and learning tool. It 
explored new methodologies for creative collaboration supported by online social 
media. Feedback was developed and delivered by the University of Ulster’s dance 
outreach team Satellite, in partnership with artists from dance company Assault 
Events, with support from the Institute of Creative Technologies, De Montfort 
University, UK. Two further education colleges in Northern Ireland nominated a 
group of ten students with music or dance specialisms to take part in the project. 
Under the guidance of four professional artists/facilitators they became co-creators 
and performers in a new piece of performance work, supported by using the social 
networking site Facebook as a virtual studio environment. The professional artists 
facilitated the participant’s engagement with the project and did not collaborate in 
the creation of the performance work themselves. Data on the project was gathered 
through analysing the use of the Feedback Group (  http://www.facebook.com/
groups/374472110584/    ) and through responses to questionnaires and interviews 
with participants during and after the project. 

 All participants worked together on the same project, and through existing online 
social media sites were able to share and develop ideas and creative ‘products’. 
These were then drawn together under the guidance of Assault Events to create a 
piece of original performance produced using the material that had been collabora-
tively created or developed. Many of the project participants were new to collabora-
tive devising processes, and online tasks were devised to support them through the 
creative process. 95 % of the participants had previously collaborated with other 
people to make creative work, but always face-to-face. 95 % of project participants 
used online social media, primarily for social networking and watching videos, as 
well as for fi nding out about bands and learning drama techniques. 

 The project was structured as four stages, including both synchronous and asyn-
chronous collaboration. There were four face-to-face workshops and 13 online cre-
ative tasks, the latter undertaken each week that there was no face-to-face workshop. 
In the fi rst phase, an initial workshop day for briefi ng and training was held with 
artists from Assault Events and a social media worker. In Stage 2 both groups con-
tinued to engage in creative tasks and activities via a Facebook closed group, facili-
tated online by artists from Assault Events .  A new creative task was set weekly. 
Thirteen tasks were divided almost equally between music, dance and joint music 
and dance. Two more face-to-face workshops were held to draw together the ideas 
and tasks. In the third stage of the project, the participating groups met for a 
‘ Creative Think Tank’  day where they joined together to collaborate, share and 
develop their experience and create more work to share online. The fi nal stage of the 
project saw the launch of the fi nal online archive. 

 Facebook was chosen to be the central hub to the project because it was famil-
iar to most participants, and would therefore support natural working processes 
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and provide a “ common context or framework within which to interact ” [ 21 ] (p. 27). 
For this  reason, other online networks tools for collaboration, for example 
LinkedIn, Teambox, and Basecamp, were not used, since they were unfamiliar to 
the participants.  

    Use of the Feedback Facebook Group 

 Data on the use of the Feedback Facebook Group was collected in a number of 
 different ways. Following the project, the Feedback Facebook Group was analysed 
for data primarily relating to task type and collaborator response. Collaborators 
completed questionnaires before, during and after the project. Individual participants 
and staff from the participating colleges were interviewed. 

 By creating a Facebook Group for the project, Assault aimed to offer an online 
studio where collaborators could share and develop ideas without having to physi-
cally meet, open 24 h a day. Members could drop in and see work, share ideas 
with each other, leave video clips and pictures, play music, ask questions and chat. 
A number of Facebook tools were offered: the Discussion, Wall, Photos, and 
Video tools. 

    The Discussion Tool 

 Through the Discussion tool on the Facebook Group, collaborators were set 13 
online tasks to support and develop the collaborative process of creation, sharing 
and development. They included tasks such as generating concepts and ideas, dance 
recap, discussion boards for photo and music upload, online research, publicity 
design and advance preparation. Tasks were completed within the Facebook Group, 
using either the Discussion or the Photos tool. 

 The 13 tasks included three different types of activity – creating new ideas through 
online research, developing ideas shared in workshops, and developing ideas shared 
online. All tasks were set through the Facebook Group and all responses were to be 
shared through the Group. The most popular tasks were those that involved the cre-
ation of ideas using online research (73 collaborators participated), followed in pop-
ularity by the development of ideas shared online (ten participants). The development 
of ideas shared in workshops was least popular (four participants). 

 Of the activities that involved the creation of new ideas through online 
research, the most popular were those that were related to general concept devel-
opment, followed by joint music and dance activities and then music activities. 
There were no specifi c online dance activities set, but the activities involving the 
development of ideas shared in workshops were solely dance-based. Tasks that 
involved the development of ideas online were all either music, or music and 
dance-related.  
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    The Wall 

 I categorised the posts to the Wall as relating to course content or course context, 
following Schadewitz and Zamenopoulos [ 12 ]. Content-related posts included 
topical messages, specifi c questions, relies to questions, advice on problems and 
solution suggestions. Context-related included work learners done, learning prob-
lems, complaints, enjoyment and mood. I sub-divided these activities into dance, 
music or the project concept. A ‘social-related’ category was also included, for 
posts that were not specifi cally related to the project. 

 The Wall was mostly used for socialising between the collaborators, general dis-
cussions and chitchat. However, nearly a quarter of wall posts involved discussions 
and comments around project content, and about half of these were specifi cally 
music-related. The Wall was least used for discussing dance content, but a couple of 
posts did discuss the more contextual aspects of dance elements, for example 
expressing enjoyment about the dance workshops and the uploaded dance videos. 
Content related postings included all the music-related Wall activities and 72 % of 
project concept-related posts. Only 25 % of dance-related activities were concerned 
with content.  

    Photos and Video Tool 

 The Photos page included 57 photographs uploaded by both facilitators and collabora-
tors (Fig.  16.1 ). The majority of these documented the collaborative process and were 
images taken during physical workshops, creating an archive to aid refl ection. 
However, some of the photos were part of the creative process itself and were uploaded 
by collaborators as part of one of the online tasks relating to theme development.

   The Videos page included 23 videos, all uploaded by the project facilitators 
(Fig.  16.2 ). Three related to process and the fi lm of the fi nal product. Although col-
laborators uploaded photographs, they chose not to upload any videos. Possibly the 
choice of media created and uploaded may have been infl uenced by the ease of use 
of each of the technologies. Many mobile phones have integrated cameras, making 
it easier for participants to create and upload photographs, where video technology 
was more diffi cult to access.

Media
3% Music

25%
Ideas
75%

Dance
43%Music

51%

Ideas
3%

  Fig. 16.1    Use of the photos tool, relating to the creative process.  Left , by facilitators;  right , by 
collaborators       
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        How Was Facebook Used as a Tool for Artistic Collaboration? 

 From analyzing which tasks were the most popular and how the different tools were 
used in this project, it is possible to draw some conclusions about using Facebook 
as a tool for artistic collaboration. 

    Patterns of Task Response 

 The Feedback Facebook Group was most useful as a vehicle to develop the overall 
concept of the piece, share ideas about the work and create a bond between collabo-
rators separated geographically. As is evident from the data presented above, the 
most popular tasks were those that related to the generation of new ideas and the 
development on the concept of the piece, followed by tasks that related to the shar-
ing of creative content. The online tasks that involved general project concept devel-
opment or music activities were designed to be completed online, so online 
discussion naturally followed. In terms of discipline specifi c activities, dance tasks 
were the least favourite activity. The majority of online tasks that involved dance 
activities were related to physical work that either had to be done in physical groups 
and uploaded or refl ected on online, and this proved problematic as collaborators 
found it diffi cult to physically meet. When responding to project questionnaires, the 
majority of collaborators communicated that they preferred to do the online tasks 
individually, identifying that it was diffi cult to complete tasks in groups due to 
scheduling issues. As these were the least favourite tasks, they were also therefore 
the tasks with the lowest response.  

    Different Tools Supported Different Parts of the Collaborative Process 

 During the project, tasks were set and responded to using the Discussion tool, and 
the Wall was used to strengthen social relationships between collaborators as well 
as to support discussion relating to project content and context. The process of Wall 
posting has been identifi ed as developing shared meaning between collaborators [ 9 ] 
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  Fig. 16.2    Use of the videos 
tool, relating to the creative 
process, by facilitators       

 

S. Smith



237

(p. 8). The strength of relationships developed through Wall postings may have been 
relatively weak, but weak ties may still signifi cantly increase an individuals’ ability 
to solve problems [ 12 ,  22 ]. Half of the wall posts related to social comments and 
general chit-chat rather than specifi c information about the project, and this use of 
the Wall helped to give the collaborators the feeling of being a member of a larger 
group and to enhance engagement with the project as a whole. 

 The Photos and Video tools were used to aid refl ection and assist review, to 
 document the process by creating an archive, and to share ideas and points of inspi-
ration. Respondents to the project questionnaires identifi ed how the online videos 
had helped collaborators to recall what had taken place in the physical workshops. 
One of the group leaders commented, “ It’s a great idea, purely because if they [the 
participants] rehearse/record something, and it’s constantly there on Feedback, 
they can keep going to it… keeping an online archive has been helpful. ” Photographs 
and videos were shared and commented upon, an activity that Tan et al. [ 9 ] suggest 
may develop a habit of reciprocity. Such dialogical modes of interaction encourage 
collaborators to engage in more refl ective modes of conversation [ 23 ] (p. 87), and 
I would suggest that the process of commenting on each other’s work supports the 
development of the skills of refl ection as well as critical analysis. The Photos tool 
was popular for sharing initial ideas between the collaborators, and unsurprisingly 
the video tool was the ideal medium to share audio and visual work such as dance 
and music. Another of the Feedback group leaders refl ected on the importance of 
the video tool: “ it’s great for them  [the participants]  to see what the other collabora-
tors are doing… and it raises competition as well – it’s great! ” The ability to host 
and share a variety of media types through different tools was important in support-
ing collaboration between artists from different disciplines: they could share their 
work in a range of ways. Collaborators added content in whatever format they felt 
was most suitable and they were able to discuss it in the same forum. This enhanced 
and supported communication between collaborators working in different disci-
plines, as it offered an independent, non discipline-specifi c environment in which to 
share a range of work in different ways.  

   Support for Different Working Methods 

 By working separately and then later sharing ideas collaborators can avoid many of 
the communication problems that can arise when people work together from the 
outset [ 24 ] (p. 160). The asynchronous nature of the Feedback Facebook Group 
clearly benefi tted the creative collaborative process. The term ‘collaboration’ is 
often misused to mean all collaborators working on the same part of the project at 
the same time [ 25 ] (p. 426). But in collaborative projects, individuals are not all 
necessarily equal in activity intensity or responsibility. The Feedback Facebook 
Group supported different intensities of interaction between collaborators and dif-
ferent levels of input over the duration of project and allowed the collaborators to 
move back and forth between working with others and working alone: one of the 
“ holy grails of collaboration ” [ 21 ] (p. 27).  
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   Convenience of Access 

 The act of joining the Feedback Facebook Group enabled the collaborators on the 
Feedback Project to be in direct contact with each other without having to physi-
cally meet. They could keep in touch with each other, share and develop ideas both 
before meeting in person and between rehearsal periods, and establish and build 
project momentum. Collaborators were able to participate whenever and from 
wherever it was convenient for them. Where creative collaboration is long-term and 
distributed, as in the Feedback Project, breakdowns in creativity can be alleviated, 
as individual collaborators have a context for their work [ 10 ] (pp. 31, 38). ‘Activity 
awareness’ enables collaborators to monitor and understand the development and 
selection of ideas and task allocation within the group [ 10 ] (p. 36). ‘Ambient aware-
ness’ of peer activity helps to build trust, a key element in collaboration [ 12 ,  26 ]. 
The asynchronous nature of the Feedback Facebook Group and its ability to archive 
practical work and discussions supported such ambient awareness.    

    Conclusion 

 Successful collaboration is not dependent on the features and functions of the cho-
sen technology, but on how well the technology integrates with and supports the 
processes of the users, enabling sharing and coordination [ 21 ] (pp. 22–23). It is 
evident that different artistic groups that use Facebook for artistic collaboration 
have different models of online collaboration, depending on their specifi c needs. 
However, it is possible to determine a number of characteristics and potential uses. 

 The different Facebook tools, including the Wall, Discussion, Photos and 
Video, can be used to support different elements of the collaborative and creative 
process. Facebook’s independence of space and time enables it to support collabo-
ration across different geographical locations and in different timeframes. 
Facebook Groups enable collaborators to meet to share and develop ideas without 
having to physically interact, whenever their time permits. Collaborators can 
work alone or together and are able to share work and ideas. This can provide 
many of the benefi ts of a physical studio but without the costs and complications 
of getting collaborators together in one place at a certain time. Facebook tools to 
host and share a range of media, coupled with the use of discussion groups to 
facilitate communication and understanding, can support collaboration, enhance 
project ownership, and help to create and develop a concept for creative work 
from a range of different disciplines. 

 The Feedback Facebook Group logged and retained ideas and discussion, and 
archived work. This repository feature enables collaborators to access inputted and 
uploaded material in order to refl ect or recap, so that collaborators remain engaged 
with the progress of the project even when they are not active in it. 

 Clearly, using Facebook as a tool to support creative collaboration also poses 
challenges. Diffi culties in meeting face-to-face restricted participants’ abilities to 
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collaborate in the virtual space, and their freedom to respond to tasks was affected 
by the tools used. However, although it is not without challenges, Facebook can be 
used as a tool to support collaboration in creative projects. 

 The Feedback Project was the fi rst research project to explore the potential of 
online social media to create and develop collaborative artistic content, using 
Facebook as the central project hub. This restricted focus could be widened, for 
example to explore and develop the interplay between collaboration in the physical 
space and that in the virtual space. I plan to develop this through a research project 
that these research fi ndings to explore how UGC could be used for artistic collabo-
ration in the creation of a wholly professional piece of work. 

 It has been observed that many of the characteristics we consider new to the 
Internet are not new at all [ 27 ] (p. 11). Distributed collaboration on an artistic product 
is not new, but the Feedback Facebook Group provided a new environment to support 
collaborative creation by enabling collaborators from different arts disciplines to 
work both synchronously and asynchronously in a fl exible and cost- effective creative 
space. Online collaboration may not be uncommon in other sectors, but within arts 
practice it offers a new way to work collaboratively. It is the everyday nature of these 
online relationships that makes it surprising that social media tools are not generally 
used for this purpose. We shall wait and see how artists develop their use of Facebook 
and other online social tools, perhaps not only to do what they are already doing in a 
different way, but also to do new things in new ways.     
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             This Part presents recent work on graphical representations of the past. Artists’ 
impressions have long been a major way to present archaeological sites to the 
public – but the arrival of the technologies of 3D virtual reality has been irresistibly 
enticing [ 1 ]. With deep roots in cinema, including the horror genre [ 2 ], the 
technologies of visualisation have been used to present reconstructions of famous 
sites the world over, from Stonehenge to Pompeii to the Dunhuan caves in China. 
The Computer Applications in Archaeology (CAA) conferences have charted their 
developing use [ 3 ]. Now, convincing reconstructions are becoming easier to create, 
using game engine software, and virtual archaeology is moving to become a respec-
table academic research tool [ 4 ], worthy of public funding; the UK Heritage Lottery 
Fund offers an invaluable guide to good practice in using digital technology [ 5 ]. 

 Looking further into the past, many philosophers and authors have found differ-
ent ways of visually representing time itself. Historically, notions on depicting the 
passage of time developed from Euclid onwards, and particularly by Descartes in 
the seventeenth and Newton in the eighteenth centuries. The passage of time and 
events have been represented cyclically, as in analogue clock dials; in a linear fashion – 
timelines, often used for historic representations; as a stream; as arrangements of 
words; and in many other ways. In Chap.   17        the authors explore the history of the 
representation of time in visual space. As a working example of how digital media 
could be used for this, they constructed a time based interface to a database of a col-
lection of wallpaper, fabric and designs from the nineteenth and twentieth centuries. 
The interface enables curators and other users to interrogate the database in various 
time related ways, such as to investigate when fl oral patterns were most popular. 

 While virtual 3D reconstructions of buildings are commonplace, the recreation 
of landscapes is much less familiar. Since the mid-1990s, researchers have virtually 
reconstructed places such as gardens, archaeological landscapes and the Everglades, 
using ever more sophisticated and usable game engine software. The authors of 
Chap.   18        recount how they employed the game engine, CryEngine, to reconstruct a 
whole landscape constructed for William Beckford in the nineteenth century on his 
estate near Bath. This historic designed landscape has now vanished almost without 
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trace beneath later building and development. Using documentary sources and 
historical evidence that described the features of the landscape, such as a kitchen 
garden, a picturesque cottage, a pond and a grotto, an interactive installation was 
made for the Beckford Tower Museum. 

 The installation is popular with users, who are extremely interested to discover 
the relationship of the tower to the wider designed landscape. Visitors stay longer in 
the museum, and pass on recommendations to their friends. 

 Experimental archaeology is well established as a means of testing hypotheses 
on how people in the past went about practical activities, such as fabricating imple-
ments out of fl int and stone or constructing Iron Age round houses. Virtual reality 
has also been widely used, but mostly to illustrate what sites may have looked like 
in the past when the buildings were complete and in use. 

 Part   III    , above, explores the application of motion capture; here, Chap.   19        
explores the use of these technologies to investigate the interaction of people with 
their physical environment, specifi cally recreating domestic activities likely to have 
taken place in these buildings, such as fl oor sweeping, fetching water, querning and 
making bread. The movements of subjects carrying out these activities were 
recorded in a studio virtual reconstruction and in a reconstructed Iron Age round 
house in Butser Ancient Farm Facility in Hampshire, using motion capture appara-
tus and software. This enabled movements such as fl oor sweeping techniques in the 
studio virtual environment to be compared with that in the ‘real’ Iron Age house. 
From this the authors were able to infer how these movements were affected by the 
different kinds of reconstructed environment. For example, people are aware of the 
physical structures and environment around them, a point also illustrated by Soltani 
in comparing embodiment in airborne imagery of places with the sterile depiction 
of street layout in some modern maps (above, Chap.   4    ).        
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    Abstract     This chapter is historical in two respects. Its fi rst purpose is to enquire 
how visual representations of historical time can be used to bring out patterns in 
cultural collections. Such a visual analytics approach raises questions about the 
proper representation of time and of objects and events within it. It is argued that 
such chronographics can support both an externalised, objectivising point of view 
from ‘outside’ time and one which is immersive and gives a sense of the historic 
moment. These modes are set in their own historical context through original 
 historical research, highlighting the shift to an Enlightenment view of time as a 
uniform container for events. This in turn prompts new ways of thinking about 
chronological visualisation, in particular the separation of the ‘ideal’ image of time 
from contingent, temporary rendered views.  
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       Introduction 

 Our chapter focuses on the ‘shape’ of time in digital visualisations of history, and 
considers the positioning of objects and events in documents such as timelines. 
We exemplify these using a prototype for a museum. Working on it caused us to 
refl ect on the mapping of time to visual space, which we pursued by researching the 
early days of modern visualisation, which in turn clarifi ed our thinking about the 
future design of such chronographic forms in digital media. We consider time, 
not as a more-or-less familiar quantity, but as a ‘special dimension’[ 1 ] worthy of 
interrogation.  

    A Timeline of Museum Objects 

 Historical Interactive Timeline (HiT) is a prototype chronographic interface to a 
database at the Museum of Domestic Design and Architecture (MoDA) at Middlesex 
University in north London, UK. The Museum collection covers the visual culture 
of everyday domestic interiors from the late nineteenth to mid twentieth century. Its 
core comprises Silver Studio wallpaper, fabric and designs from 1880 onwards. The 
Studio designed for clients including Liberty and London Underground until 1963. 

 MoDA uses a single database for collections management and as its source of 
public information such as its website. Curators access the data via a basic interface 
and can only view multiple records as series of lists and ‘lightbox’ views of small 
images. The web interface offers similar lists plus simple tabular graphic views. 
One cannot organise items in relation to one another, place the collection in the 
context of time, or see at a glance when pieces were produced. Having a chrono-
graphic or timeline-based presentation would give curators, historians and other 
users a sense of the physical size of the collection, an idea of its breadth over time, 
and enable them to view images within these contexts and to discover periods when 
production was sparse or intense. They could, for instance, investigate when fl oral 
patterns were produced in greatest number, or fi nd the most popular production 
technique during the Art Deco period. The dataset has approximately 10,500 records 
of 160 fi elds: for our prototype we worked with one fi fth of these. Figure  17.1  shows 
a detail of our display in which the lower band offers a miniature view of the entire 
dataset: patterning and altered densities over time are clearly visible.

       Chronographics 

 Considering the mapping of events and objects to time led us to question some of 
our basic assumptions. In particular, we became fascinated by the very notion of 
positioning objects in a fi xed, constant timeframe. Clearly there are many ways to 
visualise time. Some, such as the dials of clocks, emphasise its cyclical qualities; 
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others, such as diaries and calendars, are more linear. In visualising history, strongly 
linear presentations tend to predominate. Nevertheless there is considerable scope 
for variation. For example, events may be packed closely, they may be positioned 
arithmetically along a uniform scale or on a non-linear scale or, as often with paper 
timelines, may use a scale that is altered pragmatically to accommodate unevenness 
in the data. These representations of history have a history of their own, which can 
cast light on some important issues: this chapter is therefore also an argument for 
the value of historical perspectives on modern visualisation. 

    Two Historic Examples 

 In the mid eighteenth century two revolutionary charts appeared. In 1753 in Paris, 
Jacques Barbeu-Dubourg (1709–1779) created a chart 16.5 m long plotting all history 
from the Creation to his own date on a uniform timescale (Fig.  17.2 ) [ 2 ]. Also using a 
uniform scale, in 1765 Joseph Priestley (1733–1804) for the fi rst time represented the 
duration of individuals’ lives using printed lines (Fig.  17.3 ) [ 3 ]. Though these objects 
are fascinating in themselves, it is their conceptual basis that interests us here.

        From Chronology to Chronography 

 In the eighteenth century, ‘history’ had connotations of narrative and story, to which 
chronology contributed rigour: it brought (various authors argued) meaning, vivid-
ness, memorability, an evidential basis, and a unifying framework. Locke considered 

  Fig. 17.1    Bevan and Kudikov, 2010: HiT interface for MoDA (detail of screenshot). At  top , part 
of the main view spanning 1930–1936; the  lower  part of the display offers a wider view, here 
encompassing 1915–1945. The changing densities of items through time are made evident       
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chronology necessary to give form to history, making it more memorable and more 
productive of moral lessons [ 4 ]. A recurrent motif, dating back at least to the 
 mid-sixteenth century, is that chronology and geography are the ‘two eyes of his-
tory’, probably originating in Chytraeus’ 1563 phrase ‘duos velut oculos historiae’ 
(‘two as-it-were eyes of history’) [ 5 ]. In the Enlightenment, appropriately, the meta-
phor of illumination is common; historical events are ‘cover’d with a Cloud of 
Darkness […] till the Lamp of Historical Chronology has enlighten’d them’ (1754) 
[ 6 ]; without it we will ‘wander in the dark, and be always at a loss’ (1770) [ 7 ]. 

  Fig. 17.2    Barbeu-Dubourg: chronographic chart 1753 (detail). The beginning of time, at the left- 
hand end of a continuous chart 16.5 m long. Rare Book Division, Department of Rare Books and 
Special Collections, Princeton University Library (Used with permission. Photograph: Stephen 
Boyd Davis)       

  Fig. 17.3    Priestley: chronographic chart 1765 (detail). Priestley invented the use of individual 
lines to represent multiple lifespans. He also used dots to represent uncertainty (Photograph: 
Stephen Boyd Davis. With the permission of Chetham’s Library, Manchester)       
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Mid- century, these metaphors of the visual are actualised: Twyman describes how 
relationships between sets of information are made visually explicit, including by 
Lambert’s line graphs (1760–70s) and Playfair’s ‘lineal arithmetic’ (1780s) [ 8 ]. 

 Chronology becomes chronography when duration is mapped to spatial dimen-
sion. Pre-eighteenth century chronologies had almost always packed each entry 
close upon the previous one. In the early seventeenth century Helvicus [ 9 ] had cre-
ated tables using equal space for equal time, 100 years to a page. Instead of having 
to read and compute intervals, the user could  see  them. But it would take another 
140 years before historic time was mapped arithmetically to space on a continuous 
substrate, rather than table-wise in pages. 

 A key innovator was Barbeu-Dubourg. For him, geography is not merely parallel 
with chronology as in the ‘two eyes’ metaphor, but the inspiration for change: ‘The 
study of Geography is pleasing, easy, attractive […] This is not how it is with 
Chronology, which is a dry form of study, laborious, unforgiving, offering nothing to 
the mind but repellent dates, a prodigious accumulation of numbers which burden the 
memory, are diffi cult to lodge in the mind and escape thence all too easily’ [ 10 ] (p. 5). 
His solution is to make time like territory: ‘May not duration be imitated and repre-
sented as effectively to the senses, as distinctly as space, and may not intervals of time 
be as easily counted in degrees?’ He insists that ‘charts of time can and should be con-
structed all at the same scale, with a constant representation of the years’ – because that 
way we can directly compare intervals. But before time could be conceived as map-
pable to a uniform space in this way, it had itself to be perceived as a uniform measure. 
To do so might seem simply natural, but several prior concepts were necessary. 

    The Origins of Uniform Time 

 A necessary antecedent to chronography proper is Newton’s ‘absolute, true, and 
mathematical’ time as the measure of all events [ 11 ]. It is hard for us now to capture 
the excitement of d’Alembert, quoting Newton at the beginning of the article 
 Chronologie  in Diderot’s 1753 Encyclopaedia, ‘All things are placed in time as to 
order of succession; and in space as to order of situation,’ but such a view of time as 
analogous to spatial measurement was an innovation [ 12 ]. Yet as Rosenberg points 
out [ 13 ], Newton’s chronologies were textual and numeric: no graphical chronolo-
gies have been revealed by a recent comprehensive study of this material [ 14 ]. For 
a graphical, visual approach we have to turn to Descartes. 

 Descartes’ writings, particularly the  Compendium Musicae  of 1619, reveal a 
fi xation with the ideas of clear representation, of grasping magnitudes at a glance, 
and specifi cally of line-lengths corresponding to number [ 15 ]. Euclid had used line 
lengths to show proportional magnitudes, but Descartes’ line is one on which 
numerical operations are enacted and visualised, echoed by Priestley’s explanation 
[ 16 ] (p. 5) that time ‘admits of a natural and easy representation in our minds by the 
idea of a measurable space, and particularly that of a  line .’ By the late eighteenth 
century William Playfair (1759–1823), the inventor of the line chart, would recall 
his mathematician brother John teaching him that ‘whatever can be expressed in 
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numbers may be represented in lines,’ [ 17 ] (p. 324). Before Descartes’ time, this 
idea could not have been thought. The mechanical uniformity of these arithmetic 
spaces may also be connected with an enthusiasm among forward-thinking intel-
lectuals for mechanical approaches to knowledge and cognition [ 18 ].  

    Branches, Chains, Streams, Rivers, Arrows 

 Simplistic distinctions have been made between cultures such as the ancient Greeks, 
said to have a circular conception of time, and the linear teleological time of Judaism 
and Christianity, but Feeney [ 19 ] (p. 3) points out that we ourselves habitually 
switch between models depending on context. The eighteenth century balanced 
metaphors of time’s cycle and time’s arrow [ 20 ], while most modern timelines, 
including our own HiT, are linear. 

 One of the simplest time-wise representations is the sequence or procession. 
Haskell is useful on the Renaissance use of sequenced medals and statues as physical 
‘lists’ [ 21 ], while we might also think of Shakespeare’s ‘show of eight kings’ in 
Macbeth. Such sequences are collated and discussed at length by Eco [ 22 ]. 

 Figure  17.4  illustrates a different graphical metaphor for historical events, the 
branching plant – though the work’s title uses the notion of a chain [ 23 ]. As in gene-
alogy, the aim is not primarily to show positions in time – the topography of events – 
as the relations between them – their topology (Rosenberg provides an extended 
discussion of such metaphors [ 13 ]. Priestley favours the  river : for him universities 
are pools of stagnant water compared with the Dissenting academies which are ‘like 
rivers which taking their natural course fertilise a whole country’ (quoted by Sheps 
[ 24 ], p. 141). Though Priestley avoided any fi gurative elements in his charts, the 
metaphor of the river is never far away. In his explanatory 1764  Description  he 

  Fig. 17.4    Châtelain, 1721: Chain of Sacred History (detail) from the Atlas Historique. Time as 
branching plant (Collection: Stephen Boyd Davis. Photo: Stephen Boyd Davis)       
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explicitly invokes rivers, citing their lack of beginning and end, and likening the 
lives of men to ‘so many small straws swimming on the surface’ [ 23 ] (p. 24). His 
chart of biography bears the motto  fl uminis ritu feruntur , evoking Horace’s advice 
to Maecenas to maintain his own position while the world fl ows around him like a 
river [ 25 ]. In either case, a river is more or less formless: unlike a genealogy or 
Châtelain’s 1721  Chaine , it has no internal structures. Though both Barbeu-Dubourg 
and Priestley impose some order on their streams using banded categories on the 
non-time axis, there is a lack of explicit structural or relational information. 
Nevertheless, the river metaphor affords two alternative interpretations, one based 
on observation, one on immersion.

       Observation and Immersion 

 Priestley’s river-of-time metaphor takes two forms. In the  Description , we seem to 
stand on the riverbank watching time’s fl ow from without, while with the Horace 
quotation Priestley puts man within the river as the waters swirl around him. In rela-
tion to the fi rst usage, an obvious aspect of the chronographics we have been 
discussing is that they do indeed provide an overview, seeming to chime with everyday 
metaphors of standing back in order to get situations in perspective. A less obvious 
potentiality is to create a sense of immersion in the historic moment. Priestley 
describes this as follows:

  It is a peculiar kind of pleasure we receive, from such a view as this chart exhibits, of a 
great man, such as Sir Isaac Newton, seated, as it were, in the circle of his friends and 
illustrious cotemporaries. We see at once with whom he was capable of holding conversa-
tion, and in a manner (from the distinct view of their respective ages) upon what terms they 
might converse. 

   Priestley’s time charts are static, the fl ow of his river of time arrested. However, 
immersion is a strong feature of an extraordinary creation by Barbeu-Dubourg, 
described in detail by him for Diderot in the 1753  Encyclopédie  [ 26 ]. He inserted 
his 16.5-m paper roll of time in a  machine chronographique,  with handles to wind 
history back and forth: about 150 years are visible at any moment (Fig.  17.5 ). He 
calls his invention:

   a moving, living tableau, through which pass in review all the ages of the world, where each 
famous fi gure steps forth in his rank with the attributes belonging to him, where each Prince 
is surrounded by his contemporaries and occupies the scene for more or less time according 
to the duration of his role, where the rise and fall of Empires are acted out in visible form… 

   Here the sense of history as immersive experience is uppermost. 
 The visualisations we construct may favour the observational or immersive 

mode. One factor that differentiates these modes is perceived distance. Seeing the 
full scope of a comprehensive data-set, patterns emerge for the observer who stands 
outside time; but when the user moves closer and studies individuals in their con-
text, instead a sense of immersion is promoted. This is an underemphasised aspect 
of the relationship between focus and context discussed at length, for example, in 
Card et al. [ 27 ].    
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    Issues in Visualising Time 

 Priestley makes a superb case for visualisation [ 23 ] (p. 10). He uses the example of 
trying to fi gure out the relationship between the lives of fi ve historical fi gures: he 
allows his reader to experience the diffi culty of answering questions about their 
relative dates before directing them to look at his chart:

  as soon as you have found the names, you see at one glance, without the help of Arithmetic, 
or even of words, and in the most clear and perfect manner possible, the relation of these 
lives to one another. 

   His short explanatory book offers over 50 thoughts relevant to visualisation on 
themes including perception, visual metaphors, salience, recall, data integrity, cat-
egorisation and problems of objectivity. He was the fi rst and for many years the only 
chronographer to care about representing uncertainty, something we carried through 
in HiT, always indicating the (im)precision of our dates by a span rather than a 
point. MacEachren et al. offer a thorough discussion of modern graphical represen-
tations of uncertainty and a useful evaluation [ 28 ]. 

 Priestley’s understanding of the benefi ts of a spatial layout is striking: ‘the thin 
and void places in the chart are, in fact, not less instructive than the most crowded’ 
( op cit  p. 24–5). Absence, he realises, is a form of information, and is most easily 
brought out by a constant scale. Such patterns are visible in Fig.  17.6 , as we also noted 
above in relation to HiT (Fig.  17.1 ). He criticises a recent French predecessor to his 
own chart (not Barbeu-Dubourg’s), for its non-linear design. The most impressive 
point is his reason: ‘the notice which is given of this change [in scale] is not suffi cient 
to correct the error of the imagination’ ( op cit  p. 8) – he realises that fi rst impressions 

  Fig. 17.5    Barbeu-Dubourg: chronographic chart 1753. The 16.5 m long scrolled timeline in its 
machine. The user may turn the handles to move through time. Rare Book Division, Department 
of Rare Books and Special Collections, Princeton University Library (Used with permission)       
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resist subsequent attempts to intellectually reinterpret what has been seen. These and 
his other observations are remarkable at the dawn of modern visualisation.

   Despite the cogency of many of Priestley’s observations, he and Barbeu-Dubourg 
present one-sided arguments for uniform timescales. It is worth considering the 
counter-arguments they chose to ignore. 

    The Problem of Data Density 

 In 1838 a second, posthumous edition of Barbeu-Dubourg’s  Carte  was produced 
[ 29 ]. Like the fi rst edition, although printed on sheets of uniform height, the time-
line proper occupies a narrow band at the Creation which deepens as it approaches 
the author’s own time. Even so, the uniform timescale means that the early period is 
noticeably lacking in data. This tendency inherent in all historiography reaches an 
alarming state in Barbeu-Dubourg’s second edition, since it includes the recent 
event avalanche of the French Revolution. At the Creation the timeline is 140 mm 
high; by the birth of Christ it is 320 mm; in 1000 AD, 385 mm; by 1600 AD, the full 
428 mm height of the page – thus far there is no problem. But the attempt to use a 
uniform scale effectively collapses for the most recent period – virtual extensions to 
the height, presented sequentially, mean that the height for 1770–1800 is really 
1,320 mm, and for 1,800 it is 1,760 mm! An additional diffi culty in attempts to map 
 all  time, is that in just this period time grew dramatically longer. The theories of 
Hutton and others pushed Creation back by thousands, later millions, of years. 
Nevertheless timelines fi xing the Creation at 4004BC continue to be produced into 
the nineteenth century, and even recently. 

  Fig. 17.6    Priestley, 1765: Chart of Biography (detail). Clusters and absences become clear at a 
distance (Photograph: Stephen Boyd Davis. With the permission of Chetham’s Library, Manchester)       
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 In digital media an obvious solution to the need for both an overview of all time 
and a close view of any chosen period is, as in our own HiT, to use two uniform 
scales together: a miniature chronographic of the whole dataset with an indicator of 
the portion currently visible in the larger view (Fig.  17.1 ). This emerging practice is 
shared by SIMILE (2009) [ 30 ] and Continuum (2007) [ 31 ]. This step towards a 
conceptual disconnection between the space to be visualised and the space of the 
visualisation itself forms part of our proposal for future work below.  

    The Problem of Navigation 

 When Helvicus divided history into equal pages for equal periods of time, he knew 
that the user could fl ip a handful of pages to jump to any period. Sadly, Barbeu- 
Dubourg’s  machine chronologique  anticipates a problem of many digital interactive 
timelines: it is almost useless as a reference work, being optimised for the experien-
tial, immersive form of engagement we noted earlier. It is intolerable to wind the 
crank-handles repeatedly just to look up a different period of history. Digital media 
of course have a solution: the user can be enabled to jump near-instantaneously 
from one time to another. However there is a risk associated with this: that the rela-
tionship between the time-period in view before the jump and that afterwards is 
obscured. The context-giving sense of time which is one of the main points of a 
chronographic approach is lost. Such loss of context is also likely to arise in visual-
ising search results. In HiT we avoided this problem by visualising found items in 
the ever-present context of the timeline (Fig.  17.7 ). Rather than making unwanted 
items disappear, we insert a small frame or halo around items matching the most 
recent search. Items not selected are repressed: with each new search, the unwanted 
items have their transparency and blur increased until they reach the maximum level 

  Fig. 17.7    Bevan and Kudikov 2010: HiT for MoDA (detail). Salience for search results.  Left , 
designs containing trees are highlighted;  right , designs containing both trees and fruit now have 
two highlights, while the remnants of the previous search are reduced in brightness       
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of obscurity at the sixth iteration. The highlight of an item which is part of a previous 
search is also reduced in alpha, but has no blur applied. The 2.5D visual effect 
produced by this use of visual salience produces a valuable ‘ghosting’ or trail of 
previous searches. Thus the context of time (search history) as well as of space 
(the surrounding data) is maintained. Search results never appear outside time.

   An interesting alternative to navigation between two periods is to graphically 
omit the intervening period, rather as a spreadsheet does when the user hides columns 
or rows, an approach taken by  Continuum  [ 31 ]. As the authors demonstrate, this 
means that, for instance, the works of Bach in one century can be juxtaposed with 
recordings of those works in another: the intervening time is temporarily sup-
pressed. One could say that there is an underlying linear model, but temporarily 
another view is created. We return to this issue below.  

    The Issue of Perspective 

 In his explanatory  Description , Priestley reveals an interesting aspect of his 
approach to organising the two thousand names in the biographical chart within six 
bands of types of individual. He describes how, since the lower part of a large chart 
will generally be nearer the user’s eye, he has in various instances moved the more 
important data to the lower and therefore nearer part [ 16 ]: ‘As the Romans come 
in, they are made to enter by the front line, while the Greeks remove farther back-
wards’ (p. 20). These are literal cases of foregrounding, and reveal an idea akin to 
spatial perspective. A quasi-perspective is also employed by the French chart of 
which Priestley disapproved. Organising time vertically, it employs four timescales 
ranging from 22mm = 500 years to 24mm = 100 years. The effect is a rough gradi-
ent from the most recent to the furthest: the changing scale compensates for the 
fall-off in data in distant times. As we have seen, Priestley objected to the lack of 
 indication  that the scale is non-uniform. This is a problem with many modern time-
lines: the reasonable objective in using a non-linear scale is let down by poor visual 
design. Often the desire to make a tidy, graphically uniform image militates against 
proper communication that the scale is changing. In HiT, with its fairly short time 
span, a constant timescale allowed us to avoid confronting this problem. 

 Such perspective invites consideration of the use of three dimensions. An early 
innovative 3D digital timeline of photography by Kullberg created a timescape of 
events, lifelines and associated objects that the user navigates freely [ 32 ]. Such use 
of 3D space for time has been evaluated by Foreman et al. [ 33 ] and Korallo et al. 
[ 34 ,  35 ] particularly in relation to memorability, though with fairly inconclusive 
results. Such representations offer an important insight: in working with 3D it is 
clear that there is a conceptual separation between the space of the ‘world’ to be 
depicted and the fl at space of the display – in computer graphics often conceived as 
a pipeline, from model to view to rendered image [ 36 ] (pp. 334–5, 806–9). We have 
discussed its implications for depiction generally elsewhere [ 37 ]. We revisit this in 
our third principle below.   
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    Review and Further Work 

 We present here a brief distillation of our two lines of inquiry, practical development 
of a working timeline and investigation of earlier chronographics. 

  Principle 1: the value of linear timescales  The 250-year-old arguments of Barbeu-
Dubourg and Priestley for linear historic timescales still have some validity. No 
other rendering can give such a feel for relative intervals and durations; nor can it so 
accurately disclose the clusters, outliers and lacunae of history. 

  Principle 2: the value of nonlinear timescales  So often is historiography obliged 
to deal with dramatically uneven densities of data, especially over extended historical 
periods, that it is impossible to deny the value of various non-linear scales. These 
include not only logarithmic scales but pragmatic adjustments of scale based on the 
density of data at that point. Other approaches are more easily conceptualised as 
changes to the view, for example various kinds of virtual lens, fi sheye view etc., 
which temporarily ‘distort’ the view in order to optimise the scale for the period 
currently of interest. We suggest this is the best way to conceive such visual manip-
ulations. Nowviskie [ 38 ] (p. 246) and Drucker [ 39 ], in making arguments for the 
digital humanities, have used the word ‘infl ection’ for temporary and contingent 
alterations to the space or other aspect of a digital surface – a useful term without 
the pejorative undertones of ‘distortion’. 

  Principle 3: separate model and view  Working with physical media, Barbeu- 
Dubourg and Priestley inevitably confl ated three things: their Newtonian mental 
concept of time, their ideal visual model, and the view they rendered for their users. 
All were linear. If instead we conceptualise discretely the data, the model, and the 
view, we can more easily reconcile principles 1 and 2. We can offer users a range of 
controls to infl ect – to bend, stretch or otherwise manipulate – their current view of 
the model (or part of it), based on their immediate needs, switching instantly or 
smoothly between views. Digital media facilitate this separation of conceptual 
shape and rendered shape, because they allow the rendered shape to be contingent 
on the data, the user’s needs or any other factors the designer wishes to take into 
account. Yet the design of most digital timelines ignores this potential. 

  Principle 4: indicate scaling  As Priestley warned, when non-linear scales are inad-
equately indicated, many of the advantages of chronographic visualisation are 
thrown away. If we are to enable users to infl ect images of time, the use and zone of 
infl uence of these tools must be patent to the user. Any infl ections of the linear 
model should be easily and fl uently perceived as such. 

 When we tackled issues in interactive digital visualisation in the HiT prototype, 
we were inspired by historical examples and the textual rationales that their design-
ers had set down. This is part of a larger programme of work concerned with 
chronographics including historical investigation, practical development and the 
establishment of a research agenda, discussed elsewhere [ 40 ]. In HiT we followed 
the example of the chronographic pioneers in exploring the use of linear timescales 
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and of graphical representations of uncertainty. Rather than break up our constant 
timescale through navigation we introduced a miniature of the entire dataset; also, 
rather than break it up when presenting search results, we adopted in-situ salience 
and recession. Practical development and further historical research led us to seek 
to combine the advantages of linear and other scales. Rather than thinking of the 
user simply switching between two or more views, we have adopted a conceptual 
separation between three things: the data, the ideal model (in our case this is rooted 
in the Newtonian uniform timeframe whose history we have traced in this chapter) 
and any number of contingent views upon it. In future work we shall exploit this 
conceptual architecture more fully, while also tackling some of the other rich issues 
in visualisation presented by chronographic forms.     
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    Abstract     William Beckford (1760–1844) built a lookout tower and landscape 
garden in Bath, now almost completely vanished beneath subsequent buildings. 
Referring to archival documents and a few traces on the ground, we used an 
advanced video-game engine to reconstruct the landscape, architecture and planting 
as it was around 1840, for an interactive installation in the Beckford Tower Museum. 
Bespoke software was developed to handle the wide views and rich planting. 
The resulting virtual environment succeeds in relating the lost landscape to the 
intentions and taste of its creator, and to surviving fragments in the real world. It has 
enhanced the museum visitor’s experience in several ways.  

       Introduction 

 Compared to the extensive use of real-time virtual environments in architecture and 
archaeology over the last decade [ 1 ], there has been relatively little work on construct-
ing virtual landscapes and gardens. The fi rst example, by Klein [ 2 ] applied high-end 
graphics to the eighteenth-century garden at Wörlitz. Soon after, DeLeon and Berry 
[ 3 ] used the Unreal game engine to project a virtual Everglades in an exhibition set-
ting, and Honjo and Lim [ 4 ] used VRML to model a Japanese garden. These early 
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attempts used a fl at landscape and simplifi ed two-dimensional representations 
of vegetation. Since then, botanically realistic results have been produced with 
specialised software, particularly Lenné3D applied for example by Döllner et al. 
[ 5 ] to Sans Souci and proposed by Paar and Blaik [ 6 ] for Wrest Park. Modern game 
engines offer a broader range of capabilities at low cost, and are proving adaptable 
for landscape and garden reconstruction. Pokladek [ 7 ] is revisting Wörlitz using Unity, 
while CryEngine [ 8 ,  9 ] has been used by Ch’ng [ 10 ] to recreate a drowned Mesolithic 
landscape, and by ourselves [ 11 ], in a precursor to the current project, to model a 
delicate eighteenth-century garden, Prior Park near Bath, including landscape, water 
features, architecture and planting, for an exhibition at the Sorbonne. 

 In 2010 we worked on a much larger site on the opposite side of the city. The 
occasion was the 250th anniversary of the birth of the reclusive connoisseur William 
Beckford (1760–1844) who had once built a linear garden there, known locally as 
“Beckford’s Ride”. 

 The aim was to produce an interactive installation for the museum, which is situated 
in the lookout tower that Beckford built at the high point of his ride, with the objectives 
of attracting visitors, improving their experience, and explaining how the now detached 
Tower was once related to the wider landscape running down to the City of Bath. 
Achieving this required substantial research on the one hand into the history, topogra-
phy and planting of the garden, and on the other, into the design, technology and 
workfl ow needed to produce a highly visual and realistic interactive environment. 

  Historical background : Beckford was born into an immensely rich family [ 12 ]. 
His father, a Lord Mayor of London and owner of some of the largest sugar planta-
tions in Jamaica, died when William was nine. The son was educated privately and 
well, learning fi rst Latin, Greek and music, then travelling widely, and continuing to 
study Spanish, Portuguese, Arabic and Sanskrit. In later life he claimed to have been 
taught architecture by William Chambers and music by Mozart. Already fl agrantly 
bisexual, he celebrated his majority, when he became “the richest commoner in 
England”, with a 3-day mixed party of young friends unchaperoned in the shuttered 
but mysteriously illuminated rooms of his father’s Palladian mansion Fonthill 
Splendens (in Wiltshire). The peculiar atmosphere of this event was something he 
tried to recapture throughout his life, and provides some of the impetus for his 
widely admired oriental-gothic novel Vathek [ 13 ]. 

 Scandal necessitated a period of exile, during which he made his fi rst garden, 
Montserrate, in Sintra near Lisbon. European war in 1797 forced his return to Fonthill, 
where he engaged on his second and largest, the park surrounding his colossal folly, 
Fonthill Abbey (Fig.  18.1 (left)). Intended to house his huge collections of books, paint-
ings and objets d’art, it was to have had a spire overtopping that of Salisbury Cathedral. 
Built rapidly and badly by his inattentive architect James Wyatt, it suffered two partial 
collapses, and consumed the bulk of his fortune, as well as all the stone from his father’s 
house, pulled down for the purpose. Eventually, running out of cash, tiring of exoti-
cism, and chilled by its vast emptiness, he sold the building and most of the contents for 
a good price, and retired to Bath, buying a property in Lansdown Crescent.

   Once settled in Bath (which he did not much like) his enthusiasm for landscape 
and towers soon revived. He started to acquire all the ground between his house and 
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the top of Lansdown, a distance of about 2 km, and rising 100 m. He engaged a 
young architect, Henry Goodridge, to build a lookout tower on the summit 
(Fig.  18.1 (right)), with views extending beyond the Bristol Channel to Wales. Only 
24 at the time of his commission, Goodridge proved to be attentive and competent, 
and Beckford’s Tower is still standing today. With the help of Goodridge and 
Vincent, his trusted and very capable gardener from Fonthill, Beckford rapidly 
developed a landscape garden stretching between his house and the tower. Always 
a slim and vigorous man, it was his habit to ride each morning up to the tower, there 
to ascend to the belvedere with one of his treasured books, and afterwards to walk 
back through the garden to Lansdown Crescent. 

 Today the house is in private ownership and the tower belongs to a Trust which 
keeps a small museum there. The garden immediately around the tower became a 
cemetery, now disused; there is a plantation extant, but all the rest has been built over; 
a few trees and architectural fragments in suburban gardens are all that survive. 

 The present work to reconstruct, in a virtual environment, the landscape and 
the interior of the tower, was commissioned by the Trust, and is now a permanent 
installation in the museum. The objective was to show it as it was in 1840, a few 
years before Beckford’s death.  

    Evidence 

 Most of the garden has been built over, and there is no surviving plan of the whole. 
So our reconstruction has had to be based on piecing together evidence from 
documentary sources, and relating these to the ground. Where evidence is scarce, 
we have looked for comparable designs elsewhere. 

  Fig. 18.1    ( Left ). Fonthill Abbey, designed by James Wyatt, from John Rutter’s Delineations of 
Fonthill and its Abbey 1823. ( Right ). Beckford’s Tower, watercolour by the architect, Henry 
Goodridge (Copyright free, images in the public domain)       
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  Documents : The most instructive source is an account by Henry Venn Lansdown 
[ 14 ] written in the form of letters to his daughter, and published by her 50 years 
later. Lansdown was himself a topographical painter, and secured an introduction to 
Beckford through Goodridge, hoping to view the extraordinarily rich collection of 
old-master paintings in the house. His conversation so impressed Beckford that he 
was invited back to walk to the tower and view its contents as well, which he did in 
the company of the architect. Lansdown had a painter’s eye for landscape, and a 
remarkable memory; his description is full and seemingly exact. He describes the 
sequence walking north from the mews behind Lansdown Crescent as follows:

 –    A Kitchen Garden of 7–8 acres; magnifi cent terrace to the north backed by 
shrubbery, from which arises an Archway of massive proportions.  

 –   A hill with a winding path through short grass, extending half a mile.  
 –   A broad walk between two fl ourishing plantations.  
 –   A rustic sort of bungalow allowing extensive views to the E, S and W.  
 –   A sort of tableland, containing the picturesque remains of an immense quarry, 

vividly recalling Roman ruins, such as the Baths of Caracalla.  
 –   A low doorway leading to a lovely shrubbery, a walk composed of small fossils 

winding under a green arcade of trees fl anked by odoriferous fl owers.  
 –   A beautiful kitchen garden, a broad and noble straight walk 10 ft in width and 400 

long between beds of fl owers, with fruit trees and vegetables beyond. The garden 
is 80 ft wide, and 12 below the down, being in an old quarry, with high walls.  

 –   Garden terminating with a picturesque cottage pierced by a lofty archway, 
through which the walk passes (Fig.  18.2 ).

 –      A pond of gold and silver fi sh, then a grotto winding 60–70 ft under a public 
road, emerging up rustic steps to the level of the down.  

 –   A path a quarter mile long parallel to the wall of the public road. Venerable 
bushes of lavender, rosemary and large roses.  

 –   A wilder garden near the Tower, paths more serpentine, planted with exotic trees.  
 –   Ground broken and diversifi ed, steps leading to an eminence. An apparently old 

ruin overgrown with shrubs. Easy steps leading to an archway from which the 
view of the Tower bursts out (Fig.  18.3 ).

 –      A long straight walk leading to the entrance.    

 There are two other printed accounts [ 15 ,  16 ], one with some valuable illustra-
tions which can be related to Lansdown’s account. From these we learn that the 
garden in the quarry is called the Dyke Garden, and the tower garden contained two 
tombs, one of a favourite dog, the other intended for Beckford himself. 

 Maps and plans are sadly lacking. There are some useful tithe maps of the right 
era, which identify roads, property boundaries, building footprints and tenure. They 
establish the boundary of Beckford’s holdings, but do not reveal any internal details 
of the garden. The earliest Ordnance Survey of 1895 is wonderfully detailed but 
already much has been built-over. It does give some indication of the quarry, and 
tree-planting. 

 There are quite a lot of surviving drawings of the architecture, particularly those 
by Goodridge for the Tower, and also a plan of the Kitchen Garden, made when it 
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  Fig. 18.2    Cottage in the Dyke Garden, lithograph by William Maddox, 1844. Arch and Italianate 
windows added by Goodridge during the garden development. View taken from the grotto entrance, 
with fi shpond in the foreground (Copyright free, image in the public domain)       

  Fig. 18.3    Ruin with arch, lithograph by William Maddox 1844. Probably in the wilderness garden 
close to the tower (Copyright free, image in the public domain)       
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was broken up into allotments after Beckford’s death. It survived as a nursery garden 
until the 1960s, when it is was filled with an estate of bungalows (Fig.  18.4 ). 
The lower slopes were built over with suburban villas and the Kingswood School. 
The quarry garden was initially occupied by a substantial mansion, later replaced 
by more housing. The immediate surroundings of the tower became a cemetery, 
and the tower a mortuary chapel, then a private house, and is now a museum, with 
a holiday apartment leased out through the Landmark Trust.

    Physical remains:  Our fi rst move was to walk the site, to try and trace the route, 
and identify architectural remains, viewpoints and traces of planting. 

 Evidence we found on the ground includes the magnifi cent terraces and Archway 
of the Kitchen Garden, now buried in various back gardens, also a pair of ramps, 
one leading from Beckford’s Stable in the mews behind the Crescent to the Archway, 
and so presumably part of his route uphill (Figs.  18.4  and  18.5 ). Two out of three 
cottages mentioned in written accounts survive, and there is a lithograph of the 
third, with its arch (Fig.  18.2 ). Various trees survive, including a long line of limes 
planted when Beckford diverted a footpath to the edge of the turnpike road, and 
some old ash and cedars. There is still a wood below the brow of the hill, probably 
much more extensive than the original plantations.

   The most diffi cult feature to locate is the “Rustic Bungalow”, and the fossil walk 
that follows it. There is no surviving point with clear views to E, S and N, so it is 
most likely buried in the overgrowth of Beckford’s plantation. We presume the 
building was by Goodridge, but there are no surviving rustic structures or designs 
by him. There are many by contemporaries, which we have used as reference for the 
reconstruction, adapting the usual gothic style to one a touch more Italianate. 

  Fig. 18.4    Kitchen garden and ramps today, showing surviving features buried in suburban gardens. 
(1) house, (2) entrance, (3&8) ramps, (4) gardeners cottage, (5) terrace, (6) archway, (7) stables 
(Microsoft Bing screenshot reprinted with permission from Microsoft Corporation)       
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 The form of the quarry garden is also completely lost; we are using one at Belsay 
Hall (Morpeth, Northumberland) as a reference. It is exactly contemporary, and its 
creator, Sir Charles Monck, was inspired by the same Greek marble quarries in 
Sicily as was Beckford. 

 Most of the Dyke garden is now fi lled-in, though one end remains as a visible 
depression. Nearby, under nettles and brambles and almost impenetrable, we found 
the exit from what remains of the grotto. 

 The Tower itself is well preserved, though somewhat altered. It has been the 
subject of extensive study, and the changes are well documented. Our intention is to 
model it as it was in 1840. 

 The views from the tower are very extensive, particularly to the West where they 
reach over the Bristol Channel to Wales. The landform has barely changed, though 
there is a great deal of modern development, and to the East a very visible modern road.  

    Virtual Reconstruction 

  Technology  Following the successful use of CryEngine 2 [ 9 ] for the Prior Park 
project, we opted (rather bravely, as it turned out) to use the nascent Version 3 for 
this project. The original engine was developed for a game, called Crysis [ 17 ], set 
on a Pacifi c Island. It is in the category of “fi rst-person shooters”, which basically 
provide the player with an extensive landscape in which to move about and engage 

  Fig. 18.5    The “archway of massive proportions” today, at the top of the ramp leading up from the 
stables. The wall on the left was originally lower, allowing a view into the kitchen garden below       
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in simulated combat. Such games compete in providing very fl uid movement 
through elaborate battlefi eld and urban environments rendered with a high degree of 
realism. We are not interested in the war game itself, but in the landscape setting, 
which we can rebuild to represent the sites we are studying. 

 From our point of view, Crysis demonstrated a most impressive ability to handle 
extensive and detailed landscape, water and vegetation. Its lighting of outdoor 
scenes is spectacular. Trees move gently in the wind, while the sun rises and streams 
through the leaves to cast constantly moving shadows. It employs High Dynamic 
Range Imaging (HDRI) to cope effectively with the extreme contrast in light levels 
such as between a cave and the sunlight outside. 

 The second very attractive feature of the engine is that it is provided with a 
completely integrated editor – called  Sandbox  – with which to compose the scenery. 
The appearance of the scene in the editor is exactly as it appears in the game, 
which makes an experimental, interactive way of assembling planting and buildings 
attractive and effi cient. 

 A game engine such as CryEngine has a surprising range of subsystems [ 18 ]. 
The most important for us are concerned with: terrain and its textures, water, vegeta-
tion, sky (including sun, moon, stars, clouds and mist), static objects like buildings, 
particles (for smoke, fi re, fountains, fi reworks), movable objects, triggers that make 
things happen, physics (collisions, falling objects, vehicles) and sounds (collisions 
again, footfalls, ambience, music). We also make use of scripted sequences of 
events, called  cinematics . Systems of huge importance in the original game to 
do with characters, dialogue and artifi cial intelligence are of less concern, though 
we do use some fl ocking birds and other animals. 

  Building the landscape : The fi rst element to construct is the terrain, as it pro-
vides a surface on which all the other elements will be placed. The terrain is textured 
at two levels of detail – one showing what it looks like from a distance (“blue 
remembered hills”), and one for close up (turf on the down, leaf litter in the wood). 
However in the fi rst instance it proved more useful to use an annotated Ordnance 
Survey map as the overall texture, to guide the placement of other objects. Next 
comes the establishment of the playing boundary – there has to be some limit on the 
player’s movement to stop them falling off the edge of the world, and this boundary 
separates the area that must be modelled in full detail from that needing only a par-
tial visual treatment. Roads and paths come next as they establish a framework, 
and more precise levels for adjacent buildings. 

 Buildings are assembled; those outside the playing boundary will be like fi lm 
studio back-lot sets, with only one façade, while those inside are built in the 
round, and possibly with interiors as well. Buildings are created with architectural 
modelling software, but their location in the landscape, and interior lighting, is 
handled in the Sandbox. 

 Vegetation comes next, along with other kinds of scattered objects like rocks and 
stones, sticks and leaves, and detail textures known as  decals . 

 Ambient sounds such as birdsong, cattle, insects, wind and running water, 
are edited and formatted with specialist software (SoundForge [ 19 ] and FMOD 
Designer [ 20 ]), and then located in the Sandbox. 
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 Finally, interactive events are constructed, usually by placing an invisible trigger 
that causes something to happen as the player approaches, which could be a 
door opening, a sound, an information display, or in the extreme an elaborate 
cinematic sequence. 

  Terrain : The Sandbox accepts terrain as a greyscale image, where the brightness of 
each pixel represents the height – called a Digital Terrain Model (DTM). We had to 
work with a 32-bit version of the Sandbox, which limited our terrain to an 8 km 
square, with each pixel representing 2 m of ground. This is suffi cient for the play-
able area, but not for the extensive distant views from the high down, which extend 
more than 50 km. This was a new problem for us, as the Prior Park site was in a valley, 
with nearby hills cutting off the horizon in all directions. Scenes in the Crysis game, 
we noticed, were all in deep valleys, or sea-girt islands, so avoiding the problem. 

 Two approaches were considered. One would be to take a panoramic photograph 
from the top of the tower, and use that as a background  skybox . The second was to 
fi nd a way to model the distant landscape in some sort of false perspective. Using a 
conventional skybox would suppress the Crytek HDRI sky (which includes sun, 
moon and atmospheric effects), which seemed rather a loss. False perspective would 
require some bespoke programming, but seemed quite feasible in principle. 

 We acquired a wide area digital terrain map (DTM) from the Ordnance Survey, 
on a 50 m grid, centred on the Tower, and covering the entire landscape visible from 
the top (Fig.  18.6 ). This was input to a bespoke image-warping program that left a 
central circle of 2 km radius unchanged, but applied a radial scaling to pixels out-
side that limit so that a pixel originally at  r  km from the centre moves to  4(1−1/r) . 
This maps distances between 2 and infi nity to the range 2–4, thereby compressing 
the entire outside world into the available 4 km. In order to preserve the appearance 
of the landscape, the height values relative to the central point are also diminished 
linearly, in proportion to the scale factor applied. So a peak of 3,000 m 40 km away 

  Fig. 18.6    ( Left ). Wide-area Digital Terrain Model showing the Avon river basin draining into the 
Severn Estuary. ( Right ). The result of hyperbolic compression centred on Bath       
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reduces to one roughly 300 m high 4 km away. A similar distortion was applied to 
aerial photography of the whole region, to be used as a terrain texture map. Then 
we superimposed higher resolution data, up to our target 2 m per pixel, (both DTM 
and photography), warped in the same way, to provide better detail in the central 
regions.

   The result was a kind of hyperbolic distortion that compressed 80 km of 
landscape into a bowl 8 km across (Fig.  18.6 (right)). From a selected point the 
perspective is perfect; and the errors from elsewhere in the playable region (about 
1 km radius) are perfectly acceptable. A few oddities were anticipated – the sea is 
no longer at sea level, or even level – and clouds might appear to swell as they 
moved towards the horizon. But neither effect has proved troublesome. 

  Architecture : The preferred “digital content creation” software for CryEngine is 
AutoDesk 3D Studio Max [ 21 ], and all our modelling had to pass through this in 
order to be exported in a form recognised by the engine – a mesh of connected 
triangles with textures mapped onto it. We started making the architectural models 
in SketchUp [ 22 ], but found that though they could be imported into 3D Studio 
easily, they often failed to export into the game. The reason proved to be the poor 
quality of the mesh exported by SketchUp. The answer was to pass the models 
through Rhino [ 23 ], which can reassemble the SketchUp mesh into planar poly-
gons, then remesh to a high standard. After this discovery we simplifi ed the work-
fl ow by originating the architectural models in Rhino itself. So the fi nal workfl ow 
was:

 –    Originate architectural model using Rhino surface modelling.  
 –   Convert to a triangulated mesh and export to 3D Studio.  
 –   Apply texture coordinates and assign materials in 3D Studio.  
 –   Export to the Crytek Sandbox game editor, and fi nalise the materials.  
 –   If complicated, generate simplifi ed meshes to be used at greater distances (Level 

of Detail), and for collision detection (Physics Proxy).    

 Signifi cant judgement is needed in deciding how much to model, and how much 
detail can be provided by textures. For example, windows in buildings seen only 
from a distance (like those outside the playable area), can be safely treated as 2D 
decals applied to the face of the building, thereby saving a lot of modelling effort, 
and reducing the number of triangles to be rendered. Low-relief architectural 
ornament is better treated as a texture rather than modelled in full. 

  Textures : These are needed for all the visible surfaces, and fall into three main 
categories – building materials like brick and stone, ground surfaces like gravel and 
earth, and vegetation surfaces such as grass, bark and foliage. 

 The texture itself is an image (typically 512 pixels square), designed or edited so 
as to repeat like a wall-paper pattern without obvious seams. These patterns are used 
to cover surfaces in the model. Fitting the wall-paper to a fl at architectural surface is 
quite easy, but curvy organic shapes (such as the crutch of a tree) can be quite 
challenging. Unlike real wall paper, computer textures can be stretched to fi t, but it 
can take a lot of work to get a good result. 
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 In addition to the visible pattern, most textures have additional layers containing 
for example information on the bumpiness of the surface (normal map) or its opac-
ity (alpha mask) – invaluable for partly transparent surface like grilles and foliage. 
Special photographic techniques were used to generate these. Tree foliage texture 
was generated by detaching large branches (2–3 m long) and photographing against 
a blue background. This can be detected in Photoshop to generate an alpha 
mask. Normal maps were generated by taking stereo pairs of photographs, and pro-
cessing them with specialist software like PhotoSculpt [ 24 ], PhotoSculpt constructs 
a mesh model of the surface using stereo disparity measurements, and from that 
derives displacements and surface orientation. 

  Vegetation : The Crytek development kit contains a number of trees and shrubs 
derived from the original Crysis game. As this is set on a Pacifi c Island, the look is 
distinctly tropical. For Prior Park we had used the more anonymous supplied exam-
ples, but for Beckford’s Ride we needed some identifi able temperate zone species. 

 The content creation task for a tree is quite demanding. First of all the trunk and 
major limbs have to be modelled as a mesh, and then textured. Stretching the texture 
pattern to fi t limbs and forks is tricky. Then smaller branches and foliage are 
modelled as triangles or small meshes with their textures alpha-masked for partial 
transparency. The meshes themselves are coloured to indicate how they react to 
the wind. Then everything has to be repeated at several levels of detail, and 
supplemented by an approximate collision proxy. 

 As we needed about six examples of each species, in various stages of growth, 
and the modelling process was diffi cult and tedious (and did not appeal to the 
architecture students we employed for content creation), we decided to treat it as a 
parametric design exercise, adapting some research software designed for architec-
tural structures, and based on subdivision surfaces. 

 The parametric tree generator goes through fi ve stages. First the centre-line skele-
ton of a tree is built as a set of linked bones, like those used in character animation 
(Fig.  18.7 (left)). The parameters are adjusted interactively until it has the desired 
height, spread and branching posture. Then the bones are thickened up to give 
limbs with a square cross-section and properly formed joints, represented as a 
mesh of (mostly) quadrangles. Texture coordinates (in a specially developed cylin-
drical form) and wind-control parameters are added to this basic mesh, which is 
destined to be the lowest level of detail. Higher levels are generated by applying 
one or two rounds of Catmull-Clark subdivision [ 25 ] to the mesh (Fig.  18.7 (right)). 
In addition to refi ning and smoothing the geometrical mesh, this process also sub-
divides and smooths the texture and wind coordinates. Textured branches and foli-
age meshes are added, and the whole structure exported as a Collada fi le [ 26 ], to be 
imported into 3D Studio, matched up with an appropriate material, and re-exported to 
CryEngine.

   Once a single tree has been generated, additional instances of the same species 
are generated by adding some carefully controlled Gaussian variance to the 
parameters. Using this process, suites of trees can be generated in hours rather than 
days, and to a highly consistent standard. 
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  Interactivity : In both Prior Park and Beckford’s Ride, we provide information 
points which can be approached to give some background on what is seen, for 
example some text from Henry Lansdown’s letters, an illustration from the archives, 
or a photograph of what the scene looks like today. 

 In the case of Prior Park we wished to show a more panoramic view of the 
landscape and so built a cinematic balloon ride, which takes the player up into the 
air and towards the city of Bath. In the case of Beckford’s Ride, we had the problem 
of a wide expanse of open down between the Embattled Gateway and the wood, 
where nothing much happens. This has been solved by providing a cinematic horse 
gallop (Fig.  18.10 ) across the space, to the tune of  Non più andrai , which Beckford 
claimed he had improvised as a boy during his music lesson with Mozart. 

 The Rustic Bungalow is a circular building which acts as a kind of time machine. 
Looking out through different windows causes the time of day to change, with the sun 
moving across the sky, night falling, and the moon rising. The light in turn affects the 
ambient sound: at dawn the birdsong in the plantation reaches a peak, at midday insects 
hum on the downs, while at dusk the rooks can be heard settling in the lime trees. 

  Presentation : The completed virtual environment can be presented in several dif-
ferent formats. The simplest is to play it on a desktop computer, with keyboard and 
mouse. A darkened room and a pair of earphones improve the experience. In the 
Beckford Tower Museum it is presented as a “kiosk” with a 60 cm wall-hung 
display, earphones and a game-pad. 

 We have shown it quite often in a lecture-room setting, using a large-screen 
projection. This can be quite impressive, but viewers do not have the chance to 
interact and explore on their own. Most of them will not be seated in the ideal 
viewing position, and the presenter has to drive with caution, otherwise the audience 
may suffer mild giddiness. 

 Our preferred presentation is to project from overhead onto a large screen, reaching 
from fl oor level to 3 m above, in a dark space. A lectern is placed at the exact 

  Fig. 18.7    ( Left ). Tree skeleton. ( Right ). Tree developed as a subdivision surface mesh       
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centre of perspective, with a tethered game-controller and some basic instructions. 
Audio is channelled through a 5 + 1 surround system. Placing the player at the exact 
centre of the visual and audio simulation gives a substantial boost to the feeling of 
immersion. This arrangement was used at an exhibition in Paris in 2010, and proved 
easy to transport and set up, and capable of working unattended for days at a time.

               Conclusion 

 Leading-edge computer game engines are already fi nding a number of uses outside 
their primary entertainment role, such as military training and simulated fi re- 
fi ghting. Uses in architecture are beginning to emerge, and our experiments have 
demonstrated a real capability in the area of landscape design and reconstruction. 

 Our primary aim was to generate interpretive exhibition material for public 
consumption, to convey in a fully rounded and immersive form what a lost land-
scape would have been like to enter and walk around, and to relate this visual 
impression to the intentions and taste of the creator, and also to the surviving scene 
of everyday experience. It has proved engaging and curatorially successful in 
the context of the Beckford Tower Museum. The volunteer guides (mostly retired 
people) have taken to it with surprising enthusiasm, using it to explain the richness 
of the lost garden. Visitors, both local people and tourists, have been fascinated 
to discover how the now isolated Tower once related to the wider landscape 
(Figs   .  18.8 ,  18.9 ,  18.10 ,  18.11 ,  18.12 ,  18.13 ,  18.14 ,  18.15 , and  18.16 ). Young 

  Fig. 18.8    Virtual landscape as an interactive installation       
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  Fig. 18.10    Horse waiting for the cinematic gallop       

  Fig. 18.9    Embattled gateway       

people, not unexpectedly, spend more time exploring it, but then go outside to the 
old cemetery to see what is still to be seen on the ground. Visit lengths have increased 
noticeably for family groups, as parents get a chance to spend time in the museum 
while their children are playing with the model. This has proved very benefi cial to 
visitor experience and satisfaction, and to the recommendations to visit the Tower 
that they pass on to friends.     
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  Fig. 18.11    Dyke garden       

  Fig. 18.12    Grotto       

 

 

18 Beckford’s Ride :  The Reconstruction of Historic Landscape



274

  Fig. 18.14    Tower seen 
through mock ruin       

  Fig. 18.15    Bookroom in the tower       

  Fig. 18.13    Wilderness       
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    Abstract     The Motion in Place Platform was an infrastructure experiment which 
sought to provide a ‘deep’ mapping of reconstructed human movement. It was a 
collaboration between Animazoo, a Brighton-based motion hardware company, 
digital humanities and informatics researchers from the University of Sussex, King’s 
College London, and the University of Bedfordshire. Both 3D reconstruction and 
Virtual Reality (VR) in archaeology have been used to a great extent in the 
presentation and interpretation of archaeological sites in the past 20 years. However, 
there remains a predominant focus on their use as a means of illustration which, 
while enhancing the visual perception of the site, facilitates only passive consumption 
by the audience. This chapter reports on two linked experiments which sought to 
use motion capture technology to test the validity of digital reconstruction in 
exploring interpretations of the use of space, using domestic experimental round 
house buildings of the British Iron Age. Contemporary human movement was 
captured in a studio-based representation of a round house, and compared with 
comparable movements captured in an experimental reconstruction of the same 
environment. The results indicate signifi cant quantitative variation in physical 
human responses to the two environments.  

    Chapter 19   
 Reconfi guring Experimental Archaeology 
Using 3D Movement Reconstruction 

                Stuart     Dunn     and     Kirk     Woolford    
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       Introduction 

 Experimental archaeology has long yielded valuable insights into the tools and 
techniques that featured in past peoples’ relationship with the material world around 
them. We can determine, for example, how many trees would need to be felled to 
construct a large round-house of the southern British Iron Age (over 100); infer the 
exact angle needed to strike a fl int core in order to knap an arrowhead in the manner 
of a Neolithic hunter-gatherer; or recreate the precise environmental conditions 
needed to store grain in underground silos over the winter months, with only the 
technologies and materials available to Romano-Briton villagers [ 1 ,  2 ]. However, 
experimental archaeology has hitherto confi ned itself to empirical and quantitative 
questions such as those posed in these examples. Although this is in line with good 
scientifi c practice, which stipulates that any ‘experiment’ must be based on replicable 
data, and have a reproducible methodology, it explicitly excludes visualisation of 
the human element in the interpretation of past environments. 

 It is likely for this reason that digital reconstruction technologies, including 
games, have yet to play a signifi cant role in experimental archaeology. Whilst many 
excellent examples of digital 3D reconstruction of heritage sites exist (for example 
the Digital Roman Forum project:   http://dlib.etc.ucla.edu/projects/Forum    ) most, if 
not all, of these are characterised by a drive to establish a photorealistic re-creation 
of physical features. The Motion in Place Platform project (MiPP:   http://www.
motioninplace.org    ) was a capital grant under the AHRC’s DEDEFI scheme to 
develop motion capture and analysis tools for exploring how people move through 
spaces outside studio environments where, hitherto, most motion capture work had 
been done. In the course of MiPP, a series of experiments were conducted using 
motion capture hardware and software at the Silchester Roman town archaeological 
excavation in Hampshire, and in two ‘versions’ of the kind of round house widely in 
use in Britain in the centuries leading up to the Roman invasion in AD 43. One 
version was reconstructed in a studio in a manner in keeping with ‘conventional’ 
motion capture experimentation; whereas the other was a physically reconstructed 
round house in an outdoor setting, at the Butser Ancient Farm facility, where 
Romano-British and Iron Age dwellings have been constructed according to the 
best experimental practice. The aim was to reconstruct the kind of activities that – 
according to the material evidence – are likely to have been carried out by the 
occupants, and in the process explore human reactions to ‘immersion’ in the physical 
and virtual versions of the round house. Bespoke motion capture suits developed for 
the project were employed, and the traces captured and rendered with a combination 
of Autodesk and Unity3D software. Comparing the two sets of traces allowed us to 
examine how both reconstructed spaces guided human movement. In particular 
the exercises allowed the evaluation and visualisation of changes in behaviour 
which occur as a result of familiarity with an environment, and the acquisition of 
expertise over time.  
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    Understanding Movement in the Past and Present 

 Understanding movement is a recurrent and topical theme in archaeology. At all 
scales, how and why humans moved from A to B through a landscape, and what 
they did in between times, lies at the core of building narratives about the past. 
However, the evidence on which we can build such narratives is as varied and as 
patchy as archaeological evidence itself. In more recent periods, the material record 
can be supplemented with textual narratives, or even oral memory and tradition. 
Human motion is contingent upon both time and space, and individual movements 
can be remembered and documented in various ways. For example recent research 
in performance studies has focused on the ontological and transitory nature of per-
formance pieces, and various ways in which they can be captured through notation 
and documentation [ 3 ]. In the same way, human movement in distant history needs 
to be understood at some level: a key question for this work is to establish if com-
parably valuable observations can be made about human movement in periods for 
which we have no written or social historical records; and if so, how. 

 3D visualisation has been used to address this elsewhere [ 4 ]. However most 3D 
reconstructions of archaeological features, where they include humans at all, simply 
include them as decorative accoutrements, as adjuncts to the physical or architec-
tural features being (re)constructed, or at best as measures of scale. Rarely is there 
any meaningful attempt made to understand or represent how those humans might 
have interacted with that physical environment, and what might have driven those 
interactions. Many such reconstructions simply omit humans and human movement 
all together. As M. Gillings has stated:

  [I]t is worth noting that one of the most striking things about archaeological Virtual-models 
is the lack of people in them. As a result, wandering around re-creations … can be a ghostly 
and unsettling experience. [ 5 ] 

   The ‘undocumentable’ movement of humans in or through their contemporary 
environments is the product of a combination of those environments’ materiality 
and those humans’ experience, personal histories, purposes, intents and other imme-
diate circumstances. There is an important distinction between such unprescribed 
movement and highly specialised, location-specifi c instances of ritual and cult 
activity, which are initiated by imperatives over and above the personal and the 
material. Such motions provide the focus of most existing research in this area [ 4 , 
 6 ]. It is true that the documented presence of such rituals in the historic period allow 
us to test theoretical and practical aspects of reconstruction. As Johanson and Favro 
have noted in relation to reconstructing Roman funerary processions: ‘[t]he consid-
eration of events in situ illustrates how the Romans choreographed their processions 
to exploit scale, orientation, sequencing and symbolic associations of structures and 
places’ [ 6 ]. However, unscripted narratives of the mundane, the day to day, and the 
domestic, especially from periods of the distant past, remain largely confi ned to 
conjecturing what might fi ll the gaps in our material evidence.  
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    The Motion in Place Project 

 Methodologies involving experience and interaction in space have been employed 
in the study and conservation of heritage sites and in museums and galleries for 
some time. There is recognition that the paths visitors use (or create themselves) to 
navigate around sites can be used to plan conservation practices, and to design path-
ways for tours and visitors to follow. The problems of documenting these are not 
dissimilar to those encountered by performance researchers seeking to document 
and capture individual performances, as noted above [ 3 ]. However, despite numer-
ous innovative and effective ways of gathering such data, the visualised output of 
such work is almost always static, in the form of maps, plotted pathways and dia-
grams. Ironically enough, this is the kind of static, positivist form of illustration that 
has been criticised by researchers who have considered the role of movement in the 
past and cognitive approaches to it. Witness, for example, Copeland (2009)’s critique 
of Ivan Margary’s 1955 Roman Roads of Britain:

  Clearly the road is being treated as an abstract entity, a form of ‘land art’ … which could be 
numbered, listed, quantifi ed, mapped, safe and satisfying. The route of the road is extracted 
from the landscape, is a measured space, excluded from its surroundings both materially 
and cognitively’. [ 7 ] 

       Round-House Trial 

 The round house experiments, conducted in the spring and summer of 2011 com-
pared movement captured in studios with virtual backdrops projected on walls and 
screens (see Fig.  19.1 ) with movement captured in ‘real world’ equivalents of the 
studio environment at the Butser Ancient Farm facility in Hampshire, where 
Romano-British and Iron Age dwellings – mainly round houses – have been con-
structed according to the best experimental practice [ 1 ,  2 ] (see Fig.  19.2 ). Butser is 
an example of  experimental archaeology , the practice of constructing features or 
artefacts by a process of using trial and error to approximate ‘construct’ artefacts as 
accurately as possible, in the process inferring the techniques (including the move-
ments) used in the creation process. We sought to create motion capture data from 
the studio-based round house and the physically reconstructed version which were 
comparable in the sense that they represented the same tasks, but we wished to 
investigate how (or if) they differed according to how the human undertaking them 
responded the respective virtual and physical natures of the environments 
themselves.

    In contrast, the studio based trial, on the other hand, provided a ‘clean’ environ-
ment in which movement could be captured with few physical or haptic stimuli. A 
‘footprint’ was taped out corresponding to the wall of the roundhouse, and props 
used to stand in for obstructions such as the hearth (although this seemed to have 
little impact on the trajectories of the subjects – see below). 
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 In the domestic culture of the British Iron Age, there is no direct archaeological 
evidence or historic or material evidence of how round houses were built, how they 
were used, or how artefacts such as arrowheads or ceramics were made. Nor is there 
any evidence for any rituals which can be reconstructed to the extent of Roman 
funerary practices alluded to by Favro and Johanson [ 6 ]. Reconstructing the use 

  Fig. 19.1    Studio-based reconstruction of scripted movements       

  Fig. 19.2    Round houses at Butser farm       
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of domestic spaces is therefore fraught, with much attention inevitably being 
concentrated on the better documented (both materially and textually) Roman 
periods that followed [ 8 ]. The reconstruction process in experimental archaeology 
has a long tradition of researching and utilising past methods of construction and 
craft to construct (the term ‘reconstruct’ is explicitly avoided in the literature – see 
[ 2 ]) non- extant buildings using those methods. However the experimental approach, 
now well established and widely referred to, requires the ‘human factor’, in that it 
requires human intervention in, and interaction with, the physical world. We cannot 
travel back in time to capture the exact motions involved in archaeologically rele-
vant activities, however we can capture current activities and physical processes in 
order to gain more insight into probable past activities. Such an approach is particu-
larly useful for testing the validity of different kinds of archaeological evidence, and 
also the effi cacy of means of reconstructing, rendering and visualising past environ-
ments in 3D. 

 The experiment sought to explore how human movement could be visualised 
and observed directly in the context of these spatial and temporal scales. The 
remainder of this chapter will focus on the second experiment, at Butser farm, 
which deployed the methods and hardware developed in the Silchester trial, and 
used additional techniques for placing the movement in space or “place”. In par-
ticular, this allowed us to observe the impact on movement of experience and 
familiarity with an environment gained over time. This is linked to notions of 
expertise and location- specifi c knowledge, such as an archaeologist with expertise 
and experience of a particular site in a particular place employing their knowledge 
to explore and understand that site. 

 The activities captured are – according to the material evidence – likely to cor-
respond to those carried out by the occupants who used domestic round house 
spaces historically (the nature of this correspondence is of course critical). These 
tasks included querning (grinding fl our), sweeping, fetching water (according to 
available evidence, round houses had no water sources inside, so all water used for 
cooking, washing and drinking would have been fetched from an external source) 
and bread making – see Fig.  19.3 . The intangible nature of these tasks is intrinsi-
cally conditioned by the physical environment in which they are embodied, and the 
information they receive about it via the media of sight, smell, sound, touch and, to 
a lesser extent perhaps, by taste. We infer that re-recreating a round house’s physical 
properties also involves creating the conditions parallel to those which provoked 
cognitive responses to this information in the past.

   Two performers were given a broom, constructed using materials and methods 
suffi ciently generic as to approximate to those likely to have been used in historic 
periods including the Iron Age, to sweep the virtual studio-based round house as 
well as the physical round house (see Fig.  19.4 ). In the virtual round house, their 
movements had no effect on the virtual environment. The lack of haptic feedback 
clearly meant that infl uence of the environment was minimal: The smooth, fl at fl oor 
of the studio offered little resistance to the brooms and the even surface and lack of 
material barriers such as the inner post ring gave rise to a lack of physical conse-
quences related to sweeping through objects or walking into walls. This appeared to 
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  Fig. 19.3    Making bread inside a virtual round house       

  Fig. 19.4    Sweeping with the same broom in both physical and virtual (re)constructions of the 
same round house       
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invite the performers to move aggressively and openly. In the physical round house 
at Butser, the fl oor was uneven and the performers had to move the broom around 
inner posts while not stepping into the hearth (this is not accounting for the conjec-
tured possibility that the ring supported by the inner posts may have had objects 
hanging from it, such as meat being smoked or animal skins, which would have 
further impeded human motion around the posts). Furthermore, there was great deal 
of variation in the resistance to the movement of the broom on the fl oor. At the same 
time, the performers learned that large, fast movements created dense clouds of dust 
and damaged the fl oor of the house; and that an inward sweeping motion, towards 
the central hearth and away from the walls, was the most effi cient way of avoiding 
large dust clouds. Clearly the 3D rendering of the roundhouse constructed in the 
studio was unable in any way to capture or represent these haptic response.

       Analysis of the Capture Data 

 The authors developed a bespoke application to track the position of the dancer’s 
hands while sweeping and to determine the distance the hands travelled and the 
amount of time required for an average “sweeping” motion or cycle. A single sweep 
motion or cycle was defi ned as the time between when a broom was placed down on 
the fl oor until the next time it was placed on the fl oor. Figure  19.5  shows a plot of 
sweeping in both the virtual roundhouse and the physical roundhouse. Both graphs 
show the position of the dancer’s right hand over approximately 45 s of sweeping. 
This is the most convenient approximation to ascertain the trajectory of the broom 
itself, and the same point was captured consistently across all traces.

   The plots in the bottom right show the composite 3D motion trajectories the hand 
(i.e., its position in 3D space). The other two graphs plot the distance away from the 
centre of the body. The top graphs show these positions on a traditional timeline 
while the graph in the bottom left plots y-offset, (the height above the body’s centre) 
on the y-axis against xy-offset (the length of a vector from the centre of the body to 
the body part being tracked). This plot also highlights the current sweep cycle or 
stroke and the current position in this cycle. 

 The layout of round houses makes them interesting environments in which to 
experiment. As Webley has noted [ 9 ], most round houses are usually confi gured 
with the door facing to the south east. This means that most advantageous use is 
made of daylight, and this is generally refl ected in the layout of fi nds from structures 
of this type. Finds refl ecting domestic occupation, such as ceramics, loom weights 
and cooking paraphernalia typically cluster in the eastern section of the house, with 
the western section, which is often inferred to have contained sleeping quarters, 
relatively free of fi nds [ 9 ]. It has been argued that this so-called ‘sunwise’ model of 
confi guration refl ected not only a practical solution to the problem of round houses 
not containing windows, but also that it may have reflected the cycle of life 
and death, given that some contain burials of humans and dogs in the northeast 
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quadrants .  It was not our intention to test such hypotheses in the Butser experiment, 
but rather to test the execution of domestic, and seemingly mundane, tasks referred 
to above, and how familiarity with the environment might impact on that execution. 
We were, in essence, interested in what Eugene Ch’ng has termed ‘experiential 
archaeology’, which is explicitly differentiated from experimental archaeology by 
its focus on the immaterial rather than the material [ 10 ]; although we would hesitate 
to go as far as Ch’ng and argue that advances in visual technology will make pos-
sible ‘virtual time travel’. 

 What does this mean? This data demonstrates that the performer did, indeed, 
make larger sweeping strokes in the virtual roundhouse (as expected). However, the 
performer also made sweeping strokes of shorter duration in the physically recon-
structed roundhouse. This may be a result of the dust stirred up by sweeping in the 
physically constructed space, or it may be a result of the amount of resistance of the 
rough, uneven fl oor. Because the sample size is so small, it is not possible to make 
any defi nitive statements, but the data does appear to demonstrate that engagement 
with the environment has altered the performer’s movement: in other words their 
internal spatial confi guration has changed.  

  Fig. 19.5    Sweeping in both the virtual roundhouse and the physical roundhouse       
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    Geographic Knowledge 

 In our experiment, we captured three types of person: performers who are trained to 
respond with physical expressiveness to their physical environs; two students on 
internship placements, with very limited previous familiarity of the round house 
environment; and fi nally an experimental archaeologist who has worked at Butser 
for many years, and who is intimately familiar with the environment, and with the 
tasks involved in maintaining it (see Fig.  19.6a, b ).

   This coincides with much writing on movement and environments as summed up 
by the architecture theorist, Juhani Pallasmaa:

  Our bodies and movements are in constant interaction with the environment; the world and 
the self-inform and redefi ne each other constantly. The percept of the body and the image 
of the world turn into one single continuous existential experience; there is no body sepa-
rate from its domicile in space, and there is no space unrelated to the unconscious image of 
the perceiving self.’ [ 11 ] 

   If the in situ aspect of which kind of environment the performer is working in 
affects their internal spatial referencing with consequent impact on their document-
able movements, then another fact which is like to change the spatial referencing 
again is time, and how time and familiarity with an environment alters human inter-
action with it. The motion experiments detailed in sections above were conducted 
with trained performers, who were used not because of their virtuosic movement 
abilities or vocabularies, but because of their ability to take physical direction, and 
remember and re-create the movements. However, the experience of working with 
a number of the experimental archaeologists familiar with the site allowed us a 
broader perspective. In addition, the performers were captured upon fi rst arriving on 
site, then captured again after having been given training by the archaeologists who 
worked on the site on a daily basis, performing the same tasks. The dancers’ move-
ments were then compared against the archaeologist’s movement and their earlier, 
uninformed motion as depicted in Fig.  19.6a . 

 The experience with the broom showed that the connection to material objects 
such as tools and buildings are of crucial importance in elucidating our understand-
ing of possible behaviours, usages of space, and movements in periods for which 
there is no empirical evidence. In other words, whilst we cannot reconstruct actual 
day to day events in prehistory, we can infer a broad spectrum of  procedural geo-
graphic knowledge : this is the combination of cues, learned or taught responses, 
conscious decisions and personal imperatives which people used to navigate their 
ways around their immediate environments [ 12 ]. This adds to an individual’s store 
of  declarative geographic knowledge , the set of geographic facts, which may be 
associated with location at any level ( ibid .). The students and the experienced 
archaeologist in this experiment had procedural geographic knowledge, but differed 
vastly in their levels of declarative knowledge. This accounts for the variations vis-
ible in the visualisations of their motion traces in (Fig.  19.6a, b ). 

 This is, in effect, an extension of traditional experimental archaeology, which 
allows us to infer how people are likely to have interacted with their physical 
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  Fig. 19.6    ( a ) Performer sweeping in physical roundhouse without instruction. ( b ) Experienced 
archaeologist performing the same task       
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environments and how those environments (or tools) were constructed. It also 
resonates with Marcel Mauss’ theory of techniques of the body, transmitted 
through tradition:

  I call technique an action which is effective and traditional … There is no technique and no 
transmission in the absence of tradition. This above all is what distinguishes man from the 
animals: the transmission of his techniques … we are dealing with techniques of the body. 
The body is man’s fi rst and most natural instrument. Or more accurately, not to speak of 
instruments, man’s fi rst and most natural technical object, and at the same time technical 
means, is his body. [ 13 ]. 

   Integrating visualised movement in this way, and applying some basic theory of 
spatial cognition, sheds new light on how the reconstructed spaces – and, by infer-
ence, their ancient counterparts – were likely to have been used. In particular the 
exercises allowed the evaluation and visualisation of changes in behaviour which 
occur as a result of familiarity with an environment and the acquisition of expertise 
over time; and to assess how interaction between different actors affects how every-
day tasks are carried out.  

    Movement and Phenomenology 

 That knowledge and experience of a landscape alters a human being’s relationship 
with it has long been at the heart of so-called phenomenological archaeology [ 14 ], 
and the limitations of any attempt to investigate experience empirically are well- 
rehearsed. One could easily argue, however, that even the most conventional  analysis 
of high-status artefacts requires us to make value judgements about the ‘quality’ of 
the craftsmanship, and therefore the experience of the craftsman with those materi-
als, or possibly the experience of the wearer in wearing the jewellery. Topology as 
well as topography also plays a major role in landscape studies. For the ‘experience’ 
related to manual tasks in the round house, we have no material object to examine 
from the past: the use of motion data allows us to create (im)material digital objects 
from direct observation. 

 This allows us to make some preliminary observations about the nature of evi-
dence that underpins 3D reconstruction in archaeology, and indeed the humanities 
more generally. We have argued elsewhere that, in general, 3D visualisations in 
archaeology have tended towards the positivist, with scant attention paid to the 
human of such spaces [15]. We propose here that, rather than supporting the estab-
lishment of an ‘experiential archaeology’, the application of motion capture hard-
ware outside the studio expands the capacity of experimental archaeology to allow 
documentation of the human responses to physical spaces – spaces which are, them-
selves, artefacts of human creation. This, we would argue, is archaeologically infer-
ential evidence. Conceptually beneath the archaeologically inferential is the 
archaeologically empirical. An example of this would be the spatial footprint of the 
round house, which can be determined from empirical observation. We are also able 
to tell that the house contained 12 posts supporting its inner ring, and that it had a 
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hearth in the centre. Empiricism and objectivity are, of course, notoriously diffi cult 
concepts to deal with in archaeology, but these are examples of statements that can 
be made  for certain , even if one disagrees with the interpretation placed on these. A 
third layer is the archaeologically conjectural. Conjecture is widely used in archaeo-
logical theory and practice, and in the context of our reconstructions, we had no 
surfaces from which to make direct observations from which to derive textures. 
There is no way that we can know that the walls were the same colour, or that their 
surfaces had the consistency that we attributed to them. We consider that this is 
acceptable, so long as the lack of certainty is made explicit, and that it is divided out 
from our motion traces, which are inferred, and the footprint of the structure, which 
is empirical. This is a useful framework in which to consider 3D reconstruction in 
archaeology, especially where a more ‘constructivist’ approach is attempted, where 
the purpose of the reconstruction is to provoke the audience (whether that audience 
is public or specialist) into building its own interpretations; rather than simply pre-
senting a positivist interpretation of the structure as a  fait accompli.   

    Conclusion 

 As we have seen, experimental archaeology has a strong emphasis on the  material . 
It shares this characteristic with other branches of archaeology, which is, after all, 
the study of  material  remains. Materiality is an underpinning concept throughout all 
archaeological interpretation, and it thus infl uences – often unconsciously or sub-
consciously – those interpretations. We talk of  material  culture, a term which itself 
not unproblematic. One attribute inextricably linked with materiality is spatiality: 
every material thing exists in space and must be located somewhere. Our thesis in 
this chapter is that we cannot understand places without understanding movement, 
and the framework of empirical, inferential and conjectural represents an approach 
which frees us from the ‘forced’ spatial certainty on (potentially) uncertain data 
which is implicit in many GIS approaches, and with which 3D visualisation often 
falls foul. 

 Some concrete conclusions can be drawn about the how a physical environment 
affects movement: the example of the sweeping shows that there are attributes to the 
action involved which are altered when transferred from a virtual/studio environ-
ment to a physical one; the shorter brush strokes being a primary example. This 
shows that the 3D reconstruction of a non-extant round house can be said to ade-
quately represent only the visual aspect of the experience of being in it. The motion 
data captured from Butser augments this understanding by documenting human 
interaction with it, a point underscored by the changes observable in the motion as 
the experience of the person captured is varied. Further investigations might inves-
tigate further distinctions: a light environment versus a darker one or warm versus 
cold. Capturing such traces using the motion hardware we trialled allows us to aug-
ment the otherwise static 3D reconstruction of the round house, and communicate 
more effectively the implications of its physicality. 
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 The obvious limitation of this approach is that it does not provide the kind of 
direct reconstruction of past construction and manufacturing techniques that experi-
mental archaeology provides for building and artefacts. Our motion traces are one-
off embodiments, whereas the physical reconstruction of the Moel-y-Gerddi round 
house provides a hypothesis which can be tested, examined and reproduced. It will 
require the development of a large reference collection of traces for any one site 
before supportable general inferences can be made about that site. These experi-
ments have shown that such information can be gathered from motion capture, they 
have not shown the effects of growing them incrementally over time. 

 The purpose of MiPP was emphatically not to attempt to re-enact possible sce-
narios of history or prehistory, but to capture and visualise human interaction with 
place and material culture as documented by archaeological evidence, and thus to 
provide a critique of how well VR represents the experiential past. No, it is not pos-
sible to defi nitively know how Iron Age Britons used their round houses. We can 
infer past movements from an understanding and analysis of current movement in 
much the same way we infer the structure of past buildings and material objects 
through the fragments that have survived to our current time. However, just as 
archaeologists make clear distinctions between what material objects have actually 
been uncovered and what contextual information they have based their conjectures 
upon, we need to be clear about exactly what motion data we are capturing and the 
contexts in which it has been captured. If we want to understand how motion infl u-
ences place and place infl uences motion, we need to capture and study them together.     
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