Chapter 6
Nonlinear Expectations and g-Expectations

Abstract We investigate nonlinear expectations. We briefly discuss Choquet ex-
pectations and we focus on g-expectations defined by BSDEs. The connection be-
tween filtration-consistent nonlinear expectations and g-expectations is presented.
We study the properties of translation invariance, positive homogeneity, convexity
and sub-linearity of g-expectations and we show that these properties are determined
by the generator of the BSDE defining the g-expectation.

The original motivation for studying nonlinear expectations comes from the the-
ory of decision making. The Allais paradox proved that the linear expectation (the
expected value operator) might fail in an attempt to describe choices made by deci-
sion makers and the Ellsberg’s paradox disqualified the notion of linear probability
in representing beliefs of decision makers. It was shown that decisions made in the
real world contradicted optimal decisions based on additive probabilities and the ex-
pected utility theory. Consequently, economists and mathematicians begun to look
for a new notion of expectation.

A nonlinear expectation is an operator which preserves all essential properties
of the standard expected value operator except linearity. In this chapter we focus
on nonlinear expectations called g-expectations which are defined by BSDEs. In
Chap. 13 we use g-expectations to define dynamic risk measures which can be used
for actuarial and financial valuation.

6.1 Choquet Expectations

Before we study g-expectations, we briefly discuss Choquet expectations. It is well-
known that the expected value can be calculated by the formula

o]

0
]E[g]:/ (Pr(¢ > x) — 1)dx+/ Pr(¢ > x)dx. (6.1)

—00 0

The idea by Choquet (1953) was to replace an additive probability measure Pr(-)
with a non-additive capacity measure V (-). We can define a nonlinear operator in
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the following way

0 00
C[g]zf (V(EZx)—l)dx+/ V(E > x)dx. 6.2)
0

—00

The nonlinear operator (6.2) is called the Choquet expectation or the Choquet inte-
gral.

The key example of a non-additive capacity measure, often applied in insurance
and finance, is a distorted probability. We can define a non-additive capacity mea-
sure by distorting the original probability

V(= x) =W (Pr(§ =), (6.3)

where we choose a nonlinear function ¥ : [0, 1] — [0, 1] such that ¥ (0) = 0,
¥ (1) =1 and x — ¥ (x) is non-decreasing. The function ¥ is called a distortion.
The Wang transform is an important distortion function used for actuarial and finan-
cial applications, see Wang (2000). We remark that Value-at-Risk and Tail-Value-at-
Risk are examples of the Choquet expectations derived under distorted probabilities.

The idea behind the Choquet expectation and distorted probabilities is clear. Con-
sequently, Choquet expectations have found numerous applications in insurance and
financial mathematics. Unfortunately, it is very difficult to define a dynamic version
of a Choquet expectation. It turns out that BSDEs can be very useful for defining
dynamic nonlinear expectations.

6.2 Filtration-Consistent Nonlinear Expectations
and g-Expectations

We define a nonlinear expectation and a filtration-consistent nonlinear expectation,
see Coquet et al. (2002).

Definition 6.2.1 A functional & : 1.2 (2, Z7,P; R) — R is called a nonlinear ex-
pectation if it satisfies

(i) the property of strict monotonicity:

E1=2&8 = SlE]= 5]
&1>2& and S§]=815] & & =&,

for all £, & € L2(R),
(ii) the invariance property:

&lc]l=c, forallcelR.



6.2 Filtration-Consistent Nonlinear Expectations and g-Expectations 115

Definition 6.2.2 A nonlinear expectation & is called an .# -consistent nonlinear ex-
pectation if for each & € ]Lz(.Q, Zr,P;R) and r € [0, T] there exists a random vari-
able ¢ € L2(£2, .%;, P; R) such that

ElE14]1=E1¢14], Ae F.

We remark that ¢ is uniquely determined, see Lemma 3.1 in Coquet et al. (2002).
The random variable ¢ is denoted by &[£].%,;]. Notice that the definition of an .% -
consistent nonlinear expectation is analogous to the definition of the standard linear
conditional expectation but in Definition 6.2.2 the expectation is taken under a non-
linear operator.

We state properties of .#-consistent nonlinear expectations, see Coquet et al.
(2002).

Proposition 6.2.1 Let & be an % -consistent nonlinear expectation. The following
properties hold:

(@) E[E1E|F N Fs]=E1E|Fs) forall0<s <t <T.

(b) E[E1A|F 1 =148&|.F ) forall0 <t <T and A € ;.

() If & > &, then &[&|F:] = E[E2|F;] for all 0 <t < T. In addition, if
EE1|F] = E1&21.%:] a.s. for some t € [0, T], then & = &;.

Proposition 6.2.1 shows that all essential properties of the standard linear con-
ditional expectation, except linearity, are preserved under the notion of an .%#-
consistent nonlinear expectation.

From the modelling point of view, we should be able to generate . -consistent
nonlinear expectations in a feasible way. The next example shows one possible way
of generating .7 -consistent nonlinear expectations.

Example 6.1 Choose a continuous, strictly increasing function ¢ : R — R. The op-
erator

E1§1 7 =9 (E[p®)|F]), 0=t=T, (6.4)
is an .%-consistent nonlinear expectation. The nonlinear expectation (6.4) can be
interpreted as the indifference price of & determined by an agent with utility ¢, see

Royer (2006).

It turns out that .% -consistent nonlinear expectations can be defined by nonlinear
BSDE:s. In this chapter we study the BSDEs

T
Y(t):ﬁ;—i-/ g(s, Y (), Z(s), U(s,.))ds
t

T T
—f Z(s)dW(s)—/ fU(s,z)N(ds,dz), 0<r<T. (6.5
t t R

By a nonlinear BSDE we mean a BSDE with a nonlinear generator g.
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Definition 6.2.3 Consider g: 2 x [0,T] x R x R x LE(R) — R such that
(i) g satisfies (A2) from Chap. 3,
(i1) g satisfies the inequality

g(wvth7Z’u)_g(w’t’y’Z9u/)

< fR 852 (1 3) () — u (1)) Q¢ dx)m (1),

as., ae. (w,1) € 2 x [0,T], for all (y,z,u),(y,z,u’) e R x R x L2Q(1R<),

where §¥:2u# 1 Q x [0,T] x R — (—1,00) is a predictable process such
that the mapping ¢ — fR |5-V'Z*”’”/(t,x)|2Q(t, dx)n(t) is uniformly bounded
in (y,z,u,u’),

(iii) g(t,y,0,0)=0forall (¢, y) €[0,T] x R.

(a) We define the g-expectation & : L2(2, 7, P; R) — R by
6elE]1=Y(0),

where Y (0) is the unique solution to the BSDE (6.5) with the generator g satis-
fying (i)—(iii) and the terminal condition & € L2($2, Zr,P; R).

(b) We define the conditional g-expectation & : ILZ(.Q, Fr,P;R) — ILZ(.Q, Z;,
P; R) by

&lE1F1=Y(®), 0<t<T,

where Y (¢) is the unique solution to the BSDE (6.5) with the generator g satis-
fying (i)—(iii) and the terminal condition & € L2($2, Zr,P; R).

Notice that for the g-expectation its dynamic version is naturally defined.
We state the first key result of this chapter.

Theorem 6.2.1 The g-expectation & is an .F -consistent nonlinear expectation.

Proof The strict monotonicity of &, follows from the comparison principle estab-
lished in Theorem 3.2.2. Since g(t, y,0,0) =0, we can choose Y =¢,Z=U =0
as the unique solution to the BSDE (6.5) with £ = c. Hence, the invariance property
of &, holds. We now prove the .7 -consistency of &,. Choose f € [0, T'] and A € ;.
We investigate

Y (0) = &gl€14], Y'(0) = &[Y ()1a],

where Y and Y’ denote the unique solutions to the BSDEs

T
Y(u)=§1A+/ g(s,Y(s),Z(s),U(s))ds

u

T T
—f Z(S)dW(S)—/ [U(S,Z)N(ds,dz), O0<uc<T,
u u R
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T
Y'(u) =Y ()14 +/ g(s, Y'(s), Z'(s), U'(s))ds
u

T T
—/ Z’(s)dW(s)—/ /U’(s,z)z\?(ds,dz), O<u<T.
u u R

Since g(t, y,0,0) =0, we can put Y'(s) = Y ()14, Z'(s) =U'(s,2) =0, (5,2) €
[, T] x R. Consequently, we obtain the equations

Y(u) =Y+ / tg(s, Y(s), Z(5), U(s))ds
_ftz(s)dw(s)_/tfRU(s,z)z\?(ds,dz), O<u<t
Y'(u) =Y (1)l + /utg(s, Y'(s), Z'(5), U'(s))ds
—ftz/(s)dW(s)—ft/RU’(s,z)N(ds,dz), O<u<t.
Consider the BSDE
Y (u) =§+/uTg(s, Y7(5), Z"(s), U" (s))ds

T T
—/ Z”(s)dW(s)—/ /U”(s,z)z\?(ds,dz), O<u<T.
u u R

Since g(¢, y,0,0) =0 we canalsoput Y (s) = Y"(s)1a, Z(s) = Z"(s)14, U (s,2) =
U”"(s,2)14 (s,2) € [t, T] x R. Hence, we end up with the equations

t
Y(w)=Y"(t)14 +/ 8(s,Y(s), Z(s), U(s))ds
t t
—f Z(s)dW (s) —/ / U(s,z)N(ds,dz), O0<u<t,
u u JR
t
Y () =Y" ()14 —I—/ g(s, Y'(s), Z'(s), U/(s))ds

t t
—/ Z'(s)dW (s) —/ / U'(s,2)N(ds,dz), O<u<t.
u u JR

By uniqueness of solutions we finally conclude that Y (s) = Y'(s), Z(s) = Z'(s),
U(s,z) =U'(s, 2), (s,2) € [0,t] x R. Hence, &, is a filtration-consistent expecta-
tion with the conditional expectation &, [£|.%;] =Y (1). O

Any g-expectation clearly satisfies the properties from Proposition 6.2.1, which
can now be derived from properties of BSDEs.
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Example 6.2 If we consider a BSDE with zero generator, then the g-expectation
coincides with the linear conditional expectation. If we consider the BSDE from
Proposition 3.3.2 or 3.4.2, then the g-expectation is a filtration-consistent nonlinear
expectation.

We are now interested in a converse of Theorem 6.2.1. The first results in this
field were proved by Coquet et al. (2002) and Rosazza Gianin (2006) for the Brow-
nian filtration. We present the result proved by Royer (2006) for the filtration gener-
ated by a Lévy process. First, we introduce two particular types of g-expectations.

Proposition 6.2.2 Consider the natural filtration % generated by a Lévy process
with a Lévy measure v. For a > 0 and —1 < B < 0 we define the generators

g;)ﬂ(t,z, u)=ot|z|+(xf(1/\|x|)u+(x)v(dx)—ﬂ/(l/\|x|)u_(x)v(dx),
R R

g;f‘ﬂ(t, Z,u) = —alz| — a/ (l A |x|)u_(x)v(dx) + ﬁ/ (l A |x|)u+(x)v(dx).
R R

The corresponding g-expectations have the representations

Er 61711 = su%E@[sw, 0<t=T,
, o

by, [817) = inf BRE|F), 0<t<T,
where

d
2={Q~P,d% Ty =M (1), OStsT},

dMO*(1) . P
Moy o)dW(t) + /Rlc(t,x)N(dx,dt), M?*0)=1,
and (¢, k) are F -predictable processes satisfying

[P0 <. x@x)>-1,

k@, x) < a(l A |x|), Kk (t,x) < —,8(1 A |x|), (t,x)e[0,T] xR.

Proof The result can be derived by following the arguments from Propositions 3.3.2
and 3.4.2, see also Proposition 3.6 in Royer (2006). d

We now state the second key result of this chapter, see Theorem 4.6 in Royer
(2006).

Theorem 6.2.2 Consider the natural filtration % generated by a Lévy process with
a Lévy measure v. Let & be an F -consistent nonlinear expectation such that
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() forall &, & € L?(2, Fr,P;R)
ElE + &]— EE1] < é"g;ﬁ[éz], with some o >0, —1 < 8 <0,

where £’g: 5 is the g-expectation defined in Proposition 6.2.2,
(i) forall & € L>(2, Fr,P;R) and & € L2(2, %, P; R)

ElE1 + &1 F =611 F]+&, 0<t<T.

Then, there exists a function g : 2 x [0, T] x R x L2Q — R and the g-expectation
&g such that

E[E|F ) = 6|1 T, £ el* (2, Fr,P;R), 0<t<T.

Moreover, the following properties hold:

(1) g satisfies (A2) from Chap. 3,
(ii) g satisfies the inequality

glw,t,z,u) — g(a), t,z, u/) < / 81’”’”/(1‘, x)(u(x) — u/(x))v(dx),
R

as.,a.e. (w,t) € 2 x[0,T],forall (z,u),(z,u’) e R x LZQ(R), where §%11

2 x[0,T] x R— (=1, 00) is a predictable process such that 82’“’“,0, x) >
—1 and |81’”’”/(t,x)| <K A |x|) for all (t,x,z,u,u’) €[0,T] xR x R x
Ly x Ly,

(iii) g(¢,0,0) =0 forallt €[0, T],

(iv) g satisfies the growth conditions

g;k(jkﬂ(t5 Z?”) Sg(t’ Zau) S g;)ﬂ(ta Za M),
for (t,z,u) € [0, T] x R x LE(R).

The first condition of Theorem 6.2.2 is called the domination condition. We re-
mark that a large class of nonlinear expectations satisfies the domination condition,
see Rosazza Gianin (2006) and Royer (2006). The second condition requires transla-
tion invariance of the nonlinear expectation with respect to “known” pay-offs, which
is a reasonable assumption provided that discounting of pay-offs is not allowed in
the valuation, see Sect. 13.1.

The importance of Theorem 6.2.2 is obvious. Theorem 6.2.2 shows that all
filtration-consistent nonlinear expectations which satisfy the domination condition
and the translation invariance property can be derived from BSDEs. Consequently,
when we study “regular” filtration-consistent nonlinear expectations we can focus
on g-expectations. Notice that the generator derived under the assumptions of The-
orem 6.2.2 depends only on the control processes (Z, U) and is independent of Y.
This is the consequence of the assumed translation invariance property for the non-
linear expectation.
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It is clear that the generator g of a BSDE plays a crucial role in defining a g-
expectation. Some important properties of g-expectations can be related to proper-
ties of generators g.

Proposition 6.2.3 Let &, be a g-expectation.

(a) If g is independent of y, then &, is translation invariant
gl +c|lF ) =651 F]+c, ceR, 0<t<T.
(b) If g is positively homogenous, then &, is positively homogenous
Eelck|F ] = c&4lé|F], ¢>0,0=<t<T.
(c) If g is convex
g(t,eyr+ (A —o)yz, ez + (1 = 0)za, cur + (1 — ua)

<cg(t,y1,z1,u1) + (1 —c)g(t, y2, 22, u2),
ce(0,1), (t,y1,z1,u1), (t,y2,22,u2) € [0, TI x R x R x L?),

then & is convex

Eelctr+ (1 - 08l 7]
chg[ényt]—i_(l_c)éag[éﬂyt]s CG(O, 1)7 OSIST

(d) If g is sub-linear: sub-additive
glt,y1+y2,21 + 22, u1 +u3)

<glt,y1,z1,u1) + g, y2, 22, u2),

t,y1,z1,u1), (£, y2,22,u2) € [0, TT x R x R x LZQ,
and positively homogenous, then & is sub-linear: sub-additive
&lé1 + 621 F] < El&1|F ] + Gléal F1), 0=t =T,
positively homogenous.

Proof (a) We deal with two BSDEs

T
Yf+f(r)=s+c+/ g(s, Z5(s), USH(5))ds

t

T T
—/ Z§+C(s)dW(s)—/ fU5+C(s,z)N(ds,dz), 0<t<T,
t t R
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T
Yf(;)=g+f (s, Z5(s), U%(9))ds
t

T T
- / ZE($)dW (s) — / / U(s,z)N(ds,dz), 0<t<T.
t t R
We can easily conclude that Y&+¢(r) = Y& (1) + ¢, ZE¢(r) = Z5(r), Us+¢(1,2) =
Us(t,2), (t,2) €[0, T] x R.
(b) We deal with two BSDEs
T
Y4 (1) = ot + / g(s, Y4 (s), Z%(s), U (s))ds
t
T T 5
-f Z% ($)dW (s) — f / U%(s,z)N(ds,dz), 0<t<T,
t t R

T
YE() =& + / ¢(s, Y5 (5), ZE (s, UE (5))ds
t

T T
—/ zf(s)dW(s)—/ /Uf(s,z)ﬁ(ds,dz), 0<t<T.
t t R

We can easily conclude that YE() = cYE(t), Z%(1) = cZ5(r), U(t,z) =
cU%(1,2), (1,2) €[0, TI X R.
(c) We deal with three BSDEs

ys+t=0% gy — g + (1 — 0)&,

T
+/ g(s, YC$1+(1—C)$2(S)’ZC§1+(1—C)§2(S),UC§1+(1—C)§2(S))dS
t
T
_/ ZC§1+(1—C)§2(S)dW(S)
t

T
- / / Usti=9% )N (ds,dz), 0<t<T,
t R

T
Y1) =&+ / g(s. Y5 (5), Z5 (5), U% (5))ds
t

T T
—/ sz(s)dW(s)—/ /Uff(s,z)N(ds,dz), i=1,20<r<T.
t t R

We introduce the processes Y (1) = cYé1(t) + (1 — ) Y52(1), Z(t) = cZ5 (1) + (1 —
) Z5(1), U(t,z) = US1(t,2) + (1 — c)US2(¢, 7). Tt is straightforward to notice that
(Y, Z, U) satisfies the BSDE

Y)=cs1+ (1 —-0)é

T
+/ (cg(s, yél (s), Zél (s), UEl (s))
t



122 6 Nonlinear Expectations and g-Expectations

+(1—0)g(s. Y¥2(s5), Z2(s), UR(s)))ds
T T

—/ Z(s)dW(s)—/ fU(s,z)N(ds,dz), 0<t<T. (6.6)
t t R

Since g satisfies

cg (s, Y51 (5), Z51(s), US1(5)) + (1 — ©)g (s, Y2 (s), Z52(5), U2 (s))
> g(s.Y(5), Z(5). U(s)), 0<s<T,

the BSDE (6.6) can be written as
Y@)=cs1+ (1 —-0é&
T
+/ (8(s. Y (), Z(s), U(s))
t

+h(s, Y5 (), Z5(5), U (5), Y2(s), Z%(5), U (5)) ) ds
T T

—/ Z(s)dW(s)—/ /U(s,z)l\?(ds,dz), 0<t<T,
t t R

with a nonnegative function /. By the comparison principle we get Y <61+(1=0x2 (1) <
Y@)=cYsi(t)+ (1 —o)Y2(1),0<t<T.
(d) Adapting the arguments from (b) and (c), we can prove the assertion. 0

The properties from Proposition 6.2.3 are used in Chap. 13 where we deal with
dynamic risk measures.

Bibliographical Notes The Choquet expectation was introduced by Choquet
(1953). Properties of Choquet expectations and the Wang transform together with
their failures in non-Gaussian financial models are discussed by Nguyen et al.
(2012). The g-expectations was introduced by Peng (1997). For the connection be-
tween the Choquet expectation and the g-expectation we refer to Chen et al. (2005)
and Chen and Kulperger (2006). In the proof of Proposition 6.2.3 we follow the ar-
guments from Rosazza Gianin (2006) and Jiang (2008). We refer to Rosazza Gianin
(2006) and Jiang (2008) for stronger relations between static and dynamic proper-
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