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Abstract The production of detailed mechanisms for the combustion of larger
hydrocarbons is fundamentally different from the production of mechanisms for
the reactions of smaller hydrocarbons. For the most part there are no direct
experiments for the individual reactions. General physical principles, usually
based on reaction classes, have to be employed. In addition, the production of
larger mechanisms has to be careful and systematic to generate what could be
mechanisms with thousands of species and reactions. The recurring and systematic
use of physical principles to generate the mechanisms is facilitated by automated
techniques in the form of automatic detailed mechanism generation systems. This
chapter outlines the common principles, with some software technical details, of
automatic generation systems. This is followed by a more detailed description
of four individual systems, MAMOX, EXGAS, RMG and REACTION, each of
which has unique aspects in their generation philosophy.
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3.1 Common Principles of Automatic Generators

As detailed mechanisms of larger hydrocarbons grow larger, so does the com-
plexity of their production. Although it is possible to produce large mechanisms of
thousands of reactions by hand (see, for example, the work of (Westbrook et al.
2009; Sarathy et al. 2011)), having an automatic means of generation can be more
efficient, more systematic and less error-prone. Automatic detailed mechanism
generators can be viewed as expert systems using a database of chemical principles
to systematically and efficiently produce large detailed mechanisms. One of the
principle advantages of automatic generators is that the time-consuming and error-
prone details of producing every single species and reaction in a large mechanism
is taken over by the generation system. The modeler works at a higher conceptual
level determining, for example, which submechanisms and which reaction classes
should be generated. The generation procedure itself is more systematic which is
important not only because of reduction of errors, but also in the consistency of the
use of general kinetic principles, usually in the form of reaction classes, that are
applied.

3.1.1 Core Structure of an Automatic Generator

Regardless of the particular implementation of an automatic generator, there are
distinct commonalities in their structure. Within this common structure, there are
several design and strategic decisions where each system can differentiate. Every
generator has a set of core modules consisting of the generator engine, the species
pool, the molecule database and the reaction class database:

• Generator engine. The central module, interacting with all the other modules,
which steers the generation process.

• Species pool. These are the molecules that, under each iteration, serve as input
to the generator engine to produce the reactions and molecules (taken in a wide
sense including both stable molecules and free-radicals) of the current iteration.

• Molecule database. This is the set of predefined molecules that could be used
within the generation process.

• Reaction class database. This database contains the information about each
reaction class to be used in the generation process.

The iterative use of these modules by the reaction generation algorithm creates
the reactions and species making up the generated mechanism. The input and
output to the algorithm is:

• Input. The fuel molecule or set of fuel molecules.
• Output. The detailed mechanism associated with the fuel molecule(s).

The algorithm itself is iterative and has the following basic steps:
• Initialization. Fill the reaction pool with initial reactants.
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• Generate reactions. Using the information in the reaction class database, create
a new set of reactions and molecules using the species pool as input. Add the
generated molecules and reactions to the mechanism.

• Update the species pool. Update the species pool with the newly generated
species from step 2.

• Check termination criteria. If the algorithm is done, then exit, otherwise iterate
to step 2.

The following sections elaborate these steps and outline the different strategies
each step can have.

3.1.1.1 Initialization

The input to the algorithm is the fuel molecule or molecules. In the initialization
step, these species are added to the species pool. The submechanism that is gen-
erated is considered as the primary mechanism or reaction1 of those initial mol-
ecules. This generated submechanism is then used in conjunction with other
submechanisms (which can be generated or produced by hand). The Generate
Reactions step uses the species pool as input to generate the next set of reactions. It
could be that in the initialization process, some ‘‘extra’’ reactants, such as small
radicals used in some reactions have to be added to the species pool. These are
taken from the molecule database.

3.1.1.2 Generate Reactions

In this step, the species pool is analyzed and those reaction classes from the
reaction class database which are valid are applied. A reaction class is valid for a
species (or set of species) if the functional groups required by the reaction class are
present. The recognition of the necessary functional groups is done through some
form of graph isomorphism (see Sect. 3.1.3.4 and the general references (Balaban
1985, 1995)). The exact algorithm is highly dependent on the molecular repre-
sentation (see Sect. 3.1.3). There could be some filtering done at this stage as to
which reaction classes are available for application.

Each application of the reaction class produces a set of reactions and a set of
molecules. This new set of reactions and molecules are collected. A crucial
algorithm in this step is the determination of which molecules and reactions are
equivalent (see Sect. 3.1.3). Only newly generated reactions and molecules are
added to the new mechanism. During this generation step, there could be some
filtering of applications and results. The filter could occur before or after the

1 The primary mechanism includes the reactions of the reactants and of the directly derived
radicals.
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reaction class application. There could be other conditions, beside the availability
of the functional groups which inhibit the application of the reaction class. For
example, if the reaction class is known to generate a radical center and the reacting
species is already a radical, the generation of a biradical could be inhibited. The
filtering could also occur after the application of the reaction class. For example,
the generated reaction and associated molecules may have some criteria they must
fulfill. One class of such criteria could be based on ‘‘on-the-fly’’ kinetic or ther-
modynamic computations (this, for example, is crucial in the RMG system
described in Sect. 3.2.3). The reactions are left in the final set only if they meet
these criteria.

3.1.1.3 Update the Species Pool

The species pool is updated with the new set of generated species. There could be
some filtering and even classification of the incoming species. There are essen-
tially two algorithms to update the species pool:

• Exhaustive. The (filtered) set of generated molecules is added to the species
pool, creating a larger pool.

• Progressive. The species pool is initialized and the (filtered) set of species is
added at each step.

Under the exhaustive technique, the reactions are applied (in the Generate
reaction step) until no new species are produced. This check is made after filtering.
In the progressive technique, only selected species are used in the next step. For
example, in the REACTION system (see Sect. 3.2.4) only the newly generated
species are added at each step of the defined reaction pathway.

3.1.1.4 Termination Criteria Check

If no new species were added to the species pool then the process can terminate. This
essentially means that all of the available or required reaction classes have been
applied and no new reactions and molecules were created. This could result from the
fact that new applications of the reaction classes give molecules and reactions
already in the mechanism, or that there are no more reaction classes to apply.

3.1.2 Convergence and Termination of the Generation
Process

As discussed in Chap. 2, a typical combustion mechanism is a hierarchy of sub-
mechanisms. The ‘‘top’’ mechanism, for example that of the original fuel, starts
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with a large molecule and in the reactive process produces smaller, usually con-
taining less carbon atoms, species. These smaller species are consumed in sub-
sequent sub-mechanisms of the hierarchy. In general, when combustion
mechanisms are designed and the individual reactions chosen, regardless of
whether they are automatically generated or not, for the most part the species are
reacted into smaller species. A particular submechanism is designed so that its
products are consumed by other sub-mechanisms.

One of the challenges of low temperature oxidation of hydrocarbons (see Chap.
2) was that an addition, for example the addition of oxygen to an alkyl radical had
to be modeled. However, this addition is allowed because subsequent reaction
classes once again reduce or keep constant the size of the products, at least in
terms of number of carbon atoms. Fortunately, the product species obtained, for
example alkylperoxy radicals, have very specific structures (functional groups) so
they can be targeted by very specific reaction classes which will eventually react
them to smaller species. Recombinations also increase the size of the species in the
generation process. If additions of hydrocarbon radicals or recombinations are
allowed in the (automatic) generation process larger and larger molecules would
be available to react further. The process would then only terminate if a maximum
species size is specified, this is the case in EXGAS software (see Sect. 3.2.2.4).
This problem would be even more severe for soot formation, where molecular
growth is very important.

A terminating iterative process converges to the solution after a finite number of
steps. One of the basic criteria can be that each step creates a ‘‘state’’ that is smaller
than the original state. In mechanism generation the current state is the molecule to
be reacted. One possible definition of the size of the state is the size of the species to
react. After the application of a reaction class, smaller species are generated and the
process is one step closer to convergence to the final mechanism. If a reaction class
produces a species of the same size, then the generation process has to have some
means of limiting the applications of that class to a finite number of times. Without
this check, a reaction class such as isomerization would produce an infinite loop.
One check to this process is to see whether the same molecule has already been
produced. Since a given molecule can only have a finite number of isomers, a
reaction class producing another isomer can only be applied a finite number of
times (though the number of isomers can be very large for large molecules).

3.1.3 Molecular and Reaction Representations

As said in Chap. 2, a combustion modeler uses many representations of molecule
and subsequently reactions. These models help the human modeler understand the
reactive process of combustion. To be useful in automatic generation these models
have to be translated into machine readable data structures. These data structures
go beyond the classical numerical representations that are normally associated
with a computer aided computation. The evolutionary development of these
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structures coincides with developments of modern computing techniques and
languages (Chen 2006; Willett 2008). In addition, the representations, structures
and many of the techniques used within automatic generation of combustion
mechanisms stem from the extensive work in physical and organic chemistry in
general, especially in the field of chemical information databases.

3.1.3.1 Molecule Names for Humans and Computers

A molecule is a complex object with many models and representations. A fun-
damental task in organic and subsequently combustion chemistry is to give each
molecule a unique name. Two molecules with the same unique name can be said to
be identical. In fact, assigning unique names or codes to a graph is one of the more
computationally efficient ways to identify identical graphs. Unfortunately, the task
of naming is still complex.

Naming a molecule, for the most part, uses the Lewis structure (see Chap. 2
and, for example (Gillespie and Robinson 2007; Lewis 1916)) and a usually used
representation of the molecule is a two-dimensional (2D) graph (Balaban 1985,
1995). The atoms are graph nodes with additional information such as atomic
number, charge, radical, etc. The graph bonds are essentially the full covalent
bonds of the molecule. In general, finding a unique name, or more precisely a
canonical form, for a graph is a complex task (Babai and Luks 1983) and is
intimately connected to identifying if graphs are identical or not (graph isomor-
phism (Balaban 1985)). Within the field of chemistry these tasks are extremely
important for molecular databases and data-mining chemical information. Fortu-
nately, organic compounds, using the Lewis model, are usually not as complex as a
general graph that has to be dealt with mathematically. For example, sp3 atoms
have at most four bonds which greatly simplifies the interconnectivity among
graph nodes.

In organic chemistry standardization of names is an important task and the
International Union of Pure and Applied Chemistry (IUPAC) has undertaken the
standardizing of nomenclature. Having a standardized (canonical) name not only
tells the organic chemist what the molecule looks like, but also simplifies
searching. Two molecules are alike if the text string of their name is exactly the
same. For example, the species iso-octane has the IUPAC name of 2,2,4-trim-
ethylpentane. The IUPAC name is an example of linearizing the graphical struc-
ture of the molecule. Another, more compact linear name for molecules are the
Wiswesser Line Notation (WLN) (Smith et al. 1968; Wiswesser 1982, 1985).
Several variants such as the Simplified Molecular Input Line Entry System
(SMILES) notation (Weininger 1988; Weininger et al. 1989), the SYBL line
notation (Homer et al. 2008) and the linear notation (Côme et al. 1984; Warth
et al. 2000 (see Sect. 3.2.2.1)) have also been proposed. These notations were
mainly developed for simplified ASCII text entry of graphical molecular infor-
mation into the computer. These notations represent the molecule as a ‘‘spanning
tree’’ with the use of parenthesis to denote branching. Some notations rely on
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molecular valence information to simplify the notation. For example, in the
SMILES notation, hydrogen atoms are implicit.

Another human readable name for a molecule is the International Chemical
Identifier (InChI) (Stein et al. 2003), ‘‘InChI’’ for short, which was developed by
IUPAC and National Institute of Standards to facilitate molecular searches in
databases and on the web. The current nomenclature has 6 layers of structural
information about molecule. This is becoming a standard nomenclature for
molecular searches on the internet.

3.1.3.2 Bonding Representations

The representation of molecular species for human–computer interfacing and for
internal representation is not unique to combustion (Warr 2011) and is constantly
evolving with the needs of the chemistry community in chemical database search,
computer aided organic synthesis (Corey and Wipke 1969; Wipke and Howe
1977) and chemoinformatics (Engel 2006; Willett 2008). Of course, some of these
needs have evolved hand in hand with developing software technologies (Engel
and Gasteiger 2002; Chen 2006).

The naming of the chemical species, whether it be with the common name,
IUPAC name or one of the linear notations, is an efficient way to get molecular
data into the automatic generation system. The main purpose of these notations is
that the name gives a direct correspondence to the molecular structure needed.
However, within the computations needed for automatic generation these forms
are not efficient. Though, for example, a canonical name is efficient for recog-
nizing whether two species are equal. They are less efficient at recognizing, for
example, whether a given substructure is within another species structure or the
transformations of species creating a reaction.

As with the naming of species, the essential information in the main internal
data structures for molecules consists of the Lewis model information, meaning a
2D graph representation. If additional molecular data is needed, it is usually added
in a separate data structure. In computer science there has been essentially two
ways to represent a graph both internally and for ASCII human–computer inter-
facing: a connection table (or matrix) or a graph as a set of atoms and a set of
bonds between the atoms.

Historically, one can say one that the first computational representation of
molecules was the atom connectivity matrix (sometimes also called the adjacency
matrix) (Spialter 1963, 1964). This form was conducive to numerical program-
ming languages such as FORTRAN. A species with n atoms would be represented
as a matrix with n rows and n columns. A connection is signified by a non-zero
value in the off-diagonal elements. Ugi applied this to molecules with the defi-
nition of the Bond-Electron (BE) matrix (Dugundji and Ugi 1973; Ugi and
Wochner 1988). If a bond exists between atom i and atom j, then element mij of
connectivity matrix m has the order of the bond (1 for single, 2 for double, 3 for
triple). In the era where computation was primarily numerical, an interesting
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extension of the BE-matrix was the R-matrix, the difference between the product
and reactant BE-matrix. The significance of the R-matrix is that it is an early
representation of reactive changes that could be used directly to ‘‘calculate’’
product species from the reactant species which is an essential operation in
automatic generation.

The connection table is a form which is close to the 2D graphical form and, for
example, can be used as the internal representation and as ASCII input. The table
usually consists of two parts, atom information and bonding. The exact syntax can
vary, first due to historical developments and second due to individual needs of the
software systems using it. Some of the more accepted variants have been devel-
oped by Molecular Design Limited (MDL) (Dalby et al. 1992). The description of
the molecule has a fixed format (originally designed for FORTRAN-like format-
ing) and has at least two parts, the first being the atomic description and the second
the bonding description. Addition parts can include additional information. This
representation can basically be translated one-to-one to an internal 2D-graphical
data structure.

A more general and modern relative to the MDL connection tables is the
Chemical Markup Language (CML) (Murray-Rust and Rzepa 1999) which is a
specialization for physical and organic chemistry of the Extensible Markup Lan-
guage (XML). XML is a standard set up by the World Wide Web Consortium
(W3C) for the transmission of data over the internet that is both human and
machine readable. The advantage of a format based on XML is that a wide range
of software in a wide range of languages has been independently developed. This
includes a set of software (written in JAVA) that has been developed specifically
for chemical applications, namely the Chemical Development Kit (CDK). There is
a chemical data structure directly associated with the CML format. Some auto-
matic generators are already using these standard softwares.

3.1.3.3 Canonicity and Molecular Equivalence

An important operation in automatic generation is to determine whether two mol-
ecules are the same or not. For example, in one of the recursive steps when a
molecule is generated, it is important to recognize whether the molecule already
exists in the species pool. During the generation process, molecular equivalence is
used to determine whether two reactions are the same. Furthermore, since a gen-
erated mechanism is usually combined with other mechanisms, for example the base
mechanism or another generated mechanism, it is important to identify equivalence.

A simple way to detect whether two molecules are equivalent is if they have
equivalent names. However, looking at the complexity of the IUPAC nomencla-
ture rules, determining the canonical (unique) name is non-trivial. For example,
from the names 2,2,4-trimethylpentane and 4,2,2-trimethylpentane, a modeler
could draw the same structure. However, only the first is the IUPAC name and one
can not use the two names to textually see whether the two structures are the same.
Even a simple molecule such as n-pentane can be written in four different ways in
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the SMILES representation: CCCCC, C(C)CCC, C(CC)CC, C(CCC)C. Though if
the extra computation is made to order the atoms for the SMILES notation
(Morgan 1965), then the SMILES string can be used to identify equivalent mol-
ecules. A general algorithm for the identification of equivalent structures is the
graph isomorphism algorithm (Balaban 1985). The full graph isomorphism algo-
rithm yields an atom–atom correspondence between the graph molecules. If all the
atoms in both molecules can be matched, then the molecules are equivalent (the
algorithm can stop after the first pair is found).

Figure 3.1 shows an example with isooctane (2,2,4-trimethylpentane). Due to
symmetry Ca, Cc and Cd atoms and, correspondingly, C1, C3 and C4 atoms are
equivalent. In addition, Cg and Ch atoms and, correspondingly, C7 and C8 atoms
are equivalent. This results in ((3 * 2 * 1) * (2 * 1)) or 12 unique ways to pair
atoms in the two molecules up.

3.1.3.4 Substructure Search

An essential part of recognizing whether a reaction class can be applied to a
molecule is to recognize whether the essential functional group of the reaction
class can be found in the molecule. This operation is highly dependent on repre-
sentation of the reaction class and the molecule. If these representations are based
on 2D-graphs, as with most automatic generators, then the general algorithm used
is once again graph isomorphism (Ullmann 1976; Barnard 1993). Within some
automatic generators the complexity of the graph isomorphism algorithm is
reduced by making use of additional information and specialized graphs (such as
dealing with a tree instead of a graph, as it is the case of EXGAS software, see
Sect. 3.2.2.1) available during the search.

Suppose we wish to perform a hydrogen atom abstraction at a primary carbon
on n-butane. Figure 3.2 shows the structures involved, the primary carbon atom,
represented as a general methyl group, and n-butane molecule. The result of the

Ca Cb

Cc

Cd

Ce Cf Ch

Cg

C1 C2

C3

C4

C5 C6 C8

C7

Combinations
Set a1 Set a2 Set a3

c3 c4 c1 c4 c1 c3
g7 g7 g8 g8 g7 g7 g8 g8 g7 g7 g8 g8

a 1 1 1 1 3 3 3 3 4 4 4 4
b 2 2 2 2 2 2 2 2 2 2 2 2
c 3 3 4 4 1 1 4 4 1 1 3 3
d 4 4 3 3 4 4 4 4 3 3 1 1
e 5 5 5 5 5 5 5 5 5 5 5 5
f 6 6 6 6 6 6 6 6 6 6 6 6
g 7 7 7 7 7 7 8 8 7 7 8 8
h 8 8 8 8 8 8 7 7 8 8 7 7

Fig. 3.1 Atom-to-atom correspondences between two iso-octane molecule graphs. There are
twelve combinations due to symmetry. The sets are grouped according to how Ca, Cc and Cg
atoms are matched
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graph isomorphism, i.e. the atom-to-atom correspondence between the graphs, is
shown in the table. Due to the symmetry of the methyl group, there are (3 * 2 * 1)
or 6 ways to match the methyl group at each of the two primary carbon atoms.
Note first that only two sets of atoms are matched, those on carbon atom 1 and
carbon atom 4. Each of the combinations involves the same atoms meaning there
are two sets of three equivalent hydrogen atoms. Each of these sets has six
combinations of atom-to-atom matches due to the combined symmetry of the
methyl group and the primary group on the n-butane molecule. This redundancy,
due graph symmetry, has to be taken into account to come up with the desired
result of abstracting from a carbon atom from each end of the n-butane molecule.

To illustrate the role of reaction class structure symmetry, suppose the hydrogen
abstraction is defined by removing Hb in Fig. 3.2 and the abstraction rate is defined
per hydrogen atom. This means that six hydrogen atoms can be abstracted from
butane. In the table these are the atom-to-atom combinations labeled: b5, b6, b7,
b12, b13 and b14. Due to the symmetry of the methyl group, there are two
combinations which would yield the same result. Each of these pairs would be
combined to create one reaction. In total, six reactions would be generated.
However, due to the symmetry of the methyl group and the symmetry of the n-
butane molecule, all of these six reactions are equivalent. These would be rec-
ognized and then combined to one reaction with 6 times the rate of each one (the
per hydrogen atom rate).

3.2 Systems Descriptions

The previous sections outlined the general principles and some algorithms of
automatic mechanism generation. In this section several systems which have been
applied to model combustion chemistry will be described. Each system has its own
generation philosophy and database. On a software technical level, mainly due to
their historical development parallel to the development of software systems in
general within computer science, there are differences not only in the computer
languages involved, but also the internal representations of the chemical and
kinetic elements needed for generation. All systems described have fundamental

Carbon atom4Carbon atom1
b5 b6 b7 b12 b13 b14

a 1 1 1 1 1 1 4 4 4 4 4 4
b 5 5 6 6 7 7 12 12 13 13 14 14
c 6 7 5 7 5 6 13 14 12 14 12 13
d 7 6 7 5 6 5 14 13 14 12 13 12
e 2 2 2 2 2 2 3 3 3 3 3 3

H6 C1

H5

H7

C2 C3 C4

H11

H8

H9

H10 H12

H14

H13

Hc       Ca

Hb

Hd

Ce

Fig. 3.2 Atom to atom correspondences for a primary methyl group in n-butane. There are 12
combinations
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aspects which are in common. But all have particular aspects and stategies with
particular advantages. In this section four automatic generation systems will be
discussed:

• MAMOX++ (Ranzi et al. 1995a). This system distinguishes itself by producing a
hierarchy of (highly) lumped mechanisms derived numerically from automati-
cally generated detailed mechanisms. The MAMOX++ program is derived from
the MAMA program in the SPYRO system (Dente et al. 1979, 1992) which was
the first to automatically generate the pyrolysis mechanisms of large hydro-
carbons, up to virgin naphthas and heavy gasoils. The same approach, applied to
oxidation and combustion process, is based on the generation of a detailed
primary mechanism and then on the optimization of the kinetic parameters
within a highly generic mechanism (similar, for example, to the Shell model
(see Chap. 2)).

• EXGAS (Côme et al. 1997). The main specificity of this publicly distributed
system is the use of the most comprehensive reaction class database and the large
choice given to the user for mechanism tailoring. EXGAS has already been used
to generate detailed mechanisms for alkanes (from C4 to C16), alkenes, cyclo-
alkanes, ethers (Glaude et al. 2000), alcohols (Moss et al. 2008) and methylesters
up to C19 (e.g. Hakka et al. 2010; Herbinet et al. 2011) which have been validated
under a wide range of conditions. The mechanisms are composed of a compre-
hensive detailed primary mechanism, a lumped secondary mechanism and a C0–
C2 (which can be supplemented with C3–C8 reactions) base mechanism.

• RMG (Green et al. 2001; Van Geem et al. 2006). This system distinguishes itself
with a unique ‘‘generate and test’’ algorithm which generates a fundamental
mechanistic step, estimates the rate constants and then, using a set of predefined
physical conditions and cutoff criteria, determines ‘‘on-the-fly’’ whether the
reaction should be included in the final mechanism (Susnow et al. 1997). The
RMG system is also the only publicly distributed automatic generator of pres-
sure-dependent reaction networks (Matheu et al. 2001; Allen et al. 2012).

• REACTION (Blurock 1995; Moreac et al. 2006). The main specificity of this last
system is to use the concept of pathways instead of an exhaustive application of
reaction classes. The result is the creation of mechanisms similar to those
generated by hand. This system was also the first to represent the fundamental
chemical information needed for generation solely in external databases inde-
pendent of the generalized generation engine, so that the chemical information
can be updated without modifying or recompiling the software.

3.2.1 MAMOX++

In the MAMOX++ and MAMA systems, detailed primary mechanisms are gen-
erated and then the parameters within a highly generic mechanism (similar, for
example, to the Shell model) are optimized. For the further oxidation of the
generated lumped products a hierarchical library of validated lumped mechanisms

3 Automatic Generation of Detailed Mechanisms 69

http://dx.doi.org/10.1007/978-1-4471-5307-8_2


is searched and the corresponding lumped reactions used (Ranzi et al. 2005). The
MAMA system in the SPYRO system (Dente et al. 1979) was the first to auto-
matically generate mechanisms for the pyrolysis of hydrocarbons.

3.2.1.1 Lumping Procedure

The philosophy of the species lumping procedure is to produce a highly lumped
primary mechanism derived from a comprehensive detailed primary mechanism.
The generated lumped mechanism looks very similar to the Shell model of Hal-
stead et al. (1975) and later derivations from Cox and Cole (1985), Hu and Keck
(1987) and Cowart et al. (1991) in terms of the autoignition behavior of the fuel.
They do however differ fundamentally in how the parameters are derived. Cowart
et al. (1991) optimized the model for a particular fuel by adjusting the isomeri-
zation reaction of the alkyl peroxy radicals on the basis of engine data. The
approach of MAMOX is to base the reduction on a detailed reaction mechanism.
From the detailed mechanism, a set of (highly) lumped species and corresponding
reactions are defined. The rate parameters are then optimized based on the gen-
erated detailed mechanism. The lumping rules are based on the primary product
distributions predicted by the detailed model (Ranzi et al. 1995a, 2005).

3.2.1.2 Reduced Pyrolysis Mechanisms Using Steady State
Approximation

The basic hypothesis for reduction under pyrolysis conditions is that the radicals
larger than C4 (l-radicals) can only isomerize or decompose without significant
interactions with the process mixture. In contrast, when generalizing this to oxi-
dation reactions, it is necessary to take into account the fact that large intermediate
radicals can interact with O2. The alkyl radicals obtained from the hydrocarbon
fuel after a single hydrogen atom abstraction are lumped into one lumped species,
Rn�, where n is the number of carbon atoms. For example, in the n-decane
mechanism the 5 n-decyl radicals of the detailed mechanism would be lumped into
a single R10� species in the reduced mechanism. The sub-mechanism of all the
isomerization and b-decomposition reactions is written explicitly in the detailed
mechanism. Using this detailed mechanism, the (linear) system of continuity
equations is solved under the steady state approximation at a given temperature to
reduce the overall submechanism to one global reaction. For example, in the n-
decane mechanism, the solution is (Ranzi et al. 2005):

R10� !0:0516CH3� þ 0:1332C2H5� þ 0:1475C3H7�
þ 0:1475C4H9� þ 0:204R5� þ 0:287R7� þ 0:03R10� þ 0:0889C2H4 þ 0:1569C3H6

þ 0:1412C4H8 þ 0:207C5H10 þ 0:327nC7H14 þ 0:0788nC10H20

ð3:1Þ
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There are three key assumptions in this approach:

1. Radicals larger than C4 can only isomerize or decompose without significant
interactions with the process mixture, but do react with oxygen to form peroxy
radicals.

2. There is only marginal importance of large radical recombinations and
hydrogen atom abstractions. These are bimolecular reactions competing with
fast unimolecular reactions.

3. The overall decomposition and radical distribution is temperature independent.
Default temperature is assumed to be 1000 K.

The lack of interaction means that this sub-mechanism can be treated inde-
pendently of other sub-mechanisms within the total pyrolysis mechanism. Not
including recombination reactions affects the solution in two ways. First, isom-
erization and b-decomposition in the forward direction are unimolecular reactions
and thus their solution under the steady state approximation is linear. However,
recombination reactions are bimolecular. This would bring in non-linear terms. In
addition, not including recombination reactions further ‘‘decouples’’ the distribu-
tion dependence with smaller radicals. This means the solution for larger radicals
does not involve the distribution of the smaller radicals. Using the steady state
approximation is temperature dependent. However, empirical evidence states that
the radicals mainly decompose at temperature close to 1000 K and derived dis-
tributions are relatively temperature independent.

The purpose of the steady state approximation (see Chap. 18 for more details) is
to reduce the complexity of the differential equations that must be numerically
solved to determine the behavior of the fuel in a combustion process. In the
simplest case, if one is interested in the time-dependent solution of the homoge-
neous adiabatic oxidation of a fuel, the system of reactions is translated into a
system of differential equations. For example, the single b-decomposition reaction:

1-C10H21��C2H4 þ 1-C8H17� ð3:2Þ

contributes to the following to the production and depletion of 1-C10H21� radical:

d 1-C10H21�½ �
dt

¼ �kD
f 1-C10H21½ � þ kD

r C2H4½ � 1-C8H17�½ � ð3:3Þ

Note that in the forward direction there is a linear dependence on concentration.
There is only one reactant, 1–C10H21� radical. However, in the reverse direction,
the radical addition, there is a non-linear dependence on concentration. There are
two reactants, C2H4 and 1–C8H17� radical. If the radical addition were considered
insignificant relative to the b-decomposition, the second term could be neglected
(equal to zero) and the dependence would be linear. In general, all b-decompo-
sitions (forward direction) contribute a linear term and all recombinations and
radical addition contribute a non-linear term. If all recombination reactions were
neglected (assumption number 2 above), then the system of equations describing
all b-decompositions would be linear. Isomerizations are also represented by linear
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equations. A single species isomerises to another and both the forward and reverse
contributions to the differential equation are linear.

In general, the sum of all contributions from b-decomposition reaction Di
j (the

jth decomposition of species i), with rate constant kD
i;j and contribution from

isomerisation reaction Ii
j (isomerization of species i to j), with rate constant kI

i;j:

dXi

dt
¼
X

Di
j

kD
i;jXj þ

X

Ii
j

kI
i;jXj ð3:4Þ

If a species i is in steady state, the concentration of that species does not change
over time, i.e. d[Xi]/dt = 0. This transforms the set of linear differential equations
to a set of linear algebraic equations. For a mechanism for a Cn alkane fuel, there
are m alkyl radicals with n carbon atoms where m = n/2 (where n is even) or
m = n/2 ? 1 (where n is odd). This means there are m equations of the form of
Eq. (3.4). These m algebraic equations can be used to represent the steady state
concentrations of the radicals containing Cn carbon atoms. In the mechanism, this
is represented as Rn�. Successively solving the entire system allows the writing
of the total b-decomposition of the Rn� radical in a form such as that shown in Eq.
(3.1).

For the n-decane system, for example, there are five algebraic equations of the
form of Eq. (3.4), one for each of the 5 C10 alkyl radicals. These can be used to
derive their distribution in terms of the remaining alkyl radicals (those having less
than 10 carbon atoms) and alkenes. The result is the distribution of the 5 alkyl
radicals making up the lumped species, R10�. Table 3.1 empirically shows the
relative temperature independence of the distribution for these 5 alkyl radicals.
The distribution of species derived using the steady state procedure is actually
temperature dependent.

One of the key assumptions MAMOX is that the temperature dependence of the
reaction classes involved in lumping is minimal. The distribution derived at
1000 K is valid over a wide range of temperatures for the oxidation of hydro-
carbons. The justification (Ranzi et al. 2005) is given in examining, for example,
the product distribution of isomerization and b-decomposition of n-decyl radicals
derived from hydrogen atom abstraction from n-decane (Table 3.1). The largest
deviations stem from the primary 1-C10H21� radical and its subsequent decom-
position to ethylene and a radical. However, Ranzi et al. (2005) make the further
justification that above 1200 K the life-times of these radicals are short (10-8 s).

3.2.1.3 Reduced Oxidation Mechanisms

Reduction of oxidation mechanisms, for example for the low-temperature oxida-
tion chemistry of hydrocarbons, does not satisfy the conditions under which
pyrolysis mechanisms were reduced. Under oxidative conditions the sub-mecha-
nisms of the reactions with oxygen are a significant ‘‘external interaction’’ and
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cannot be neglected. In this case, another approach must be taken if the same
degree of lumping is to be achieved. Instead of solving a set of linear equations as
in the pyrolysis case, an optimization is used.

Anologous to the SHELL model, the major oxidation components are lumped
(Ranzi et al. 1995a, b). In addition to Rn�, where n is the number of carbon atoms
in the alkyl species, the oxygenated species of the low-temperature chemistry are
lumped: alkylperoxy radicals (RnOO�), hydroperoxyalkyl radicals (�QnOOH), hy-
droperoxyalkylperoxy radicals (�OOQnOOH), cyclic ethers (ETERn) and keto-
hydroperoxides (OQnOOH). The branching agents and products of the side chains
of the low-temperature chemistry are alkenes including n or less carbon atoms, as
well as aldehydes, ketones and aldehyde radicals with 3 or less carbon atoms. The
lumped primary mechanism for the oxidation of n-decane is shown in Table 3.2.

Once again, the parameters of this low-temperature primary mechanism are
optimized relative to the generated full detailed mechanism. The key to the
optimization is to analyze the initial ‘‘cumulative selectivity’’ of the lumped
species using the detailed mechanism (see Fig. 3.3). The kinetic parameters of the
lumped primary mechanism are optimized using non-linear regression analysis.
The difference between the cumulative selectivity predictions at each temperature
of the lumped mechanism and the detailed mechanism are analyzed. The param-
eters of the lumped species are optimized until the squares of the differences are
minimized.

Table 3.1 This table illustrates the temperature effect on the n-decyl radicals and the product
distributions

800 K Rate constant 1200 K Ave r r/Ave (%)

Relative concentrations (%)
1-C10H21� 4.75 8.50 13.30 8.9 4.29 48
2-C10H21� 24.17 24.81 26.09 25.0 0.98 4
3-C10H21� 23.62 22.33 21.14 22.4 1.24 6
4-C10H21� 23.41 18.55 18.55 21.0 2.43 12
5-C10H21� 24.05 23.32 20.92 22.8 1.64 7
Product distribution
C9H18 ? CH3� 0.042 0.052 0.059 0.05 0.008 16
C8H16 ? C2H5� 0.148 0.133 0.119 0.13 0.014 11
C7H14 ? C3H7� 0.152 0.148 0.135 0.14 0.009 6
C6H12 ? C4H9� 0.152 0.148 0.135 0.14 0.009 6
C5H10 ? C5H11� 0.148 0.133 0.119 0.13 0.014 11
C4H8 ? C6H13� 0.149 0.141 0.136 0.14 0.007 5
C3H6 ? C7H15� 0.153 0.157 0.168 0.16 0.008 5
C2H4 ? C8H17� 0.056 0.089 0.130 0.09 0.037 40

The average (Ave) and standard deviation (r) is over the three temperatures
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3.2.2 EXGAS

Since the first attempts to model the oxidation of C4–C8 alkanes (Côme et al. 1997;
Warth et al. 1998), the EXGAS program, which is written in Pascal, has been
extensively used to produce detailed kinetic models for the oxidation of a wide
range of hydrocarbons:

• linear and branched alkanes up to C16 (Buda et al. 2005; Biet et al. 2008;
Herbinet et al. 2012),

• linear alkenes from C3 to C7 (Heyberger et al. 2001; Touchard et al. 2005;
Bounaceur et al. 2009),

• cycloalkanes (Buda et al. 2006; Sirjean et al. 2007; Pousse et al. 2010).

Recent developments on oxygenated reactants are presented in Chap. 4. Soft-
ware EXGAS-ALKANES-ESTERS automatically generates detailed kinetic
mechanisms for the oxidation of linear and branched alkanes, and linear methyl
esters and is freely available for academic researchers (valérie.warth@ensic.inpl-
nancy.fr). Note also that the development of an EXGAS version dedicated to
alkylbenzenes is in progress.

3.2.2.1 Notation

The external notation used to transfer the chemical formulae of the reactants and of
the primary species between the user and the computer is a one-dimensional
notation (Côme et al. 1984). This ‘‘linear notation’’ is very close to the semi-
developed notation in the case of non-cyclic compounds. For the ease of use by
modelers, this notation is non-ambiguous, but also non-canonical as shown in
Fig. 3.4 for n-dodecane. That means that a same species can be represented by
different notations. In the internal notation, the two types of chemical acyclic
species (molecules and free radicals), which are involved in this program, are
represented by a tree-like structure (see example in Fig. 3.4) on which is applied
an algorithm of canonicity. More details about these internal and external

Fig. 3.3 The initial cumulative selectivities of the primary lumped species of n-decane oxidation
at one atmosphere
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notations, and the notations used for cyclic molecules can be found in (Warth et al.
2000).

3.2.2.2 General Structure of an EXGAS Model

As presented in Fig. 3.5, a model generated by EXGAS is composed of three parts:
a C0–C2 base mechanism including all the reactions involving radicals or mole-
cules containing less than three carbon atoms, a comprehensive primary mecha-
nism, and a lumped secondary mechanism, containing reactions consuming the
molecular products of the primary mechanism, which do not react in the reaction
bases.

Thermochemical data for molecules or radicals are automatically calculated and
stored as 14 polynomial coefficients, according to the CHEMKIN formalism (Kee

C

C H H

C H H

C H H

C H H

H H H

Canonical internal notation, 
as the modecule of  n-dodecane is symetric only half

of it is represented.

3 examples of external notations.

ch3/ch2/ch2/ch2/ch2/ch2/ch2/ch2/ch2/ch2/ch2/ch3

ch2(/ch3)/ch2/ch2/ch2/ch2/ch2/ch2/ch2/ch2/ch2/ch3

ch2(/ch2/ch2/ch2/ch2/ch3)/ch2/ch2/ch2/ch2/ch2/ch3

(ch2/ch2/ch2/ch2/ch2/ch3)2

Fig. 3.4 External and internal notation in the case of n-dodecane
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mechanism
generator

Secondary
mechanism
generator

Base
mechanisms

EXGAS

Free radicals

Lumpedprimary
molecules

C3- species

C3+ alkyl radicals

Reactants

Model
ready for 

simulation

Kinetic
data

generator

Thermochemical
data

generator

Fig. 3.5 General structure of the EXGAS system (adapted from Warth et al. 1998)

76 E. Blurock et al.



et al. 1993). These data are calculated using the software THERGAS (Muller et al.
1995) based on the group and bond additivity methods proposed by Benson (1976)
(see Chap. 20).

The kinetic data of the reactions included in the primary or secondary mech-
anisms are also automatically provided: they are either calculated using thermo-
chemical kinetic methods (Warth et al. 1998) or estimated using a wide range of
correlations (Warth et al. 1998; Heyberger et al. 2001; Buda et al. 2005; Touchard
et al. 2005; Biet et al. 2008; Glaude et al. 2010).

3.2.2.3 The Base Mechanisms

The C0–C2 base mechanism used by EXGAS was initially written by Barbé et al.
(1995). Since then it has been continuously up-dated (see latest revision by Cord
et al. (2012)). The pressure dependent rate constants follow the formalism pro-
posed by Troe (1974) and efficiency coefficients have been included. This base
mechanism can easily be completed to also consider the reactions of C3–C5

polyunsaturated hydrocarbons (Gueniche et al. 2009) and those of small aromatic
compounds such as benzene, toluene or ethylbenzene (Husson et al. 2013).

3.2.2.4 The Primary Mechanism Generation

Figure 3.6 presents the structure of the algorithm (or generator engine) used for the
generation of primary mechanism for alkanes and alkenes as well as the involved
reaction classes. At the beginning, the species pools only contains the initial
reacting hydrocarbons, which can be a single molecule or a mixtures, oxygen and
the radicals present in the C0–C2 base mechanism. Then the first C2+ radicals are
created by all the possible initiations from the molecular reactants and enter the
species pool. In a second step, all radicals present in the species pool are submitted
to the reactions present in the propagation loop; the radicals of the C0–C2 base
mechanism react only by addition to the double bond or hydrogen atom abstraction
with the reacting hydrocarbon. Each new created radical is to its turn included to
the species pool and the algorithm is terminated when no new radical is created in
the propagation loop. As the additions of carbon atom containing radicals is
considered as a reaction class in the case of alkenes, the user needs then to specify
a maximum species size to avoid the creation of an infinite propagation loop. In a
final step, all the radicals created by initiations and propagations should be sub-
mitted to termination steps.

To avoid unnecessarily long reaction mechanisms, the following simplifying
rules are generally used. Three different classes of radicals have been identified by
the bl rules of Goldfinger-Letort-Niclause (Warth et al. 1998): b radicals which
cannot decompose by unimolecular process (typical b free radicals are �H, �OH, or
�CH3), l radicals which can easily decompose by a unimolecular process
involving the scission of a (C–C) or a (C–O) bond (typical l free radicals are
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n-C3H7� and s-C4H9�), bl radicals which have a b behaviour at low temperatures
and a l behaviour at high temperature (typical bl radicals are �OOH, �CHO,
�OCH3, or �OOCH3). Therefore according to these classes, the radicals involved in
bimolecular reactions (e.g. H-abstractions or termination steps) are mostly of b and
bl types. More details can be found in Warth et al. (1998).

It is made possible for hydroperoxyalkyl radicals (�QOOH) to undergo a second
addition to oxygen yielding �OOQOOH radicals. Note that the possibility of a third
addition to oxygen is not considered. The detailed isomerizations and subsequent
decompositions of �OOQOOH radicals can be considered, but in most cases, only
the direct formation of �OH radicals and a globalized ketohydroperoxide is written.
The rate of this global step for a given �OOQOOH radicals is the sum of the rates
of all the possible isomerizations of this radical (Glaude et al. 2000).

Note also that the considered reaction classes and the level of simplification
(e.g. types of radicals to be considered) can be chosen by the kineticist prior to the
generation. For instance, for modelling a system above 1000 K, the generation of
the addition to oxygen and the subsequent reactions could be discarded. Also
breaking C–H bonds during b-scission decompositions can be omitted if these
reactions can be neglected under the studied conditions (Glaude et al. 2000).

3.2.2.5 The Secondary Mechanism Generation

In most cases, the molecular products formed in the primary mechanism are
lumped in order to reduce the size of the model. Lumping consists here in gath-
ering the molecular products having the same global formulae and the same
functional groups into one generic species: as an example, all isomers of linear

Fig. 3.6 Algorithm of generation used to generate the primary mechanisms of alkanes and
alkenes in EXGAS
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dodecene, which are primary products obtained during the oxidation of n-dode-
cane, are lumped as a single species: C12H24. This is very similar to what is used in
MAMOX++. However when needed some important primary products (e.g. cyclic
ethers) can be considered individually (Herbinet et al. 2012).

Secondary reactions are written for every type of molecular products: hydro-
peroxides, alkenes, cyclic ethers, aldehydes, alkanes, ketones, alcohols. However
to avoid an explosion of the size of the mechanisms, these reactions are written in
a global way in order to promote the formation of species which are already
included in the primary mechanism and in the C0–C2 reaction base (Biet et al.
2008; Glaude et al. 2010). The kinetic data of the reactions of primary products
generated by EXGAS are those of the first involved reaction: O–OH bond breaking
for hydroperoxides, hydrogen atom abstractions for cyclic ethers, aldehydes,
alkanes, ketones, and alcohols, and finally radical additions and retro-ene
decompositions for alkenes.

Table 3.3 presents the lumped reactions automatically written by EXGAS for
the consumption of lumped dodecene. Considering the formation of alkyl radicals,
such as �C12H25 or �C10H21, the reactions of which are taken into account in details
in the primary mechanism, allows a more accurate representation of the involved
decomposition channels. Secondary molecules such as C10H21CHO or C12H24O-
oxirane react again in the secondary mechanism, but with reactions of aldehydes
and cyclic ethers, respectively (Biet et al. 2008).

Table 3.3 Lumped reactions written by EXGAS for the oxidation of dodecene

Other species
involved

Products Rate constant

Additions
H-atoms �C12H25 1.32.1013 exp(-785/T)

? 1.32.1013 exp(-1640/T)
�OH HCHO ? �C11H23

CH3 ? C10H21CHO
1.4 9 1012 exp(520/T)
1.4 9 1012 exp(520/T)

O-atoms CH2CO ? H
+ �C10H21

6.0 9 104 T2.56 exp(770/T)

�CH3 C4H8 ? �C9H19

C3H6 ? �C10H21

1.7 9 1011 exp(3720/T)
9.6 9 1010 exp(4030/T)

�OOH �OH ? C12H24O-
oxirane

1.0 9 1012 exp(7150/T)

H-abstractions
Small radicals (�X),

such b or bl
radicals

XH ? C4H6

+ �C8H17

As for the abstraction of 2 secondary allylic, 3
primary alkylic and 16 secondary alkylic
hydrogen atoms from initial alkene as proposed
by Buda et al. (2005), Heyberger et al. (2001))

Retro-ene decompositions
– C3H6 ? C9H18 8.0 9 1012 exp(-28400/T)

Rate constants are given in cm3 , s-1 , mol units
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3.2.3 RMG

The RMG open-source software package has its conceptual origins in the NetGen
software developed by Broadbelt et al. (1994), which uses an exhaustive gener-
ation technique (see Sect. 3.1.2.3) of fundamental reaction steps (Green 2007).
RMG is unusual in that it tests each generated species using a rate-based criterion
‘‘on-the-fly’’ (meaning during the generation process) to see whether it should be
included in the final mechanism (Susnow et al. 1997). So while all reactions are
considered, with the numerical rate-based tests only significant reactions filter
through. This is a classic ‘‘generate and test’’ algorithm from classical artificial
intelligence (Nilsson 1982). The success of this test is highly dependent on the
accuracy of the derived thermodynamics and rate constants.

Another unusual feature of RMG is that it automatically identifies chemically-
activated reaction sub-networks, using a similar strategy to that used for ordinary
thermal reaction networks (Allen et al. 2012; Matheu et al. 2003). The pressure-
dependent rate coefficients for all the reaction pathways inside each sub-network are
computed using approximations to the master equation (master equation is descri-
bed in Chap. 21). This special capability of RMG is particularly helpful for high-
temperature low-pressure systems, where more than half of the important reactions
may have significantly pressure dependent rate-coefficients. Most mechanisms
generated in other ways omit many of these chemically-activated reaction pathways.

The reaction and species database and the methods used in the generation pro-
cess also set this system apart from the others. The rate estimation rules are stored in
an editable database, rather than being hard-coded into the software, conceptually
similar to the approach of Blurock (1995) (see Sect. 3.2.4). This makes the software
more maintainable, and it is easier to update rate estimates, or to add new ones.
Similar to NetGen and related XMG software (Grenda et al. 2003; Matheu et al.
2003), some of the thermochemistry is computed on the fly during model genera-
tion by spawning quantum chemistry jobs (Magoon and Green 2013).

The RMG software was originally written by Song et al. (2004). The first
published demonstration of its capabilities was (Van Geem et al. 2006). RMG
currently includes free radical and concerted-reaction chemistry for molecules
containing C, H, O, and S atoms. The current version does not consider ions or
photochemistry, but optionally includes solvent effects on thermochemistry and on
some rate coefficients (Jalan et al. 2013), so it can predict reactions in liquid phase.
For a recent demonstration of its capability to predict complicated chemistry see
(Harper et al. 2011). The latest version is available at http://rmg.sourceforge.net.

3.2.3.1 Rate Based Generation Algorithm: Network Expansion
and Termination Criteria

At any given point in the algorithm, the species pool is divided into two sets,
‘‘reacted’’ and ‘‘unreacted’’ species (see Fig. 3.7). The species in the reacted set
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have been reacted with all possible allowed reaction classes. The unreacted species
are products of the reactions of the reacted species. But the reaction classes have
not yet been applied to the unreacted species.

The basis of the algorithm is to expand a network of reacted species one species
at a time. The species chosen to be expanded is the unreacted species having the
highest rate of formation. This is the species that is drawing out the most flux from
the reacted network. The reaction network is deemed complete when this rate of
formation is less than a given criteria. The reaction network is self-consistent and
the perturbation of any additional reactions to outside this network is small, i.e. a
minimum of flux leaves the network. In this philosophy of the generation the flow
from a reacted species inside the network to a unreacted species outside the
network is analyzed (Susnow et al. 1997). The unreacted species lie on the ‘‘edge’’
of the reaction network. The further reactions of the unreacted species could
produce an expanded network involving ‘‘unknown’’ species. The network is only
generated when the flux to the unreacted species at the edge of the reacted network
is large enough.

During the analysis, the network is converted to a reactive system where each of
the reactions is converted to a differential equation with respect to time as shown
in Chap. 2. The system of equations is solved at regular time intervals until a
particular reactant conversion, XA, is achieved at time s. At each time step the total
rate of production (see Eq. (2.3) of Chap. 2) of each species, Ri, is determined. For

Fig. 3.7 Species pool connected by a reaction network in the case of the pyrolysis of
acetaldehyde. The species pool is divided into two regions, reacted and unreacted
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the reacted species, this is the sum of the rates of formation minus the rates of
consumption. Since their consumption reactions have not been formed yet, only
the rate of formation is computed for the unreacted species in the network. The
maximum rate of formation for each species, Ri,max, is determined for all time, t,
intervals (0 \ t \ s). Note that Ri for all unreacted species is positive. The largest
Ri,max of the unreacted species is the next species to be added to the reacted species
network. The entire reaction network consisting of reacted and unreacted species is
expanded with the given reaction classes applied to this new reacted species.

The expansion of the network is terminated when all the maximum rates of
formation, Ri,max, of the unreacted species is under a threshold, Rmin (Susnow et al.
1997). Rmin represents a combination of a characteristic rate (e.g. the disappear-
ance rate of the reactant) Rchar, indicating how fast the system is evolving, and the
desired precision level, fmin:

Rmin ¼ fmin Rchar ð3:5Þ

One possible choice of Rchar is the average conversion rate over time s defined
as:

Rchar ¼ CA0 � CA sð Þ½ �=s ¼ XACA0=s ð3:6Þ

where CA0 is the initial concentration of the reactant and CA is the concentration of
the reactant at the particular conversion XA. If the formation of all unreacted
species on the edge of the reacted network of species is less than the tolerance
Rmin, then it is deemed that there is no significant flux outside the reacted network.
Thus the network is deemed complete and the generation algorithm terminates.
Upon termination, the sum total of the ‘‘leaks’’ to the unreacted species gives a
measure of the overall error due to incompleteness of the reaction network.

Dividing up the species into reacted and unreacted species simplifies the
solution to the differential equations resulting from the reaction network: the
reverse reaction to that producing a unreacted species is ignored. This decouples
the computation of the differential equations:

dCj

dt
¼ f Cj

� �
ð3:7Þ

Ri ¼
dCi

dt
¼ g Cj

� �
ð3:8Þ

Where j is over all ‘‘reacted’’ species and i is over all unreacted species. Both
functions f Eq. (3.7) and g Eq. 3.8) are (algebraic) polynomial functions in only
reacted species. This means that the n differential equations Eq. (3.7), where n is
the number of reacted species, is solved first for the set of reacted concentrations,
Cj. This solution is then substituted into the algebraic expressions of the unreacted
species Eq. (3.8) to determine each Ri.

The reacted network is solved independently of the unreacted network. This
means the reacted network is considered a closed system and ignores the leaks into
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the unreacted system. As the system nears completion, i.e. the leaks get smaller
and smaller, the errors from this approximation become less significant. The
independent calculation of each Ri is sufficient for the decision making process, i.e.
to choose which species to expand next and whether the algorithm should ter-
minate. The size of the set of reacted species is always considerably smaller that
the size of the unreacted species set and hence represents a considerable compu-
tational savings.

As currently implemented in RMG this selection algorithm has been found to
be very effective at automatically identifying the reaction pathways leading to
major products and byproducts without including many unimportant species, but it
sometimes omits low-flux sensitive reactions (e.g. degenerate branching steps
important in ignition). Of course, the termination criteria of is not unique. The
formulation in NetGen (Broadbelt et al. 1994), from which RMG is conceptually
derived, of the termination criteria was based on carbon atom count (Broadbelt
et al. 1994) or ‘‘rank’’ of the reaction (Bhore et al. 1990; Broadbelt et al. 1994).

3.2.3.2 Pressure Dependent Networks: Activated Species Algorithm

The ‘‘Activated Species Algorithm’’ (ASA) treats chemically or thermally acti-
vated species as though they were distinct species to produce the connectivity of
the pressure dependent channel networks (Matheu et al. 2001; Matheu 2002; Allen
et al. 2012). The general flow of the algorithm is the same as with rate-based
generation algorithm described previously.

If a reaction produces a single product (see example in Fig. 3.8), then it is a
candidate for the pressure dependent network. The product, C*, is added as an
unreacted species. The reaction is added to the network with an initial rate constant
corresponding to the high-pressure-limit, k?. Using k? gives the maximum
possible flux through the reaction channel to any possible species in the pressure-
dependent network. If its flux of formation satisfied the screening criteria, an
activated network containing the reactions of C*, such as isomerizations, colli-
sional quenching or the production of exit products is explored (Grenda et al.
2003).

For the reactions currently in the reaction list (the 3 reactions in the right side of
Fig. 3.8), temperature and pressure dependent rate constants are calculated, k(T,P),
using a modified version of CHEMDIS software (Bozzelli et al. 1997; Chang et al.
2000; Allen et al. 2012)). This code only gives an approximation (see discussion in
Matheu et al. (2003) of the true pressure-dependent phenomenological rate coef-
ficients (Miller and Klippenstein 2012) however CHEMDIS provides quick ‘‘on
the fly’’ estimates of rate constants for complex, multiwell pressure dependent
network using input quantities that are readily available in mechanism generation
systems. In a post processing step, the computed rate coefficients, k(T,P), are fitted
to Chebyshev, logP, or Arrhenius form (see more details in Chap. 19). The
Arrhenius values obtained from this sort of fitting have no simple physical
meaning, and change with pressure.
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The reaction A ? B ? C* is then replaced by the reaction A ? B ? C with
kC(T,P) calculated by CHEMDIS and D, E and F* are added as unreacted species.
The criteria to determine whether the network is complete or not are similar to the
general RMG criteria. It is dependent on how much flux ‘‘leaks’’ (Rleak), out of the
network. In the case of pressure-dependent networks, this is the total flux to the
activated species in the unreacted species list which is screened using temperature
and pressure dependent rate constants. In the case of Fig. 3.8:

Rleak ¼ ðkDþEðTÞ þ kF� ðTÞÞ A½ � B½ � ð3:9Þ

For the pressure-dependent networks the characteristic rates in Eq. (3.5) have
another form (for comparison see Eq. (3.6)) describing the total ‘‘input rate’’ to the
pressure dependent network. For chemical activation (as in Fig. 3.8), the charac-
teristic rate takes the form:

Rchar ¼ k1inp A½ � B½ � ð3:10Þ

For dissociation reactions, the characteristic rate is the fraction of the collisions
between the reactant, C and the bath gas which produce [C*(E)] at energies above
the lowest barrier to dissociation (for a full explanation of terms see (Chang et al.
2000)):

Rchar ¼
ZEmax

E0

ksðTÞ½M� qCðEÞe�E=kBT

QCðTÞ
dE ½C� ð3:11Þ

Briefly, qc is the density of states for C at energy E (calculated using ther-
modynamic estimates, see (Bozzelli et al. 1997), QC is the partition function for
C).

If Rleak is above the threshold, the isomer corresponding to the largest element
of the sum is selected as the next candidate for exploration. If it is F*, the reaction

Fig. 3.8 Activated species algorithm: the reaction A ? B forms a single activated species, C*.
The activated species is then expanded to additional activated species, D, E and F*. In addition
the stabilized species, C, is added to the network
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A ? B ? F (F being the stabilized species corresponding to F*) is added to the
reaction list with using kF(T) calculated by CHEMDIS, while the formation of
D ? E is not included in the model, i.e. D + E remains on the edge.

3.2.4 Reaction

The REACTION system (Blurock 1995; Moreac et al. 2006) is the first ‘‘data-
driven’’ automatic generation system used in combustion. The primary design
strategy is to have the hard-coded generation ‘‘engine’’ as small and as general as
possible and let the external database guide the generation procedure. The standard
reaction classes, for example from Curran et al. (1998), are in the form of an
external database in 2D-graphical representations of the reactive center and
important surrounding functional groups (Blurock 2004a, b). In addition, the
generation strategy, i.e. how the reaction classes are applied, is not fixed as in other
systems. This is accomplished through the concept of reaction pathways, i.e. a
sequence of reaction classes, to generate mechanisms. This is in line with a main
goal of REACTION which is to mimic how the combustion modeler thinks and
generates a mechanism. The use of pathways instead of recursive use of a pool of
reaction classes is closer to how a modeler would produce a mechanism.

REACTION stems from earlier work on the RETROSYN computer program
(Blurock, 1990) for computer aided organic synthesis (CAOS). Both CAOS and
automatic generators use reaction classes. The main difference is that in CAOS the
modeler starts with the molecule to be synthesized and uses the reaction classes
retro-synthetically (Corey and Wipke 1969; Wipke and Howe 1977), i.e. in
reverse, to derive the starting reactants. The goal of RETROSYN was not to use
‘‘programmed’’ reaction classes, but to derive the reaction classes from an elec-
tronic database of synthetic organic reactions (Blurock 1990). The key to the
process was to determine the maximal common subgraph (a special case of graph
isomorphism) to determine the reactive center between the reactants and products.
This derived database in the form of 2D-graphical structures was used to perform
retro-synthetic analysis.

3.2.4.1 Reaction Patterns

Though, there is no strict definition of reaction class, a single reaction class
describes a single type of reactivity. But all reactivity within a reaction class does
not need to have the same rate constant. The reactive environment beyond, for
example, the reactive center, could influence the rates. For example, a common
distinction within a single reaction class is the effect of primary, secondary and
tertiary carbon atoms. If a reaction class is to be described with 2D-graphical
structures each of these different environments need be included. In REACTION
this is done with reaction patterns (Blurock 1995; Ratkiewicz and Truong 2006)

3 Automatic Generation of Detailed Mechanisms 85



where each individual distinguishing chemical environment leading to a different
rate constant is represented as a set of reactant and product 2D graphical
substructures.

For example, the hydrogen atom abstraction reaction class encompasses not
only a wide range of abstractors, but also a range of types of hydrogen atoms. In
the description of the reaction class by Curran et al. (1998), 11 radical abstractors
are applied to hydrogen atoms on primary, secondary and tertiary carbon atoms. In
order to describe these reactions with graphical substructures 33 reaction patterns
are needed corresponding to the 11 abstractors and 3 types of carbon atom. The
primary, secondary and tertiary carbon atoms are represented as generic carbon
graphs. Matching is made through graphical isomorphism and atom-to-atom cor-
respondence as described in Sect. 3.1.3. To apply this reaction pattern, the carbon
structure is matched within the carbon and the hydroxyl radical is matched to the
reactants in the species pool.

3.2.4.2 Pathways

As outlined in Chap. 2, a detailed mechanism is not just a collection of reactions,
but has a distinct structure. One such structure is the reactive pathway. This is a
linear sequence of reactions from an initial reactant to products. When creating a
reaction mechanism, the modeler often starts with an initial species, possibly the
fuel, and applies an initial reaction class. The products are then examined and the
next reaction class is applied. One classic pathway that is built up in this way in
combustion is the low temperature pathway (see Sect. 2.2.3) from fuel through to
branching agents. This is an efficient means of building up a (sub)mechanism
ensuring that the products of all reactions are consumed by other reactions.

REACTION differs from other automatic generators in that instead of applying
recursively a pool of reaction classes, the reaction classes are arranged in path-
ways, i.e. a linear sequence of sets of reaction classes. The primary reasons for
generating in this way are:

• A more controlled form a generation which inhibits the combinatorial explosion
of possible reactions.

• It mimics more closely the way a modeler thinks and builds a complex detailed
mechanisms.

• It provides a means of introducing a generation strategy without hard-coding the
strategy in the generation engine.

The main difference in the generation procedure is that instead of continually
adding newly generated species in the species pool, the species pool is initialized
after every step with only newly generated species. This means that the reaction
classes of the current step are only applied to the products of the last step. In
designing a pathway, those products not consumed by one of the steps should be
consumed by another submechanism.
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A systematic comparison of the comprehensive n-hexadecane mechanism as
generated by REACTION and that produced by Westbrook et al. (2009) yielded
very similar mechanisms. Both mechanisms included all n-alkane mechanisms up
until hexadecane. For the species with eight or more carbon atoms the two
mechanisms were exactly the same for almost all the classes. They differed only
when hand-generated mechanism did extensive lumping and in a few cases where
the hand-generated did not include all combinations of reaction class applications.

In REACTION the reaction path is applied to a seed molecule and produces a
submechanism. For the n-decane mechanism (Moreac et al. 2006), the n-pentane
to n-decane seeds molecules were applied to 8 pathways to produce 48 generated
submechanisms. For the n-tetradecane mechanism, n-pentane to n-hexadecane
seed molecules were applied to 10 reaction pathways to produce 160 submecha-
nisms. These included high and low temperature chemistry.

The important consideration in the design of pathways is that the products
which are produced in the last step are the initial molecules of another sub-
mechanism. In general the REACTION pathways have been designed so that the
final products have only one functional group: a simple radical, aldehyde, ketone
and simple alkene or alkyne. There are pathways which involve these species or
have them as initial molecules.

3.2.4.3 Generated Submechanisms and Base Submechanism

A generated mechanism from REACTION consists of all the generated sub-
mechanisms combined with a literature base mechanism. The ‘‘communication’’
between the mechanisms occurs between the product molecules of one mechanism
and reacting molecules in another.

For the generated mechanisms the 2D graphical structure is known. Thus
combining these mechanisms to one mechanism is straightforward, one needs only
use graph isomorphism to decide if the molecules are the same or not. Conse-
quently, one can determine whether the reactions are repeated also.

As outlined in Chap. 2, the species in a literature mechanism for numerical
calculations are just labels. The 2D-graphical structure is not needed. However, to
combine a literature mechanism with the generated mechanism a correspondence
table with the species name in the literature mechanism and the 2D-graphical
structure is needed. REACTION has a database of standard molecules with cor-
responding 2D graphical information. The correspondence table needs only give
the literature species name that is associated with the REACTION database species
name. If a generated reaction and literature reaction are the same, the literature
reaction is chosen for the combined mechanism.

Given this correspondence table and the literature mechanism (in CHEMKIN
format), a final combined mechanism can be created. A tool is provided by the
REACTION system to facilitate the creation of the correspondence table. It
essentially detects which molecules are not consumed in a forward reaction by the
generated mechanisms. For the generated n-decane mechanism (Moreac et al.
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2006), a literature mechanism based on Hoyermann et al. (2004) was used. This
mechanism included essentially C2 compounds (species with up to two carbon
atoms) and was supplemented with additional reactions from the literature (see
(Moreac et al. 2006). The generated hexadecane mechanism was combined with
the C4 mechanism of Westbrook’s n-hexadecane mechanism (Westbrook et al.
2009).

3.3 Concluding Summary

This chapter has drawn the main lines of automatic generation of combustion
models, trying to enlighten some specificities of the four most advanced individual
systems:

• MAMOX, with its particularly efficient extensive use of lumping,
• EXGAS, which is currently able to consider the widest range of reactive fuels

and biofuels,
• RMG, with its unique rate-based ‘‘on-the-fly’’ screening of reaction and iden-

tification of chemically-activated reaction sub-networks,
• REACTION with its use of pathway.
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