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Abstract Purpose The reduction of using natural gas and coal and the necessity

of having different sources of energy are essential for the energy security in the

USA. Renewable energy technologies are considered as the alternative, but these

technologies are not yet reliable and cost effective. The objective of this paper is to

identify the factors that results in technological change and to analyze the direction

and effects of energy policies in the electricity sector.

Design/Methodology/Approach Based on the induced technological change the-

ory, a co-integration analysis is done to evaluate the short- and long-run effects of

the factors on renewable technology change by, focusing on the analysis of energy

policies. An ex post quantitative policy evaluation is applied.

Findings The results of the empirical analysis show that the variables are

associated in the long run, while the relationship between renewable energy

technologies and the electricity market is not significant.

Practical Implications The federal and state energy policies, R&D investment,

knowledge stock, and knowledge accumulation are not entirely connected to

electrical market variables. These results indicate the importance of energy policies

aiming at accomplishing the energy security objectives.

Originality/Value This paper focuses on understanding how policies impact the

renewable energy technology and analyzing the relationships and directions of the

effects among the variables. The empirical and quantitative analysis, focusing on a

theoretical model and the practical analysis, aims to understand the long- and short-

run policy effects to develop better technology plans and achieve the energy

security objectives.
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1 Introduction

Recently, high conventional energy prices and the political and economic instability

show the necessity of having different sources of energy. In this context, renewable

energy technologies will contribute to achieve the government objectives of reducing

foreign energy dependency and reduction of contaminant emissions.

The development of renewable energy power technologies is important for

energy security as a part of national security. Energy security, defined by Bielecki

(2002), implies the “reliable and adequate supply of energy at reasonable prices”

(p. 237). In the US electricity sector, the major sources of energy come from natural

gas and coal. However, these two sources are linked to concerns of foreign

dependency and environmental pollution. In the case of coal, the source is abun-

dant, inexpensive, and will last for a long time. However, since coal is associated

with over-emission, replacing coal by clean sources for generating electricity is

necessary (Wirth et al. 2003). In the case of natural gas, as Bielecki (2002)

indicates, the problem is not availability but that concentration of the major reserves

is outside the USA and is related to the complexity of distribution and transport of

natural gas to markets (Bielecki 2002).

In order to reduce dependency on natural gas and reduce the risk associated with

coal pollution, it is the objective of the government to promote renewable energy

production and to eliminate imports of oil and gas by 2030 (Spector 2009; TheWhite

House 2002). However, the elimination or reduction of natural gas and coal use is

complex since in the electricity market, supply levels need to be adjusted according

to the demand levels. Accordingly, diversification is one of the options to reduce

the foreign energy dependency, and all the options need to be considered with long-

term programs that promote the improvement of efficiency (Bielecki 2002).

The new alternative source of energy comes from renewable resources. In the

specific case of the electricity sector, electricity can be generated by renewable

resources, such as wind, sun, tidal waves, and marine currents. However, renewable

energy technologies are not taken as an integral part of the electrical grid system,

because they are economically inefficient and technically unstable compared with

conventional energy technologies. Considering reliability and price, the use of

renewable energy on a large scale, like wind turbines, has many concerns. These

renewable energy technologies are intermittent and their costs are not yet competi-

tive with nonrenewable sources.

At present, electricity from renewable energy technologies does not represent a

significant fraction of total production (Deutch et al. 2006). For example, in the

“Economic Dispatch in the Electrical Power System,” electrical plants using

renewable resources are not included as base or marginal units. This concern is

much more serious because energy scarcity and new environmental restrictions

have appeared. Generating alternatives present challenges to be more reliable and
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capable to generate electricity in a large scale in a cost-efficient way, and increasing

the reliability of these new generation alternatives presents challenges.

The US electrical market has changed during the last 10 years, showing that

policy makers have given more priority to renewable energy. However, even as the

use of renewable energy sources has been increasing, the penetration in the market

is limited (Johnstone et al. 2010). One of the reasons for the limited adoption is the

higher cost of renewable technologies, compared to substitute fossil fuel products

(Johnstone et al. 2010).

The market adoption or diffusion of renewable technologies is associated with

market failure, since the electricity market has the characteristics of a natural

monopoly. This market failure in the electricity industry implies that investors do

not adopt renewable technology, despite high electricity prices. Renewable techno-

logies are not adopted because the amount and type that firms invest in knowledge

is driven by private profit incentives from appropriate innovations (Loschel 2002).

Due to the market failure, the government has been applying and restructuring

national and state policies in order to find an energy source that is clean and cost

competitive, specifically in the electric industry. Since policy interventions affect

the process of technological change (Kerr and Newell 2003) and to accelerate the

adoption and diffusion of renewable energy technologies in the electricity market,

the government has been applying different types of policies. The policies, such as

certificates, feed-in tariffs, production quotas, and tax credits, aim at reducing

production costs of using renewable energy (Johnstone et al. 2010). At present,

the policies appear to have failed because renewable technologies are believed to be

a second option in technology selection. The failure of policies is associated with

controversial practices for promoting technologies such as the Energy Indepen-

dence and Security Act of 2007 which does not include the Renewable Energy

Portfolio Standard (RPS) (CRS 2007).

It is clear that policies lack comprehension of technological change and diffu-

sion of technologies for renewable energy technologies. However, energy indepen-

dence and environmental restrictions are factors that can be considered as the

determinants of using and promoting renewable energy in the electricity sector

(Bielecki 2002). Therefore, the necessity of generating electricity from clean

resources is a government priority (Mignone 2007).

Unlike other studies analyzing only environmental or renewable policies, this

paper examines the relationship between renewable technological change and

policies associated with the electrical sector, including federal and state regulations.

Modeling technological change is an important issue for formulating policies

regarding the environment and energy (Gillingham et al. 2007). Therefore, this

paper will find answers for the following questions:

• How have government policies been affecting renewable technology change?

• What are effective policies that promote renewable energy technology change?

• What are the main factors causing technological change and causal relationships

between them?

Considering the challenges of renewable technologies and policies in the elec-

trical sector, the main objectives of this paper are:
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• To identify the factors that results in technological change and to describe the

effects of technology policies related to renewable technology innovation in the

electricity sector.

• To analyze the direction and effects of energy policies in the electricity sector for

inducing the change and adoption of renewable technologies by applying ex post

quantitative policy evaluation.

It is important to understand how policies affect the renewable energy technol-

ogy. Modeling technological change is essential to analyze the policies and their

final effects, in order to develop optimal policies and economic models (Grubb

et al. 2000). However, previous analyses had been focused on environmental

strategies and environmental policy analysis as mentioned by Popp (1998). There

are few studies specifically about renewable energy technology change and adop-

tion in the electricity sector.

Finally, it is crucial to have empirical and quantitative analysis to understand the

long- and short-run policy effects in order to formulate better technology plans.

Empirical analysis is needed, because theories, such as the induced technology

theory, explain how factors affect technological change; however, theories do not

explain how new knowledge is developed (Popp 1998). Applying the endogenous

growth theory gives an opportunity to analyze knowledge formation and accumu-

lation as well as how the factors explain the knowledge accumulation and the

direction of technological change. Therefore, understanding endogenous techno-

logical change is important since policies affect the evolution of technologies,

costs, and outcomes (Weyant and Olavson 1999).

2 Theory and Literature Review

As cited by Loschel (2002) “Schumpeter (1942) distinguishes three stages in the

process of technological change”: Invention, innovation, and diffusion (p. 1). In the

frame of induced innovation, technological change is explained by different

methods and theories. Due to the motivation and objectives of this paper, techno-

logical change has been associated with the “induced technological change theory,”

which can be divided into the following theories:

2.1 Exogenous Technological Change

Using the Solow (1956) theory, in the energy and environmental field, technological

change has been considered as an exogenous variable which implies an autonomous

function of time. Technology follows two functions of time: a Hicks-neutral produc-

tivity following economic progress and the energy-saver approach (Gillingham

et al. 2007). In this context, autonomous technological change depends on
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autonomous trends and government R&D. This differs from endogenous techno-

logical change, which considers technological change as dependent on corporate

R&D in response to market conditions (Grubb et al. 2000).

2.2 Endogenous Technological Change

This model considers R&D investments as one of the main reasons for technologi-

cal innovation which is a product of profit maximization. Endogenous technologi-

cal change (ETC) incorporates the feedback of policies that alters the state and

direction of technological change (Gillingham et al. 2007). Feedback takes the form

of information from prices, research and development (R&D) or learning by doing

(LBD).

The three most common models of endogenous technological change are

the following: “direct price-induced, R&D-induced, and learning-induced”

(Gillingham et al. 2007, p. 2738). Direct price-induced technological change

implies that the changes of relative prices cause innovation because of the reduction

of more expensive technologies (this is concordant with Hicks-induced innovation).

R&D-induced technological change explains the change in rate and the direction

produced by changes in R&D investments. Learning by doing (LBD) uses a unit

cost of a technology as a decreasing function of cumulative output.

In the analysis of the relationship between energy, technology, and environment,

there are two approaches: bottom-up and top-down models. Bottom-up models

integrate the new technologies considering their cost and performance. In this

context, technological change is a product of substitution of one technology for

other technologies with better cost-efficiency performance (Loschel 2002). Since

energy and price are regarded as exogenous, this analysis “may overestimate the

potential penetration” (McFarland et al. 2004, p. 686).

Top-down models describe the energy sector in aggregate way by neoclassical

theory. These models do not describe technologies (Loschel 2002), but represent

technology in the aggregate production function.

The research associated with the theories described above focuses on environ-

mental analysis. In this context, induced technological change has been explained

by addressing environmental policies. Goulder and Mathai (2000) studied changes

of technology (related to avoid CO2 emissions—avoided cost) affected or induced

by carbon-abatement policies. Their paper considers the R&D and learning

by doing (LBD) approaches of knowledge accumulation. Using analytical and

numerical models, the main conclusion is under the presence of induced techno-

logical change, the time profile of optimal taxes is lower.

There is a lot of research analyzing the relationship between policies and

technological innovation focused on environmental policies. For example,

Johnstone et al. (2010) use panel data patents among 25 countries to analyze the

effects of environmental policies on technological innovation. This study uses a

linear model where patents represent technological change as a dependent variable
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and policies, price, R&D, and consumption are the exogenous variables. Johnstone

et al. (2010) conclude that there has been an increase in technological innovation

among the 25 countries, and this improvement has been significant and positively

affected by different environmental policies.

A theoretical review about induced technological change associated with

energy, environment, and policy was made by Weyant and Olavson (1999). Also,

Bosetti et al. (2006) use an endogenous model that emphasizes on learning by

researching and learning by doing. Endogenizing technological change was empir-

ically modeled by Pizer and Popp (2007) who focus on R&D process, learning by

doing, and diffusion.

Theoretical analysis and empirical (statistical and econometrical) analysis have

demonstrated that the government policies affect technological change following

the endogenous theory. The empirical studies use the demand side and the supply

side in order to explain technological change. In this context, empirical studies

combine market analysis considering supply. Popp (1998) studies the impact of

energy prices on technological innovation, specifically energy-efficiency innovation.

Popp (1998) uses the number of patent citations in the USA to measure the state of

knowledge and investigate market effects (demand- and supply-side factors). Addi-

tionally, Popp (1998) uses demand- and supply-side theories implying that techno-

logical change (energy-saving research) depends on the energy prices and the

“usefulness of the existing stock of scientific knowledge” (p. 3). In this case, a

linear relationship is used where the relative number of patent application is the

dependent variable and the price of energy, marginal productivity, R&D invest-

ment, and other variables are determinant variables. The results show that energy

price and the marginal productivity of R&D play an important role in technological

innovation. Using the demand and supply side, Tsoutsos and Stamboulis (2005)

argue that systematic innovation processes for diffusion of renewable technologies

depend on successful policies.

Moreover, many researchers focused on the innovation of some specific

technologies as the effect of renewable energy policies. For instance, Adelaja

et al. (2010) analyze the case of the wind industry by using an empirical approach

and focusing on state policies such as Renewable Portfolio Standards (RPSs). The

results show that RPSs are not important drivers of wind technological change.

3 Methodology

In this chapter, an econometrical model, based on the induced endogenous techno-

logical innovation theory, has been developed. The empirical analysis is based on a

theoretical model and then a co-integration analysis is done in order to analyze the

short- and long-run patterns.
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3.1 Theoretical Analysis

Formulated and based on induced endogenous technology change, there are

indications that technological change is not exogenous but endogenous (Loschel

2002). In this context, the effects of policy and other variables are endogenously

associated. The reason for not adopting an exogenous model is that exogenous

assumptions of technological change are unresponsive to policy (Gillingham

et al. 2007). Following an endogenous analysis, knowledge accumulation, research,

and development expenditure are emphasized in the analysis, applying an addi-

tional endogenous function as shown below.

A top-down analysis is adopted since this model is appropriate for a long-run

innovation analysis and gives important framework for knowledge accumulation

and spillovers (Loschel 2002).

The dynamic process of technological change is shown by Weyant and Olavson

(1999) as presented in Fig. 1.

Figure 1 shows that the technological change and market diffusion are preceded

by knowledge accumulation, which interacts with the market by LBD. Policies and

R&D investment affect knowledge accumulation first and then the technological

change and technology adoption.

Adopting an endogenous analysis, R&D investment and policies play an impor-

tant role in the knowledge accumulation, because R&D is an intangible asset to the

firms’ knowledge capital (Loschel 2002). In addition, electricity price is included in

the model to analyze the relationship of this variable with technological change and

knowledge accumulation. The main idea of the adoption of this variable is to

analyze and prove the connection of this variable with endogenous modeling.

Even though Gillingham et al. (2007) indicate that technological change does not

follow an endogenous approach since policies and prices are historic, considering

knowledge accumulation under different policies and market scenarios is important

since there are retrofit effects.

R&D Investment

Innovation 

Knowledge 

Accumulation

Technological Change: 

Diffusion and Market 

Penetration

Learning 

by 

Practicing

Path-

dependence 

and Inertia

Policy

Intersectoral 

Spillovers

Fig. 1 Endogenous technological change. Source: Adapted from Weyant and Olavson (1999)
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Following the model of Goulder and Mathai (2000), the objective, as it is applied

by Goulder and Mathai (2000), is to minimize the cost, choosing optimal patterns of

abatement cost and R&D investment depending on knowledge accumulation. The

objective function is represented as

Min
AtIt

Z a

0

½CðAt;HtÞ þ pðItÞItÞe�rtdt: (1)

C represents the cost, At abatement, Ht knowledge stock, p(.) real price of

investment, It R&D investment, r interest rate, and t time.

The objective function depends on knowledge accumulation and it is subject to

_H ¼ atHt þ kφðIt;HtÞ: (2)

_H is the knowledge accumulation and at and k the parameters.

This constraint is the function to focus on. Endogenous human knowledge

capital accumulation is represented by the function φ and the autonomous part by

αHt.

Ht, the state of knowledge, can be represented by the number of patent

applications. _H, the accumulation of knowledge or experience, can be represented

by the cumulative number of applications of patents.

Therefore, the analysis is concentrated on (2). This Eq. (2) explains the trans-

mission function where H and I determine the accumulation of knowledge through

the function φ as represented below:

H; I ! φ ! _H

The function (2) is transformed and represented by a Cobb–Douglas function:

_H ¼ Ha
t φðIt;Ht; ZÞk (3)

Notice that the variable Z is added and represents other exogenous variables that

can affect the knowledge change, such as policies or prices.

Applying natural logarithms to the function (3),

In _H ¼ at lnHt þ k lnφðIt;Ht; ZÞ (4)

Assuming that φ can be represented as Cobb–Douglas function as follows,

φ ¼ MIat H
b
t ; Z

c
t (5)

M is a parameter. Applying natural logarithms to (5),
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ln φ ¼ ln M þ aIt þ bHt þ Zt (6)

Replacing (6) in (4),

ln _H ¼/ lnðHt þ k½lnM þ a ln ItþÞb lnHt þ c ln Zt�

Finally, grouping and renaming the parameters,

ln _H ¼ A lnHt þ B ln It þ C ln Zt (7)

It is important to notice that the parameters A, B, and C have different meaning

comparing to the initial function. In this case, the knowledge accumulation depends

on the stock of knowledge and R&D investment. This last relationship is linear and

a co-integration analysis is recommended.

The variable Zt represents other exogenous variables as price. Price-induced

innovation is a theory which has been used to explain that changes in relative factor

prices induce technology change, because of avoiding the use of more expensive

inputs. This theory has microeconomic foundations explaining that there is a

dynamic change in the production function caused by the changes in relative prices

(Liu and Shumway 2009). The influence of prices is also explained by the demand-

pull theories of innovation, for example, Popp (1998) mentioned that energy price

makes new technology in energy efficiency more valuable. Therefore, higher

energy prices from an efficient point of view will motivate to create or invent

new technologies, which include renewable energy technologies.

3.2 Model Specification: Empirical Model

Modeling-induced endogenous technological change is complex because of the

nonlinear characteristics and path dependency (Grubb et al. 2000). Therefore, a

time-series econometric approach appears to be appropriate for this analysis. A

time-series approach and properties presented by Liu and Shumway (2009), who

recall the work of Thirtle et al. (2002), have been used. Therefore, the following

arguments of the analysis are:

• The variables are not stable time series and co-integrated in the first order.

• There is co-integration among the variables.

• The positive and negative relationships among the variables following the

hypothesis established above.

• There is a transmission effect from policies, R&D, and knowledge accumulation

to the technology change and market adoption.

• The causalities are unidirectional and between variables.
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Introducing the endogenous part into the model has been done in different ways.

Most of the models include the endogenous term as a knowledge accumulation

function. Also, other models, such as Schmidt et al. (2010), add lags in the

explanatory variables.

The price of electricity is a variable that is considered in this analysis. The

inclusion is important since market price plays an import role in technology

adoption and diffusion. The variable price has been used by many scholars,

especially in empirical analysis, like Johnstone et al. (2010), in the econometrical

model.

The time-series modeling consists of the following analysis:

• Unit root test to see the stationality of the variables. The variables, as it will be

shown below, are not stationary and first-order integrated.

• Co-integration analysis. Since each variable is not stationary in the first differ-

ence, along with the assumption of the long-run relationship among the

variables, a co-integration analysis is made.

• Vector error correction model (VECM). The variables appear to be co-integrated

and a VECM can be obtained in order to see the effects of these variables in the

short and long run. Since policy dummy variables are used, the VECM considers

these variables as exogenous variables.

• In addition to these analyses, transmission channel in VECM is used and

coefficient test: Wald test is performed to see the causality among variables.

The policy analysis is performed by using dummy variables that represent the

main federal and state policies regarding the electricity sectors. This is an ex post

policy evaluation, but was not performed a structural test of the models to see if the

policies have affected significantly the change in direction of technological change

and adoption. Instead, the VECM and inclusion and significance in the model of the

dummy variables will show if these polices have been affecting the dependent

variables.

3.3 Limitations of the Study

The major limitation associated with the present analysis is associated with the data.

Because renewable technology does not have long history, the size of data is

constrained to 33 data points which can be considered a small sample size in a

time-series analysis. The data availability is another factor associated with different

variables. At the same time, the source or restriction of using the information is

restricted or does not exist for public use. As a consequence, it is necessary to

consider only the most representative government policies to be analyzed. Impor-

tant policies, such as the National Energy Act of 1878 and Public Utility Regulatory

Policies Act of 1978, could not be considered for mathematical econometrical

reasons, because these Acts were enacted in 1978 and the data started in 1977

(considering the dynamic analysis and lag of variables).
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3.4 Data and Variables

The definition and nomenclature of the variables used in the model are shown in

Table 1:

The main statistics of the variables are shown below in Table 2.

The policies are dummy variables with one after each policy was enacted.

The federal policies considered in this paper are:

• ESA ¼ Energy Security Act 1980

• EPA1992 ¼ Energy Policy Act 1992

• EPA2005 ¼ Energy Policy Act 2005

The state policies are:

• REC ¼ Renewable Energy Certificates

• RPS ¼ Renewable Portfolio Standard

Based on Fig. 2, there is no clear evidence of co-integration; however, a

co-integration is conducted and the results were positive as the co-integration

analysis shows. In the case of the price, the pattern has a negative relationship.

Table 1 Variables and names

Variable Name

Name (after taking

natural logarithm)

Cumulative of number of patent applications ACUMPATENTS ACUM1

Number of patent applications (PCT

applications)

PATENTS PAT1

R&D investment in electrical renewable in

million USD (2010 prices and exch. rates)

RDRENEW RD1

Electricity generation from renewable

(1,000 kWh)

RENEWGEN GEN1

Average price of electricity (¢/kWh) PRICEELECT PRICE1

Energy Policy Act 1992 EPA1992

Energy Policy Act 2005 EPA2005

The American Recovery and Reinvestment

Act 2009

ARRA2009

Renewable Energy Certificates REC

Renewable Portfolio Standard RPS

Table 2 Main statistics of the variables

Variable Mean Median Maximum Minimum Std. dev.

ACUMPATENTS 868.50 370.70 5,133.00 8.00 1,233.04

PATENTS 155.55 41.50 950.20 6.00 263.98

RDRENEW 510.60 305.96 2,228.14 166.66 483.47

RENEWGEN 668,948.20 915,837.00 1,468,394.00 34,349.00 471,374.60

PRICEELECT 13.41 13.26 16.72 10.79 1.94
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For the data of the number of patent applications, PCT number of patent

applications from the OECD database was used. The PCT were preferred because

of the availability of more years. The analysis is for US areas and the data size is

considered from 1977 to 2009. The sources of data are OECD, IEA, and EIA.

4 Co-integration Analysis and Results

Applying the Granger causality test, as shown in Table 3, all expected causation

direction among the variables were proved, except the relationship between the

generation of electricity by renewable and R&D investment. In addition, the

causation between price and generation is weak since the results are contradictory

using different lags in the analysis.

By applying the augmented Dickey–Fuller test statistic, it is proved that all the

variables are not stationary in the initial level and present unit root. At the same

time, all the variables are stable and do not present unit root after their first

difference. These results suggest a co-integration analysis (Table 4).

The results of the co-integration analysis based on the Trace statistics and

Max-Eigen statistic are shown below. Both tests confirm that variables are

co-integrated and have two co-integrating equations. Therefore, there is a relation-

ship among the variables in the long run (Tables 5 and 6).

Based on the results, a vector error correction model is obtained. As is shown in

the co-integration analysis, two co-integrated equations are considered. The results

are shown in Table 7.

1

2

3

4

5

6

7

1980 1985 1990 1995 2000 2005

PAT1
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4
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8
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ACUM1

5.0

5.5

6.0

6.5

7.0

7.5

8.0

1980 1985 1990 1995 2000 2005

RD1
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12

13

14

15

1980 1985 1990 1995 2000 2005

GEN1

2.3

2.4

2.5

2.6

2.7

2.8

2.9

1980 1985 1990 1995 2000 2005

PRICE1

Fig. 2 Trends of variables (natural logarithms)
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The three equations indicate that there exist long-run effects. The R&D invest-

ment, electricity generated from renewable technologies, and price affect positively

the number of patents. Meanwhile, analyzing the first error correction term (knowl-

edge accumulation is not considered), the adjustment effects or feedback effects

show that 72.6 % of the adjustment takes place in each period to go back to

equilibrium levels. In the second error correction term (considering the knowledge

accumulation), the adjustment is 18.8 % in each period. In the short run, the change

in the number of patents is affected positively by all the variables including the

policies.

In (9), there are long-run effects of the variables. Knowledge accumulation is

positive, and the adjustment terms are at 21.7 % and 18.8 % levels. The variation of

all the variables has positive effects on the variation of knowledge accumulation,

except the variation of the number of patents.

The long-run relationship part in (10) shows that knowledge accumulation and

price have not contributed positively to the generation of electricity using renew-

able technologies. However, R&D investments and number of patents affect posi-

tively the use of renewable technologies in the long run. It is important to notice that

the adjustment speed to the equilibrium in this equation is 12.5 %, and it is slower

than the other equations. Unlike the number of patents and knowledge accumula-

tion, in this case, the policies have multiple results. The federal policy ESA and

state RPS programs contribute to generation by using renewable technologies;

however, the EPA1992, EPA2005, and REC show negative effects.

Using the equations above and the statistical significance and Walt coefficient

significance, the following relation flow has been built:

All variables are not related to energy price. In addition, the relationship from

R&D to generation is weak and only statistically significant at 10 %. However,

Table 3 Summary of causal test (pairwise Granger causality tests)

Variables Hypothesis Number of lags F statistics Prob.

ACUM1–PAT1 ACUM1 does not Granger cause PAT1 4 4.65 0.008

PAT1 does not Granger cause ACUM1 4 1.35 0.287

RD1–PAT1 RD1 does not Granger cause PAT1 4 3.97 0.016

PAT1 does not Granger cause RD1 4 2.29 0.096

GEN1–PAT1 GEN1 does not Granger cause PAT1 4 0.58 0.679

PAT1 does not Granger cause GEN1 4 0.17 0.950

PRICE1–PAT1 PRICE1 does not Granger cause PAT1 4 0.40 0.806

PAT1 does not Granger cause PRICE1 4 0.87 0.502

GEN1–RD1 GEN1 does not Granger cause RD1 4 0.55 0.698

RD1 does not Granger cause GEN1 4 2.06 0.121

PRICE1–RD1 PRICE1 does not Granger cause RD1 4 2.78 0.053

RD1 does not Granger cause PRICE1 4 2.20 0.104

PRICE1–GEN1 PRICE1 does not Granger cause GEN1 4 0.84 0.515

GEN1 does not Granger cause PRICE1 4 2.65 0.062

PRICE1–GEN1 PRICE1 does not Granger cause GEN1 1 0.15 0.700

GEN1 does not Granger cause PRICE1 1 6.42 0.016
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technology accumulation and technology change do not have any relationship with

the levels of generation (market). Therefore, technology diffusion appears to be

disconnected from the entire system process and is only directly connected to the

policies. These results can be explained because some policies are imposed directly

to the market. The connection between federal and state policies and technology

change is proven but federal policies does not affected yet to the process of

knowledge accumulation. The results are shown in Fig. 3.

As Liu and Shumway (2009) say, the reason for some conflicting results could

be explained by the data limitations. Furthermore, the gap between technology

change and policies can be explained by the higher renewable costs, since external

costs are taken into account (Tsoutsos and Stamboulis 2005). Another reason for no

connection with the market is that the effects of energy prices on energy supply

technologies are fast (Popp 1998), and the diffusion of new technology is not

instantaneous and follows a learning process (Loschel 2002).

Another explanation of the lack of successful market penetration is explained by

Nordhaus (2002) mentioning that in the market economies, the private sector

determines the allocation of inventive activities. However, as Bielecki (2002)

suggests, the possible effects of the improving competitiveness of renewable energy

technologies may be seen after 2020.

Table 5 Summary of co-integration test: unrestricted co-integration rank test (Trace)

Hypothesized number

of co-integrated equations Eigenvalue

Trace

statistic

Critical value

(0.05) Prob.

None* 0.821 116.670 69.819 0.000

At most 1* 0.734 63.344 47.856 0.001

At most 2 0.360 22.330 29.797 0.281

At most 3 0.216 8.511 15.495 0.413

At most 4 0.031 0.975 3.842 0.324

* Significant at 5 % level

Trace test indicates 2 co-integrating equations at the 0.05 level

Rejection of the hypothesis at the 0.05 level

Table 6 Summary of co-integration test: unrestricted co-integration rank test (maximum

eigenvalue)

Hypothesized number

of co-integrated equations Eigenvalue

Max-Eigen

statistic

Critical value

(0.05) Prob.

None* 0.821 53.345 33.877 0.000

At most 1* 0.734 41.014 27.584 0.001

At most 2 0.360 13.820 21.132 0.380

At most 3 0.216 7.537 14.265 0.428

At most 4 0.031 0.975 3.842 0.324

* Significant at 5 % level

Max-Eigenvalue test indicates 2 co-integrating equations at the 0.05 level

Rejection of the hypothesis at the 0.05 level
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5 Conclusions and Recommendations

Following an induced endogenous technological change model, a time-series anal-

ysis has been done. After the statistical analysis, it was found that the variables are

stable in their first differences and co-integrated. Then three vector error correction

models were obtained.

Because it is necessary to reduce energy security risk, the elimination of natural

gas and coal in the electricity sector is important. The US government needs to

promote new energy alternatives including incentives to switch the production of

electricity from carbon plants to carbon-free technologies (Wirth et al. 2003).

Diversification of technologies, such as renewable energy technologies, represents

the government strategy; however, as the statistical analysis shows, renewable

energy technologies are not yet competitive and not able to replace conventional

energy sources.

The lack of significance and connection of the market variables to technological

change and accumulation show that renewable energy technologies are not mas-

sively used in the electricity market in the USA. Despite the long-run relationship

among variables showing the association of the patterns of variables, the short-run

effects show problems that renewable energy technologies have entering the elec-

tricity market. There are many reasons for having this result which include high

energy cost from renewable sources, dynamic of the diffusion phase and learning

process, and decisions of the market sector for allocating investments.

The existence of a long-run relationship and the market disconnection are

indicators (according to the statistical analysis) that the role of the US government

Renewable R&D  
Investment

Cumulative 
Number of 

Patents

Technological 
Change: Number of 

Patents

Price

Federal 
Policy

State Policy

Diffusion and Market 
Penetration: Elect. 
Generation from 
Renewable

Policies Knowledge

Market

Fig. 3 Relationships in the dynamic process of technological change
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is essential to promote technological innovation, especially related to commerciali-

zation. The government role is important to solve the problem of renewable energy

technologies as well as the improvement of energy security. In the long and short

run, policies should address oil substitutes, including electricity, when the market

does not ensure the national security (Deutch et al. 2006).

Federal policies affect technological change and diffusion of technology through

the market. However, they do not affect knowledge accumulation. This is congruent

with what Johnstone et al. (2010) mention that environmental policies positively

affect the improvement of renewable energy technologies. State policies have been

affecting knowledge accumulation, technological change, and technology diffu-

sion. To ensure more effective policies and to improve energy security, federal

policies need to focus on integrating technological change. The knowledge stock

needs to be used and be promoted by the federal and state policies simultaneously,

connecting to knowledge accumulation and market incentives.

An important aspect in energy security is to apply the right policy and choose the

optimal mechanism to promote renewable energy technologies. In this context,

R&D investment needs to receive special attention, since R&D expenditures

directly influence knowledge accumulation and technology diffusion. Therefore,

state policies and R&D investments appear to be more crucial to improve renew-

able technologies.

As Tsoutsos and Stamboulis (2005) suggest, focusing on specific policies should

be limited to niches and then integrated with the diffusion of renewable energy

technologies and policies. Therefore, in order to eliminate the gap between tech-

nology and market, it is important to have specific policies about the market. The

dissociation between the market and technological change does not depend only on

policies, but other technological barriers – as indicated by Tsoutsos and

Stamboulis (2005).
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