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Preface

In the last decade biometrics has emerged as a valuable means to automatically
recognize people, on the base is of their either physiological or behavioral charac-
teristics, due to several inherent advantages they offer over conventional methods.
In fact biometrics-based recognition relies on who a person is or what a person
does in contrast with traditional authentication approaches, based on what a person
knows, e.g. a password, or what a person has, e.g., ID card, token, etc. Therefore,
biometrics-based recognition systems, being based on personal traits, either biolog-
ical or behavioral, it is much harder for biometric data to be lost, forgotten, stolen,
copied or forged than traditional identifiers. The recent technological developments
have made possible the deployment of biometrics-based systems deploying mature
biometrics, like face, iris, and fingerprints, in a wide range of applications ranging
from criminal investigation to civilian registration, border control, national iden-
tity document verification, e-commerce, e-banking, on-line payment, physical and
logical access control.

In the design of a biometrics-based authentication system, different issues,
strictly related to the specific application under analysis, must be taken into ac-
count. As established in literature, from an ideal point of view, biometrics should
be universal, unique, permanent, collectable, and acceptable. Moreover, besides the
choice of the biometrics to employ, many other issues must be considered in the
design stage. Specifically, the system accuracy, the computational speed and cost
are also important design parameter, especially for those systems intended for large
populations.

Biometrics-based people recognition poses new challenges related to personal
data protection, not raised by traditional recognition methods. If biometric data are
captured or stolen by an attacker, they may be replicated and misused. Users’ bio-
metrics cannot be changed if compromised, different from a PIN or a password
which can be reissued if needed. Moreover, the use of biometrics poses additional
privacy concerns since biometric data may reveal sensitive information about a per-
son’s personality and health, which can be stored, processed, and distributed without
the users’ authorization. This information can be used to discriminate against people
for instance by denying insurance to people with latent health problems. Moreover
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the uniqueness of biometrics across individuals allows cross-matching to biometric
databases thus performing unauthorized tracking of the subjects’ activities. Also,
in a scenario where either governmental agencies or private companies can collect
huge databases of citizens’ biometrics, some risks for the person’s privacy and hu-
man dignity could be foreseen. In fact, in the aforementioned scenario, function
creep, that is a situation where the data, collected for some specific purposes, are
used for different ones, is likely to happen in the long run. All this would lead to
users’ privacy loss.

Therefore the need to protect both privacy and security from a procedural, legal,
and a technological point of view arises. This book examines the up to date solutions
for protecting both security and privacy in a holistic way tackling also ethical, legal,
and procedural aspects. Specifically, this book deals with both theoretical and prac-
tical implementations of secure and privacy compliant solutions to the problem of
automatic people recognition. It focuses on new approaches and new architectures
for unimodal and multimodal template protection, signal processing techniques in
the encrypted domain, security and privacy leakage assessment, and standardization
aspects. Some practical applications of secure and privacy compliant systems are
also presented with specific focus on biometrics-based electronic documents, face
and fingerprint based automatic user recognition, and biometric systems employing
smart cards for enhancing security and privacy. Moreover, the ethical implications
of a spread use of biometrics in everyday life and its effect on human dignity are
addressed. Best practices for the processing of biometric data are indicated and a
legal framework is eventually given.

The book is organized as follows. In Chap. 1 a general introduction to both the
privacy and security issues affecting biometric systems are given along with some
state of the art mitigation approaches. Chapter 2 introduces the main security re-
quirements for the biometric processing pipeline and summarizes general design
principles and approaches. General security principles in information technology
and selected paradigms such as template protection by biometric hashing and bio-
metric cryptosystems are reviewed. Moreover a brief introduction on the design
principles of biometric matching algorithms operating in the encrypted domain is
given. In Chap. 3 the limitations of public key infrastructure (PKI) for key man-
agement are pointed out and a novel paradigm making use of biometrics for miti-
gating the PKI related trust problems at both the user and certificate authority level
is proposed. An innovative infrastructure, namely biocryptographic key infrastruc-
ture (BKI), able to guarantee a high level of privacy while establishing trust, is thus
proposed. Chapter 4 deals with the issue of biometric template protection and a
categorization of the state of the art approaches is given. A theoretical analysis is
provided and practical implementations for real world biometrics are discussed. In
Chap. 5, privacy and secrecy aspects of biometric key-binding systems are analyzed
within an information theoretic framework. Specifically, the fundamental trade-off
between secret-key rate and privacy-leakage rate is determined for independent and
identically distributed Gaussian biometric sources. The effect of code selection and
binary quantization in the fuzzy commitment cryptographic protocol is also re-
ported. In Chap. 6 the issue of template protection for multi-biometric systems is
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addressed. Specifically, a multi-biometric cryptosystem based on the fuzzy com-
mitment scheme, in which a crypto-biometric key is derived from multi-biometric
data is presented. The scheme, in principle applicable to different modalities, is de-
tailed for a multi-unit system based on the use of two-irises and for a multi-modal
system using a combination of iris and face. It is shown that in addition to gener-
ation of strong keys, the proposed systems address the issues of revocability, tem-
plate diversity, and protection of user’s privacy. In Chap. 7 some approaches to pro-
cess the biometric data in encrypted form stemming from the “Secure Two Party
Computation” theory are described. Specifically, homomorphic encryption and gar-
bled circuits are discussed and the ways such techniques can be used to develop
a full biometric matching protocol are detailed. The significant advantage of the
illustrated techniques is that any risk that private biometric information is leaked
during an identification process is eliminated whereas they surely require a better
efficiency to be deployed in real life applications. Chapter 8 deals with a practi-
cal application of template protection techniques to recognition systems relying on
fingerprints. Specifically, practical challenges related to the use of fingerprints, like
the need of registration without any information leakage about the deployed fea-
tures, and the extraction of highly characterizing yet stable features are addressed.
An analysis of how the design choices affect the trade-off between the security and
matching accuracy is also provided. In Chap. 9 biometric cryptosystems are used as
a Privacy-Enhancing Technology in a face biometrics-based watch list scenario that
has been successfully employed in the Ontario Lottery and Gaming Corporation’s
self-exclusion program. The proposed architecture treats the biometric cryptosys-
tem module as an important component in a multi-layered approach to privacy and
security of the overall system. Chapter 10 shows how smart card technology can
be beneficial to biometric systems. Special emphasis is given to the security mech-
anisms included in most smart cards and how these mechanisms can be employed
to protect biometric data and processes. Different architectures for the integration
of biometrics and smart cards are presented and two major deployments making
joint use of smart cards and biometrics, specifically the ePassports and the Elec-
tronic Spanish National ID Card, are described. In Chap. 11, two secure and pri-
vacy compliant systems, one devoted to local access control and the other one to
remote identification, to be deployed in real life applications are described. A syn-
ergic use of biometric cryptosystems, match on card, and advanced cryptographic
protocols is made in order to guarantee security, performance, and accuracy. Chap-
ter 12 discusses biometric data protection from the standardization perspective. It
covers technical standards developed at ISO (e.g., SC27, SC37, and TC68) and at
other standards development organizations as well as technical reports developed
by these groups. In addition to those that address the confidentiality and integrity
of biometric/identity data directly, other standards covering security of biometric
systems in general are discussed. Chapter 13 considers the impact on and ethical
implications for society of widening biometric applications to daily life. Moreover
it explores the contradictions between the claims that biometrics will boost security
and prevent identity theft, and the growing evidence of increased, with introduction
of more biometric documents, e-crime that threatens personal identity and security,
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and collective security in the cyber space and in the personal life. Chapter 14 dis-
cusses best practices which can be put in place for the processing of biometric data,
taking privacy and data protection into account, particularly for the private sector.
More specifically, it is pointed out that the revocability, irreversibility, and unlink-
ability of biometric identities, obtained by specific methods and technologies, are
essential for the use of biometric data in the private sector from a privacy and data
protection point of view. In Chap. 15 a comprehensive analysis of the legal princi-
ples governing personal data are given and the European data protection framework
for biometrics is detailed. A deep understanding of the privacy and data protection
challenges brought by the use of biometric data is gained. The impact of the choices
like the use of different system architectures, voluntary or compulsory enrolment,
raw data or templates, and the use of different kinds of biometrics is analyzed in a
holistic way from the legal perspective and eventually some recommendations are
given. In Chap. 16, based on two cases of biometric application, which have been
assessed by the Danish Data Protecting Agency, a set of recommendations is pre-
sented to legislators, regulators, corporations, and individuals on the appropriate use
of biometric technologies put forward by the Danish Board of Technology. The rec-
ommendations are discussed and compared to the similar proposal put forward by
the European Article 29 Data Protection Working Party.

June 2013 Patrizio Campisi
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Chapter 1
Security and Privacy in Biometrics:
Towards a Holistic Approach

Patrizio Campisi

Abstract Security and privacy in biometric systems have been traditionally seen
as two requirements hindering each other. Only in the recent past researchers have
started investigating it as a joint optimization problem which needs to be tackled
from both a legal, procedural, and a technological point of view. Therefore in this
chapter we take a holistic approach and we introduce some basics about the privacy
and the security issues which can affect a biometric system and some possible mit-
igation approaches, both procedural and technological, that can help in designing
secure and privacy compliant biometric based recognition systems.

1.1 Foreword

In the last few years biometric technologies have been employed for automatic peo-
ple recognition at an increasing rate due to several inherent advantages they offer
over conventional methods. In fact biometrics-based recognition systems rely on
who a person is or what a person does, in contrast with traditional authentication
approaches, based on what a person knows (password) or what a person has (e.g.,
ID card, token). Being based on personal, either physiological or behavioral traits, it
is much harder for biometric data to be lost, forgotten, stolen, copied or forged than
traditional identifiers. Loosely speaking, biometric systems are essentially pattern-
recognition-based systems, performing verification or identification using features
derived from either physiological biometric data like fingerprint, face, iris, retina,
hand geometry, thermogram, vein patterns, ear shape, body odor, or behavioral traits
like voice, signature, handwriting, key stroke, gait, to cite a few.

In the design of a biometrics-based recognition system, different issues, strictly
related to the specific application under analysis, must be taken into account. As well
established in literature, from an ideal point of view, the employed biometrics
should be universal, unique, permanent, collectable, robust to attacks, and accept-
able. Moreover, besides the choice of the biometrics to employ, other issues must
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be considered in the design stage. Specifically, the system accuracy, the computa-
tional speed, the cost of the systems and its maintenance are also important design
parameters, especially for those systems intended for large populations.

Besides all the aforementioned requirements, the use of biometric data raises
many security issues which are peculiar of biometrics-based recognition systems not
affecting other approaches employed for automatic people recognition. In fact, some
biometrics such as voice, face, fingerprints, and many others are exposed traits, they
are not secret and therefore they can be covertly acquired or stolen by an attacker
and misused. This can lead for example to identity theft. Moreover, raw biometrics
cannot be revoked, canceled, or reissued if compromised, since they are user’s in-
trinsic characteristics and they are in limited number. Therefore, if a biometrics is
compromised, all the applications making use of that biometrics are compromised,
and since biometric identifiers are permanent an issue is raised when it is needed to
change them. The use of biometrics poses also many privacy concerns, in fact, when
an individual gives out his biometrics, either willingly or unwillingly, he discloses
unique information about himself. It has also been demonstrated that biometric data
can contain relevant information regarding people health. This information can be
used, for example, to discriminate people for hiring or to deny insurance to those
with latent health problems. The use of biometrics can also raise cultural, religious
as well as ethnicity related concerns. To some extent, the loss of anonymity can be
directly perceived by users as a loss of autonomy.

Therefore the need to protect both privacy and security from both a legal, proce-
dural, and a technological point of view arises.

In the following we provide some basic notions about the privacy and security
issues which can affect a biometric system and the possible mitigation approaches
that can help in designing secure and privacy compliant biometrics-based recog-
nition systems. Specifically the privacy and security issues affecting a biometric
system are introduced in Sects. 1.2 and 1.3 respectively, whereas the relationship
between privacy and security within the biometric scenario is briefly addressed in
Sect. 1.4. An historical perspective of the privacy enhancing technologies is given in
Sect. 1.5. The major international projects related to privacy and security are briefly
sketched in Sect. 1.6. Eventually, some possible research directions are highlighted
in Sect. 1.7.

1.2 Privacy in Biometric Systems

In this Section the different connotations of the term “privacy” are illustrated as long
as with some basic principles and procedures that can provide directions towards the
development of privacy compliant applications. Moreover the specific privacy risks
related to the use of biometric data are illustrated.
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1.2.1 Privacy Conceptualization

The word privacy is a general term which encompasses both different areas of study
and real life situations. It is commonly accepted [1, 2] that the general term privacy
can assume slightly different connotations as depicted in Fig. 1.1 and specified in
the following. In detail, we talk about:

e decisional privacy when we refer to the right of the individual to make decisions
regarding his life without any undue interference;

e spatial privacy when we refer to the right of the individual to have his own per-
sonal physical spaces which cannot be violated without his explicit consent;

e intentional privacy when we refer to the right of the individual to forbid/prevent
further communication of observable events (e.g., conversations held in public)
or exposed features (e.g., publishing photos);

e informational privacy when we refer to the right of the individual to limit access
to personal information which represents any information that could be used in
any way to identify an individual. It is worth pointing out that some data which
do not appear to be personal information could be used in the future to identify
an individual.

Of course there are no clear boundaries among the given connotations as sketched
in Fig. 1.1. According to the application, a particular privacy conceptualization may
be chosen as prevalent, the other aspects still being worth of consideration in the pri-
vacy assessment. However, because of the dramatic advances of information tech-
nology in the last decades, informational privacy has gained a predominant role
within the considered scenario.

1.2.2 Fair Information Practices

In 1980, a formalization of the guidelines governing the protection of privacy and
transnational flow of personal data, which represents a milestone for privacy, was in-
troduced by the Organisation for Economic Co-operation and Development (OECD)
in [3]. The OECD privacy guideline relies on a set of eight principles, often referred
to as Fair Information Practices, namely:
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e Purpose specification principle: the purpose for which the data are collected
should be specified when the data are collected. Moreover, the data usage should
be limited to the fulfillment of the specified purposes and should not be changed.

e Openness principle: the objectives of research, the main purposes of the use of
personal data and the policies and practices related to their protection, and the
identity of the data controller should be open to the public.

e Collection limitation principle: the collection of personal data should be obtained
by lawful and fair means and, whenever applicable, with the knowledge and con-
sent of the individual.

e Data quality principle: personal data should be relevant, accurate, complete, and
up to date for the intended purposes.

e Accountability principle: a data controller should be accountable for complying
with measures which give effect to the stated principles.

e Use limitation principle: personal data should be not be made available for other
purposes than the ones agreed with the individual in the Purpose Specification
Principle except with the consent of the data subject or by the authority of the
law.

e [ndividual participation principle: the individual should have the right to:

— know from the data controller if some data regarding him are stored;

— to have communicated to him, if there are data relating to him, within a reason-
able time, at a charge, if any, that is not excessive, in a reasonable manner, and
in a form that it is intelligible to him;

— to be given reasons if a request made under this principle is denied, and to be
able to challenge such denial;

— to challenge data relating to him and, if the challenge is successful to have the
data erased, rectified, completed or amended.

e Security safeguards principle: personal data should be protected against security
risks like unauthorized disclosure, use, modification, destruction, and loss.

These are the basic principles which need to be translated into procedures and leg-
islation to prevent violations of privacy.

1.2.3 Privacy Compliance Lifecycle

A privacy compliance lifecycle [4] is aimed at integrating privacy protection into
systems which collect, process, or produce personal information. It has to be per-
formed at the earliest stages of the system design in order to embed into the system
the answers to the privacy concerns which have been identified and to limit the
potential costs resulting from negligent information management. It is worth point-
ing out that the privacy compliance assessment must be continuously carried out
throughout the life of the system.

An example of privacy compliance assessment procedure is sketched in Fig. 1.2
and it comprises the following steps:
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Fig. 1.2 Privacy compliance lifecycle: an example

e Project identification and determination of the applicable level of required pri-
vacy. This analysis aims at identifying privacy sensitive applications and for the
identified projects further steps, described in the following, need to be performed.

e Inclusion of the privacy requirements in the design and development of the sys-
tem. In this step, legislation, procedural approaches, and technology concur to-
gether in order to embed the identified privacy requirements into the system de-
sign.

e The privacy impact assessment is a bidirectional process which is intended to
identify and overcome both procedural and technological issues arisen from the
inclusion of privacy requirements in the system using both procedural and tech-
nological means. In fact the privacy assessment should verify that the system pur-
poses declared by the authority in control of the system are complaint with the
actual system. Moreover, the data must be used appropriately, that is, their use
should allow achieving the stated purpose of the data collection, and not more. If
there is a shift between the declared use and the actual use of the system, a pri-
vacy risk is occurring. The privacy assessment should also include an analysis of
the control a user has on the way his data are used, if the data are used for the
original purpose they were intended for, and if not, if there is an informed user’s
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agreement. The individual should have the authority to get access to his data and
to check if the data are used according to the user’s expectations.

e Production of reports on the status of the privacy compliance analysis to be de-
ployment to the proper entities which might include also public deployment.

e Audit procedures to be periodically run to reveal any unauthorized use of both
the data and the system.

1.2.4 Privacy vs. Biometrics

Privacy compliance analysis of an automatic biometrics-based recognition system
is a key issue both during the system design process and for its deployment in real
life applications. Within this respect, both the perception by the user of the potential
threats and the real risks to privacy have to be carefully considered when designing
a biometric system.

In the following, the main concerns related to the use of biometrics are described.

e Biometrics can be collected or shared without specific user’s permission, ade-
quate knowledge, or without specific purpose.

e Biometrics, which has been collected for some specific purposes, can be later
used for another unintended or unauthorized purpose. This is known as “function
creep”, and it can have dramatic consequence since it leads to the loss of the
public trust in a given system.

e Biometrics can be used for purposes other than the officially declared purpose or
biometrics can be misused to generate extra information.

e Biometrics can be copied or removed from the user and used for secondary pur-
poses.

e Biometrics use can violate the “principle of proportionality” [5], which states
that biometric data may only be used if adequate, relevant and not excessive with
respect to the system’s goal. If this principle is violated, the users may feel that
the benefit coming from revealing their biometrics is much less than what they
get in exchange.

e Biometrics can be used to reveal gender and ethnicity. Moreover, details on the
medical history of the individual can be elicited. Medical conditions can be de-
duced by comparing biometrics acquired at the time of the enrollment and bio-
metrics acquired later for recognition. Moreover, biometrics can give directly in-
formation on health conditions [6]. As a consequence, biometrics can be used to
profile people according to their health status.

e Biometrics can be used to pinpoint or track individuals. Since biometric data are
considered unique, they have the potential to locate and track people physically
as they try to access some facilities or their biometric traits are recorded by some
surveillance system. Also associating people’s biometrics to their identifiers, such
as name, address, passport number, can represent a risk, being then possible to
access, gather, and compare a wide range of information starting from a single
biometric trait. Moreover the use of biometrics as a universal identifier can allow
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user tracking across different databases. All this can lead to covert surveillance,
profiling, and social control.

e Biometric use can be associated by the individual to forensic purposes. Therefore
the use of biometric traits, such as fingerprints, which are associated, for his-
torical reasons, to criminal investigations and forensic activities, can have a low
acceptability rate.

e Biometrics can be improperly stored and/or transmitted. This would expose bio-
metrics to external attacks. Moreover biometrics may also be exposed to admin-
istrator or operator abuses, since they could misuse their privileges for accessing
a biometric database.

It is worth pointing out that the evaluation of the “real” risk of privacy invasive-
ness must be performed considering both the final application and the employed
biometric trait. For example biometric overt applications are less privacy-invasive
than covert ones. Mandatory biometrics-based recognition systems bear more pri-
vacy risks than optional ones. Privacy is considered to be more at risk when physio-
logical data are used since they are more stable in time and allow a higher accuracy
than behavioral biometrics. If the biometrics-based recognition system is used in the
verification mode, less privacy concerns are implied than those involved in a system
operating in the identification mode. This is due to the fact that in the identification
mode, one-to-many comparisons have to be performed through a database search.
This action introduces more privacy threats than the ones introduced when one-to-
one comparison is performed as in the verification mode. The privacy risks increase
when the biometric data are stored for an unlimited amount of time. In fact, if the
system deployment is indefinite in time, threats such as function creep may arise. If
the database is violated, biometric traits related to several users are compromised.
Biometric systems where identifiable biometrics, such as faces, voice patterns, and
so on, are retained are more prone to privacy risks than those which store templates.
Moreover, if the biometric data are stored in a centralized database, serious privacy
concerns arise since data are stored out of user’s control, whereas if the user can
maintain the ownership of the biometric data, less privacy risks can occur since the
user can control the collection, usage, etc. of biometric information. The use of bio-
metrics can have secondary purposes when both either governmental institutions or
private companies are involved. In different societies, one or the other can be per-
ceived more threatening to privacy. Also the role of the individual in the biometric
system, employee, citizen or customer, impacts on the privacy assessment.

1.3 Biometric System Security

Although the definition of the notion of security for a biometric based system is a
very challenging task, a significant effort has been done by the scientific community
to highlight the main security concerns related to a biometrics-based recognition
system (see for example [7-11]).
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Fig. 1.3 Points of attack in a generic biometric system

Roughly speaking a biometric system can be vulnerable either because of intrin-
sic failure or because of intentional attacks.

A system characterized by a high False Acceptance Rate is very prone to be
violated since it is likely that an arbitrary biometric feature presented to the system
will match. This can happen also if there is no adversary willing to attack the system,
case usually referred to as zero-effort attack.

In Fig. 1.3 a biometric system is sketched as the cascade of the acquisition sensor,
the feature extractor module, the module that performs matching between the output
of the feature extractor and the templates stored in the database, and finally the
decisor that drives the application device. As discussed in [8—12] and also illustrated
in Fig. 1.3 the major potential intentional attacks that can be perpetrated against the
different blocks of a biometric system can be summarized as follows:

o Sensor

— coercive attack: the true biometric is presented but in some unauthorized man-
ner, e.g. when an impostor forces a legitimate user to grant him access to the
system,;

— spoofing attack and mimicry attack related to physiological and behavioral bio-
metrics respectively. These attacks consist in copying, by means of different
strategies, the biometric feature of the enrolled user, and to transfer it to an
impostor in order to fool the system;
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device substitution: substitution of a legitimate biometric capture device with a
simulated, modified or replacement unit;
denial of service: massive attacks on the system cause the system failure.

e Feature extractor that could be forced by an attacker to produce pre-selected fea-
tures by inserting impostor data or component replacement.

e Matcher that can be attacked to produce fake scores. This task can be achieved in
different ways:

manipulation of the match scores: capturing and changing the value of a match
score before it affects the decision;

reply attack: a recorded version of the true data is injected in the channel;
component replacement: substitution of one of the software/hardware compo-
nents in order to control its behavior:

hill climbing attack: iterative attack [13] that can be performed when access is
granted to the match scores. Specifically, given an input, a slight modification
of the input is performed. If the match score is increased the modification is
kept, otherwise the modification is discarded. The procedure is iterated until
the matching score is greater than the threshold.

e Channels interconnecting the different parts of a biometric system, like the chan-
nel between the sensor and the feature extractor, between the feature extractor and
the matcher, between the database and the matcher, and between the matcher and
the application device, can be intercepted and controlled by unauthorized people.
Among the possible attacks we can mention the:

eavesdropping attack: the act of surreptitiously listening to biometric data
transmission;

man in the middle attack: an attacker is able to manipulate the messages ex-
changed between two parties without the parties knowing that the link has been
compromised,;

brute force attack: exhaustive presentation of a large set of biometrics inputs to
the recognition system to find one that works;

replay attack;

hill climbing attack;

manipulation of match score;

manipulation of the decision: capturing and changing the value of the decision.

e Database: reading templates, modification of one or more records in the database,
replacing templates, changing links between ID and biometrics, are very threat-
ening attacks.

It is also worth pointing out that automatic biometrics-based recognition systems are
also prone to enrollment threats related to identity proofing, since forged ID cards
could be used in the enrollment stage. This could lead to having a valid enrolled
biometric but bound to a false identity. On the other hand a valid identity could be
bound to fake biometrics.

Different kind of attacks or vulnerabilities require different kind of countermea-
sures. For example liveness detection techniques could be used as countermeasure
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Table 1.1 Most feasible :
Matchin . .

system architectures for a Storing ®  Server  Client  Device  Token

biometrics-based recognition

system Server YES - - YES
Client - YES - -
Device - - YES YES
Token - - - YES

against spoofing, the hill climbing can be counteracted using encrypted channels or
matching scores coarsely quantized, eavesdropping using secure channels, and so
forth.

Furthermore some threats may be eliminated by the actual implementation of the
system. In fact, different security requirements need to be considered according to
the location where storage and matching are performed. Specifically, in [12] the dif-
ferent threats of the general architecture of a biometrics-based recognition system
shown in Fig. 1.3 are particularized to the most feasible system architectures sum-
marized in Table 1.1. Each of these architectures presents its own pros and cons. For
example the one based on the template storage on a physical token has the advantage
not to have any central storage to protect. On the contrary the architecture where the
storage is made on the server poses many security and privacy concerns for the
central database storage, although the use of centralized storage allows simplified
administration.

The use of multibiometric systems [14] can be also foreseen to increase the level
of security of biometrics-based recognition systems. In fact the increase of the num-
ber of credentials required for proper recognition can deter the spoofing attack, im-
proving the matching accuracy and increasing the population coverage. On the other
end multibiometric systems also increase the cost and the complexity of the system.

1.4 Privacy and Security

Within the biometric framework, the term “security” refers to making the data avail-
able for authorized users and protected from non-authorized users, whereas the term
“privacy” is used to limit the use of shared biometrics only to those individuals
who need to know the data and to limit it to the original purposes for which the
data have been collected in the first place in agreement with the OECD purpose
specification, use limitation, and collection limitation principles. Moreover, within
the security framework the ultimate control over the data is made by the system
owner/administrator, whereas within the biometric framework, the ultimate control
over the data is made by the individual in agreement with the OECD Individual par-
ticipation principle. Therefore privacy means something more than keeping biomet-
ric data secret. Most biometric characteristics like face images, voice, iris images,
fingerprints, gait, to cite a few, are exposed and therefore not secret, and technology
is available to covertly capture with different degrees of difficulty. As stated in [15],
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privacy and security have been treated in the recent past as requirements hindering
each other, which imply that when more emphasis is given to security, less emphasis
will be given to privacy. Moreover, since in general the public concern for security
is very high, privacy has been often penalized. However, in the recent past an always
increasing level of attention towards the problems of privacy protection has lead to
the development of techniques that allow both to enhance security and minimize
privacy invasiveness.

1.5 Privacy Enhancing Technologies: An Historical Perspective

The unauthorized access to biometric templates is among the most dangerous threats
to users’ privacy and security [16]. In fact, although it was commonly believed that
it is not possible to reconstruct the original biometric characteristics from the corre-
sponding extracted template, some concrete counter examples, which contradict this
assumption, have been provided in the recent literature as in [13] where it is shown
that the knowledge of the face biometric template and of the match score can lead
to face reconstruction and in [17] where an efficient algorithm has been proposed to
generate a fingerprint from its matching minutiae points.

Therefore, storing biometric templates would not be secure enough and in case
the template is compromised it is highly desirable to revoke or to renew it, and also
to obtain from the same biometrics different keys to access different locations, either
physical or logical, in order to avoid unauthorized tracking.

To summarize, a template protection scheme should satisfy the following prop-
erties [10]:

e Renewability: it should be possible to revoke a compromised template and reissue
a new one based on the same biometric data.

e Diversity: each template generated from a biometrics should not match with the
others previously generated from the same data. This property is needed to ensure
the user’s privacy.

e Security: it must be impossible or computationally hard to obtain the original
biometric template from the stored and secured one. This property is needed to
prevent an adversary from creating fake biometric traits from stolen templates.

e Performance: the biometric recognition error rates in terms of False Rejection
Rate or False Acceptance Rate should not degrade significantly with the introduc-
tion of a template protection scheme, with respect to an unprotected approach.

The design of a template protection scheme able to properly satisfy each of the
aforementioned properties is not a trivial task, mainly due to the unavoidable intra-
user variability shown by every biometric trait. In the recent years, many different
solutions have already been proposed for the generation of secure and renewable
templates. A variety of possible classifications for template protection algorithms
have been proposed so far and some attempts to harmonize the vocabulary have al-
ready been done [18] although a common vocabulary has not been established yet
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Fig. 1.4 Scheme of principle
of a transform-based
approach
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Original domain
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in the scientific community. In the following, among the possible classifications of
template protection algorithms, we will refer to two categories [10], namely biomet-
ric cryptosystems and feature transformation approaches.

Transformed domain

1.5.1 Features Transformations for Template Protection

In a feature transformation approach, a function dependent on some parameters,
which can be used as key, is applied either in the original biometric domain or in
the feature domain to generate either transformed biometrics or transformed feature
vectors. The matching is then performed in the transformed domain (see Fig. 1.4 for
a simple schematization). The employed function can be either invertible, resulting
in a salting approach, whose security is based on the protection of the function pa-
rameters, or non-invertible, when a one-way function is applied to the template and
it is computationally hard to invert the function even if the transformation param-
eters are known. The use of the methods belonging to the first category typically
results in low false acceptance rates, but if a user-specific key is compromised, the
user template is no longer secure due to the invertibility of the transformation. On
the contrary, when non-invertible transforms are used, even if the key is known by an
adversary, no significant information can be acquired on the template, thus obtaining
better security than the one achievable when using a salting approach. Specifically,
the security of the non-invertible transform-based schemes relies on the difficulty of
inverting the transformation to obtain the original biometric data. Moreover, differ-
ently from the cryptosystem approaches, the transformed templates can remain in
the same feature space of the original ones, being then possible to employ standard
matchers to perform recognition in the transformed domain. This allows achieving
performances similar to those of an unprotected approach. In addition to the benefits
on the performance deriving from using standard matchers in the transformed do-
main, transformation-based approaches typically result in matchings scores which
can be fused in multi-biometric approaches. Therefore, the use of transform based
approaches for template protection in multi-biometrics systems allows using either
score level fusion techniques or decision level fusion techniques [14], whereas only
the latter, less effective than the former, can be employed when biometric cryptosys-
tems are considered.
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The transformation function should be designed in order to keep the intra-class
and inter-class distances in the transformed domain similar to the corresponding
ones in the original domain in such a way to preserve the features discriminability.
Moreover the transformation should be non-invertible. Unfortunately, it is difficult
to design transformation functions which preserve both the template discriminabil-
ity and the non-invertibility properties simultaneously. Furthermore, a rigorous se-
curity analysis concerning the non-invertibility of the scheme is very difficult es-
pecially when the transformation algorithm and related keys/parameters are also
compromised. Therefore, extra care should be taken when designing and analyzing
this type of schemes.

The concept of achieving template security through the application of non-
invertible transformations has been first presented in [8], where it has been referred
to as cancelable biometrics although this expression has been later used in a more
general sense. Since then many approaches have been proposed with application to
different biometric modalities. Without any claim of completeness, some examples
follow. In [19] cancelable face biometrics are obtained by convolving the face im-
age with a two-dimensional array of random numbers, generated via a password, and
a cancelable correlation filter is designed from such “randomized” biometric signa-
ture. In [20] a geometric transform has been employed to protect minutiae templates
but obtaining a significant performance degradation. More general geometric trans-
forms, specifically, Cartesian, polar, and functional, have been later studied in [21],
where better recognition performances have been achieved, but with a very limited
amount of non-invertible data in practice. Moreover, the approaches presented in
[20] and [21] are vulnerable to a record multiplicity attack: having access to two
or more different transformed versions of the same minutiae pattern, it is possi-
ble to identify the original position of the considered minutiae [22]. A registration
free construction of cancelable fingerprint templates has also been proposed in [23].
From each detected minutia, a square patch is extracted and transformed using an
orthogonal transformation matrix. The approach presented in [23] is more robust
than the one proposed in [21], being able to withstand also a record multiplicity
attack, but it exhibits lower verification performances than the one obtained in [21].
A voice based cancelable template method has been proposed in [24], where a non
invertible transformed version of the originally acquired voiceprint is generated. The
original biometrics cannot be obtained from the template stored in the server during
enrollment, even if the keys employed for transformations are disclosed. In [25, 26],
a set of non-invertible transformations, based on the convolution operator, has been
introduced in order to generate multiple transformed versions of a template. The
framework in [25, 26], applicable in principle to any biometrics whose template can
be represented by a set of sequences, has been there applied as proof of concept
to an on-line signature recognition system, where a Hidden Markov Model based
matching strategy is employed.

It is worth pointing out that, when using templates distortions techniques, with
either invertible or non-invertible transforms, only the distorted data are stored in
the database. This implies that even if the database is compromised, in principle,
that is if the keys are unaccessible and the transformation perfectly non invertible,
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the biometric data cannot be retrieved. Moreover, different templates can be gen-
erated from the original data, simply by changing the parameters of the employed
transforms.

1.5.2 Biometric Cryptosystems for Template Protection

Biometric cryptosystems provide the means to adapt cryptographic protocols to bio-
metric data which are inherently noisy data. They can be classified into key genera-
tion schemes, where binary keys are directly created from the acquired biometrics,
and key binding schemes, which store information obtained by combining biometric
data with randomly generated keys.

The main issue affecting key generation approaches regards the possibility of cre-
ating multiple keys from the same biometrics without using any external data, and
the stability of the resulting cryptographic key. Moreover, due to the difficulties in
managing the intra-class variability of biometric data, the recognition performance
of such schemes are typically significantly lower than those of their unprotected
counterparts [27].

A key binding system can be twofold: it can be used to protect a biometric tem-
plate by means of a binary key, thus securing a biometric recognition system, or to
release a cryptographic key only when its owner presents a specific biometric trait.
In both cases a secret key, independent of the considered biometrics, is combined
during enrollment with a reference template to generate some publicly available
data, the so-called helper data, from which it should be impossible, or at least com-
putationally hard, to retrieve information about the original biometric trait or the
key. The helper data is then used in conjunction with a query biometrics during
recognition to retrieve the secret. Typically, these approaches are able to manage the
intra-user variations in biometric data by exploiting the capabilities of error correct-
ing codes. However, it is generally not possible to use sophisticated and dedicated
matchers, thus reducing the system matching accuracy.

In a key generation scenario the major design problem is related to the variability
of the biometric traits. Therefore many efforts have been devoted to obtain robust
keys from noisy biometric data. In [28] and in [29] cryptographic keys have been
generated from voice and faces respectively. Significant activity has been devoted
to the generation of keys from signature. As proposed in [30] and further detailed
in [31] a set of parametric features has been extracted from each dynamic signature
and an interval matrix has been used to store the upper and lower admitted thresh-
olds for correct recognition. A similar approach has been proposed in [32]. Both
methods provide protection for the signature templates. However, the variability of
each feature has to be made explicitly available, and both methods do not provide
template renewability. In [33] biometric secrecy preservation and renewability have
been obtained by applying random tokens, together with multiple-bit discretization
and permutation, to the function features extracted from the signatures. In [34] bio-
metric keys have been generated using a genetic selection algorithm and applied to
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on-line dynamic signature. In [35] a technique to increase the level of entropy of-
fered by a generic biometric modality has been presented. In [36] key generation for
iris biometrics has been investigated by selecting the most reliable feature of each
subject.

In a key binding scenario, among the cryptographic protocols most commonly
employed, we can mention the fuzzy commitment [37] where a secret key is chosen
by the user, encoded, and the result is XORed with the biometric template to ensure
the security and privacy of the template. More in detail the approach proposed in
[37] stems from the one described in [38], where the role of error correction codes
used within the framework of secure biometric recognition is investigated and pro-
vides better resilience to noisy biometrics. In order to cope with set of unordered
data in [39] the fuzzy vault protocol based on polynomial-based secret sharing has
been introduced. Both the fuzzy commitment and the fuzzy vault have been widely
used for biometric systems relying on different identifiers. The fuzzy commitment
scheme has been applied to ear biometrics [40], fingerprint [41, 42], 2D face [43],
3D face [44], iris [45, 46], and online signatures [47, 48] among the others. The
fuzzy vault scheme has been applied to fingerprint [49-51], signature [52], face
[53], iris [54], and palmprint [55], to cite just a few.

In [56] two primitives, namely the fuzzy extractor and the secure sketch, have
been introduced. The first extracts a uniformly random string from an input in a
error tolerant way, that is, in such a way that even if the actual input differs from
the original one, still remaining close, the string can be exactly recovered. The sec-
ond allows an exact reconstruction of the input by using some public information
extracted from it, namely the skefch, which does not reveal significant information
about the input itself, and a noisy replica of the input close enough to the original
one. Constructions and rigorous analysis have been given for three metrics: Ham-
ming distance, set difference, and edit distance. In [57] the practical issues related
to the design of a secure sketch system have been analyzed with specific applica-
tion to face biometrics. In [58] fuzzy extractors have been employed in a setting
where data obtained in enrollment and verification are stored in different represen-
tations. A proof of concept has been given with application to fingerprints. In [59]
fuzzy extractors for continuous source data have been considered and in [60] fuzzy
extractors for continuous domain with application to faces have been proposed.

In the recent years many efforts have been devoted to the analysis of the ap-
plicability of biometric cryptosystems in real life applications with respect to the
level of security and privacy that can be actually achieved. Specifically in [61] the
secrecy and privacy leakage properties in fuzzy commitment schemes have been
investigated. In [62] an empirical analysis on the security and privacy of the fuzzy
commitment scheme with application to an existing system for 3D face recognition
has been given. In [63] the cross-matching attack within the framework of the fuzzy
commitment scheme has been theoretically analyzed, the analysis has been applied
to real world datasets, and some possible countermeasures have been proposed. In
[64] the security of the fuzzy commitment has been analyzed from a practical point
of view with application to iris biometrics. Also the vulnerabilities of the fuzzy vault
have been investigated. Specifically in [65] some criteria to distinguish chaff points
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of a fuzzy vault scheme from minutiae in a fingerprint based recognition system
have been given and experimentally validated. Moreover, it has been proven that
the fuzzy vault is vulnerable to the cross-matching attack [66]: if an adversary has
access to two different vaults obtained from the same data, he can easily identify the
genuine points in the two vaults. A practical implementation of the cross-matching
attack for the fuzzy vault scheme for fingerprints has been presented in [67].

In [68] it has been shown that some implementations of the fuzzy extractor and
of the fuzzy sketch are not adequate when the same secret is employed for multiple
uses and some models and conditions that allow reusable secrets are given. Some
improved solutions are presented in [69]. In [70] it has been demonstrated that fuzzy
sketches always leak some information about their inputs and in [71] the analysis
of weather an attacker can determine whether two documents are encrypted using
the same biometrics is addressed. In [72] a theoretical framework for the analysis
of privacy and security trade-offs in secure biometric recognition systems has been
given. Specifically a comparative information-theoretic analysis of both fuzzy com-
mitment and secure sketch-based protection schemes has been provided.

In the last few years some efforts have been also devoted to the design of template
protection mechanisms for multi-biometric systems. Although the development of
the topic is still in its infancy some interesting contributions have already been pro-
posed. In [73] face and fingerprints templates have been fused at a feature level
and secured using the fuzzy commitment scheme. In [74] a multi-biometric system
based on the fusion at the feature level of fingerprints and iris and secured by us-
ing the fuzzy vault scheme has been proposed. In [75] different forms of fusion,
specifically feature, score, and decision level fusion have been investigated within
the framework of the fuzzy commitment construct. In [76] a multibiometric system
combining iris and face to obtain a long cryptographic key having high entropy has
been proposed. In [77] a feature level fusion approach for the implementation of
multibiometric cryptosystems based on the use of both the fuzzy commitment and
the fuzzy vault has been proposed. Specifically fingerprint, iris, and face have been
simultaneously employed.

1.6 Research Projects on Privacy and Security in Biometrics

The privacy and security aspects of emerging biometric identification technolo-
gies have been object of research in several funded projects worldwide. Specifi-
cally, within the framework of the European Union Framework Programs, the BITE
(Biometric Identification Technology Ethics) project [78], which ended in Febru-
ary 2007, and the HIDE (Homeland Security, Biometric Identification & Personal
Detection Ethics) project [79], which ended in 2011, focused on the ethical and
privacy issues of biometrics and personal detection technologies with specific refer-
ence to those applications which require cooperation among National and Inter-
national agencies is crucial. Moreover the project PRIME (Privacy and Identity
Management in Europe), which ended in February 2008, focused on solutions for
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privacy-enhancing identity management that supports end-users’ sovereignty over
their private sphere and enterprises’ privacy-compliant data processing. The IRISS
(Increasing Resilience in Surveillance Societies) project [80], a two year project
which started in October 2011, is aimed at investigating the development and de-
ployment of surveillance technologies and their impact on the citizen’s democratic
rights and their social and economic costs. The SurPRISE (Surveillance, Privacy and
Security) project [81], a three year project which started in February 2012, is aimed
at identifying those factors which contribute to the shaping of security technologies
as effective, non-privacy-infringing and socially legitimate security devices. Euro-
pean projects with the objective of implementing some of the discussed privacy
enhancing technology are the 3DFace [82] and the TURBINE (TrUsted Revoca-
ble Biometric IdeNtitiEs) [83] projects. The 3DFace project is a three-year project
which started in April 2006. The objective of the 3DFace project was to develop
a prototype of an automated border control biometric system incorporating privacy
enhancing technology based on 2D and 3D face images. The TURBINE project is
a three-year project which started in February 2008. Its aim was to develop inno-
vative digital identity solutions by combining secure, automatic user identification
based on electronic fingerprint authentication and reliable protection of the biomet-
rics data through privacy enhancing technology. The BEAT (Biometrics Evaluation
and Testing) project [84], a four year project which started in March 2012, aims at
proposing a framework of standard operational evaluations for biometric technolo-
gies with emphasis on the analysis of the performance of the underlying biometric
system, of the robustness to vulnerabilities such as direct (spoofing) or indirect at-
tacks, and of the strength of privacy preservation techniques. The TABULA RASA
(Trusted Biometrics under Spoofing Attacks) project [85], a 42 month project which
started in November 2011, aims at addressing some of the issues of spoofing attacks
to trusted biometric systems.

However, despite the efforts devoted in these projects, privacy and security within
biometrics still pose a wide range of challenging problems that need to be further
investigated.

1.7 Research Agenda on Privacy and Security

The design of secure and privacy compliant biometric based systems is a challeng-
ing problem which involves several disciplines ranging from legislation and ethics to
signal processing, pattern recognition, information theory and cryptography. There-
fore, although on one side the aforementioned goal is a very demanding one, on
the other side it can offer several research opportunities in heterogeneous fields of
research in which scientists necessarily need to act synergically in order to achieve
tangible results. Some examples follow.

As for the security, a system is usually referred to as a strong system when the
cost of attacks is greater than the potential advantage to the adversary. On the con-
trary, a weak system is a system for which the cost of attacks is lower than the
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corresponding potential advantage. The definition of the level of security in bio-
metric systems has been performed so far through the identification of possible at-
tacks, vulnerabilities, possible countermeasures, and a global cost analysis. It is not
straightforward to define the security which is ensured by a specific system and in
particular by a biometric system in a quantitative rather than in a qualitative way.
Therefore, major efforts need to be done towards the definition of metrics to be em-
ployed for assessing the performance of a system in terms of the level of security
achieved.

With specific reference to biometric template protection schemes, different tax-
onomies have been proposed so far, with the risk to potentially generate confusion.
Therefore a vocabulary harmonization is really needed by the scientific community.
Currently, some activities are being carried out in standardization bodies to achieve
this goal. Moreover, although several biometric template protection approaches have
been proposed in literature, still a systematization on the benchmark metrics need to
be done. It is worth pointing out that some metrics tailored to characterize specific
biometric template protection systems have already been proposed. However, their
applicability is limited to those approaches which share the same basic principles.
For example, within the fuzzy extractor and secure sketch framework introduced
in [56], the concepts of min-entropy and entropy loss related to the length of the
extracted biometric key and to the information leakage given by the public data re-
spectively are given. On the other hand, when transformation based template protec-
tion approaches are considered, different performance evaluation metrics need to be
defined. Therefore the definition of a holistic approach able to cope with the perfor-
mance assessment of a generic template protection approach would be a significant
achievement. Some preliminary attempts within this regard have been performed,
see for example [86], but a significant amount of research effort needs to be still put
in place.

In the recent past, multi-biometric systems are witnessing an always increasing
interest from the scientific community due to their intrinsic capabilities of address-
ing the universality issue better than uni-modal systems and to the increasing level
of security they can potentially achieve. However, a comprehensive analysis on the
possible additional threats, attacks, vulnerabilities, and countermeasures, specific to
multi-biometric systems still needs to be systematically carried out. Moreover, the
issue of designing template protection approaches tailored to multi-biometric sys-
tems, still in its infancy, is a fertile field of research. Also, the assessment of the
effectiveness of the aforementioned systems requires proper procedures and met-
rics, yet to be designed.

It is worth pointing out that in the past it has been given more emphasis to en-
sure security rather than designing privacy compliant systems. Only recently pri-
vacy and security have been treated as two factors to be jointly optimized and not
as two requirements hindering each other. This has lead to the need to include the
privacy requirements in the early stage design of a biometric system. Appealing re-
search topics include analyzing the privacy risks, defining the needed requirements
to guarantee individual’s privacy, developing proper best practices, architectures,
and systems with the purpose to implement the needed privacy constraints. Finally
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a testing stage to assess whether the privacy requirements have been fulfilled is re-
quired. The modeling and quantification of privacy properties such as anonymity,
unlinkability, etc. are essential steps towards the deep understanding of what is in-
tended for privacy and towards the definition of metrics which are needed to assess
the level of privacy protection provided by different biometric systems. However
privacy preservation is a multidisciplinary area of research which has relevant legal,
social, economic, political, and cultural aspects which must be understood in depth
and developed in order to design effective approaches for the protection of individ-
ual’s privacy. Therefore research expertise beyond engineering is needed in order to
tackle the privacy protection problem in biometric systems effectively.
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Chapter 2
Design Aspects of Secure Biometric Systems
and Biometrics in the Encrypted Domain

Claus Vielhauer, Jana Dittmann, and Stefan Katzenbeisser

Abstract This chapter introduces the main security requirements for the biomet-
ric processing pipeline and summarizes general design principles and approaches.
General IT security principles are reflected and selected paradigms such as template
protection by biometric hashing, fuzzy commitment schemes, and fuzzy extractors
are reviewed. Further, we discuss the design principles of biometric matching algo-
rithms that operate in the encrypted domain. The overall algorithm design, imple-
mentation, and configuration issues are summarized and discussed in an exemplary
manner for the case of face biometrics.

2.1 Security Requirements for the Biometric Processing Pipeline

Recently security has become one of the most significant and challenging problems
during the introduction of new information technology. It therefore plays an impor-
tant role for biometric systems and applications. Since digital biometric data can
easily be copied without information loss, manipulated at will or forged without no-
ticeable traces, security solutions are required to counter these threats. In order to
judge and evaluate the overall trustworthiness, security criteria need to be defined,
e.g. taken from the Europe-wide valid ITSEC catalogue of criteria [16], and applied
to biometrics.

In general we can notice a rising awareness of security for biometric solutions. In
which way security mechanisms can be applied to biometric data and their applica-
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tions needs to be analyzed individually for each application and biometric modality.
This is mainly due to the structure and complexity of biometric data as well as
the privacy requirements derived from the right of all individuals to protect person-
related data and information, as codified in data protection laws. Based on the central
issues of IT-security, this chapter introduces the most important security require-
ments, which must be fulfilled by today’s biometric systems. We first provide an
overview of the basic security requirements (also called security aspects) in gen-
eral by enumerating five generally known security aspects (confidentiality, integrity,
authenticity, non-repudiation, and availability) and proceed with a discussion of pri-
vacy issues (unlinkability, unobservability, anonymity, and pseudonymity) that are
commonly linked to biometric applications.

The security requirements of confidentiality, integrity, authenticity, non-repudia-
tion, and availability are essential for computer and network systems (see for exam-
ple [3] and [7, 27] or [20]). In the case of biometrics we consider as security target
under investigation the involved resources such as humans (subjects), entities (such
as components or processes) and biometric data (information).

Confidentiality refers to the secrecy or prohibition of unauthorized disclosure of
resources. In cases of a biometric system it mainly refers to biometric and related
authentication information, which needs to be kept secret from unauthorized enti-
ties. Confidentiality may ensure secrecy of user’s biometric data when it is captured,
transferred or stored. Particularly biometric information should only be accessible
in full quality to the person it belongs. Beside this issue, during biometric verifi-
cation or identification the accessing party needs to be restricted with appropriate
security measures. This ensures that nobody apart from the allowed parties can use
the measurement. An attack goal could be the unauthorized access to and copying of
reference data, such as fingerprints. Biometric data is highly sensitive and personal,
because any illegitimate possession and use of stolen data may lead to uncontrol-
lable subsequent illicit use. For example, a stolen fingerprint reference can be used
to construct artificial silicon fingerprints [24] for identity theft or even to lay fake
fingerprint traces by printing the fingerprint patterns with amino acids as described
in [21]. Some biometric modalities even reveal medical patterns that potentially in-
dicate diseases [15].

Integrity of a biometric system refers to the overall integrity of all resources such
as biometric and related authentication information and all software and hardware
components involved in the biometric processing pipeline. Integrity is the quality
or condition of being whole and unaltered (resource is not altered or manipulated)
and refers to its consistency, accuracy, and correctness. Security measures offer-
ing integrity usually ensure that modifications are detectable. Different integrity de-
grees such as low, middle, high can be defined, see for example the International
Electrotechnical Commission safety standard IEC-Standard 61508 (see the website
http://www.iec.ch, 2011). Appropriate levels need to be defined and integrity poli-
cies for the overall system design, implementation, and configurations need to be
imposed. For a biometric system the integrity should be defined as “high” for all
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components, which means that any malicious manipulations during operation and
storage should be avoided or at least detected including its notification and correc-
tion.

Authenticity: two aspects of authenticity play an important role in a biometric sys-
tem, namely entity authenticity and data origin authenticity:

e Entity authenticity ensures that all entities involved in the overall processing are
the ones they claim to be. For example, humans need to be correctly identified
as originator or system entities such as sensors or processes need to be identified
as sender or receiver. Here for example the following threat occurs: an attacker
can try to gain unauthorized access, without possessing copies of biometric refer-
ence data. Obviously, the security risk in this case is entity authenticity of legiti-
mate users of a biometric system. This category has apparently attracted most sci-
entific and non-scientific work recently, with numerous publications addressing
techniques to attack biometric authentication systems without any or with little
knowledge about the original biometric trait of the subject under attack. Recent
works in this domain include, for example, reverse engineering and hill-climbing
attacks to handwriting modality attacks, see for example [13] and [22].

e Data origin authenticity ensures the origin, genuineness, originality, truth, and re-
alness of data. For example, for biometric data captured with sensor devices, data
origin authenticity ensures that the captured data comes from a genuine sensor
and is not spoofed from a previous recording.

Non-repudiation involves an identification of involved parties such as entities and
used components, and binds all actions to these parties. It either proves that the in-
volved parties performed a certain action or that an event occurred. Furthermore,
this fact can be proven to third parties. For example an event or action can be the
biometric identification or verification of humans including the used system enti-
ties and components, the capturing and sampling of biometric traits, the creation or
generation and sending of a derived message, the receipt of this message and the
submission or transport of this message. Non-repudiation also can refer to so-called
accountability ensuring that, for example, a sender of biometric information and re-
cipients of this information cannot successfully deny having sent or received biomet-
ric information. With respect to third parties, legal enforceability can be achieved,
ensuring that a user can be held liable to fulfill his or her legal responsibilities.

Availability: a resource has the property of availability with respect to a set of enti-
ties if all members of the set can access the resource. A further aspect is the so-called
reachability to ensure that an entity such as a human or a system process either can
or cannot be contacted, depending on user interests. Attackers might be interested
to set the system in an inoperable state for rightful users, thus preventing them from
using authenticated applications and services. Such attacks clearly target the avail-
ability and represent a Denial-of-Service (DoS) attack variant to biometric systems,
in analogy to DoS attacks to other IT systems such as Web applications.
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Due to the private nature of biometrics, besides the classical five security aspects
from common IT security definitions discussed before, additional privacy require-
ments become important especially if the biometric data is associated to a certain
situation, place, belief, action, and so on. Privacy summarizes the ability of a human
to determine and control her- or himself which personal information is revealed
during data collection, usage, storage, modification, transfer, and deletion. The clas-
sification into personal relevant information depends often on society, culture and
individual preferences and is subject to change. Therefore subjects have the right
to request corrections, locking or deletion. Sometimes privacy is related to confi-
dentiality and anonymity to describe that the information is personally sensitive and
should not be attributed to a specific person. However, privacy itself is much broader
than confidentiality and anonymity and covers all security aspects mentioned in-
cluding the concepts of appropriate usage with transparent rules for each individual,
minimal principle, and appropriation as well as protection and deletion strategies.

With respect to user privacy, confidentiality, and entity authenticity of the user
(human) during his or her actions, further security requirements (such as anonymity,
unobservability, unlinkability, and pseudonymity) can be defined, see also the ter-
minology in [17] and [29]: Here we understand anonymity as the state of being not
identifiable and therefore indistinguishable within a set of subjects, the so-called
anonymity set. It can also be seen as unknown authorship or origin, lacking individ-
uality, distinction, or recognizability within the anonymity set by reducing the like-
lihood to be identified as originator. The definition can, of course, be also applied
to the recipients and the overall communication. Anonymity does not mean that a
person cannot be identified, rather that he is indistinguishable within some partic-
ular group. In the literature [31], so-called degrees of anonymity are defined such
as provably exposed, exposed, possible innocence, probable innocence, beyond sus-
picion, and absolute privacy. Applied to biometric systems these different degrees
can be used to describe and provide anonymity properties to the users involved and
further to select appropriate security mechanisms.

Unobservability covers the infeasibility of observation of a resource and service
usage by humans or entities (parties). Parties not involved should not be able to
observe the participation, such as the act of sending or receiving of messages (state
of being indistinguishable). From the summary of [29] and [30], unobservability
covers undetectability against all subjects uninvolved and anonymity even against
the other subject(s) involved.

Unlinkability addresses the relation between two or more humans and entities
(e.g., subjects, messages, events, actions). In an unlinkable biometric system it
should not be possible to derive any further information on the relation between two
entities than is available through a-priori knowledge, see further discussions in [29].

Pseudonyms (also called Nyms in its shortened form) are identifiers that cannot
with confidence be associated with any particular human or entity. This is achieved
by a mapping between real identities and fictitious identities. Re-identification is
only possible by knowing the mapping function. More details about pseudonymity
with respect to accountability and authorization can be found in [29].

In the following we sketch which of the five security aspects and the discussed
privacy issues are particularly important in the biometric processing pipeline. Here
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Fig. 2.1 Biometric authentication pipeline as a signal processing and pattern recognition model
[37]

we consider the biometric systems as a generalized chain of signal processing and
pattern recognition primitives, as suggested by [37]. This idea is motivated by the
fact that the origin of any biometric recognition process is the collection of physi-
cal phenomena by means of a sensor (data acquisition), resulting in some form of
electronic measurement. This initial process is followed by analog-digital (A/D)
conversion and subsequent digital signal processing steps for conditioning (pre-
processing) of the raw data. From the pre-processed data, characteristics are de-
termined by feature extraction and finally, the authentication is performed by com-
parison of the extracted features to stored references through some classification
method. Figure 2.1 from [37] illustrates this model for biometric authentication.

The following figures briefly illustrate, based this the model-oriented view, the
impact of the above mentioned security and privacy aspects on the biometric pro-
cessing pipeline.

As seen in Fig. 2.2, in each step itself and in the communication between the
steps of the biometric pipeline, authenticity of all entities such as the subject and
all processing parties including all running processes, data authenticity and data
integrity needs to be ensured. Furthermore for the reference storage, it needs to be
ensured that the reference storage in its hardware and software itself and all related
application processes are authentic and integer (e.g. not spoofed or manipulated
entities) as well as the stored data has authenticity and integrity (e.g. is not spoofed
or manipulated). Two examples should illustrate the protection goals:

(a) During acquisition it needs to be ensured that the data comes from a human and
is captured by a sensor with genuine hardware and software (otherwise a replay
of recorded human traits cannot be prevented).

(b) Furthermore after data acquisition, all subsequent processing steps need to be
checked for entity authenticity, data authenticity and integrity to avoid that e.g.
malicious software is injected and can manipulate the overall processing steps.

The security aspect of confidentiality (see Fig. 2.3) plays an important role when
data is acquired and further processed; it needs to be ensured in each step of the pro-
cessing pipeline, for the communication of all processes (inter-process communica-
tion) and in the reference storage. As person related data is usually involved, privacy
requirements such as anonymity or pseudonymity, unobservability, and unlinkability
become important (see also Fig. 2.3). Privacy is hereby a mandatory aspect derived
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from related privacy laws of the. For an anonymous, unobserved or unlikable com-
munication, specific protocols needs to be used in all actions performed in each step
and between steps of the pipeline.

If biometric systems are used to ensure a certain provable service or action,
then usually non-repudiation plays an important role and needs to be ensured from
the subject of investigation (non-repudiation of the subject presence and actions it-
self) through and between all steps (with non-repudiations of sensor presence and
all related processes, as well as of all actions and processes of and between pre-
processing, feature extraction, comparison and classification, storage) in the bio-
metric pipeline including the reference storage (see Fig. 2.4). Availability aspects
include the availability of the subjects and the required traits, the corresponding
sensor technology, and the availability of all processes and building blocks of the
biometric pipeline, including the storage of references (see also Fig. 2.4).

2.2 Summary of General Design Principles and Approaches

In this section we start with a brief summary of terminology and a definition of risk
as well as basic design principles known for example from discussions in [2] for a
biometric system derived from overall IT security principles. We further briefly in-
troduce exemplary organizational and technical security measures and mechanisms.
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Furthermore selected measures and mechanisms specifically tailored towards bio-
metric measurements are summarized.

Regarding terminology, security aspects (requirements) are met by security mea-
sures, and security measures consist of several security mechanisms and security
services (sometimes also called methods of defense). The goal is to prevent, detect
or recover from a malicious incident that violates security. From [2], prevention in-
volves that the implemented mechanisms cannot be overridden by users and can
be trusted to be implemented in correct and unalterable ways. In particular, detec-
tion tries to determine that a malicious incident is under way (or has occurred) and
provides mechanisms to report it. Recovery resumes correct operation either after a
malicious incident or even while a malicious incident is under way.

From an abstract point of view, the risk of a malicious incident depends mainly
on the expected loss (vulnerabilities) and the probability of occurrence of the in-
cidents. For a biometric system it is therefore important to reduce the number of
vulnerabilities and potential threats by performing an adequate risk management.
To avoid inherent vulnerabilities, biometric systems should be designed based on
the common rules of simplicity (make design and interactions easy so that its se-
curity can be evaluated) and restrictions (minimize the power of entities, “Need To
Know” principle and compartmentalization). Further design principles can be found
in [3] and [33] such as the principle of least privilege, principle of fail-safe (secure)
defaults, principle of economy of mechanism, principle of complete mediation, prin-
ciple of open design, principle of separation of privilege, principle of least common
mechanism, and principle of psychological acceptability.

We distinguish between organizational and technical measures and mechanisms.
For a biometric system, organizational aspects should be defined a priori in terms of
security policies, i.e., statements of what is, and is not, allowed. Policies can be ex-
pressed mathematically or in natural language as a list of allowed and non-allowed
actions, also including the required non-technical or technical security mechanisms
of enforcing the described security policy. If several policies exist, the policies need
to be combined by composition. Attention needs to be paid to policy conflicts, as
discrepancies may create subtle security vulnerabilities. Therefore policy composi-
tion requires checking and resolving for inconsistencies among policies.

In the following we give examples of technical security measures [7], which can
be divided further in active and passive approaches, transforming the overall security
target with or without changes. For example, general methods for data authentica-
tion to ensure data origin authenticity and/or data integrity can be applied a priori
by actively introducing authenticity or integrity labels, e.g. by watermarking. This
label changes the original target and allows tracing and verifying either or both se-
curity properties integrity or authenticity. Different design strategies such as robust
and fragile watermark patterns are know today to describe the level of authentic-
ity or integrity of multimedia data, which can be potentially applied to biometric
data as well. These concepts are based on the assumption that (at least) two parties
are involved in the authentication process: at the origin, an entity who performs the
transformation of the data and communicates it to a set of receivers. At the recipi-
ent side, (at least) one verifier inspects the received data and checks its authenticity
and/or integrity.
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For example, by embedding a label, known to the verifier and a secret symmetric
key, mutually shared between the origin entity and the verifier, data origin authen-
ticity verification can be achieved in the following way:

e The origin entity embeds a label in a key-dependent manner using some water-
marking algorithm and the shared key into the biometric data and subsequently
communicates it,

e The verifier receives the biometric data and attempts to retrieve the known la-
bel using the shared key. If retrieved successfully, the verifier can assume origin
authenticity; if not, authenticity is not ensured.

Additional aspects for the application of watermarking to biometric data are ro-
bustness, i.e. the possibility to perform authentication even after transformations
such as image processing (e.g. cropping/scaling/compression), and/or integrity ver-
ification by so-called fragile watermarks. The latter kind of watermarks is designed
in such way that even minor modifications of the cover media lead to dissolving
of the embedded label, indicating any kind of modification to the verifier. For fur-
ther details on the concept of using watermarking for authentication and integrity
verification, see for example [7] or [6].

In comparison to active changes of the target, passive cryptography transforms
the target without changing the target at the recipient side itself (encryption func-
tions ensure confidentiality) or transforms and compresses the target from arbitrary
length to a fixed length as one way function (hashing). Cryptography can be used
to ensure the security aspects summarized in Fig. 2.2 for integrity and authenticity
and Fig. 2.3 for confidentiality in this chapter. As commonly known, see for ex-
ample in [2], encryption is in general the process of transforming data to conceal
content without concealing the existence of data, i.e. the transformed data is visible
but cannot be understood. It is implemented by use of cryptosystems consisting of
a set of (keyed) invertible functions. Private-key cryptosystems use shared secret
keys, whereas public-key cryptosystems make use of pairs of a public and private
key, where the public key is used for encryption and the secret key for decryption.
An authentic link between the public key and its owner with the corresponding se-
cret key is needed to achieve the overall security goals. Such a link is provided by
so-called public-key certificates issued by a so-called Trust Center (TC), as summa-
rized for example in [7]. Thereby trust centers authenticate the link of users (also
our users of the biometric system) to their public keys by means of certificates and
provide further services like non-repudiation (such as summarized in Fig. 2.4 in this
chapter), revocation handling, timestamping, auditing, and directory service.

Besides ensuring confidentiality with symmetric or asymmetric encryption
schemes, cryptography as a priori passive protection helps to ensure integrity by
means of cryptographic hash functions (as verifiable code). As stated before, hash
functions are functions that transform input data of arbitrary length into output data
of fixed length, preserving the following properties as commonly known, see also
for example in [2]:

e Reproducibility: for any two identical input data, the hash functions outputs iden-
tical values.
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e Collision Resistance: for any two different input data, it is very unlikely for the
function to produce identical values.

e Irreversibility: it is computationally very hard to reproduce original input to any
given output.

e Bit-Sensitivity: Minor changes in input data (e.g. single bit flipping) cause severe
changes in the output.

Given these properties, hash functions provide building blocks for preservation
of integrity in systems, by attaching reference hash value to targets as known and
widely applied, see also in [2]. Any malicious or non-malicious change during pro-
cessing or communication can then be detected by re-calculating the hash values at
the end of the process pipeline and comparing it to the reference values. Further,
hash functions can be applied to achieve authenticity by introducing the knowledge
of keys and binding of hash function to keys (then called Message Authentication
Codes, MAC) or symmetric ciphers with symmetric keys or asymmetric ciphers as
digital signatures with private and corresponding public keys.

Finally, as widely known, cryptographic hash functions can be useful to preserve
confidentiality of reference data in authentication applications. Password-based au-
thentication, for example, requires the comparison of a reference password with an
actual one during every login. For security reasons, it is unwise to store such refer-
ence passwords in clear text (as a potential intruder could get hold of all passwords
of all users). To overcome this problem, passwords (extended by other data) are gen-
erally transformed by hash functions prior to storage and comparison during login
takes place in the transformed, hash domain.

In summary, cryptographic methods can be used for the following purposes in
system design:

e Data Confidentiality: symmetric/asymmetric encryption

e Data Integrity and Reference Data Confidentiality: hash functions

e Data origin authenticity: symmetric key encryption

e Data origin authenticity and Data integrity: MAC (hash functions using symmet-
ric keys), Digital Signatures (hash functions plus asymmetric keys)

However, as we discuss further on in this chapter, there are specific requirements
to biometric systems, which may limit the usefulness of cryptographic schemes.
For example, cryptographic hash functions commonly cannot be used for reference
data protection, due to the intra-class variability of biometric data (which obviously
stands in conflict to the property of bit-sensitivity).

In the biometric domain, the need for specific methods and designs towards in-
creased security of biometric systems has been recognized and addressed by several
new concepts. Specific key problems here address all security aspects of biometric
reference data, as discussed in this section. Generally, as can be seen from the variety
of approaches found in the literature, the methods can be categorized in two classes:
Template Protection methods focus on securing biometric reference data and often
suggest transformations of biometric data in such way that it is made unusable in
case of theft by potential intruders. This includes aspects such as non-reversibility,
cancelation, and renewal of template information. Crypto-Biometrics aspires to inte-
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grate biometric data and cryptographic functions, for example by derivation of cryp-
tographic keys from biometrics. In the following, we briefly outline some concepts;
in the subsequent section, we focus on one additional concept (Biometrics in the en-
crypted domain) in more detail and give a description based on a practical example.

Template Protection by Transformation: the goal here is to maintain confiden-
tiality of biometric references (templates), by applying techniques to avoid the ne-
cessity of keeping original biometric in the Reference Storage (see Fig. 2.1). Rather
than original biometric data, only selected features from the reference samples are
stored during enrollment. These features need to be selected in such way that recon-
struction of original data from them is next to impossible. For example, a signature
verification system could store significant statistical properties of reference signa-
tures, such as writing duration and velocity, number of pen lifts, aspect ratio etc. dur-
ing enrollment. Provided that these features possess sufficient discriminatory power,
it will be sufficient, for a later verification, to calculate the same features from ev-
ery newly acquired sample and compare them to the stored values. However, it will
be hard for an attacker to reconstruct the original data given the template. Gener-
ally speaking, this protection scheme is based on non-reversible transformations of
biometric raw data during enrollment and authentication. Selected early examples
for such transformations are Biometric key generation from speech [25], Biomet-
ric Hashes for handwriting [38] and [37], Fuzzy Commitments [18] and Secure
Sketches [8] and [34]; meanwhile numerous additional approaches for literally all
biometric modalities have been suggested. A review of additional related concepts
from the literature is provided in [19].

Note that typically, these concepts are purely transformations by means of trans-
form function and optionally some additional public information (for example de-
noted as helper data). They do not consider any dependency on additional creden-
tials such as keys or other secrets. Typically, these protection schemes assume that
transformation takes place within a protected process of the biometrics processing
chain (e.g. as part of feature extraction) prior to reference storage or comparison, but
also concepts for on-device transformations have been suggested [23]. The analy-
sis of the non-reversibility property of the transformation function, i.e. attempts of
generating sets artificial biometric raw data raw from transformed templates, lead-
ing to close matches these templates, is a relatively recent area of interest related to
Transformation techniques, see for example [14, 22] and [26].

Cancelable Biometrics: the goal of cancelable biometrics is to provide means to
make biometric references unusable, even after data theft occurred. Cancelation can
be performed either alone by the owner or system operator, respectively, or as a joint
operation. Most concepts suggested for Cancelable Biometrics are based on the prin-
ciple to link fuzzy biometric data, sometimes along with some public helper data, to
secret information, in order to from some authentication information. Only if both
secret knowledge and biometric information are present, the biometric matching can
be performed. For cancelation, principals need to withdraw, i.e. “forget” their secret
knowledge parts. Such concepts are also often referred to as Revocable Biometrics,
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for the case when cancelation is initiated solely by the users. Examples of methods
from the variety include Fuzzy Extractors [8], anonymous, and cancelable finger-
print biometrics [4] and application of BioHash for cancelable biometrics [35].

Renewable Biometrics: there are two main reasons for the necessity of Renewable
Biometrics: Firstly, since biometric properties are subject to biological and mechan-
ical changes (e.g. aging, injuries), the accuracy of biometric authentication may
decrease over time. Particularly for behavioral biometrics such as speech or hand-
writing, it is quite obvious that aging impacts the way people speak or write. Similar
observations can be made for physiological traits such as face. From the perspective
of biometric systems, this observation leads to the tendency of potential increase of
false non-matches, i.e. legitimate users of biometric systems are more frequently re-
jected. This effect is commonly referred and has been addressed in research, see for
example [5] and [12]. Secondly, compromised or stolen Biometric data are problems
for biometric systems. Once any original biometric raw data has been compromised,
it may be potentially used for replay attacks. For example, it has been shown that
gummy fingerprints can be produced from digital fingerprint images and used gain
illegitimate authentication by fingerprint systems [24].

For both reasons, it may be desirable to renew biometric reference data: one goal
is to maintain the recognition performance for individual subjects over time of oper-
ation of biometric systems, by frequently updating reference data. The second aim
is to be able to replace compromised biometric data in such ways that after renewal
any attacker in possession of stolen biometric references is unable to achieve illegiti-
mate access, while the owner of the stolen data (victim) can still be authenticated. In
this sense, Renewable Biometrics can be seen as a derivative of Cancelable Biomet-
rics with an additional requirement for re-enrollment. In order to renew biometric
references for any given user, the biometric system will cancel the previous refer-
ence and, in a second step, acquire a new biometric reference from the user. This
concept obviously implies that the newly acquired sample needs to be considerably
different from the previously canceled one in such way that the compromised data
cannot be misused for false authentication. This can be achieved for example by us-
ing a different finger in physiological biometrics, different writing or speech content
in behavioral systems or by simply involving a new secret in systems that combine
secret knowledge and biometric information. Consequently, potentially all concepts
for cancelable biometrics, which are based on withdrawal of secret information, ap-
pear particularly appropriate for renewable biometrics.

Encrypted Biometrics: in this scenario, protection of biometric data is ensured by
encryption of sensitive data using cryptographic encryption and decryption func-
tions and keys. Access to biometric information thus is only possible for entities in
possession of the appropriate key. In general, protection can be applied straightfor-
ward to biometric systems, e.g. by cryptographically protecting all communication
channels and storage components of the biometric pipeline, as suggested earlier in
this chapter. However, usually any data processing (such as feature extraction or
comparison) is performed in clear text domain, requiring decryption of data at run
time; an alternative solution is described in the next section.
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Table 2.1 Summary of main security concepts and their properties towards security of biometric
systems with respect to reference data

Security concept Key properties

Template protection Non-reversible transformations on original data
by transformation Optionally additional public helper data for the transforms

Maintaining some similarity or identity property in the transformed
domain

Authentication by comparison in transformed domain, without
necessity of processing sensitive biometric raw data

Cancelable biometrics Means to make biometric references unusable after data theft
Cancelation alone by the owner, system operator or jointly

Mostly based on link fuzzy biometric data in combination with
secret information

Special case: Revocable Biometrics, when cancelation process is
initiated solely by users

Renewable biometrics See Cancelable Biometrics

In addition: replacement of compromised biometric data, i.e.
attacker is unable to achieve access, while owner can still be
authenticated after replacement

Encrypted biometrics Use of using cryptographic encryption and decryption for
protection of biometric data

Biometric data/signal processing requires prior decryption

Biometric key Controlled access to a key management system by means of
management biometrics

User-related keys are released upon successful biometric
authentication from trusted systems

No intrinsic binding between keys and biometrics

Biometric Key Management: methods in the domain of biometric key management
are based on controlled access to a key management system by means of biometric
user authentication, as discussed for example in [36]. User-related keys are stored in
protected and trusted system environments and keys are only released after success-
ful biometric authentication. This concept can be categorized as Crypto-Biometrics,
although in a narrow sense, it is not related to the security of biometric systems
themselves, as no intrinsic binding between the keys and biometric data exists.

To summarize common security principles specific for biometrics, Table 2.1 pro-
vides an selected overview of the security concepts discussed in this section, along
with their key properties. In summary, it can be stated that cryptographic methods
are important building blocks to secure biometric systems and should be imple-
mented throughout the biometric processing pipeline. However, the methods dis-
cussed above come to a limit whenever the processing of biometric data requires
availability of the original biometric data in the clear. To overcome this problem,
biometric matching “in the encrypted domain” can be applied.
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2.3 Biometrics in the Encrypted Domain

All approaches that match a newly measured biometry against a protected template
are only able to provide security of templates while they are stored in a database or
on a server, and make the assumption that the matching process itself is performed in
a secure environment (such as on a trusted server or directly on a smart card). This
is important since the device that performs the matching operation has access to
the newly collected biometrics in the clear. In some applications this assumption is
questionable. Consider, for example, an authentication scenario, where a biometric
measurement is obtained by a client device, which submits the measurement (or a
template derived thereof) to an authentication server that performs matching against
a large set of templates in a database. In case the server is compromised (for example
through malware), it can collect biometric templates of all clients who request an
authentication. In order to avoid this leak, biometric verification can be performed
in such a way that a protected template is matched against an encrypted biometric
measurement—we speak of matching in the encrypted domain.

The overall design of a system that performs matching in the encrypted domain
consists of a client and a server; the client has access to a new biometric measure-
ment, and the server wants to match this measurement against a set of templates.
Depending on the application scenario, these templates can either be stored in the
clear or in protected/encrypted form. The former case is, for instance, applicable
to surveillance scenarios, where a large number of people are matched against a
small list of known suspects, and where the privacy of all checked people should be
protected. The latter case is relevant for authentication scenarios, where biometric
templates stored at the server need to be protected against misuse, such as iden-
tity theft or cross-matching. We can also distinguish between scenarios where the
matching result is available to the server or the client. The former is relevant in au-
thentication scenarios, whereas the latter can be of interest in applications that use
biometric services on a large scale and where cross-matching between individual
service requests should be prohibited (such as a service that matches surveillance
images against a small set of “suspects”).

In both cases techniques of signal processing in the encrypted domain [9] can be
applied, which provides methods to manipulate signals that are encrypted through
semantically secure homomorphic encryption schemes. Using this specific class of
encryption schemes, algebraic operations can be performed on ciphertexts without
decryption: more precisely, for additively homomorphic encryption schemes, an en-
cryption [x + y] of a sum can be computed from encryptions [x] and [y] of the indi-
vidual terms (we use square brackets to denote encryptions), without knowledge of
the secret cryptographic key in use and without learning the result or the two factors
in the clear. Since multiplication with a constant can be seen as a repeated addition,
an encryption [x] can also be multiplied by a constant a available in the clear to
obtain an encryption of [ax], again without learning the value of x. Thus, linear op-
erations can directly be performed on ciphertexts without decryption. More complex
operations (such as multiplications of two encrypted values or equality tests) can be
implemented by adopting concepts from secure-two-party computation, which pro-
vides interactive protocols between a party that performs the computations and a
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party that has access to the secret key. Still, the protocols are designed in such a way
that both parties do not gain information on the data they operate on; details on the
utilized protocols can be found in [9].

Note again that most protocols used to compute with encrypted values require in-
teraction. Due to the employed homomorphic encryption scheme, the communica-
tion overhead can be substantial: if instantiated with the common Paillier encryption
scheme, every ciphertext will require 2048 bits or more to obtain security compara-
ble to state-of-the-art RSA. Thus, there may be a significant communication over-
head compared to a biometric matching process implementation in the plain; this
is particularly pronounced in case a biometric signal (such as an image or a time
series of measurements) needs to be encrypted sample by sample: each encrypted
sample may then take thousands of bits instead of just a few. This drawback can be
mitigated by “packing” several samples into one encryption [1].

We illustrate the concept of matching biometrics in the encrypted domain by
the example of a face recognition service [10]. Suppose that a client (Alice) and a
server (Bob) jointly want to execute a standard biometric face recognition algorithm
in a privacy-friendly manner. In this scenario, Alice owns a face image, while Bob
owns a database containing a collection of face images (or corresponding feature
vectors) from individuals. Both parties are interested in running a face recognition
algorithm in order to determine whether the picture owned by Alice shows a person
whose biometric data is in Bob’s database. While it is acceptable that Alice learns
the basic setup of the face recognition algorithm (i.e., the algorithm employed as
well as some parameters of the matching process), the content of Bob’s database is
considered private data that he is not willing to reveal. Alice trusts Bob to execute
the face recognition algorithm correctly, but is neither willing to share the image
nor the detection result with Bob. This ensures that Bob, who does the biometric
matching, cannot relate subsequent matching results, as he cannot see which person
was identified on the image. After termination of the protocol, Alice will only learn
if a match occurred or, alternatively, the identity of the matched person. The full
protocol can be found in [9]. Subsequent research considered optimizations of both
cryptographic protocols in use in “private face recognition” as well as the basic face
recognition algorithm [28, 32].

As example, we provide some details on [9], which considered private face recog-
nition based on the Eigenface recognition algorithm, where face images are repre-
sented as vectors in a subspace, which is determined by Principal Component Anal-
ysis of training images. Before the protocol starts, Alice generates a public/private
key pair of a homomorphic encryption algorithm (such as Paillier); the public key is
distributed between both parties, while the private key is kept secret by Alice. Alice
furthermore possesses an input image as private data, which shows a face that she
wants to identify with help of Bob. On the other hand, Bob knows all data computed
during the enrollment process: the basis vectors of the face space and biometric
templates of all enrolled people (images projected onto the face space).

When describing the protocol we make the design decision of not publishing the
face space basis vectors. This is due to the fact that these vectors inevitably leak
some information on the training or enrollment images used to derive them. Since it
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Fig. 2.5 Schematic description of face recognition in the encrypted domain

is difficult to quantify this potential information leak, we consider the basis vectors
private to the server; this ensures that no information on the training data is leaked to
the client. If the basis vectors are computed from a public source of face images (and
are independent of enrollment data), the protocol can be simplified by publishing the
basis vectors, see below.

In order to jointly run the algorithm, all steps of the face recognition system must
be performed securely “under encryption” (see Fig. 2.5):

e Projection: In a first step, the input image is encrypted pixel-by-pixel by Alice
and sent over to Bob, who has to project the image onto the face space. Since
Bob has access to the basis vectors of the face space in the clear, and projection is
a linear operation, he can directly compute (by use of the homomorphic properties
of the encryption scheme) an encryption of the biometric template of the face to
be recognized.

If we assume that the basis vectors of the face space are independent of the
enrollment data, we can drastically simplify this step: Alice herself can project the
face image onto the publicly available basis vectors, encrypt the result and send
it to Bob. This saves both computation (since each operation on encrypted values
corresponds to an operation in a finite ring) and communication (transmitting the
encrypted face image pixel-by-pixel is rather costly compared to the transmission
of the encrypted template).

e Distance computation: Subsequently, Alice and Bob jointly compute encrypted
distances between the encrypted face template obtained in the first step and all
templates stored in the database by Bob. Since computing the (squared) Euclidean
distance between two vectors is not a linear operation, this step requires interac-
tion between Alice and Bob. In particular, one requires to compute the square of
an encrypted number, which cannot be done by homomorphic encryption alone.
For this purpose, they can run a small two-party protocol.

e Match finding: After the second step is finished, Bob has access to encryptions
containing distances between the newly obtained biometrics and all templates of
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the database. As a third step, both parties have to pick the encryption that con-
tains the smallest distance, and compare this against the threshold. If the smallest
encrypted distance is smaller than the threshold, a match is achieved.

Technically, this step can be performed by repeatedly running cryptographic pro-
tocols for solving Yao’s millionaire’s problem (see Sect. 5 of [9]), which allows
picking the minimum of two encrypted values. Given the set of encrypted distances,
the protocol is run iteratively: during each iteration two distances are compared
and the smaller distance is retained (in a way that the server does not “see” which
encryption is kept, this can be realized by re-randomizing the encryption). This pro-
cess is iterated until only one distance is left. Finally, this distance is (again using
the protocol to solve Yao’s Millionaire problem) compared to the threshold, and
the encrypted binary answer is sent to the client, who can decrypt and interpret the
result.

This way, the client learns the result of the matching process, while the server is
completely oblivious about the computations: he does not obtain the input values,
the output values or intermediate values during computation. The price to pay is a
higher computation and communication effort.

The solution sketched above works in a scenario where the server (Bob) has ac-
cess to all templates in the clear. However, in situations where the actual templates
should be hidden from the server, signal processing in the encrypted domain can be
applied as well. To this end, template protection can be combined with encrypted
processing in a way that the server matches an encrypted newly measured biometric
against a set of encrypted templates in an interactive fashion. Details of the con-
struction can be found in [11].

2.4 Conclusions

In this chapter we discussed the basic security requirements of biometric identifica-
tion. We showed that security considerations must be an integral part of the entire
biometric processing pipeline, starting from the acquisition of the biometric through
a sensor down to the comparison with stored templates. Furthermore we showed
that biometric matching “under encryption” is possible so that the party that does
the computation does not learn the biometrics or the matching result. This enables
implementation of biometric technologies even on hostile or untrusted devices.
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Chapter 3
Beyond PKI: The Biocryptographic Key
Infrastructure

Walter J. Scheirer, William Bishop, and Terrance E. Boult

Abstract Public Key Infrastructure is a widely deployed security technology for
handling key distribution and validation in computer security. Despite PKI’s popu-
larity as a security solution, Phishing and other Man-in-the-Middle related attacks
are accomplished with ease throughout our computer networks. The major problems
with PKI come down to trust, and largely, how much faith we must place in crypto-
graphic keys alone to establish authenticity and identity. In this chapter, we look at
a novel biometric solution that mitigates this problem at both the user and certificate
authority levels. More importantly, we analyze the problem of applying unprotected
biometric features directly into PKI, and propose the integration of a secure, revoca-
ble biometric template protection technology that supports transactional key release.
A detailed explanation of this new Biocryptographic Key Infrastructure is provided,
including composition, enrollment, authentication, and revocation details. The BKI
provides a new paradigm for blending elements of physical and virtual security to
address network attacks that more conventional approaches have not been able to
stop.

3.1 Introduction

To motivate the contribution of this paper, we first turn to the technology that un-
derpins the problem. Public Key Infrastructure (PKI) [1, 10, 11, 31] has been a
popular, yet often maligned technology since its widespread adoption in the 1990s.
PKI (Fig. 3.1) is the infrastructure for handling the complete management of digital
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Fig. 3.1 An overview of Public Key Infrastructure. A website owner, Alice, wants to obtain a
digital certificate for her web store. She applies to a Registration Authority (RA) with her public
key for the certificate. The RA confirms Alice’s identity, and then contacts the Certificate Authority
(CA), which issues the certificate. With a valid certificate, Alice can now digitally sign off on
contracts involving her web store. Alice’s identity can be confirmed when visitors to her web store
present her certificate to a Validation Authority (VA), which receives information about issued
certificates from the CA

certificates (x.509 compliant), which contain a piece of trusted information: a pub-
lic key. PKI attempts to solve an important problem in key management—namely,
how can Alice verify that Bob’s public key is really Bob’s? Addressing this prob-
lem remains a paramount concern, as the Internet has experienced an explosion of
successful Phishing and other Man-in-the-Middle attacks in recent years. Users of
networks, both those well-informed and those blissfully ignorant of security pro-
tocols, routinely ignore security provisions put into place by PKI to guard them
against such attacks (how often have you blindly clicked through a browser certifi-
cate warning?). Sadly, providers of information security services are also to blame,
by providing PKI as a catch-all security solution, and ignoring its limitations.

The problems with PKI [16, 17] are well-known, and have remained mostly un-
solved thus far. Ellison and Schneier [15] specifically highlight a series of identity
related PKI risks by asking the following questions:

‘Who do we trust, and what for?

Who is using my key?

Is a name a unique identifier?

Is the user part of the security design?

How did the CA identify the certificate holder?

AR A
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Fig. 3.2 The chosen-prefix collision attack of [37]. A malicious attacker, Mallory, wishes to de-
ploy a rogue website that after a redirect attack will look identical to a legitimate online retailer,
with valid certificates. To accomplish this, she requests a legitimate website certificate from a real
CA (cert. in upper right of the diagram). Mallory crafts a rogue CA certificate (light gray cert. in
the diagram) by copying the signature from her legitimate website certificate to an illegitimate CA
certificate. She is able to do this by creating a CA certificate that will collide with the legitimate
signature when the same hash function is applied. Mallory can now create a rogue website certifi-
cate (dark gray cert. in the diagram) that bears the online retailer’s identity, but contains a different
public key and is signed by the rogue CA. When Bob is redirected to the rogue website, he can
successfully validate in sequence the rogue website’s certificate, the rogue CA’s certificate and the
real CA’s root certificate. The transaction will appear to be legitimate
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The overarching criticism stems back to the notion of trust in a PKI system—why
would we place any trust in a system with entities (both certificate authorities and
users) signifying their identities with only randomly generated keys? A practical and
recent attack [36, 37] highlights the ease with which a rogue certificate authority
can be established, using an MD5 hash collision attack against the digital signatures
used for certificate validation (illustrated in Fig. 3.2). With all trust being placed in
digital signatures, presumedly derived from legitimate keys, there is no way to tell
the difference between a Man-in-the-Middle and a legitimate site—if a collision has
been located that matches the legitimate certificate’s signature. While MD5 enables
the attack in this instance, the entire infrastructure will always be susceptible to
trust related attacks if any cryptographic component is flawed. What if we extend
the notion of trust beyond keys to include identity specific information?

By adding a second factor, we can mitigate these inherent identity related trust
problems with PKI. Biometrics, those methods of uniquely recognizing humans
based on physiognomy or behavior have become ubiquitous in many areas of tech-
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nology and society, and are mature to the point of being generally accepted as valid
and useful security tools. For PKI, the addition of biometric data has a very attrac-
tive feature—if a user or certificate authority presents a key and biometric during
some action, we have more confidence that this action is legitimate (but this does
not absolutely prove that the owner of the key and biometric actually performed the
action—stolen keys and spoofing attacks are not prevented by two-factor authen-
tication). With biometrics, we have improved non-repudiation. A series of related
concerns follow the trust problem: the security of the verifying computer, certifi-
cate authority establishment, and general certificate issue. With the proper protocols
including a biometric component, we can address each of these.

But to solve these problems correctly, we cannot simply use standard biomet-
ric templates (the data representation of the collected biometric feature) embedded
within x.509 certificates, because a revocation of raw biometric data can only hap-
pen for a limited number of times (we have one face, two irises, 10 fingers). ISO/IEC
19794-2 standard templates, while being an abstract representation of the original
biometric features, are still effectively invertible [9]. Moreover, unprotected bio-
metric data that is even under the control of “trusted” entities is still vulnerable to
attack. To understand why, we first must take a look at Fig. 3.3, which depicts what
we term the Biometric Dilemma. In essence, as the use of biometrics increases, so
does the chance for compromise. If a malicious attacker, Mallory, wishes to imper-
sonate Alice at an area of high security, she can obtain the exact biometric data she
needs from a different, much lower security area. How well might Alice’s gym be
protecting her biometric data that she uses to access her locker? Low-hanging fruit
is plentiful, and can often be obtained legitimately. In 2001, the state of Colorado
tried to sell its DMV face and fingerprint databases [23] to anyone who wanted to
buy them. The resulting protests moved the data back off the market, but the state
still offers them to any requesting law enforcement agency.

A second, and equally dangerous attack is what we term the doppelganger threat
(Fig. 3.4), which takes advantage of the operational security performance charac-
teristics of the underlying biometric matching algorithm. If the False Accept Rate
(FAR) of a system is 1 in X attempts, then a doppelganger attack consists of trying
more than X different biometric samples. This attack is the biometric equivalent
of a dictionary attack. Once again, one need not break the law to gather the data
necessary for a successful attack. The hundreds of thousands of fingerprints that are
publicly available (including four well known algorithm challenges [5], testing data
from NIST [28], and even 100,000+ prints being offered by a private company [14])
provide at least a basic doppelganger dictionary for anyone willing to spend a small
amount of money.

Previous work on the integration of biometrics into PKI has not considered the
biometric dilemma or doppelganger attack, favoring a simplistic unsecured appli-
cation of biometrics. Proposed standards for PKI with biometrics go back to the
mid 1990s, with recommendations from the defense space [30], commercial Inter-
net related interests [40], and NIST [24]. Both Benavente [3] and Martinez-Silva
et al. [26] suggest augmenting x.509 certificates with BioAPI [4], which provides
the templates and matching capability needed to use the biometric data. Dawson



3 Beyond PKI: The Biocryptographic Key Infrastructure 49

Low/No Security Storage

DMV

Gym

School Lunch Program
Mallory obtains Alice’s biometric data via

a malicious attack, search of misplaced data, or

legitimate purchase

Amusement Park

Library

Mallory Alice

Financial Services

Mallory impersonates Alice at

a high Security area Military Installation

Border Control

Immigration

High Security Access

Fig. 3.3 The biometric dilemma: as the usage and storage of biometric data increases, so does the
vulnerability. A malicious attacker, Mallory, may obtain Alice’s biometric data with relative ease
from a low/no security source (possibly through a legitimate transaction) to attack a high security
target. The indiscriminate use of biometrics makes this threat possible, and if not addressed, limits
the integration of biometrics into existing security infrastructure like PKI

et al. [12] also recommend augmenting x.509 certificates with biometric data, as
part of a much larger defense-in-depth approach to authentication. Finally, Kwon
and Moon [25] suggest the use of a biometric PKI scheme for border control ap-
plications. These previous standards recommendations and research works do not
place adequate safeguards around biometric data. All store and match unprotected
templates, and have no facility for biometric template revocation and re-issue.

In response to the threat of permanent biometric feature compromise, very re-
cent research [19] has emerged from both the pattern recognition and cryptography
communities to address the problem of biometric template security. Solutions to this
problem create a transformation of original biometric features that can be matched
in an encoded space, and revoked and re-issued if a compromise is detected, in
much the same manner as a traditional password or PIN. For unattended network
authentication, the risk of spoofing is greatly reduced by secure templates. Unique
templates can be generated for different domains and applications, making a tem-
plate harvested by an attacker at one domain useless when applied to a different
domain. This addresses the biometric dilemma described above. A wide variety of
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Fig. 3.4 The Doppelganger Threat. What happens when a large database of biometric data is
stolen, hacked, or sold? For example, consider a database containing unique records for 4 million
individuals. If the matching system is operating at a False Accept Rate (FAR) of 1 in 1,000, a ma-
licious attacker in possession of the database may, on average, be given a choice of approximately
4,000 identities to use to compromise the matching system. Even at a FAR of 1 in 1,000,000, the
attacker still gets four choices, on average, to compromise the matching system

approaches have been proposed in the literature, including non-invertible transforms
[29], fuzzy commitment [21], fuzzy vaults [20], fuzzy extractors [13], BioHashing
[38], and revocable biotokens [7]. Even more interesting for trusted data transfer is
that certain classes of these schemes support key release upon successful matching.
Key-binding biometric cryptosystems bind key data with the biometric data. Key-
generating biometric cryptosystems derive the key data from the biometric data.
Both classes support a key release that may be used for cryptographic applications,
including standard symmetric key cryptography, where key storage is problematic.
Secure templates enable completely new ways to transfer secret information.
Consider a key-binding biometric cryptosystem where the key can be bound even
after enrollment and which also provides public secure templates that can be used
in the same manner as a public key. With these components, we have the building
blocks for a Biocryptographic Key Infrastructure. The primary benefit (Fig. 3.5) of
such an infrastructure is the ability to store public templates (referred to in this arti-
cle as biotokens) in x.509 compliant digital certificates. Through a transformation of
a public template with an embedded secret (the transformed template is referred to
in this article as a bipartite biotoken) by an entity that wants to convey information
to the template’s owner, secure key exchange and unique transactions can be sup-
ported. Only the owner of the public biotoken can unlock the secret. By adding this
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Fig. 3.5 The primary benefit of a Biocryptographic Key Infrastructure: the ability to store public
biotokens in digital certificates. Any entity in the infrastructure can send secret data that only the
owner of the biotoken can unlock. In this example, Alice wants to convey a secret message to Bob.
Bob’s public biotoken can be retrieved from his certificate, allowing Alice to transform it into a
bipartite biotoken, which conveys an embedded secret. Alice has assurance that an identity must
be present to unlock the secret—not just a key

biometrically derived data to a certificate, an additional component must validated
(with the help of a validation authority in possession of enrollment data), making
attacks such as the one described above much more difficult to perpetrate.

The rest of this chapter introduces the details for the Biocryptographic Key In-
frastructure. In Sect. 3.2, the fundamental biometric requirements are defined, in-
cluding the properties necessary for protecting the biometric data, secure key re-
lease, and revocation support. In Sect. 3.3 our full infrastructure is described, in-
cluding a description of the overall composition, the enrollment process for both
biometric certificate authorities and users, the certificate validation process, authen-
tication protocols, and revocation and re-issue procedures. Section 3.4 takes these
ideas into the real world with suggestions on how BKI can be applied in place of
PKI with stronger security. In the concluding remarks of Sect. 3.5, we make the case
for standards consideration of revocable biometric template technologies and BKI.

3.2 Fundamental Biometric Requirements for BKI

Many different secure template technologies exist, but not all are appropriate for use
in a PKI-like framework. To be useful for PKI, a secure template technology must
possess the following properties:

1. Cryptographically strong protection of the underlying biometric features.

2. The ability to revoke and re-issue the template.

3. Nested re-encoding, allowing a hierarchy of templates to be generated from a
single base template.
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4. Support for public templates that cannot be used to match other public templates,
and private templates that are generated dynamically from a biometric sample
during matching and immediately discarded following.

5. Key-binding capability without the need of intervention by the person associated
with the template.

The first and second properties ensure resilience against the biometric dilemma and
doppelganger attacks by not exposing the original biometric features during match-
ing, allowing the creation of application specific templates, and rendering a com-
promised template useless by replacing it with a new template via different cryp-
tographic keys and/or transformations. Cryptographically strong protection implies
that it should not be feasible for an attacker to retrieve the original biometric features
from a compromised secure template without knowledge of relevant transformation
information (such as keys used to protect the biometric data). The third, fourth, and
fifth properties guarantee the PKI-like operations we’d like our secure templates to
possess to be useful for protocols common to PKI.

Throughout the rest of this chapter, we will use revocable biotokens [7, 33, 34] as
a case study for the BKI described herein, though any secure template technology
supporting the five aforementioned properties could be used. To date, only revoca-
ble biotokens support all five. Some secure template technologies are appropriate
for authentication protocols [39, 41] but lack support for key transfer, while others
support key transfer [8] but lack the flexibility for unique transactions. A scheme
such as the one presented in [22] could be used to support some of the functional-
ity of BKI (namely requirement 5), though it does not support nested re-encoding
and is susceptible to attack.! We briefly introduce the fundamentals for revocable
biotokens in the remainder of this section as an illustration of the biometric require-
ments. Interested readers should refer back to the prior published work on revocable
biotokens [7, 33, 34] for modality specific algorithm details and security analysis,
though that level of depth is not necessary to understand the higher level concepts
that enable BKI.

The notion of data splitting to support revocable biotokens was introduced by
Boult et al. [7]. In general, encrypted biometric data cannot be matched, because of
the unstable nature of the data, which can vary as a function of environment, age,
and acquisition circumstances. However, many biometric modalities yield features
that can be split into stable and unstable (or residual) components. By encrypting
the stable component, matching can occur in the encrypted space because this por-
tion of the data is not impacted by any instability at the bit level. Additional residual
matching adds accuracy [7]. Using this knowledge, and the concept of public key
cryptography, we can develop the re-encoding methodology for revocable bioto-
kens. The re-encoding property, introduced by Scheirer and Boult [33], is essential

"The template described in [22] consists of a secret key + error correction fps XORed with shuffled
biometric data Ocanc, yielding Oiock. If an attacker knows 6y, they can simply XOR it with 6jock,
yielding 6Ocanc, Which can be used by the attacker to match from that point forward. This is a
straightforward application of the SKI attack [32].
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for supporting a viable transactional framework—tokens with unique data must be
generated quickly and automatically to support cryptographic transactions (such as
session key exchange). The bipartite biotoken form of a revocable biotoken sup-
ports data-binding (key-binding) at the transactional level. Bipartite biotoken gen-
eration from a stored biotoken allows the required data release when only matching
against tokens generated from data derived from original biometric features during
the course of the transaction.

Assuming the biometric produces a value v that is obfuscated via scaling and
translation to v’ = (v — ) * s, the resulting v’ is split into the stable component ¢,
and the residual component r. The amount of stable and unstable data is a function
of the biometric modality being considered. In a basic scheme, for a user j, their
residual r;(v’) is left un-encoded. For the initial transformation w;j 1(q;’"), T1)
some transformation function 7 (which may be a strong hash function like SHA-256
that is minimally impacted by collision attacks, or another application of public key
cryptography) is applied. For nested re-encodings, w; is re-encoded using further
transformations, creating a unique new encoding for each hash or key that is applied:
wi(gjW), T, wiz2(wj1,T2), ..., wjn(wjn—1,Tn)

If public key cryptography is used for every transformation, the nesting process
can be securely invertible if the private keys all the way back to the first stage (the
root) of encoding are available. Partially inverting the nesting facilitates revocation
and automatic re-issue of the biotoken, which is an attractive feature for the BKI
system. A tree introducing our standard hierarchy of biotokens with descriptions
for each is shown in Fig. 3.6. We note that any public keys used for encoding here
are strictly for this biotoken generation process, and are different from the keys
contained in the user’s certificate. With this nesting in mind, we can define three
properties for the bipartite biotoken:

1. Let B be a secure biotoken, as described in [7]. A bipartite biotoken Bp is a
transformation bb; ; of user j’s kth transformation of B. This transformation
supports matching in encoded space of any bipartite biotoken instance Bp ; with
any secure biotoken instance By for the biometric features of a user j and a
common series of transforms Ty, T, ..., Ty.

2. The transformation bb; ; must allow the embedding of some data d into Bp,
represented as: bb; y(wj x, Tk, d).

3. The matching of By and Bp x must release d if successful.

The design of bipartite biotokens that satisfies the above properties is an ex-
tension of the fuzzy vault [20] concept, where a polynomial embedding hides the
data d. The bipartite representation implements Reed—Solomon (RS) for error cor-
rection, and does not store the points at which the embedded polynomial is evalu-
ated. For efficiency, we choose to work over a Galois Field of size 28 where the
coefficients and evaluation points are all 8 bit quantities. We represent the data d
to be stored as a K-byte block, with E bytes of error correction, yielding a to-
tal payload block N = K + E. The polynomial encodes the N bytes of data. The
Reed-Solomon polynomial representing the N byte payload body is then evaluated
at a set of points, with the value of the resulting polynomial stored in the template.
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Fig. 3.6 The biotoken
issue/re-issue tree. Biotokens
can be re-encoded, starting
from the root token generated
at enrollment time, through
subsequent applications of
public key encryption
(supporting automatic
revocation and re-issue),

or a hash function

Enrollment

Can be used for duplicate enrollment
check, making token useful for
recognition or verification.

Root
Biotoken

Unique per application / database.

Master Verification only token.

Biotoken

Changed regularly like date-driven
credit card expiration.Verification
only token.

Operational
Biotoken

Unique per transaction. Supports
secure key release.Verification only
token.

Bipartite
Biotoken

For illustrative purposes, assume that a biometric sample produces three features
ai, az, az that must be protected. Let say, sas, saz be the stable components of these
features, and let ray, ras, raz be the residuals. For polynomial evaluation, the 24 bits
of say, sap, saz are hashed into 7, an 8 bit quantity that is stored in the template. The
value i is then hashed, per transaction, a second time to define the point at which the
polynomial is evaluated. To support multiple embedded data “columns,” this second
hash £ is evaluated for different polynomials yielding values rsy, ..., rs4. Note the
evaluation point/hash value 4 is not stored.

The result is an “encoded bipartite row” that contains the unprotected fields and
six protected fields (the encoded stable field w used for matching, index i and
four columns of evaluated polynomials). For data d that is less than 512 bits we
spread the data over columns in 16 rows; above 512 bits, we spread equally over
the columns taking as many rows as needed. We require at least 14 rows, and pad
d if it does not require four columns to represent it. The location of w is random-
ized per row. The evaluated Reed—Solomon polynomials for the four key columns,
ISy, ..., rs4, follow w using a circular mapping of the six slots. For example, if the
random index was 3, then the sequence would be [rs3, rs4, w, rs1, 152, i].
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When matching a probe, the system creates all the fields for each of its rows,
including the “un-stored” hash value 4 for polynomial evaluation. A probe row po-
tentially matches a gallery row if it finds a matching w among the encoded fields and
the residuals (ray, raz, raz) are within some threshold. This test is necessary, but not
sufficient, for a correct match. With w identified, the algorithm can then extract the
evaluated polynomial values, rs1, ..., rss. If w is incorrectly identified, if the row is
an accidental match, or if the underlying hash value # is incorrect (because of a ran-
dom collision in generating/matching w), some values labeled rs1, ..., rsa4 will be
extracted, but will be incorrect. We extract the k values for each of the j embedded
data columns and obtain a set of hash evaluation points % ; and their Reed—Solomon
polynomial evaluations 7s; x at the associated points.

Now comes one of the important implementation details, addressing both secu-
rity and efficiency. One could effectively improve robustness by increasing the level
of ECC, but doing so increases the ease with which an attacker can compromise d.
Instead we use a two level hashing to improve robustness. Our two level hashing
will, in general, map multiple say, saz, saz sets to the same index. Next, a procedure
is followed to collect the multiple values during the mapping, check for consistency
and use that consistency to help resolve any conflicts that arise when noisy data is
mapped. The consistency check accounts for noise in the matching process, and the
many-to-one mapping that permits non-unique mapping results. The result of the
mapping and consistency check is a vector of length N polynomial values (some of
which may be missing) that holds the values of the evaluated Reed—Solomon poly-
nomial for each location. The vector of length N, with gaps marked, is used as input
to the Reed—Solomon decode function, which allows us to recover d with up to g
gaps and e errors, as long as 2g + e < E, where E is the number of ECC bytes used.
Each key column is recovered separately, with larger keys being the concatenation
of multiple columns. For added security, a checksum is computed over the six unpro-
tected columns of the enrollment biotoken. The data d are XORed with a checksum
before embedding, and again after decoding, which prevents any tampering with the
biotoken.

When implemented, the above design for bipartite biotokens lays the foundation
for the protocols of BKI. The primary benefit of BKI is the ability to store public
biotokens that any user in a particular infrastructure can retrieve and use to generate
a bipartite biotoken to send some secret back to the owner of the biotoken, with the
assurance that the certificate containing the biotoken is valid (a validation process
is described in Sect. 3.3.1). The security of such a scheme to publicly distribute
biotokens derived from biometrics is of course a concern. It has been shown [7, 34]
that revocable biotokens are cryptographically secure and guard against the secure
template attacks of Scheirer and Boult [32]. Considering the doppelganger attack of
Sect. 3.1, prior work [34] shows a test of over 500 million impostor trials, with no
false accepts—possibly the largest trial to date for this sort of test.

The amount of information leaked by the residual component of the biotoken,
in an information theoretical sense, has yet to be analyzed. However, while un-
encoded, this information is still protected via the obfuscation scheme of folding
the residual data back into the encrypted stable data, thus hiding its original position
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(described in Sect. 2 of [7]). Thus, an attacker would have to resolve the positional
ambiguity of the residual data, before beginning to mount some sort of correlational
attack with the collected residuals from multiple biotokens. The variational and very
limited nature of the residual data (4 bytes per row component of the Bozorth fin-
gerprint implementation [7]) makes their value as a unique identifier questionable.
We also note that the residuals can be discarded, leading to a small reduction in
accuracy when just the stable components of the features are matched, thus com-
pletely alleviating this concern. From these considerations, we have confidence that
revocable biotokens can be used in a public setting.

3.3 A Biocryptographic Key Infrastructure

A Biocryptographic Key Infrastructure must incorporate elements from several dif-
ferent domains, including biometrics, cryptography and network security. Network
entities (including clients and servers), enrollment procedures, validation proce-
dures, data structures, authentication protocols and revocation protocols are all nec-
essary for a fully functional infrastructure. Here we examine those details.

3.3.1 Composition, Enrollment and Validation

An overview of the Biocryptographic Key Infrastructure is shown in Fig. 3.7. Sev-
eral distinct entities are shown in the BKI graph. Biometric Certificate Authori-
ties (BCAs) are certificate authorities that support both public keys and revocable
biotokens, and are biometrically verified by higher-level authorities, in a process
described in detail below. As in PKI, a central root authority exists to authorize all
BCAs below it. Enrollment and key management follows from each BCA up to the
root. Auth Stations exist at the outermost regions of the graph, and are the places
where users submit their biometric samples to generate enrollment biotokens or
biotokens for a particular session. Report Engines can also be deployed throughout
the BKI graph to propagate registration and transaction reports to other authorities.

In order to support the biotoken, we add some additional fields to the base x.509
v3 certificate via its extensions provision, similar to the approach of Martinez-Silva
et al. [26]. This is shown in Fig. 3.8. We can use certificates in both an online and
offline setting, as is shown in Fig. 3.7. If we are operating in an offline setting, such
as a standalone computer or private network, we are not able to connect to BCAs on
outside networks, including the root. In order to indicate the operating mode to the
underlying BKI software, the certificate contains an “Online Only” flag and an “Of-
fline Only” flag. For the user’s biotoken, we first note the type of biotoken included.
Recall from Fig. 3.6 that a tree of different biotokens exists for a particular user, with
the possibility of a Root Biotoken, Master Biotoken, or Operational Biotoken being
included in a certificate. Following the “Biotoken type” flag, the biotoken itself is
included.
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Report
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Biometric
Certificate
Authority (BCA)
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Key Management

Private
Network (offline mode)

Fig. 3.7 Overview of Biocryptographic Key Infrastructure flow. The BKI can be viewed as a graph
of interconnected nodes, each with a specific role. In a particular BKI, we find a root Biometric
Certificate Authority (BCA), as we would have a root authority in PKI. The BCA trust path follows
back centrally to the root, with individual local BCAs managing their own end-user enrollees.
Offline BKI components (standalone computers or private networks) can also be supported

We need BCAs to trust each other, and we need to be able to place some trust
in our end-users. To do this, we need an enrollment process where we require that
someone biometrically register with the root BCA, which can search for this person
in the existing records. To introduce an increased level of trust with biometrics,
the standard Certificate Signing Request (CSR) [31] is augmented as per Fig. 3.9.
The CSR is the message sent to a CA by a user requesting a new certificate. The
augmentation takes advantage of the open nature of registration information detail
for new text fields, and the open extensions in the certificate template, as defined
by [31].

Specifically for enrollment, BKI requires that a representative of an organization
making a request generate an enrollment biotoken, which is passed up to the root
authority for a duplicate enrollment check (which can tell us if this person been
flagged as a malicious user, or if they are impersonating someone else). The en-
rollment biotoken is always generated as a Root Biotoken (Fig. 3.6) using the root
authority’s public key, to enable matching across all enrollees (if keys differ be-
tween enrollments at this stage, it will not be possible to match any of them). The
enrollment token is stored at the root BCA for use in all future enrollment checks.
While this does not protect the privacy of the organizational representative at the
database level, it does maintain the integrity of the BCA establishment, and still pro-
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Fig. 3.8 Digital certificate x.509 v3 digital
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Root BCA, biometrically and cryptographically
authorizes all BCAs below.

Representative of BCAp is biometrically

BCAE biometrically authorizes a representative of
authorized by BCAg; certificate signed by BCAc.

BCAs; BCAp signs BCAg's certificate.

& @

Bob’s enrollment biotoken is
validated by BCAg. Bob’s certificate,
including his public key and biotoken,

is certified.

Representative of BCAcis biometrically
authorized by BCAg; certificate signed by BCA4.

Alice’s enrollment biotoken is
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certificate, including her public key
and public biotoken, is certified.

Alice

Fig. 3.10 The path from Alice, who wants to obtain Bob’s certificate, to BCA g, which certifies
Bob’s certificate, and ultimately Bob, who possess a certificate with his public key and biotoken

tects the security of the representative’s biometric data. This process is illustrated in
Fig. 3.10.

The same process follows for end users, except the enrollment token need not
be passed up all the way back to the root from the user’s Auth Station; more local
BCAs can manage it. This is also illustrated in Fig. 3.10. For both BCA and end user
certificates, the validation process includes an analysis of the certificate with a BCA
that is established as a VA. This is similar to the standard process for PKI, with a
further step of biotoken validation to ensure a Man-in-the-Middle has not replaced
the public biotoken in the certificate with his own. From a stored operational bioto-
ken at the BCA, a local biotoken can be generated and matched against a bipartite
biotoken generated from the public biotoken in question [33]. If the match is suc-
cessful, then the certificate can be validated. This reduces the threat of the collision
attack described in Sect. 3.1 in both the BCA and user scenarios, since an attacker
would have to find a hash collision that validates the rogue certificate and compro-
mise biometric data that will correctly match against the biotoken of the authorized
representative of the BCA or end user.

3.3.2 Authentication Framework

For authentication, we must first understand how certificates are retrieved by parties
wishing to communicate with some properly certified entity in the BKI structure.
This procedure follows from PKI [35]. In Fig. 3.10, an example of certificate re-
trieval is depicted, whereby a user Alice traverses an infrastructure composed of
five different BCAs (BCA4, ..., BCA[E) to retrieve another user Bob’s certificate.
Alice’s certificate containing her public key and biotoken is certified by BCA4;
Bob’s is certified by BCAp. BCA( has a certificate signed by BCA 4, so Alice can
begin following the path through the graph to Bob. BCAp has a certificate signed
by BCA(, and BCAp has a certificate signed by BCAp. By moving through the
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Fig. 3.11 The data-transfer steps for the one-way, two-way, and three-way protocols described
in Sect. 3.3.2. It is assumed that Alice has Bob’s certificate Cp at the beginning of the one-way
protocol

graph to BCA p, and then down to Bob, Alice can validate Bob’s certificate, and re-
trieve his public key and biotoken for use in some protocol/transaction. BCAg is the
root BCA, signing every BCA’s certificate below it and biometrically authorizing all
BCA representatives, and having its certificate signed by the same BCAs.

Extending the protocols defined in Sect. 24.9 of Schneier [35], we can support
authentication with stronger non-repudiation. For the following three protocols (il-
lustrated in Fig. 3.11), presume Alice has established a certification path to Bob, as
described above, and Bob’s certificate, containing his public key and biotoken. The
numbering of the protocols is sequential, with each protocol after the first relying
on the protocol(s) before it.

3.3.2.1 The One-Way Protocol

1. Alice generates a random number, R 4.

2. Alice constructs a message, M = (T4, Ra, Ip, Bpp(d)), where T, is Alice’s
timestamp, /p is Bob’s identity, and d is a small piece of arbitrary data. d is
embedded into a bipartite biotoken Bpp(d) that is generated from Bob’s bioto-
ken.

3. Alicesends (C4, D4o(M)) to Bob. (C4 is Alice’s certificate; D 4 is Alice’s private
key.)

4. Bob verifies C4 and obtains E 4. He makes sure these keys have not expired.
(E 4 is Alice’s public key).
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5. Bob uses E4 to decrypt Da(M). This verifies both Alice’s signature and the
integrity of the signed information.

6. Bob checks the Ip in M for accuracy.

7. Bob checks the T4 in M and confirms that the message is current.

8. Bob submits a biometric sample to a sensor; a local biotoken Bpy, is then gener-
ated from the sample. Bpy is then matched against Bpp(d), releasing d.

9. As an option, Bob can check R4 in M against a database of old random numbers
to ensure the message is not an old one being replayed.

This protocol is an improvement over the “signature server” protocol previously
introduced by Scheirer and Boult [33] for several reasons. Most obviously, it con-
sists of a single message, as opposed to a 4-way transaction, and establishes the
identities of both Alice and Bob and the integrity of any information sent from Al-
ice to Bob, especially if d is a shared secret. This protocol also works by encrypting
d with Bob’s public key—but with the biometric version, Bob does not need to have
his private key handy. Further security is provided if Alice has access to a private
BCA that holds Bob’s certificate, which would make Bob’s biotoken a shared secret.
Thus, a successful Man-in-the-Middle would need to know not only Alice’s private
key, but Bob’s secret stored biotoken and secret d, as well.

3.3.2.2 The Two-Way Protocol

10. Bob generates another random number, Rp.

11. Bob constructs a message M’ = (Tg, Rp, 14, Bag(d)), where Tp is Bob’s
timestamp, /4 is the identity of Alice, and d is the same data as in step 2.
d is embedded into a bipartite biotoken B4p(d) that is generated from Alice’s
biotoken, obtained from Cy.

12. Bob sends Dg(M’) to Alice.

13. Alice uses Ep to decrypt Dg(M’). This verifies both Bob’s signature and the
integrity of the signed information.

14. Alice checks the I4 in M’ for accuracy.

15. Alice checks the T in M’ and confirms that the message is current.

16. Alice submits a biometric sample to a sensor; a local biotoken B4y is then
generated from the sample. B4y is then matched against Bsp(d), releasing d.
If this d matches the d sent in the first transmission, Alice can be ensured that
Bob’s biometric was used to unlock Bpg(d).

17. As an option, Alice can check Rp in M’ to ensure the message is not an old one
being replayed.

Now Alice has further assurance Bob is actually Bob, and not an impostor. But
Bob still has no assurance of Alice’s identity beyond her certificate. This can be
solved by a three-way protocol, where in addition to the original d, Bob also sends
a d’ in the same token (step 16). Alice can verify d (step 17), and send d’ back to
Bob for validation.
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3.3.2.3 The Three-Way Protocol

18. Alice takes the recovered d’ from step 16, and sends D 4(d”) back to Bob.
19. Bob uses E 4 to decrypt D4(d’), unlocking d’. Bob can be ensured that Alice’s
biometric was used to unlock B4p(d) in step 17.

3.3.3 Revocation and Reissue

Unlike standard PKI, we cannot just revoke a certificate, generate a new random key
and re-issue—we must address the biometric re-issue as well. While many works
in the research literature describe revocation as a property of a particular template
protection scheme, only one work [2] has gone as far as describing the revocation
procedure, albeit on a per template basis. Below we detail three different scenarios
for BKI protocol driven revocation and re-issue. When we describe compromise
here, we mean a compromise of the biotoken itself, and not the original biometric
features.

3.3.3.1 Scenario 1: Manual Re-issue

The BCA that issued the certificate must maintain a certificate revocation list (CRL).
This list only contains revoked certificates, and not expired certificates. If the user’s
key has been compromised, or the user’s biotoken has been compromised, or the
BCA'’s key has been compromised, or because the BCA no longer wants to certify
the user, the user’s certificate can be revoked. In this scenario, it is presumed that
the BCA has not retained any transformation information necessary to invert the
biotoken it stores.

To begin the revocation process with re-enrollment, the BCA places the certifi-
cate in question on its CRL, and notifies the owner with a Certificate Re-issue No-
tification (Fig. 3.12) (CRN) via the contact information provided in the CSR. This
CRN is a new notice introduced in this work. If the owner is allowed to re-issue,
a new public-private key pair and a new biotoken are generated at the Auth Station.
This information is sent back to the BCA in the form of a new CSR. If this CSR is
accepted, a new certificate is issued.

In an alternate, yet valid, scenario for manual re-issue, re-enrollment is not re-
quired. If the user’s biotoken, or biotoken and key pair, has been compromised, and
the BCA possesses a stored uncompromised base biotoken that was used to gener-
ate the compromised biotoken, the owner can re-issue their certificate by varying the
transformations used for encoding on their end, while not needing to submit another
biometric sample. To begin this revocation process, the BCA places the certificate
in question on its CRL, and notifies the owner with a CRN via the contact informa-
tion provided in the CSR. This CRN contains the owner’s base biotoken. The owner
will generate new keys for biotoken re-encoding, and use them to generate a new
biotoken. This new biotoken, and optionally a new public key, is sent back to the
BCA in a new CSR.
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Fig. 3.12 The newly defined Certificate Re-issue Notification
CRN message for certificate
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New Serial Number
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Biotoken Type
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Biotoken
(Optional)

Signature

*Keyring is encrypted with
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While two scenarios for automatic re-issue are discussed below, if a public key
and biotoken are compromised for a particular certificate, then manual re-issue with
re-enrollment will always be forced. Manual re-issue with re-enrollment is also
forced if the BCA’s key has been compromised, where trust can no longer be placed
in the existing data stored at the BCA.

3.3.3.2 Scenario 2: Automatic Re-issue of Biotoken

In cases where the BCA detects a compromise (especially in its own infrastructure)
of a stored biotoken, it is very desirable to revoke and re-issue certificates in some
automated fashion. To support this, the BCA must possess the necessary keys to
invert the token, and subsequently generate a new token based on stored information.
This stored information need not be the original biometric features. Referring back
to the biotoken issue/re-issue tree of Fig. 3.6, any level of token can be generated
by an Auth Station, and transmitted on to the BCA. Thus, if the biotoken exists at
the 2nd-nth level of encoding, any BCA (except possibly the root, as described in
Sect. 3.2) performing the inversion will not be able to recover the original biometric
features.

The initial enrollment process is modified in this scenario to transmit the trans-
formation key information used to create the enrollment biotoken to the BCA. The
CSR contains an optional field (shown in Fig. 3.9) to include a keyring with all of
the necessary keys/passwords/identifiers used to encrypt the stable (that is, some
encoding w; ,(w;j n—1, Iy), where n > 1, if the original biometric features are to
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be protected) portion of the biotoken, during the transform. The requesting entity
will include this keyring, encrypted by the BCA’s public key, in its CSR. The BCA
will store this encrypted keyring for later use if revocation and re-issue becomes
necessary.

If the user’s biotoken has been compromised, the user’s certificate can be revoked
and re-issued automatically. To begin the revocation process, the BCA places the
certificate in question on its CRL, and notifies the owner via the contact information
provided in the CSR. If the owner is allowed to re-issue, the BCA will take it upon
itself to invert the biotoken back a level (to w; ,—1, where n > 1), generate a new
set of transformation key information, and re-encode the biotoken (producing w ;..n).
A new certificate is then created with the new biotoken, and the original public key.
The BCA then sends the owner of the certificate a CRN, which indicates the serial
number of the revoked certificate, the serial number of the re-issued certificate, and
the new keyring for the new biotoken (encrypted with the user’s public key). This
message is signed by the BCA.

Automatic re-issue may happen transparently to the user, with the underlying
BKI software taking note of the CRN, and updating the transformation key infor-
mation for biotoken generation at the user’s Auth Station.

3.3.3.3 Scenario 3: Automatic Re-issue of Key-Pair

Similar to Scenario 2, it is very desirable to revoke and re-issue certificates in some
automated fashion when the public/private key-pair becomes compromised. To sup-
port this, the BCA can use a bipartite biotoken generated from the uncompromised
biotoken stored in the user’s certificate to convey a secret back to the user.

If the user’s key-pair has been compromised, the user’s certificate can be revoked
and re-issued automatically. To begin the revocation process, the BCA places the
certificate in question on its CRL, and notifies the owner via the contact information
provided in the CSR. If the owner is allowed to re-issue, the BCA will take it upon
itself to generate a new key-pair. A new certificate is then created with the new pub-
lic key, and the original biotoken. The BCA then embeds the new private key into
a bipartite biotoken generated from the user’s biotoken. The BCA then sends the
owner of the certificate a Certificate Re-issue Notification (CRN), which indicates
the serial number of the revoked certificate, the serial number of the re-issued certifi-
cate, and the bipartite biotoken containing the embedded private key. This message
is signed by the BCA.

The automatic re-issue process will require some intervention by the user here.
Namely, the user must submit his/her biometric at the Auth Station to release their
new private key from the bipartite biotoken in the CRN.

3.4 Applications

Now that we have seen the underlying infrastructure and protocols, we can begin to
think about the utility of BKI for different applications. Internet tools are of primary
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interest, because they are at the front-line of the security battleground. Enforcing
server validation is a must, if we want to defeat Phishing and Man-in-the-Middle
attacks. In Sect. 3.3.2.1 we introduced a one-way protocol that is suitable for server
validation, and forces the user to take action by presenting a biometric sample when
receiving any certificate. For server validation, d can be a “welcome message” that
Bob enters during enrollment. The biometric component of this scheme forces Bob
to validate the integrity of the server, even if the certificate check has occurred,
and has been ignored. If Bob can unlock Bpp(d) and get his “welcome message”
back, the server is indeed valid. If Bob’s biotoken is a shared secret, he has further
confidence the server is legitimate. This protocol can be integrated into common
Internet tools, such as web browsers, email clients, and instant messaging clients
that already support PKI. The only difference for the users is that they are required
to submit a biometric sample upon receiving a certificate from a server.

In terms of network services, BKI enabled services can allow for robust authen-
tication, giving the user more confidence in the server, and the server more confi-
dence that it is dealing with a legitimate user. The work of [33] suggested the use
of bipartite biotokens with Kerberos [27], but in a standalone configuration without
certificates certifying biotokens. One can also envision an S/Key-like [18] one-time
password scheme using bipartite biotokens. In this scheme, once receiving the re-
quest, the authentication server generates a one-time password, and creates a bipar-
tite biotoken containing this password. If the client matches the bipartite biotoken
sent from the authentication server, it will release the password, and complete the
authentication. In order to solve the biotoken distribution problem for network au-
thentication, PKI-enabled LDAP [6] can be used in the same manner for BKI ap-
plications. Thus, a wide variety of authentication schemes can take advantage of a
common certificate repository, including user records, keys, and biotokens.

Digital documents represent another important application area for BKI. Many
sensitive documents, including medical records, financial records, and government
records are protected using PKI and digital signatures, but we cannot tell who ex-
actly is accessing these documents beyond knowing that a particular key unlocks
or verifies them. Using bipartite biotokens, the key used to encrypt a document that
belongs to Bob can be embedded into Bob’s bipartite biotoken. Thus, only Bob can
release the key, and access the document. For digital signatures, a signature server
protocol [33] can add a biometric authorization component to the standard signature
process. Again, with BKI providing the certificate distribution mechanism, a full se-
curity solution for document management is realized.

In all of these applications, usability is, of course, a legitimate concern. By adding
a second physical factor, we also add more work for the user, and a small cost for
the additional sensor hardware. However, not much more work is required to submit
a biometric sample—it can be as simple as placing a finger down on a sensor for
just a few seconds. Thanks to the recent prevalence of biometric systems, many
corporate, government, and even home users are already used to this. Many laptops
are already equipped with inexpensive fingerprint sensors, and many PC vendors
offer low-cost fingerprint enabled mice. A good compromise is the judicious use of
the biometric component; if the user is very concerned about the security of their
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financial activities, they may choose to only use BKI for particular sites related to
financial services, and take their chances with more conventional PKI provisions for
everything else.

3.5 Conclusions

In this chapter, we have taken a look at security issues with both PKI and biomet-
rics, and introduced a Biocryptographic Key Infrastructure incorporating a secure
template technology that solves problems with both. In summary, PKI suffers from
problems related to the trust that is presumed for all entities in the infrastructure. By
incorporating a secure biometric template technology such as revocable biotokens
into digital certificate signing requests, we can achieve improved non-repudiation,
and thus increase the trust placed in both certificate authorities and users, while ad-
dressing the biometric dilemma and biometric doppelganger attack. Moreover, with
a second factor that allows the secure transfer of embedded data, we can support
automatic certificate revocation and re-issue. Ultimately, the goal here is to prevent
common Phishing and Man-in-the-Middle attacks, which can be accomplished us-
ing the protocols we have defined for secure authentication between two parties
using keys and biotokens. With the base protocols, we can go on to enhance com-
mon applications such as LDAP, Internet tools (browsers, email clients, IM clients),
and digital document signing.

Proposed standards for PKI including biometrics have been constrained to the
direct application of traditional biometric templates into certificates. Secure tem-
plate technologies, including revocable biotokens, have matured to the point of be-
ing useful for systems integration. To date, no formal document exists outlining
requirements or specifications for secure template technology, let alone a combi-
nation of secure templates and PKI. This hampers the widespread adoption of a
good two-factor solution to the shortcomings of PKI. Thus, we propose moving this
emerging paradigm out of the realm of pure research and into the hands of a stan-
dards body, such as IETF, for serious consideration. It is our hope that the sketch of
BKI presented here will provide a solid foundation to the first round of a standards
process.
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Chapter 4
Secure Sketches for Protecting Biometric
Templates

Yagiz Sutcu, Qiming Li, and Nasir Memon

Abstract As biometric technologies are becoming pervasive, it is imperative to pro-
tect the users of these technologies from misuse of their biometric data. However,
unlike user credentials in traditional security systems, such as passwords or tokens,
biometric features cannot be consistently sampled, and the matching process can
be complex. Furthermore, the consequences of losing biometric data can be far
more severe than passwords or tokens. Secure sketches, a recently developed cryp-
tographic primitive, allow noisy data to be restored using some helper-data, while
providing bounds on how much sensitive information such helper-data would reveal
when obtained by malicious parties. In this chapter, we discuss security threats on
the use of biometric templates in security systems, and how secure sketches can be
used to address these threats under various circumstances.

4.1 Introduction

Increasing use of biometric technology raised many concerns related to user privacy
in biometric deployments. In fact, when an individual gives out his biometrics, either
willingly or unwillingly, he discloses unique information about himself [36]. This
implies that his biometrics could be easily replicated and misused. More specifically,
once some biometric data are compromised, they remain compromised forever and
the privacy concerns arise from the fact that biometric data are tightly bound to a
person’s identity such that they can be used to violate their privacy. This is clearly
a serious problem, made worse by the fact that an individual cannot generate new
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\

Fig. 4.1 Every time a biometric is measured, the observation differs slightly (Sample fingerprints
(left) and face images (right) of the same person)

biometrics if the system is compromised. Therefore, storing biometric templates in
a secure way is crucial.

Secure storage of user credentials is not a new problem. In many UNIX-like
systems, user credentials are stored in a shadow password file, where the passwords
are hashed (using cryptographically secure hashing algorithms such as SHA-1) and
only the hash values are stored [41]. When a user enters a password, it is hashed
and matched against the stored hash value, and the user is considered as authentic
if the hash values are exactly the same. In this way, if the hashed passwords are
compromised, it would still be difficult for any attacker to guess the passwords,
even if the hashing function is publicly known. Legitimate users, after detecting the
compromise, can change their passwords, which makes old passwords useless to
attackers.

Unfortunately, while passwords or ID numbers can be securely stored via a cryp-
tographic hash, such techniques cannot be easily adapted to protect biometric tem-
plates. This is because of the noisy nature of personal biometrics. Every time a
biometric is measured, the observation differs slightly. For example, a fingerprint
reading might change because of elastic deformations in the skin when placed on
the sensor surface, dust or oil between finger and sensor, or a cut to the finger.
That difference may be usually more dramatic when face images are considered
(Fig. 4.1). Therefore, biometric authentication systems must be robust to such vari-
ations, which are not encountered in traditional password-based authentication sys-
tems.

In a typical biometric system, a template is generated from some discriminative
features extracted from the raw biometric data and this template is stored instead.
Since different biometric modalities have different signal representations, they usu-
ally require different feature selection/extraction algorithms. Even for the same type
of biometric data, different types of feature extraction strategies may be employed
depending on the application. For example, ridge map and minutiae points (Fig. 4.2
(left)), which are the endpoints and bifurcations of fingerprint ridges, are two dif-
ferent types of representation used for fingerprints. Similarly, locations of some fa-
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Fig. 4.2 In a typical biometric system, a template is generated from some discriminative features
extracted from the raw biometric data and this template is stored instead

cial points (Fig. 4.2 (right)) such as, eye corners, nose, lips, etc. and their relative
positions can be used as a template as well as the feature vectors calculated from
complete face images via principal component analysis (PCA) or some other feature
selection method.

Although most of the feature extraction algorithms employed in biometric sys-
tems are complex and seem hard to invert, it is often not clear exactly how difficult it
is to forge some biometric data such that similar features can be extracted from them.
As an example, consider minutiae point representation as a fingerprint template. In
fact, an efficient algorithm is recently proposed that can generate a fingerprint from
its matching minutiae points [39] (see also [20]). Therefore, storing the biometric
features directly as templates would not be secure enough. Furthermore, biometric
templates must be generated in a way that makes it very difficult to re-create or even
estimate the original biometrics data, and their compromise should not introduce
major risks.

4.1.1 Metrics for Template Security

In order to be able to measure how secure the templates are, defining some metrics
and deriving some mathematical formulation would be necessary.

Consider a traditional password/key-based authentication mechanism, for in-
stance. Keyspace, for this case, is defined as the size of the set that contains all pos-
sible values that can be chosen as a password/key. For example, if a password/key
should have exactly n characters, where each of those characters can have c different
values, the keyspace will be

kpassword =c". 4.1



72 Y. Sutcu et al.

Statistical entropy, on the other hand, is the measure of uncertainty in a random
variable [12]. More specifically, entropy of a discrete random variable X with prob-
ability mass function p(x) is defined as

H(X) ==Y p(xi)log,(p(x;)) (4.2)

i=1

and measured in bits.

To understand the basic difference between keyspace and entropy, let us consider
six-digit PINs, for example. In this case, the keyspace size is 10° = 1000000, which
means that there is a maximum of 1000000 different PIN choices. In other words,
an attacker would have a 1 in 1000000 chance that any single guess would match
a given PIN. This is true if PINs were selected/generated randomly with uniform
probability over the entire keyspace. In this case, the entropy is log, (1000000) =
19.9 bits. However, if users are allowed to choose their own six-digit PINs, although
the keyspace remains the same, the entropy can be much lower. That is mainly due
to the fact that most of the users would choose a PIN that is more memorable than
a random one (e.g., a calendar date in “ddmmyy” format). Therefore, a PIN chosen
in this way would have only about 365 possible values per each year with 100 pos-
sibilities for years. Assuming these dates are chosen uniformly, the entropy, in this
case is log, (365 x 100) = 15.2 bits, which is almost 5 bits fewer than maximum for
the keyspace.

A biometric, on the other hand, does not have a fixed number of possible values.
However, for comparison purposes, it is still possible to define the effective keyspace
of a biometric [34]. For instance, if the passwords are distributed uniformly over the
keyspace, the probability of correctly guessing any single password sample is one
over the keyspace

P (correct guess) = 1/ kpassword- “4.3)

The probability of falsely matching a biometric is analogous to the probability of
succeeding in a password guessing attack. Since the probability of matching a given
biometric to any other biometric sample in a database is the false accept rate for a
single verification attempt, the effective keyspace of a biometric can be defined as'

kpiometric = 1/FAR(7). 4.4)

In fact, the use of FAR (with a fixed FRR) as the measure of security in a bio-
metric authentication system is the correct measure when the storage of template
is secure and the attacker only uses the biometric data of a random user. However,
when discussing security, one is often interested in the probability that the adversary

1t is worth mentioning the fact that the kpjomeric 1S based on an experimentally determined value
of FAR(t). Therefore, the kpassword and kvjometric Will be comparable only if the password character
selection is uniformly random [34].
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predicts a random value (e.g., guesses a secret key). The adversary’s best strategy,
of course, is to guess the most likely value. Therefore, the min-entropy, defined as

Hyo(X)=— log(mfx(Pr[X = a])) 4.5)

can thus be viewed as the “worst-case” entropy and would be a better measure when
smart attackers are considered.

Let us consider a simple example for illustration. Assume that the random vari-
able X can take values from the set A = {0, 1, 2, 3, 4} according to the probability
distribution defined as: Pr[X = 0] = 0.5 and Pr[X =i] = 1/8 fori > 0. In this case,
the entropy of X will be H(X) =0.5 %1 +4 % 1/8 x 3 = 2. However, if attacker
always guesses the value 0, he will succeed with probability 0.5 for random X.
Therefore, the “correct” security measure should report 1 bit of security instead of
2 bits. In this case, the min-entropy of the random variable X is 1 bit, which cor-
rectly reflects the fact that a smart attacker who knows the distribution can succeed
with probability at least 0.5.

However, it is not possible to choose a biometric as is the case for passwords.
Furthermore, although it is not possible to determine the entropy of biometrics ex-
actly due to the lack of exact knowledge of their distributions, biometrics are usually
of lower estimated entropy compared with modern standard of cryptographic keys
[13, 14, 35]. Therefore, extra care should be taken when designing/analyzing bio-
metric systems.

4.1.2 How to Secure Biometric Templates

There has been intensive study on how to secure the templates such that (1) they can
still be used for matching with reasonable performance, and (2) it is hard to forge
“original” biometric data that would match a given template. In recent years, many
different ideas/approaches have been proposed to overcome this problem. A com-
prehensive coverage of many proposed solutions can also be found in [23, 52].

The first group of techniques is associated with the notion of cancelable biomet-
rics which was first introduced by Ratha et al. [37]. The underlying idea is to apply
a similarity-preserving, noninvertible (or hard-to-invert) transformation to biomet-
ric templates before they are stored. New biometric samples are transformed in the
same way before they are matched with the templates. In the literature, one can
found significant number of applications/variants of this idea. Some examples can
be found in [1, 2, 30, 38, 40, 42, 47].This idea is illustrated in Fig. 4.3.

In many feature transformation-based approaches, transformation functions are
typically governed by some random parameters. One of the advantages of these
approaches is the fact that the templates can be easily revoked by applying other
(random) transformations or by simply using other random parameters for the same
transformation. Moreover, if the representation of the biometric data stay the same
after the transformation, this makes it possible to use off-the-shelf matching algo-
rithms/devices which are already available.
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Fig. 4.3 Enrollment and authentication stages of transformation based approaches

However, the security and/or performance of these approaches mostly rely on
the secure storage of the transform parameters. Moreover, it is not only difficult to
design such transformations that satisfy necessary requirements, but also different
biometric modalities require different types of transforms. Furthermore, the security
of these schemes relies on the difficulty of inverting the transformation to obtain
the original biometric data. Some of the works give analysis on the entropy of the
biometrics, and approximated amount of efforts required by a brute-force attacker.
Although it is believed that such transformations are difficult to invert, a rigorous
security analysis (concerning the one-wayness) of the scheme is very difficult es-
pecially when the transformation algorithm and related keys/parameters are also
compromised. Therefore, extra care should be taken designing and analyzing those
type of schemes.

Besides transformation-based cancelable techniques, another class of approaches,
which makes information-theoretic security analysis possible, is based on use of
some helper-data?, as illustrated in Fig. 4.4. In this group of techniques, main idea
is to create/extract some user-specific auxiliary information from the original bio-
metric data in a way that does not reveal much information about the biometric
data. Later, this auxiliary information is used to recover/estimate the original bio-
metric data from a noisy instance of itself. This information can be in the form of a
helper-data [26, 49], a syndrome [17, 18, 31] or a secure sketch [16].

One of the basic tools that is used in this group of techniques is error correcting
codes (ECC). On the one hand, the error correction capability of a code can accom-
modate the slight variation between multiple measurements of the same biometric.
On the other hand, the check bits of the ECC can be used as helper-data, which only
contains a limited amount of information about the original biometric itself, and can
perform much the same function as a cryptographic hash of a password on conven-

2 Although the term helper-data is used as the name of the techniques proposed in [26, 49], in
this chapter we use the term helper-data for categorizing the template protection methods without
referring to any specific technique/method.
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Fig. 4.4 Enrollment and authentication stages of helper-data based approaches
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tional access control systems. Just as a hacker cannot invert the hash and steal the
password, he cannot just use the check bits to recover and steal the biometric.

There have been a number of studies that make use of ECC to deal with the joint
problem of providing security against attackers while accounting for the inevitable
variability of biometrics. Davida et al. [15] were among the first to propose an off-
line biometric authentication scheme based on error correcting codes for iris. They
suggested storing a signed form of biometric template in a portable storage device,
like smartcard, instead of a database and matching the biometric data locally.

Juels and Wattenberg [25] proposed a fuzzy commitment scheme which is also
based on ECC. The basic idea in [25] is that a secret key is chosen by the user
and then encoded using a standard ECC. This encoded secret key is xored with
the biometric template to ensure the security of the template and then stored in the
database. During verification, the biometric data is xored with the values stored in
the database. If the biometric data is close to the one presented at the enrollment
stage, the decoder will be able to correct some of the errors/differences (present in
the newly measured biometric data) and secret key will be retrieved correctly and
revealed to the user. This idea is simply illustrated in Fig. 4.5. (For detailed analysis
of the information leakage in Fuzzy Commitment schemes, see [22].)
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Later, to address the problem of unordered feature representations (e.g., the
minutiae representation of fingerprints), Juels and Sudan [24] proposed the “fuzzy
vault” scheme which combines the polynomial reconstruction problem with ECC.
In this method, an appropriately chosen secret polynomial with degree k is evalu-
ated at each and every component of an n-dimensional feature vector (with n > k)
to construct a set of points. Then, a number of fake (randomly generated) points that
do not lie on the initially selected polynomial are mixed with the real points so that
genuine users with a sufficient number of real points will be able to reconstruct the
secret polynomial. For some examples of the application of the fuzzy vault scheme
to fingerprints refer to [11, 33, 50, 53].

Although the construction of ECC and their associated encoding/decoding pro-
cedures are well-understood and deeply explored topics, it is not straightforward
to apply these techniques to real biometric data. First of all, many biometric data
require a quantization/binarization step in order to be able to efficiently use the
ECC-based techniques [7, 10, 44, 45]. In addition to the difficulty in finding an
optimal quantization/binarization algorithm for a specific type of biometric data at
hand [10], even if the biometric templates are represented in discrete forms (such as
iris patterns), existing theoretical results may still be not applicable due to the high
error correcting capability requirement for coding part to handle the inherent high
variability of biometric data.

Recently proposed cryptographic primitive called secure sketch is another ap-
proach that aims to solve the very same problem [16]. Similarly, in this approach,
some public information which does not reveal too much information about the orig-
inal biometric data, is extracted/created and used to recover the original biometric
data given a noisy sample of the same biometric data that is sufficiently similar to
the original one. This is depicted in Fig. 4.6. Such schemes include [8, 27]. Actu-
ally, from the implementation point of view, fuzzy commitment [25] and fuzzy vault
[24] schemes may also be analyzed under the secure sketch framework where fuzzy
commitment scheme (which is based on binary error-correcting codes) considers
binary strings where the similarity is measured by Hamming distance and the fuzzy
vault scheme considers sets of elements in a finite field with set difference as the
distance function.

There are few reasons why their framework does not only allow more rigorous
security analysis compared to many other approaches, but also helps generalizing
the much of the prior helper-data based work. First of all, a sketch allows exact re-
covery of the biometric template. Therefore, a strong extractor (such as pair-wise
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independent hash functions) can be further applied on the template to obtain a key
that is robust, in the sense that it can be consistently reproduced given any noisy
measurement that is similar to the template. This key can then be used in the same
way as passwords. Furthermore, in this framework, it is possible to demonstrate
some general results that do not depend on any particular notion of closeness be-
tween two measurements of the same biometric data as long as this closeness is
defined in a metric space. This is very important since different biometric modali-
ties have different representations and error patterns.

Constructions and rigorous analysis of secure sketch are given in [16] for three
metrics: Hamming distance, set difference and edit distance. Secure sketch schemes
for point sets in [8] are motivated by the typical similarity measure used for
minutiae-based fingerprint templates, where each template consists of a set of points
in 2-D space, and the similarity measure does not define a metric space.

Linnartz and Tuyls [29] consider a similar problem for biometric authentication
applications. They consider zero mean i.i.d. jointly Gaussian random vectors as bio-
metric templates, and use mutual information as the measure of security against
dishonest verifiers. Tuyls and Goseling [48] consider a similar notion of security,
and develop some general results when the distribution of the original is known and
the verifier can be trusted. Some practical results along this line also appear in [49].

Boyen [3] shows that a sketch scheme that is provably secure may be insecure
when multiple sketches of the same biometric data are obtained. Same issue is
further discussed in [28]. Boyen et al. further study the security of secure sketch
schemes under more general attacker models in [4], and techniques to achieve mu-
tual authentication are proposed.

However, there are a few difficulties in extending these techniques to biometric
templates in practice. Most importantly, many biometric templates are not discrete,
but are instead points in continuous domains (e.g., real numbers resulted from some
signal processing techniques). In such a case, it is hard to define what the minimum
entropy of the original biometric template should be. Furthermore, extracting a dis-
crete key from such a template would require some form of quantization [27]. In
this case, since the entropy of the original data can be very large, and the length of
the extracted key is typically quite limited, the “entropy loss” as defined in [16] can
be arbitrarily high, which can be misleading [43]. While designing secure sketches
for continuous data with Gaussian assumption is investigated in [6], key extraction
from general nondiscrete signals is investigated in [51]. Moreover, randomized and
cancelable secure sketches are introduced in [5, 46].

Although secure sketches may have some nice properties that would allow us to
handle all attackers and all biometric distributions, using min-entropy and entropy
loss alone may not be sufficient to measure the security. In many cases, although
the entropy loss can be bounded, the min-entropy of the original biometric data
cannot be easily determined, hence making it difficult to conclude the key strength
of the resulting system. Even the min-entropy of the original biometric data can
be fixed in some way, the entropy loss may be too large to be useful and it can
be misleading. Therefore, cautions have to be taken when analyzing the security of
biometric authentication schemes that employs secure sketches.
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4.2 Secure-Sketch as a Cryptographic Primitive

The main challenge in using biometric data in cryptography is that they cannot be
reproduced exactly. Some noise will be inevitably introduced into biometric samples
during acquisition and processing. There have been active discussions on how to
extract a reliable cryptographic key from such noisy data. Some recent techniques
attempt to correct the noise in the data by using some public information Py derived
from the original biometric template X. In this chapter, we follow Dodis et al. [16]
and call such public information P a sketch.

Typically, there are two main components in a secure sketch scheme. The first
is the sketch generation algorithm, which we will refer to as the encoder. It takes
the original biometric template X as the input, and outputs a sketch Py . The second
algorithm is the biometric template reconstruction algorithm, or the decoder, which
takes another biometric template ¥ and the sketch Py as the input and outputs X’.
If Y and X are sufficiently similar according to some similarity measure, we will
have X = X’. An important requirement for such a scheme is that the sketch Px
should not reveal too much information about the biometric template X. Dodis et
al. [16] gives a notion of entropy loss, which (informally speaking) measures the
advantage that Py gives to any adversary in guessing X, when X is discrete in
nature (Sect. 4.2.1 provides the details).

4.2.1 Preliminaries

4.2.1.1 Entropy and Entropy Loss in Discrete Domain

In the case where X is discrete, we follow the definitions by Dodis et al. [16]. They
consider a variant of the average min-entropy of X given P, which is essentially the
minimum strength of the key that can be consistently extracted from X when P is
made public.

In particular, the min-entropy Hs, (A) of a discrete random variable A is defined
as

Hy(A)=— log(max Pr[A = a]). 4.6)

For two discrete random variables A and B, the average min-entropy of A given
B is defined as

Hoo(A | B) = —log(Epp[27Hx(AIB=0)]), 4.7)
For discrete X, the entropy loss of the sketch Py is defined as

L =Hoo(X) — Hoo (X | P). (4.8)
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_ This definition is useful in the analysis, since for any £-bit string B, we have
H. (A | B) > Ho(A) — £. For any secure sketch scheme for discrete X, let R be
the randomness invested in constructing the sketch, it is not difficult to show that
when R can be computed from X and P, we have

Z =Hpo(X) —Hoo(X | P) <|P| — Hoo(R). (4.9)

In other words, the entropy loss can be bounded from above by the difference
between the size of P and the amount of randomness we invested in computing P.
This allows us to conveniently find an upper bound of .Z for any distribution of X,
since it is independent of X .

4.2.1.2 Secure Sketch in Discrete Domain

Our definitions of secure sketch and entropy loss in the discrete domain follow that
in [16]. Let .# be a finite set of points with a similarity relation S C .# x .# . When
(X, Y) € S, we say the Y is similar to X, or the pair (X, Y) is similar.

Definition 4.2.1 A sketch scheme in discrete domain is a tuple (.#, S, Enc, Dec),
where Enc : .# — {0, 1}* is an encoder and Dec : .# x {0, 1}* — .# is a decoder
such that for all X,Y € .#, Dec(Y,Enc(X)) = X if (X,Y) € S. The string Px =
Enc(X) is the sketch, and is to be made public. We say that the scheme is .Z-
secure if for all random variables X over .#, the entropy loss of the sketch Py is at
most .Z. That is, Hoo (X) — Hoo (X | Enc(X)) < Z.

We call ﬁoo (X | Px) the left-over entropy, which in essence measures the
“strength” of the key that can be extracted from X given that Py is made public.
Note that in most cases, the ultimate goal is to maximize the left-over entropy for
some particular distribution of X. However, in the discrete case, the min-entropy of
X is fixed but can be difficult to analyze. Hence, entropy loss becomes an equivalent
measure which is easier to quantify.

4.2.1.3 Issues and Challenges

There are several difficulties in applying many known secure sketch techniques to
known types of biometric templates directly. Firstly, many biometric templates are
represented by sequences of n points in a continuous domain (say, R), or equiva-
lently, points in an n-dimensional space (say, R"). In this case, since the entropy of
the original data can be very large, and the length of the extracted key is typically
quite limited, the “entropy loss” as defined in [16] can be very high for any pos-
sible scheme. For example, X is often a discrete approximation of some points in
a continuous domain (e.g., decimal fractions obtained by rounding real numbers).
As the precision of X gets higher, both the entropy of X and the entropy loss from



80 Y. Sutcu et al.

P become larger, but the extracted key can become stronger. Hence, this notion
of entropy loss alone is insufficient, and the seemingly high entropy loss for this
type of biometric data would be misleading. We will discuss this issue in detail in
Sect. 4.2.2, and give a complementary definition of relative entropy loss for noisy
data in the continuous domain. Informally speaking, the relative entropy loss of a
sketch measures the imperfectness of the rounding, which is the maximum amount
of additional entropy we can obtain by the “optimal” rounding. At the same time,
the entropy loss from P serves as a measure of the security of the sketch in the
discrete domain.

Secondly, even if the biometric templates are represented in discrete form, there
are practical problems when the entropy of the original template is high. For ex-
ample, the iris pattern of an eye can be represented by a 2048 bit binary string
called iris code, and up to 20 % of the bits could be changed under noise [21].
The fuzzy commitment scheme based on binary error-correcting codes [25] seems
to be applicable at the first glance. However, it would be impractical to apply a bi-
nary error-correcting code on such a long string with such a large error-correcting
capability. A two-level error-correcting technique is proposed in [21], which essen-
tially changes the similarity measure. As a result, the space is no longer a metric
space.

Thirdly, the similarity measures for many known biometric templates can be
quite different from those considered in many theoretical works (such as Hamming
distance, set difference and edit distance in [16]). This can happen as a result of
technical considerations (e.g., in the case of iris codes). However, in many cases
this is due to the nature of biometric templates. For instance, a fingerprint tem-
plate usually consists of a set of minutiae (feature points in 2-D/3-D space), and
two templates are considered as similar if more than a certain number of minutiae
in one template are near distinct minutiae in the other. In this case, the similar-
ity measure has to consider both Euclidean distance and set difference at the same
time.

We observe that many biometric templates can be represented in a general form:
The original X can be considered as a list of n points, where each point x of X
is in a bounded continuous domain. Under noise, each point can be perturbed by
a distance less than §. This formulation is different from that in [8] in two ways:
(1) The points are in a continuous domain, and (2) the points are always ordered.

To handle points in continuous domain, a general two step approach is to (1)
quantize (i.e., discretize) the points in X to a discrete domain with a scalar quantizer
2,., where A is the step size, and (2) apply secure sketch techniques on the quantized
points X=2(X ) in the quantized domain, which is discrete. For example, if points
in X are real numbers between 0 and 1, assume that we have a scalar quantizer 2,
with step size A = 0.1, such that 2, (x) = x if and only if XA <x < (X + 1)A, then
every point in X would be mapped to an integer in [0, 9]. After that, we can apply
a secure sketch for discrete points in the domain [0, 9]" to achieve error-tolerance.
This idea is illustrated in Fig. 4.7.

However, there are two difficulties when this approach is applied. Firstly, if we
follow the notion of secure sketch and entropy loss as in [16], the quantization error
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Fig. 4.7 A simple example for sketch computation and template reconstruction in quantized do-
main

X — X in the first step has to be kept in the sketch, since exact reconstruction of X
is required by definition. However, it can be difficult to give an upper bound on the
entropy loss from the quantization errors. Even if we can, it can be very large.

Furthermore, as the quantization step A becomes very small, the bound on the
entropy loss in the quantized domain during the second step can be very high. For
instance, for x € [0, 1) and § = 0.01, when A = 0.01, the entropy loss in Step (2)
will be log3, and the bound is tight. When A = 0.001, the entropy loss will be
log21. However, the big difference in entropy loss in the quantized domain can be
misleading. We will revisit this example in Sect. 4.2.2, and will show that the second
case actually results in a stronger key if X is uniformly distributed.

Instead of trying to answer the question of how much entropy is lost during quan-
tization, we study how different quantizers affect the strength of the key that we can
finally extract from the noisy data. In particular, given a secure sketch scheme in
the discrete domain and a quantizer 2 with step size 1, we consider any quan-
tizer 2, with step size A,. Assuming that m and m, are the strengths of the keys
under these two quantizers, respectively, we found that it is possible to give an up-
per bound on the difference between m; and my, for any distribution of X, and
any choices of Ay (hence 2,) within a certain range. This bound can be expressed
as a function of Aj. In other words, although we do not know what is the exact
entropy loss due to the quantizer 21, we do know that at most how far away 2
can be from the “optimal” one. Based on this, we give a notion of relative entropy
loss for data in continuous domain. Furthermore, we show that if X is uniformly
distributed, the relative entropy loss can be bounded by a constant for any choice
of Aq.

We note that our proposed schemes and analysis can be applied for two parties to
extract secret keys given correlated random variables (e.g., [32]), where the random
variables take values in a continuous domain (e.g. R). The entropy loss in the quan-
tized domain measures how much information can be leaked to an eavesdropper,
while the relative entropy loss measures how many additional bits that we might be
able to extract.
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Fig. 4.8 Sketch Generation and Reconstruction in Continuous Domain (Here R represents the
randomness invested in the sketch)

4.2.2 Secure Sketch in Continuous Domain

In this section we propose a general approach to handle noisy data in a continuous
domain. We consider points in a universe %/, which is a set that may be uncountable.
Let S be a similarity relation on %/, i.e., S € % X % . Let .4 be a finite set of points,
and let 2 : % — .# be a function that maps points in %/ to points in .Z. We will
refer to such a function 2 as a quantizer.

Definition 4.2.2 A quantization-based sketch scheme is a tuple (%, S, 2, .# , Enc,
Dec), where Enc : .# — {0, 1}* is an encoder and Dec : .# x {0, 1}* — .# is an
decoder such that forall X,Y € %, Dec(2(Y), Enc(2(X))) = 2(X)if (X, Y) € S.
The string P = Enc(2(X)) is the sketch. We say that the scheme is .#Z-secure in
the quantized domain if for all random variable X over 7%, the entropy loss of P is

at most %, i.e., Hoo (2(X)) — Hoo (2(X) | Enc(2(X))) < &

In other words, a quantization is applied to transform the points in the continuous
domain to a discrete domain, and a sketch scheme for discrete domain is applied to
obtain the sketch P. During reconstruction, we require the exact reconstruction of
the quantization 2(X) instead of the original X in the continuous domain. This
is illustrated in Fig. 4.8. If required, a strong extractor can be further applied to
2(X) to extract a key (as the fuzzy extractor in [16]). That is, we treat 2(X) as the
“discrete original”. Similarly, we call Hoo (2(X) | P) the left-over entropy.

When 2 is fixed, we can use the entropy loss on 2(X) to analyze the security
of the scheme, and bound the entropy loss of P. However, using this entropy loss
alone may be misleading, since there are many ways to quantize X, and different
quantizer would make a difference in both the min-entropy of 2(X) and the entropy
loss. Since our ultimate goal is to maximize the left-over entropy (i.e., the average
min-entropy Hoo (2(X) | P)), the entropy loss alone is not sufficient to compare
different quantization strategies.

To illustrate the subtleties, we consider the following example. Let x be a point
uniformly distributed in the interval [0, 1), and under noise, it can be shifted but still
within the range [x — 0.01, x 4+ 0.01). We can use a scalar quantizer 2; with step
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size 0.01, such that all points in the interval [0, 1) are mapped to integers [0, 99].
In this case, the min-entropy Hoo (21(x)) = log 100. As we can see later, there is
an easy way to construct a secure sketch for such 21 (x) with entropy loss of log 3.
Hence, the left-over entropy is log(100/3) ~ 5.06. Now we consider another scalar
quantizer 2, with step size 0.001, such that the range of 2, (x) is [0, 999]. A similar
scheme on 2, (x) would give entropy loss of log21, which seems much larger than
the previous log 3. However, the min-entropy of 2;(x) is also increased to log 1000,
and the left-over entropy would be log(1000/21) & 5.57, which is slightly higher
than the case where 2 is used.

Intuitively, for a given class of methods of handling noisy data in the quantized
domain, it is important to examine how different precisions of the quantization pro-
cess affect the strength of the extracted key. For this purpose, we propose to consider
not just one, but a family of quantizers Q, where each quantizer 2 drawn from Q
defines a mapping from % to a finite set .# . Let M be the set of such .#Z 4 for all
2 € Q. We also define a family of encoders E and decoders D, such that for each
2 and .# 9, there exist uniquely defined Enc 9 € E and Dec g9 € D that can handle
2(X)in A 9.

Definition 4.2.3 A quantization-based sketch family is a tuple (%, S, Q, M, E, D),
such that for each quantizer 2 € Q, there exist .#Z € M, Enc € E and Dec € D, and
(%,S,2, #,Enc,Dec) is a quantization-based sketch scheme. We say that such a
scheme is a member of the family, and is identified by 2.

Definition 4.2.4 A quantization-based sketch family (%, s, Q, M, E, D) is (L, R)-
secure for functions L, R : Q — R if for any member identified by 2 (with encoder
Enc;) we have

1. This member is L(2))-secure in the quantized domain; and
2. For any random variable X, and any member identified by 2, (with encoder
Ency), we have

Hoo (22(X) | Enca(22(X))) — Hoo(21(X) | Enci (21(X))) < R(2)).

In other words, to measure the security of the family of schemes, we examine two
aspects of the family. Firstly, we consider the entropy loss in the quantized domain
for each member of the family. This is represented by the function L, which serves
as a measure of security when the quantizer is fixed. Secondly, given any quantizer
in the family, we consider the question: If we use another quantizer, how many more
bits can be extracted? We call this the relative entropy loss, which is represented by
the function R.

We observe that for some sketch families, the relative entropy loss for any given
member can be conveniently bounded by the size of the sketch generated by that
member. We say that such sketch families are well-formed. More precisely, we have

Definition 4.2.5 A quantization-based sketch family (%, s, Q, M, E, D) is well-
formed if for any two members (%, S, 2, .#\, Ency, Decy) and (%, S, 2,, A3,
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Enc;, Decy), it holds for any random variable X that
Hoo (21(X) | (P1. P2)) = Hoo(22(X) | (P1, P2)), (4.10)

where P; = Enc( (2 (X)) and P> = Ency(2,(X)).

Theorem 4.2.1 For any well-formed quantization-based sketch family, given any
two members (% ,S, 21, .#,Ency,Decy) and (% ,S, 2, #>,Ency, Decy), we
have for any random variable X

Hoo(22(X) | P2) —Hoo(21(X) | P1) < P11,
where Py = Ency(2(X)) and P, = Ency (2> (X)).

Proof First, it is not difficult to show that for any random variables A, B and C, we
have

Hoo(A | B) — |C| <Huo(A| (B, C)) <Hoo(A| B). @.11)
Let X 1=21(X) and X 2 = 2>(X). Since the sketch family is well-formed,
Hoo (X1 | (P1, P2)) = Hoo(X2 | (P1, P2)). (4.12)

Substituting B by P;, C by P, and A by 5(\1 and 5(\2, respectively, in (4.11), we
have

Hoo(X2 | P2) — |P1 < Hoo(X2 | (P1, P2))
=Hoo (X1 | (P1, P) < Hoo(X) | PY). (4.13)

O

4.3 A General Scheme for Biometric Templates

We observe that many biometric templates can be represented as a sequence of
points in some bounded continuous domain. There are two types of noise that can
occur. The first noise, white noise, perturbs each points by a small distance, and the
second noise, replacement noise, replaces some points by different points.

Without loss of generality, we assume that each biometric template X can be
written as a sequence X = (x1, Xx2,...,X,), where each x; e Rand 0 <x; < 1. In
other words, X € % = [0, 1)". For each pair of biometric templates X and Y, we
say that (X, Y) € S if there exists a subset C of {1, ..., n}, such that |C| > n — ¢ for
some threshold ¢, and for every i € C, |x; — y;| < 8, for some threshold §.

Similar to the two-part approach in [8], we construct the sketch in two parts.
The first part, the white noise sketch, handles the white noise in the noisy data, and
the second part, the replacement noise sketch, corrects the replacement noise. We
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will concentrate on the white noise sketch in this chapter, and the replacement noise
sketch can be implemented using a known secure sketch scheme for set difference
(e.g., thatin [9, 16]).

4.3.1 Quantization-Based Sketch Family

Each member of the family is parameterized by a A such that A e Rand 0 < A <.

Quantizer 2,  Each quantizer 2, in Q is a scalar quantizer with step size A € R.
For each x € %, 2, (x) = if and only if AX <x < A(X + 1), and the quantization
of X is defined as X = 2,(X) £ (2;.(x1), ..., 25(x,)). The corresponding quan-
tized domain is thus ., = [0, f%ﬂ". The encoders and the decoders work only on
the quantized domain. The white noise appeared in the quantized domain is of level
:S\A = [8/A]. In other words, under white noise, a point X in the quantized domain
can be shifted by a distance of at most ;3\,\. Let us denote A; £ 2?3} + 1.

Codebook %,  Furthermore, for each quantized domain .#) we consider a code-
book 6., where every codeword ¢ € 6, has the form ¢ = kA, for some non-negative
integer k. We use %) (-) to denote the function such that given a quantized point X,
it returns a value ¢ = %5 () such that [x — ¢| < ?S\;L. That is, the function finds the
unique codeword c that is nearest to X in the codebook.

Encoder Enc,  Given a quantized X et % the encoder Enc;, does the following.

1. Foreach® € X, compute ¢; = G (X))
2. Output P =Enc,(X) =y, ...,d,), where d; =%x; —¢; for 1 <i <n.

In other words, for every X;, the encoder outputs the distance of X; from its nearest
codeword in the codebook €.

Decoder Dec)  For a corrupted template Y, it is first quantized by Y= 2, (Y).
Given P ={dy,...,d,) and Y = (31, ..., ), and the decoder Dec; does the fol-
lowing.

1. For each y; € Y, compute ¢; = 6, i — dy);

2. Output X =Decy (Y) =(c1 +di,...,cn +dy).

In other words, the decoder shifts every y; by d;, maps it to the nearest codeword in
%, and shifts it back by the same distance.

4.3.1.1 Security Analysis

For each member of the sketch family with parameter A, the difference d; between
X; and p; ranges from —;S\A to;S\;L. Intuitively, log A, bits are sufficient and necessary
to describe the white noise in the quantized domain (recall that A = 2;3} +1=
2{%] + 1). Hence, we have
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Lemma 4.3.1 The quantization-based sketch scheme (% , S, 2,., .#,., Enc,, Dec,)
is (nlog Ay)-secure in the quantized domain.

Proof Note that the size of each d; generated in the second step of the encoder is
log A, .. Hence the total size of the sketch is n log A, . Therefore, the entropy loss of
the sketch P is at most nlog A, by (4.9). g

It is not difficult to see that the above bound is tight. For example, when each X
is uniformly distributed in the quantized domain, the min-entropy of each X after
quantization would be log (%] , and the average min-entropy of x given P would be
at most log |%,| = logf%] —log A;.

Now we consider the relative entropy loss. First of all, we observe that the pro-
posed sketch family is well-formed according to Definition 4.2.5.

Lemma 4.3.2 The quantization-based sketch family defined in Sect. 4.3.1 is well-
formed.

Proof We consider any two members in the sketch family. The first is identified by
2,, with step size A1, and the second is identified by 2,, with step size A,.

For any point x € X, let X; = 2, (x). Recall that during encoding, a codeword
is computed as ¢; = 6}, (x1), and the difference d; =X — ¢y is put into the sketch.
Similarly, let x; = 2y,(x), c2 =6, (x2) and dr» =%» — c».

Since A1 <& and Ay < 4, it is easy to see that if di,d, and x| is known, we
can compute X, deterministically. Similarly, given dj, d» and X3, X can also be
determined. Thus, we have

Hoo(R1 | (d1,d2)) = Hoo (@1, %) | (d1, d2)) = Hoo (%2 | (d1, o). (4.14)

The same arguments can be applied to all the points in X. Hence, let P; =
Enc;, (X) and P, = Enc;,, (X), we have

Hoo (X1 | (P1, P2) =Hoo (X1, X2) | (P, Pp)) = Hoo (X2 [ (P1, P2).  (4.15)
That is, the proposed sketch family is well-formed. U

By combining Theorem 4.2.1 and Lemma 4.3.2, and considering that for the
member of the sketch family identified by 2, with step size A1, the size of the
sketch | Pi| =n(log A;,), we have the following lemma.

Lemma 4.3.3 For the quantization-based sketch family defined in Sect. 4.3.1, given
any member identified by 2, with step size L1 and encoder Enc,, we see that, for
every random variable X € % and any member identified by 2,, with step size X,
and encoder Ency,, we have

Heo (2, (X) | Ency, (25,(X))) — Hoo (2, (X) | Ency, (25, (X))) < nllog 45,).

In other words, the relative entropy loss is at most n(log Ay,) for 2.
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Not only the above is a worst case bound, we can show that the worst case can
indeed happen.

Lemma 4.3.4 The relative entropy loss in Lemma 4.3.3 is tight for sufficiently
small §.

Proof For any given Aq, we find a A, such that it is possible to find Ay, =
(218/x17+ 1) points W = {wy, ..., wa,, —1} such that 2, (w;) — 6y, (2, (w1)) =
i —[8/A1], and 6, (w;) = ¢; for some codeword c; € 6),. In other words, we want
to find points such that each of them would generate a different d; in the final sketch
with Z,,, but would generate exactly the same number (i.e., 0) in the sketch when
2,, is used. Note that when § is sufficiently small, there would be sufficiently many
codewords in 6;,, and it is always possible to find such 1, (e.g., A2 = A1/2).
When each x € X is uniformly distributed over W, we can see that the sketch
from the scheme identified by 2, would reveal all information about X, but in the
case of 2,,, the left-over entropy would be exactly log A;,. O

Therefore, combining Lemmas 4.3.1, 4.3.3 and 4.3.4 we have

Theorem 4.3.5 The quantization-based sketch family defined in Sect. 4.3.1 is
(L, R)-secure where for each member in the family identified by 2, with step size
A, where L(2,) = R(Z2,) = nlog A,. Furthermore, the bounds are tight.

For example, if A = §, we would have L(Z2,) = R(Z,) = n(log3). Note that
although decreasing A might give a larger left-over entropy, this is not guaranteed.
In fact, if we use a A" < A, by applying the above theorem on .2, we can see that it
may result in a smaller left-over entropy than using 2, (e.g., consider the example
in the proof of Lemma 4.3.4).

4.3.1.2 A Special Case

We further study a special case when each point x € X is independently and uni-
formly distributed over [0, 1). We further assume that 1/6 is an integer, and the
family of schemes only consists of members with step size A such that 1/A is an in-
teger that is a multiple of A, . This additional assumption is only for the convenience
of the analysis, and would not make too much difference in practice.

In this case, the entropy loss in the quantized domain for the member identified
by 2, with step size A would be exactly n(log A, ), which shows that Lemma 4.3.1
is tight. Moreover, it is interesting that the relative entropy loss in this case can be
bounded by a constant.

Corollary 4.3.6 When each x € X is independently and uniformly distributed, the
quantization-based sketch family defined in Sect. 4.3.1 is (L, R)-secure where for
each member in the family identified by 2, with step size )\, where L(2,) =
n(log Ay), and R(2;) =nlog(1 + ;—5) <nlog(3/2).
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Proof The claim L(2,) = n(log A,) follows directly from Lemma 4.3.1, so we
only focus on R. Consider two members of the family identified by 2, and 2,,,
respectively. Without loss of generality, we assume A; > A;. Consider any x € X,
letx] = 2, (x), c1 = %), (x1). Similarly we define X3 = 2, (x) and ¢ = 63, (%2).
Hence, the min-entropy in the quantized domain would be log(1/A1) and log(1/A>),
respectively.

Clearly, ¢ and c; are also uniformly distributed over %, and 6,, respectively,
and do not depend on d; and d5. Hence, the left-over entropy for these two members
would be log(|%,]) = log ﬁ and log(|%3,]) = log M—}rza, respectively. Further-
more, recall that 0 < Ay < A1 <, and the difference between these two quantities
can be bounded as

M+ 268 MM 3
10g(|‘€kz|) — log(|<€,\1 |) =log Py < log<1 + %> <log 3"

Therefore, the relative entropy loss is bounded by n log(3/2) as claimed. d

4.3.2 Quantization-Based Secure Sketch with Randomization

There are few reasons of using such a randomization in our scheme. First of all,
randomization provides a better noise tolerance. In particular, the noise on the orig-
inal components seems to be smoothed out by the random mapping, which makes
the scheme more robust for the same FAR. Secondly, randomization provides can-
celability and diversity simultaneously. More specifically, users will be able to use
the same biometric data with newly generated random mapping in case of any data
compromise. Furthermore, the cross-matching across different databases will not be
feasible since different applications will use different random mapping. The ran-
domized quantization-based secure sketch implementation is illustrated in Fig. 4.9.

4.3.2.1 Template Representation

We assume that we can extract a feature vector of size n from each biometric sample.
Therefore,

Bi=I[bi1 bin - bin)" (4.16)

represents the n-dimensional feature vector of ith user of the system where each
coefficient b;; € R is a real number.

In addition, we also assume that the value of each coefficient b;; can vary within
a certain range, which is going to be determined through experiments on the data
set. In other words, we consider the jth coefficient for the ith user to be always
associated with a range, which is defined by a mid-point and a range p;;. Here,
the mean-point b; ; for the jth component of the ith user is determined as the mid-
point value of the jth component of the feature vector observed in the training data
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Fig. 4.9 Randomized sketch generation and reconstruction in continuous domain

set of user i. Similarly, the range size p;; for the jth component of the ith user is
determined as p;; = (mx;; —mn;;)/2 where mn;; (resp. mx;;) is the minimum (resp.
the maximum) value of the jth component of the feature vector observed in the
training data set of user i.

Therefore, the template for the ith user consists of two vectors. The first is the
list of n mid-points bil, ..., bin, and the other is the list of range sizes for each
coefficients p;1, ..., pin-

In the simplest case, for the ith user in the system, we can consider a sample
B; =[bi1 bjs -+ bin)T as authentic if

bij — pij < bij <bij + pij 4.17)

forall j=1,...,n.

4.3.2.2 Randomization

Before generating a sketch from the coefficients extracted from raw samples of bio-
metric data, we can further apply user-specific random mapping on these feature
vectors. In particular, we generate k-by-n matrices whose elements are uniformly
distributed random numbers between —6 and 6, where 6 is a parameter. We call
such matrices randomization matrices.

Let R; be the randomization matrix for user i and by multiplying the feature
vector with this random matrix, an n dimensional feature vector can be mapped into
another k dimensional feature vector. That is, for user i and a raw sample B; =
[bi1 -+ bin]", we compute V; = R; B; = [vi1 viz -+ vir]”.

Similar to the simple case in Sect. 4.3.2.1, mid-points v;;’s and range sizes §;;’s
are recalculated and for any V; = R; B; = [vj1 vi2 --- vir]lT, we consider it as au-
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thentic if
Vij — 8ij < vij <Vij +dij (4.18)

forall j=1,... k.

4.3.2.3 Quantization and Codebook

In order to generate a sketch for the biometric template, first step is to discretize
every component of the feature vector such that we can apply a sketch scheme for
discrete domains. Therefore, we employ a straightforward method, which uses a
scalar quantizer for each of the coefficients to map it to a discrete domain.

First, we determine global ranges of each and every component of the feature
vectors from the training data set obtained during enrollment phase. Let these values
be MN; = min; (v;;) and MX; = max; (v;;). Next, the discrete domain ‘Kj for the jth
component is computed by quantizing the overall user range by the quantization
step ;. That is,

€ ={MN; —r;,MN; —r; +6;,MN; —r; +28;,...,MN; —r; + L;8;}, (4.19)

where L ; is appropriately chosen integer which satisfies MN; — r; + L ;§; > MX;
and r; is a positive random number.

In this way, for the jth component of the ith user, a range of mid-point v;; and
size §;; can be translated to a discrete range where the discrete mid-point is quanti-
zation of v;; in €;, and the discrete range size d;; is given by

dij = [EW (4.20)

Finally, the codebook Cj. for the jth component of the ith user is a subset of
%, and can be determined by choosing one point out of every 2d;; + 1 consecutive
points in €.

In this setup, ;s are simply determined as a function of the minimum range size
of each component of the feature vector observed in overall user space. That is,

8; = amin(5;;), 421
1

where « is a parameter which can take different values.

It is worth noting that, in the above formulation, the quantization step §; can
be determined in many different ways. However, it is reasonable to assume that
8; should be related to some statistics of the range of the feature components,
namely §;;’s.
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4.3.2.4 Sketch Generation and Template Reconstruction

During enrollment, the biometric data of each user are acquired and feature vectors
are extracted several times as a part of training process. Then the variation (i.e,.
the mid-point and range size) of each feature vector component is estimated by
analyzing the training data set. Next, we construct a codebook for each component
of each user as in Sect. 4.3.2.3.

Therefore, the sketch P; for user i is a vector

Pi=[pn p2 - pil, (4.22)
where
pij = Q@) — v (4.23)

and Q; (vi;) is the codeword in C i that is closest to Vjj.

During authentication, biometric data of the ith user is taken and correspond-
ing feature vector is computed. Let us denote this noisy feature vector as V; =
[9:1 Tip --- Din]”. Then the decoder takes V; and P; and calculates Q;(ﬁ'j) — Dij
for j =1, ..., n. Reconstruction of the original biometric will be successful if

—dij < Q;(E‘j) — Q;(vij) < dj, (4.24)

where d;; is the user specific error tolerance bound for the jth component. It is not
difficult to see that sz Wij) — pij = Q’J.(T)',' i) — Q’j(ﬁij) +;; and the errors up to
the some preset threshold value will be corrected successfully.

4.4 Secure Sketch for Multiple Secrets

We have seen that secure sketch and secure extractor schemes are very helpful in
protecting biometric data because we can bound the entropy loss in case the sketches
are compromised. However, this bound alone is not sufficient to protect the confi-
dentiality of the biometric templates, nor the data that is protected by them. The
reason is simple: The strengths of the keys that can be extracted from the biometric
data, taking into consideration of possible information leakage due to the sketches,
are typically weak for commonly used biometric features such as fingerprints and
facial features. This is similar to the problem of weak passwords. Although we can
protect passwords by applying one-way hash functions on them, weak passwords
can still be broken by brute-force. As a result, it would not be a good idea to use
the keys extracted from biometric data directly to protect other data (e.g., to encrypt
sensitive documents).

A common way to utilize biometric data in a security system is to use multiple
secrets together. Some of these secrets can be “fuzzy”, such as biometric data, and
some of them can be passwords or cryptographic keys. For example, in a multi-
factor authentication system, a user may be asked to present both a valid fingerprint
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and a matching password or a smartcard before certain resource is accessible. In
some multi-modal biometric authentication systems, a user may have to present
multiple valid biometric features, such as retina patterns and fingerprints.

A straightforward way of using multiple secrets is to use them independently.
For example, we can simply put the key extracted from a fingerprint and that from
a password together to form a new key. In this way we can obtain a strong key from
two or more weak keys, which solves part of the problem. However, we can also
easily see that different types of secrets may have different characteristics. The like-
lihood of being lost, stolen or forgotten, and the ease of revocation and replacement
can be quite different for different secrets. For example, a key stored in a smart-
card can be easily made very strong, but such a key has to be stored in the memory,
which makes it easier to be compromised. Passwords, on the other hand, can be re-
membered by human beings, but they typically have lower entropy. Both smartcards
and passwords have the advantage that they can be easily replaced and/or revoked.
Biometrics, on the other hand, would yield keys with reasonable entropy, which are
often difficult to revoke or replace.

Therefore, to cater for different characteristics of different secrets, they have to
be mixed together in a smart way.

4.4.1 Two-Factor Authentication: An Example

Here we describe a simple multi-factor authentication scheme using biometrics and
smartcards. Suppose a user has biometric data X and a smart card with a key K of
length n. We further assume that there is a cryptographic pseudo-random number
generator G that takes a short seed S and outputs pseudo-random bits that cannot be
efficiently distinguished from random bits. During registration, the user computes
the hash of X and uses it as the seed S (i.e., S = A (X) for some cryptographic hash
function k), then applies G(S) to generate n pseudo-random bits. Let K, = G(S)
be the output. Next, the user computes a sketch Px from X, and chooses a random
string Q, where |Q| = | Px|. The string Q is stored in the authentication server,
and the result of Q @ Py is stored in the smartcard, where @ denotes bit-wise xor
operation. Also, the result of K @ K, is also stored in the authentication database.
The use of pseudo-random number generator allows the string K, to be of any
polynomial length, so that it can be easily xored with K.

During authentication, the server retrieves Q @& Py from the smartcard, and uses
it to recover Py, which is then returned to the user. Next the user reconstructs X
using Px and a fresh scan of the biometrics, and applies the same function G (4 (X))
to recover K. After that the user would be able to generate the key K & K, for
authentication. (See Fig. 4.10 for the illustration of the proposed protocol.)

In this way, if the authentication database is compromised, only Q and K ® K,
is revealed. Since K are completely random, so is K @ K. Hence the data stored
at the server does not reveal any information about X. On the other hand, if the
smartcard is stolen or lost, what an attacker would be able to find out is Q & Px
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Fig. 4.10 A simple secure sketch-based multi-factor scheme that uses biometrics and smartcards

and K, which are just random strings. Since K and Q are independent from the
user biometrics, they can be easily revoked and replaced.

In the worst case, the attacker is able to steal the smartcard and compromise the
server at the same time. In that case, Py and K » would be revealed. However, Px
reveals only limited information about X, and it can be computationally infeasible
to compute X from K, if the min-entropy of X is high enough. Other secrets (e.g.,
passwords) can be used in combination with X to make it harder to compute X
from K. Therefore, we can achieve unconditional security when one of the stor-
age (database and smartcard) is compromised, and some extent of computational
security when both storage devices are compromised.

4.4.2 Cascaded Mixing

The example given in Sect. 4.4.1 is a special case of a mixing strategy called cas-
caded mixing given by Fang et al. [19].

The idea of cascaded mixing is intuitive. As can be seen in the example, some
secrets (biometrics) are more important, because they are tightly linked to identi-
ties and hard to revoke or replace, and some secrets (K and Q) are less important
because they are only loosely linked to identities and easily revocable and replace-
able. Naturally, it makes good sense to use less important secrets to protect more
important ones, as what happens in the example: Both the sketch of the biometric
data Px and the extracted key Kp are further xored (encrypted) using Q and K,
respectively.

At this point we must note that although there are other cryptographic opera-
tions happening in this example, such as hashing and encryption of the extracted
key, these operations are actually independent from the protection of the biometric
data. We include these in our example to make it a complete authentication system.
However, to analyze the security of such mixing, we need a more abstract model.
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Fig. 4.12 Cascaded mixing of two fuzzy secrets

In general, the process of using a non-fuzzy key to protect another more impor-
tant fuzzy secret is illustrated in Fig. 4.11. In this figure, Enc is the encoder, f is a
mixing function, x is the fuzzy secret, r is the randomness used by the encoder, p is
the sketch of x, k is the non-fuzzy secret, s is the randomness used by the mixing
function f, and ¢ is the final sketch.

During reconstruction, given a key k and some x’, which is a noisy version of x,
we first use ¢ and k to recover the sketch p, and use p to recover x from x’.

Similarly, when both secrets are fuzzy, the mixing process is depicted in
Fig. 4.12, where Ext represents an extractor. In essence, given two secrets x; and
X3, where x; is more important, we can compute the sketches p; and p;, respec-
tively, and use the key k> extracted from x; to mix with the sketch p; to produced
the mixed sketch ¢, and the final sketch is constructed by simply putting ¢; and p»
together.

When a user presents y; and y, that are close to x| and x», respectively, x» is
first reconstructed using y, and p;, and a key k; is extracted from x;, which in turn
is used to retrieve pq if f is invertible. After that, x is reconstructed using y; and
p1- The final cryptographic key can be obtained by applying an extractor on the
concatenation xi || x2.

Intuitively, the cascaded mixing approach in Fig. 4.12 gives more protection to
the first secret x. If the mixing function is chosen properly, the mixed g; contains
little or no information about x;. In this case, if an attacker wants to exploit the
information in the final sketch ¢; || p2 in attempts to find out xp, it would require
the attacker to guess x> using p; before any useful information can be obtained from
the final sketch by computing p; from g and x;.
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Now, let us consider the mixing function
£40, 1P {0, 1Ko, 1351 — o, 11!

and random variables Q, P, K and S such that Q = f(P, K, S). We assume that
|Q| < |P|+|S|. We further require f to have certain properties (as in [19]). First,
f must be invertible.

Definition 4.4.1 (Invertibility) A mixing function f is invertible if there exists a
function g(-, -) such that for all p € {0, 1}/?!, k € {0, 1}!X! and 5 € {0, 1}5!, we have
g(f(pvkss)vk) :p‘

In addition, in our analysis we consider mixing functions with the following
properties on recoverability of the randomness invested.

Definition 4.4.2 (Recoverable Randomness) For a mixing function f, the random-
ness S is called recoverable if for any p € {0, 1}!P1, k € {0, 1}'Xl and 5, 5" € {0, 1}!5],
if f(p,k,s)= f(p,k,s’), wehaves=ys".

Definition 4.4.3 (8-Recoverable Key) For a mixing function f, the key K is called
B-recoverable if for any p € {0, 1}171, ¢ € {0, 1}!€!, the cardinality of the set Hpg=
{k €{0, 1})Kl|135 € {0, 1}B, f(p, k,s) =q)} is at most 27,

For example, we can construct an invertible mixing function with recoverable
randomness from a stream cipher E where the mixing is done by encrypting the
concatenation of the sketch and the randomness using the key (i.e., f(p,k,r) =
Ex(p || r)). In this case, both the inversion and the randomness recovery can be
done at once by simply decrypting a given q.

4.4.3 Security Analysis of Two-Secret Sketch

The idea of mixing may look intuitive at first. The real challenge, however, is to mix
the secrets in the correct way. In fact, the security of the resulting scheme can be
worse than without mixing if it is not done carefully.

To analyze the security of a cascaded mixing scheme, let us examine the sim-
plest case, where one secret is fuzzy and more important (say, a fingerprint) and
the other secret is not fuzzy and independent from the fuzzy secret. Let x € .#
and k € {0, 1}/XI be the fuzzy and non-fuzzy secrets, respectively. Consider a secure
sketch scheme described by the tuple (.#, S, Enc, Dec), where S is a similarity
function on .# and Enc and Dec are the encoder and decoder, respectively. Let p
be the sketch computed from fuzzy secret x and randomness s, i.e., p = Enc(x, r).
We consider two scenarios with different lengths of the non-fuzzy secret key k with
respect to the size of the sketch p.
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In our analysis, we use small letters such as x, k, p, ¢, r and s to repre-
sent instances of secrets, sketches and randomness, and use the capital letters
X, K, P, Q, R and S to represent the corresponding random variables.

If the key K that is uniformly distributed and the length of K is no shorter than
the sketch, we can use the key to hide the sketch P completely by simply using the
one-time pad as the mixing function and K as the key. However, from the mixed
sketch Q, some information about the key may be revealed. This is due to the fact
that P is unlikely to be uniformly random in practice, and knowledge about the
sketch will reveal information about the key.

If K is shorter than P, it is not possible to hide P completely. This scenario
is more interesting in some scenarios because it is well-known that the entropy of
user chosen PIN numbers and passwords is typically low. Hence, it is important to
determine how much information of the secret X remains when the mixed sketch
is revealed, and whether the mixing may reveal more information than the simple
method that encodes the secrets independently. In other words, for random variables
X, K, R, S, P and Q, we negd to investigate tlle} remaining entropies Hy (X|Q)
and Hoo (K| Q), and compare Hoo (X, K|Q) and Hoo (X|P) + Hoo (K).

For the overall remaining entropy Heo (X, K|Q), we have the following lemma.

Lemma 4.4.1 [19] Given randgm variables X, K, R, S and mixing function f such
that |Q| < |P|+|S|, We have Hoo (X, K|Q) > Hoo(X) + Hoo(K) + Hoo(R) — | P|.

Proof Since S is recoverable, we can consider Enc and f together as the encoding
algorithm for the final sketch Q. Similarly we can group R and S together as the
recoverable randomness. The inequality (4.9) in Sect. 4.2.1 applies. Note that | Q| <
|P| 4+ |S], and we have

Hoo (X, K|Q) > Hoo (X, K) 4+ Hoo (R) + Hoo(S) — | Q|
> Hoo (X) 4+ Hoo(K) + Hoo(R) — | P|. O

It is worth to note that the requirement that |Q| < |P| + |S| can always be easily
met. For example, the equality holds if we construct f by using a stream cipher as
mentioned earlier.

Lemma 4.4.1 gives a lower bound of the remaining entropy of the secrets X
and K. In general, if both secrets are fuzzy, we can similar obtain the bound:

Hoo (X1, X2|0) > Hoo(X1) + Hoo (X2) + Hoo(R) + Hoo (R2) — | P1| — | Py,

where X1 and X, are both fuzzy secrets, R; and R; are the randomness invested in
constructing the sketch Py and P; for the two secrets, respectively. We note that this
bound is the same as in the case where simply encode the two secrets independently.

Now that we have the bound on the overall entropy loss, let us further investigate
the entropy loss for individual secrets (i.e., Hoo (X| Q) and Hoo (K| Q)), so that we
know if the more important secret X is indeed given more protection.

When the non-fuzzy secret K is sufficiently long, the mixing function f can be
simply one-time pad, and Q would not reveal any information about P. In other
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words, for X, the remaining entropy is the same as the min-entropy of X (i.e.,
Hoo (X10Q) = Hoo (X)).

The entropy loss for K, however, requires more careful analysis. In Theo-
rem 4.4.3, we are going to show that IN{OO(K|Q) =Hy(K) + Hyo(P) — |P|. We
can see that if the sketch is sufficiently random, and Hy(P) = | P|, the remain-
ing entropy of K given Q would be the same as the min-entropy of K (i.e.,
ﬁoo(K |Q) = Hxo(K)). It is also worth to note that, for some distributions of X,
the sum of the remaining entropies for each individual secret given the final sketch
can be greater than the overall remaining entropy.

As we mentioned earlier, when the key K is extracted from a PIN, a password or
another biometrics, the length of K can be small (say, 30 bits) compared to typical
cryptographic keys. In this scenario, we may not be able to use a one-time pad to
protect the sketch completely, and the final mixed Q may leak some information
about the key K. Nevertheless, partial leakage of K is acceptable as long as it can
provide more protection to X. Indeed, the next theorem shows that entropy loss of
X from the sketch P can be diverted to K.

Theorem 4.4.2 [19] Given three independent random variables X, K and R dis-
tributed over 4, {0, 1}‘K| and {0, 1}|R|, respectively, and an (., S, Enc, Dec)-
sketch scheme. Let P be the sketch of X, i.e., P = Enc(X, R), where R is re-
coverable, and let f : {0, 1}P1 x {0, 1}/l — {0, 1}19! be an mixing function and
0= f(P,K,S), where S is |S| bits of recoverable randomness. If f is invertible
and the key K is |S|-recoverable. Then

Hoo(X]Q) > Hoo(X) + Hoo (K) — | Q. (4.25)

Proof First, let 7, , C {0, 1351 be the set of secret k € {0, 1}/XI such that there
exists an r € {0, 1}/Rl and s € {0, 1}!5! so that ¢ can be computed from x, r, k and s.
That is,

Hrg =k (0, )83, s, f(Enc(x,r), k,s) =q}.

Since the key of the mixing function f is |S|-recoverable, it is clear that the car-
dinality |7 4| is no more than the number of all possible r’s multiplied by 2181,
where |S| =|Q| — | P|. Thatis, |75 4] < 2IRIHISI for any x and g. Now, consider

A — 2~ Hoo(XIO)—|RI-IS]|

= ZPF[Q = g¢]max Pr[X = x|Q = g2~ 1RI=ISI
q

= ZmaxPr[X =x, Q=q2 IRI=ISI,
X
q
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On the other hand, we have

B — 2~ Hx(X.K|Q)

=Zmz}(xPr[X=x,K =k|Q=q].
X,
q

For any ¢ € {0, 1121, let us consider

maxPr[X =x, Q= qo]Z_‘Rl_‘Sl
X

- _ _ — 1o IRI=IS|
_mfok:Pr[x =x,0=q0, K =kJ2

< max(m]?xPr[X =x,0=qo, K= k]Z‘RH‘S')Z"RHS'
X

:mZ}(xPr[X =x,0=qo, K =k].
x,

The inequality holds because for any x, there will be at most |75 4,| < 2IRI+1S! non-

zero terms in the summation, hence the sum will be at most 2/XIF15! times the largest
term in the summation. As a result, we have

ASZIBiXPr[sz’qu’K:k]ZB‘
q

This is equivalent to
Hoo(X10) + R + 18] = Ho(X. K| Q).

By applying the bound on overall entropy loss (Lemma 4.4.1), and considering that
the recoverable randomness includes the | R| bit R and |S| bit | S|, we have

Hoo(X|Q) > Hoo(X, K|Q) — |R| — ||
Z Hoo(X) +Hoo(K) - |Q|

Therefore the theorem holds as claimed. O

Note that the above theorem holds for any distributions of X and for uniformly
distributed K. This theorem also implies that Hyo (X |Q) > Hoo (X) + | K| — | Q.

To compare with the straightforward approach that treats the two secrets inde-
pendently, we can consider the remaining entropy of X given the sketch P.

Hoo(X|P) > Hoo(X) + |R| — | P]. (4.26)
We can see from Theorem 4.4.2 and inequality (4.26) that when Hyo (K) — | Q] >

|R| — | P|, or equivalently, when Hy, (K') > |R| 4 |S], the entropy bound when using
a cascaded mixing function is no worse than not using it.
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As a special case, we can consider a deterministic sketch scheme where no ran-
domness is used during sketch construction (i.e. |R| =0), and a length preserving
mixing function with respect to the sketch P (i.e., |P| = |Q]), the difference be-
tween the right hand side of the inequality (4.25) and that of (4.26) is Hoo(K). In
other words, the remaining entropy of X given Q can be increased by Hoo (K). This
clearly shows that the information leakage on X can be “diverted” to K, hence X
receives more protection.

Now, we consider only the non-fuzzy secret k and analyze the entropy loss.

Theorem 4.4.3 [19] Given an (#, S, Enc, Dec)-sketch scheme, and let X, K, R,
P, Q, f, S be as defined in Theorem 4.4.2, we have

Hoo(K|Q) > Hoo (K) + Hoo(R) — | P. (4.27)

Proof Since Q = f(P, K, S), we can regard Q as a sketch of K where the mixing
function f is an encoder, and P = Enc(X, R) and S are the “randomness” invested
in computing Q, which are recoverable. Clearly, we can apply the general bound
(4.9)on K and Q. Since R is recoverable, we have

Hoo(X) 4+ Hoo(P) > Hoo (X, P) > Hoo(X) + Hoo(R),

which means that Hy (P) > Hoo (R), hence the theorem holds. O

Note that the bound in Theorem 4.4.3 is tight. In other words, there exists random
variables and functions such that the equality in (4.27) holds. As a result, if | P| is
large but the min-entropy Heo (P) is low, the bound Hyo (K) + Hoo(P) — | P| may
be reduced to 0 or even less than 0. When this happens, the bound becomes not very
meaningful and Q may reveal all information about K.

Now that we have analyzed the case where one secret is fuzzy and the other is
not, we can easily extend the results to the case of two fuzzy secrets as illustrated in
Fig. 4.12.

Suppose there are two independent secrets x| € .4 and x; € .#>, and two sketch
schemes with encoders Ency; and Enc,, respectively. Like the previous case, we
assume that xj is more important and needs better protection. Given x1, x» and
randomness ri and rs, the final sketch g is computed in the following steps.

. Compute p; = Ency(x1,r1) and p» = Enca(x2, r2).

. Extract a key kp from x, using an extractor Ext.

. Compute g1 = f(p1, k2, S) using a mixing function f.
. Output the final sketch g = q1 || p2.

AW =

It is possible to design Ext such that K and P, are independent, and Hy (K>) is
only slightly smaller than Hoo (X2|P2) [16]. Let § be the parameter determined by
the extractor used to extract K, from X», that is, Hyo (K2) > Hoo (X2|P2) — 8 for
some small §, where the actual value of § is determined by how close the distribution
of K> is to the uniform distribution.
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As a result, the bound in Theorem 4.4.2 still applies to x; and k3. Consider ran-
dom variables X and K>, and corresponding sketches Py and P>, mixed sketch Q1,
and final sketch Q, we have

Hoo (X1]Q) = Hoo (X1]Q1) > Hoo(X1) + Hoo (K2) — | Q|
> Hoo (X1) + Hoo (X2| P2) — 8 — | Q|
> Hoo (X)) + Hoo (X2) + Hoo (R2) — | P2] — 8 — | Q.

where R; is the recoverable randomness used in computing P,. In this case, the
small é can be considered as the overhead of using the extractor Ext.

As a comparison, if we treat the two secrets independently, and consider P =
Py || P, we have

Hoo (X1|P) = Hoo (X1[P1) = Hoo (X1) + | Ry — | Py .

We can conclude that if Hyo (K3) > |R{| + | S|, we can obtain a better bound on
the entropies when we choose to mix kp with p;. Otherwise, doing so may reveal
more information about X.

The entropy loss on the second secret X, can be obtained using the bound in
Theorem 4.4.3. That is,

Hoo (X2]Q) > Hoo(K2| Q1) = Hoo (K2) + Hoo (P1) + Hoo (S) — | Q)
> Hoo (X2| P2) + Hoo(P) — | Py| — 8
> Hoo(X2) + Hoo(R2) + Hoo(R)) — | Py | — | P2| — 6.

The overall entropy loss in Lemma 4.4.1 applies to the general case. That is,
Hoo (X1, X2|0) > Hoo(X1) + Hoo (X2) + Hoo(R1) + Hoo(R2) — | P1| — [ Pa.

Cascaded mixing functions provide an opportunity to give more protection to
more important secrets, but on the other hand, there may be scenarios where the
cascaded mixing approach is not desirable. Here we give some guidelines for the
application of such cascaded mixing functions to two secrets. Same principles can
be applied to multiple secrets.

1. If the importance of the secrets cannot be determined or is the same for both
secrets, mixing is not recommended.

2. For the more important secret, if there are two secure sketch schemes that differ
only in the amount of randomness used in the construction; choose the one that
uses less randomness.

3. If the randomness invested cannot be decoupled from the sketch, cascaded mix-
ing is not advisable unless the length of consistent key is longer than the length
of the sketch.
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4.4.4 Mixing Strategy of Multiple Secrets

In some systems, it may be desirable to use more than two secrets. For example, in
a multi-factor system, a user credential may include a fingerprint, a smartcard and a
PIN, or two fingerprints and a password.

Similar to the case of two secrets, we can simply encode each secret indepen-
dently, but in many scenarios it would be desirable to mix them. Unlike the two
secret case, there are many different cascaded strategies as to how to mix the se-
crets.

Given secrets x1, X2, ..., Xs and the corresponding sketches pi, pa, ..., ps, the
following are the main strategies to mix them, assuming we have mixing functions

flv"'vf&‘—l~

1. (Fanning) Apply mixing functions f; on x; and p;4+1 forall 1 <1 <s —1.

2. (Chaining) Apply mixing function f; on x; and p;4+ forall 1 <1 <s — 1.

3. (Hybrid) Use a combination of fanning, chaining and independent encoding. For
example, we can mix x; with p; and p3, and further mix x, with p4, but x5 is
encoded independently.

We can construct a graph of s nodes ny, ..., ng, and there is an edge from n; to
n; if and only if x; is mixed with p;. In this case, the fanning approach will give a
tree of two levels, with x; as the root, the chaining approach will give a path, and
the most general hybrid approach gives a forest.

With the fanning approach, the entropy loss would be mostly diverted to the
first secret. Hence, there is a chance that all other secrets can be well protected by
reducing the security on one secret, which may be the one that is most easily revoked
and replaced. However, this approach requires that the first secret has sufficiently
high entropy, since otherwise it may be relatively easy to obtain the first secret from
the mixed sketch. In practice, this approach can be used when a long revocable key
is available, such as in the case where a smartcard with sufficient storage is used.

On the other hand, using the chaining approach only requires that the entropy of
the ith secret is sufficient to mix with the (i 4+ 1)th sketch. In this case, the secrets
should be mixed in the order of their “importance”, which could be, for example,
the ease of revocation and replacement, or the likelihood of being lost or stolen.
This method applies to scenarios where all secrets are relatively short, but it is not
difficult to determine their relative importance. For example, in a system where users
are authenticated using their both index fingers and a password, the password may
be regarded as least important because it is most likely to be lost or stolen, and for
right-handed people, the fingerprint of the left index finger may be considered as
most important because it is less likely to be accidentally left behind compared.

Note that when the chaining approach is employed, it is crucial to determine the
exact order of importance of the secrets. If a secret x; thought of as important in the
sense that it is less likely to be stolen than x1, and later it turned out that it is the
most likely, an adversary may be able to easily obtain x,, compute p; and find the
secret x1 mixed with the sketch ps.
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If no single secret is of sufficient entropy, and the order of importance among

secrets is not always clear, a hybrid approach may become more appropriate. As a
special case, when all secrets are short and no secret is more important than others,
it would not be advisable to use the mixing approach and a straightforward method
can be better.
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Chapter 5
Privacy Leakage in Binary Biometric Systems:
From Gaussian to Binary Data

Tanya Ignatenko and Frans M.]J. Willems

Abstract In this chapter we investigate biometric key-binding systems for i.i.d.
Gaussian biometric sources. In these systems two terminals observe two correlated
biometric sequences. Moreover, a secret key, which is independent of the biometric
sequences, is selected at the first terminal. The first terminal binds this secret key
to the observed biometric sequence and communicates it to the second terminal by
sending a public message. This message should only contain a negligible amount of
information about the secret key. Here, in addition, we require it to leak as little as
possible about the biometric data. For this setting the fundamental trade-off between
secret-key rate and privacy-leakage rate is determined. Moreover, we investigate the
effect of binary quantization on the system performance. We further discuss the
popular fuzzy commitment scheme. It is shown that from the perspective of privacy
leakage, there are better options for fuzzy commitment than its typical implementa-
tion based on BCH codes.

5.1 Introduction

Considerable interest in the topic of biometric secrecy systems resulted in the
proposal of various techniques over the past decade. In this chapter we con-
centrate on the biometric authentication systems which are based on secret key
transmission, also called key-binding. The approach to the problem of transmit-
ting a secret key is closely related to the concept of secret sharing, which was
introduced by Maurer [16] and slightly later by Ahlswede and Csiszar [1]. In
the source model of Ahlswede and Csiszar [1] two terminals observe two cor-
related sequences X and Y and aim at producing an as large as possible com-
mon secret S by interchanging a public message M. This message, to which
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we refer as helper data, should only provide a negligible amount of information
on the secret. It was shown that the maximum secret-key rate in this model is
equal to the mutual information 7(X;Y) between the observed sequences. The
secret sharing concept is also closely related to the concept of common random-
ness generation that was studied by Ahlswede and Csiszér [2] and later extended
with helper terminals by Csiszdr and Narayan [7]. Venkatesan and Anantharam
[23] studied the idea to use channel noise for generation of common random-
ness. In common randomness setting the requirement that the helper data should
provide only a negligible amount of information on the generated randomness is
dropped.

Consider a secret transmission biometric system. This technique is typically
called key-binding in the review paper by Jain et al. [10]. In this setting an inde-
pendently chosen secret key should be transmitted by the first terminal via a public
message to the second terminal. The two terminals observe two dependent biomet-
ric sequences X and Y. Here the public helper data should be uninformative about
the transmitted secret key. Moreover, in a biometric setting, where the X-sequence
corresponds to the enrollment data and the Y-sequence to the authentication data,
it is crucial that the public message M leaks as little information as possible about
the biometric data, since compromised biometric data cannot be replaced. Smith
[19] has investigated this leakage (privacy leakage) and came to the conclusion that
it cannot be avoided. Moreover, recently the fundamental trade-off between secret-
key rate and privacy-leakage rate for the i.i.d. discrete case in the key-binding setting
was determined by the authors [9], and independently and at the same time, by Lai
etal. [14].

While in [9] and [14] the discrete case is considered, in this chapter we study
the case where the biometric sequences are assumed to be generated by a Gaus-
sian correlated source. For such a Gaussian source we determine the fundamental
balance between the secret-key rate and the privacy-leakage rate. Moreover we fo-
cus on the fundamental issues that occur when Gaussian biometric sequences are
binary (two-level) quantized. Binary quantization of biometric data was first pro-
posed by Daugman [8] for iris recognition. Later Tuyls et al. [22] considered bi-
nary quantization in practical secret-key generation systems, with an emphasis on
generating reliable components. Kelkboom et al. [12] focused specifically on bi-
nary quantized Gaussian biometrics and found an expression for the corresponding
cross-over probability in the binary domain. Quantization in quantum key distri-
bution protocols is discussed by Van Assche et al. [3]. Standard (natural and Gray
coded) multi-level quantizers for biometrics combined with LDPC codes were stud-
ied by Ye at al. [28]. Sutcu et al. [20] considered biometric-specific quantizers, also
focusing on LDPC codes. A multi-level quantizer based on likelihood ratios was
proposed by Chen et al. [5]. In Li et al. [15] biometrical quantizers were analyzed.
It is observed by these authors that the quantizer has a large impact on the so-called
entropy loss.

It should be noted that the references above did not actually focus on privacy
leakage in their research. It is our objective to demonstrate that quantization not
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only has a significant effect on the secret-key rate as we know from classical com-
munication theory, but also on the trade-off between the secret-key rate and the
privacy-leakage rate.

Finally we consider the fuzzy commitment scheme by Juels and Wattenberg [11],
which is a realization of key-binding biometric systems. We demonstrate that pop-
ular fuzzy commitment constructions which are based on BCH codes, see e.g. [13]
and [27], result in high privacy leakage and are far from optimum. We also give an
example of the fuzzy commitment based on the convolutional code. This example
demonstrates that it is possible to achieve better performance in fuzzy commitment
if capacity achieving codes are used, but also if no quantization is performed at the
decoder side.

Before we start with the presentation of our results we want to make the reserva-
tion that we do not discuss the validity of the Gaussian assumption here. It is well-
known that most transmission channels can be modeled as additive white Gaussian
noise channels, however whether such models can be used for a wide range of bio-
metrics will probably remain a point of discussion for the next years.

5.2 Gaussian Biometric Systems with Key-Binding

5.2.1 Definitions

5.2.1.1 A Gaussian Biometric Source

A Gaussian biometric system is based on a Gaussian biometric source {G,(x, y),
x € R, y € R} that produces an X-sequence x = (x, x2, ..., xy) with N real-valued
symbols and a Y-sequence y = (y1, ¥2, ..., yn) also having N real-valued compo-
nents. The density corresponding to sequence pair (X, Y) is given by

N
p&,z(isz): HGp(xm Yn)s (5.1)
n=1
where

Gp(xs y) =

_x2+y2—2,oxy> (5.2)

1
N exp( 21— %)
for x € R, y € R, and correlation coefficient |p| < 1. Thus, the source pairs
{(X,,Yy),n=1,..., N} are independent of each other and identically distributed
(i.i.d.) according to G, (-, -). Also note that scaling can always be applied to obtain
unit X -variance and unit Y -variance.

The enrollment and authentication biometric sequences x and y are observed by
an encoder and decoder, respectively. One of the outputs that the encoder produces
isanindex m € {1, 2, ..., Mg}, which is referred to as helper data. The helper data
are made public and are used by the decoder.
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Fig. 5.1 Model for biometric

authentication based on S M S
key-binding — encoder decoder —

x P

In biometric authentication systems with key-binding, the first terminal has to
bind and transmit a secret key to the second terminal. This secret key s assumes
values in {1, 2, ..., Ms}. The decoder’s estimate 5 of the secret key s also assumes
values from {1,2,..., Mg}. Moreover, the secret key s is a uniformly distributed
index, hence

Pr{S=s}=1/Mg foralls e{l,2,..., Mg}. (5.3)

Since helper data are assumed to be public, we require the helper data to leak
only negligible information about the secret key and to leak as small as possible
information about the biometric enrollment sequence x.

5.2.1.2 Encoding and Decoding

In a biometric key-binding system, see Fig. 5.1, a secret S that is to be transmitted
from the encoder to the decoder is uniformly distributed, see (5.3). The encoder
observes the source sequence X and the secret S and produces the integer helper
data M, hence

M=e(S, X), (5.4)

where e(-, -) is the encoder mapping. The public helper data M are sent to the de-
coder.

The decoder observes the authentication biometric source sequence Y together
with helper data. It forms an estimate S of the secret that was transmitted, hence

S=d(M,Y), (5.5)

and d (-, -) is the decoder mapping.

5.2.1.3 Achievability

Now we are interested in finding out what secret-key rates and privacy-leakage rates
can be jointly realized by an authentication system based on key-binding with negli-
gible error probability and negligible leakage about the secret. We are interested in
secret-key rates as large as possible and privacy-leakage rates as small as possible.
All this leads to the following definition of achievability.
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Definition 5.1 In a Gaussian biometric key-binding authentication system, a secret-
key and privacy-leakage rate pair (R, L) with R > 0 is achievable if for all § > O for
all N large enough there exist encoders and decoders such that!

Pr{S # S} <,

1
—logMg¢ >R — 3§,
N gMs =

1 (5.6)
< 1(S; M) <34,
N

1
—I(X; M) <L+6.
N (X; M)

Moreover, we define R, to be the region of all achievable secret-key rate and
privacy-leakage rate pairs for a key-binding authentication system based on Gaus-
sian source density G, (-, -).

5.2.2 Statement of the Result

We first state our result. Then in the next section we discuss properties of the achiev-
able region R, and then we present the proof of our theorem.

Theorem 5.1 (Gaussian Biometric Authentication System with Key Binding) For
the Gaussian biometric source as defined by (5.1) and (5.2)

1 1
Ry=1(R.L):0<R <= log[ ——— ),
8 {( )i0= _20g(a02+1—p2>

1 2 1— 2
Lzzlog<u>,for0<a§1}. (5.7
o

5.2.3 Properties of the Region R,

5.2.3.1 Convexity

To prove the convexity of R, we define the rate-leakage function

R,(L)2 max R, (5.8)
(R,L)ER,
for which we can write
R,(L) = llog(ﬂ) (5.9)
2 1—p2

Now it can be shown that the second derivative d> R, (L) /dL? < 0. Therefore R, (L)
is N-convex in L > 0 and, consequently, region R, is convex.

I'We take 2 as base of the log throughout this chapter.
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5.2.3.2 Asymptotic Secret-Key Rate

Note that asymptotically for increasing privacy-leakage rate

‘ 1 1—p?/22k
&&&@Fﬂﬁf%CTzr‘

=5 )
— 1o 2
=I1(X;Y). (5.10)

It is important to notice that the privacy-leakage rate has to increase to infinity to
achieve this limit.

5.2.3.3 Slopes

If one is interested in achieving a small privacy-leakage rate L, the ratio between the
secret-key rate and the privacy-leakage rate becomes important. For the “rate-zero
slope” yp of the tangent to R,(L) at L =0 we find

s AR, p?
dL |, 1—p%
Inspection shows that this slope is equal to the signal-to-noise ratio (SNR) for the

“channel” from X to Y.
Another interesting parameter is the “rate-one slope” defined as
R

A
= max — 5.12
" (R,R-1)eR, 1 = R ( )

Y0 (5.11)

It is not difficult to see that in the Gaussian case
2 —log(4 — 3p?)

e d 37 (5.13)

Y=

5.2.3.4 Example

In Fig. 5.2 we have depicted the boundary of the region R, i.e. R,(L), as a func-
tion of the privacy-leakage rate L for three values of the square of the correlation
coefficient p, i.e. for p2 =1/2,3/4, and 15/16. Observe that the correlation coef-
ficient characterizes the quality of biometric data generated by the Gaussian bio-
metric sources. Note that the corresponding asymptotic secret-key rates 1 (X; Y) are
1/2,1, and 2 bit, respectively. We can also determine the rate-zero slopes for these
three values of p2. It turns out that the slopes are 1,3, and 15, respectively. We
may conclude from this behavior that biometric data of better quality have a better
rate-zero slope. Therefore it is important to put enough effort in pre-processing the
biometric data, such that as little extra noise as possible is introduced.
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Fig. 5.2 Boundary of the
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5.2.4 Proof of the Result

The proof of our theorem consists of two parts. The first part, i.e. the converse will
be treated in detail. The second part concerns the achievability of which we will
only provide an outline.

5.2.4.1 The Converse

First we consider the entropy of the secret. We use | S=d (M, Y) and Fano’s inequal-
ity, see e.g. [6], H(S|S) < F, where F £ 1 +Pr{S # S}log Ms. We have
logMs = H(S)=1(S; M.,Y)+ H(S|M,Y,S)
<I(8:M.Y)+H(SIS)
SISEM+ IS YIM)+ F
=I(S;M)+I1(S,M:Y)+ F
=I1S;M)+h(Y)—hX|S,M)+F. (5.14)

Now we continue with privacy leakage:

[(X; M)=H(M)— HM|X)
> H(M|Y) — H(M|X)
=H(S,M|Y)— H(SIM.Y,S) — H(S, M|X) + H(S|M, X)
> H(S, M|Y) — H(S|S) — H(S, M|X)
> H(S, M|Y) — F — H(S, M|X)
=I1(S,M;X)—1(S,M;Y)— F
=h(X) — h(X|S, M) — h(Y) + h(Y|S, M) — F. (5.15)
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Fig. 5.3 Additive equivalent
relation between two unit X e/ (0,1) pX Y=pX+N
() ()

variance correlated variables X
XandY Y W'/
P Ne.#(0,1-p?)

We are now ready to use Shannon’s entropy power inequality [18]. For a simple
proof of this inequality see [24]. We use here a conditional version of the entropy
power inequality similar to Lemma II in [4]. First, however, we have to transform
the statistical relation between X and Y as described by the density in (5.2) into an
additive version. Note that

Y =pX+N, (5.16)

where N is Gaussian with mean zero and variance 1 — ,02, and is independent of X,
see Fig. 5.3.

From the (conditional version of the) entropy power inequality we may conclude
thatif +h(X|S, M) = 3 log(2ea) then +h(Y|S, M) > S logme(ap® + 1 — p?)).
Note that we may assume that 0 < o < 1, since X has unit variance, and o = 0
would imply that H (S, M) = oo, which is impossible for finite ranges Mg and Mpg.

Now for achievable (R, L) for all § > 0 and N large enough, we obtain

1 1 1
7 log Ms = H(S) < — (1(S: M) + h(¥) = h(XIS. M) + F)

1 1 1 1
<8+ =-logl ——— )|+ — + —dlog My, 5.17

=073 g(ap2+l—p2) N TN BN (5-17)
for some 0 < o < 1. Here in the last inequality we used the fact that ¥ has unit vari-
ance and then we obtain for differential entropy 7 (Y) = % log(2me). From (5.17)
we may conclude that

1 1 1 1 1
R-4§<—logMs<——§+zlog| ——— — . 5.18
=N % S_l—6<+20g(ozp2+1—p2>+N> (.18)
Moreover, for achievable (R, L) for all § > 0 and N large enough, we get

1
L+8>—I1(X;M
téz I M)

1
ZN(h(&—h(XIS,M)—h(Z)+h(X|S,M)—F)

1 ap?+1—p? 1 1
>—log| ———— )| — — — —élog Mg, 5.19
_2Og< a N~ yoloeMs (5.19)

for some 0 < o < 1. Here in the last inequality we used that the differential entropies
h(X) =h(Y), since X and Y both have unit variance.

If welet § | 0 and N — oo, then we obtain the converse from both (5.19) and
(5.18). As an intermediate step it follows from (5.18) and |p| < I that 1/N log Mg
is finite.
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Fig. 5.4 Additive noise V
transforming U into X Ue/(0,1- X
@

Ve N0,

Fig. 5.5 The masking layer.
Addition modulo My is S S®K
denoted by @, and subtraction D
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5.2.4.2 Outline of the Achievability Proof

S

Let 0 < @ < 1. We start by fixing the joint density of U, X, and Y such that the
Markov condition U — X — Y holds. Let U be Gaussian with mean zero and variance
1 — «. Moreover, assume that

X=U+V, (5.20)

where V is independent of U and is Gaussian with mean zero and variance «,
see Fig. 5.4. Finally, Y is statistically related to X as in Fig. 5.3. Note that now
I(U;Y)= 1log(ap2+1 ) and [(U; X) = Tlog(d).

Next we randomly generate roughly 2V (V:X) sequences u, Gaussian, with mean
zero and variance 1 — «. Each of those sequences gets a random k-label and a ran-
dom m-label. These labels are uniformly chosen. The k-labels can assume roughly
2MU:Y) yalyes, the m-label roughly 2V U X)=1(U:Y)) yalyes,

The encoder, upon observing the source sequence x, first finds a sequence u that
is jointly typical with x. It is understood that we use Gaussian typicality here, see
Cover and Thomas [6], Chap. 9, and also [26]. Since there are roughly 2NIU:X) guch
sequences, this is possible with vanishing error probability. The encoder produces
the k-label and m-label corresponding to this sequence. The encoder also chooses
uniformly at random a secret key s from 2¥(U:Y) indices and uses k in a one-time
pad system to conceal this secret key s, see Fig. 5.5. The m-label and the masked
secret key s @ k are send to the decoder as helper data.

The decoder observes the authentication source sequence y and determines the
auxiliary source sequence % with an m-label matching with the first part of the
helper data, such that % and y are jointly typical. It can be shown that the decoder
can reliably recover u, the corresponding secret-key label k(x), and, consequently,
using the second part of the helper data, i.e. s @ k, the secret key s now.

It is easy to check that the privacy leakage I (X; M) is not larger than I (U; X) —
I(U; Y). An important additional property of the proof is that the auxiliary sequence
u can be recovered reliably from both the k-label and the m-label. Using this prop-
erty we can prove that /(K; M) is negligible, and that the secret K is close to
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uniform. Using these results it is straightforward to show that also I (X; M, K & S)
is not larger than I (U; X) — I (U;Y) and I(S; M, K & S) is negligible.

5.3 Binary Biometric Systems

5.3.1 Binary Symmetric Biometric Systems

A binary symmetric biometric system is based on a binary symmetric double
source {Q(x,y),x € {0,1},y € {0, 1}}. This source produces a sequence x =
(x1,x2,...,xy) with N symbols from {0, 1} and a sequence y = (y1, ¥2,..., YN)
also having N components in {0, 1}. Sequence pair (x, y) occurs with probability

N
Pr{X. V)= @} =[] QG yn). (5.21)
n=1

We consider a binary symmetric double source with cross-over probability 0 < g <
1/2,hence Q(x,y) = (1 —¢q)/2 for y = x and ¢g/2 for y # x. For such a source the
rate-leakage function, for key-binding system, is equal to

Ry(L)y=1—h(p*q), (5.22)

for p satisfying h(p % q) — h(p) = L, where h(-) is the binary entropy function in
bits, and p xg = p(1 —gq) + g(1 — p). This result was proved by the authors in [9].

The first problem now is to find what the rate-zero slope for a binary system is,
as a function of the cross-over probability g of the binary symmetric double source.
Therefore we consider the behavior of 1 — h(p) for ¢ = % — p close to zero. Note
that in this case

l—/’l(%—é?)_l 5 1 (! 1 nl !
O ”(5‘8) “(z‘8>+<5“> “<z“)
:<%—8> 111(1—28)4—(%4—8) In(1 4 2¢)

1 2
= Eln(l —4e )—8ln(l —2¢e)+eln(1 + 2¢)

~ 262, (5.23)

1 1
p*q=<§—8>(1—q)+<5+8)q

%—8(1 —2¢). (5.24)

Next observe that

Therefore we can make the following approximations:
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1 — h(p *q) ~log(e)2e”(1 — 2¢)*,
h(p*xq) —h(p)=1—h(p)—1+h(p*q) (5.25)
~log(e)2e*(1 — (1 —2¢)?),
and, finally, we may conclude that
LR (=2
dL |j—o 1-(0-2¢9)%

For cross-over probabilities g = 0.2500, 0.1667, and 0.0804 we have computed
the rate-leakage function using (5.22). The resulting curves are plotted in Fig. 5.6.
Check that the rate-zero slopes for L close to 0, are 0.3333, 0.8000, and 2.3801,
respectively.

(5.26)

5.3.2 Binary Quantization

In this section we study the effect of binary quantization of the Gaussian biomet-
ric sequences. We assume that after quantization processing on the resulting bi-
nary sequences is performed. It will be clear that the resulting binary statistic is
binary symmetric as in the previous section. The main problem is now to find how
the cross-over probability ¢ relates to the correlation coefficient p of the Gaussian
statistic.

Suppose that the cigar in Fig. 5.7 corresponds to coordinates (x, y) where the
Gaussian density G, (x, y) equals some constant. Now the variance in the ¥ = X
direction is (1 + p)/2 and in the ¥ = —X direction is (1 — p)/2 . Note that the
cross-over probability g corresponds to the mass of the cigar in the second or fourth
quadrant. Instead of manipulating with the integral, we can compress the cigar in
the Y = X direction, by a factor /(1 + p)/(1 — p), to transform it into a ball, see
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Fig. 5.7 Compressing a cigar (left) such that it becomes a ball (right)

Fig. 5.7. Then the cross-over probability is the angle between the two black lines,
divided by 7. Compression brings the tangent of half the angle between the black

lines from one down to /(1 — p)/(1 + p). Therefore

2 1—p
g = —arctan| | —— ). (5.27)
T 1+p

This formula, together with (5.26) allows us to determine the zero-rate slope of a
binary quantized system.

In Fig. 5.6 we have chosen the cross-over probabilities g according to (5.27) for
squared correlation-coefficients 1/2, 3/4, and 15/16. It can be checked that the re-
sulting zero-rate slopes (0.3333, 0.8000, and 2.3801, respectively) are significantly
smaller than the corresponding zero-rate slopes (1, 3, and 15, respectively) from
Fig. 5.2.

For small values of the squared correlation coefficient p> we can quantify the
loss that is caused by binary quantization. In that case we can approximate g by

L p

N———, 5.28
A S (5.28)

and formula (5.26) results in the rate-zero slope

_ p/n)?
' T 1= Qo/m)?

We can conclude from this and (5.11) that the squared correlation coefficient ,02
must be increased by a factor of 7%/4 to compensate for the binary quantization
actions, if we are interested in maintaining the rate-zero slope constant.
Representing this loss in decibels gives 3.92 dB, which is twice the loss in signal-
to-noise ratio that we get in transmission over an AWGN channel when we do binary
signaling at the transmitter and hard decision at the receiver, and focus on capacity
(see Proakis [17], p. 460) at small signal-to-noise ratios. The factor of two could be
explained from the fact that in a biometric system we quantize at both sides.

(5.29)
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Fig. 5.8 A fuzzy commitment scheme

5.4 Practical Constructions for Biometric Systems: Fuzzy
Commitment

In this section we discuss the privacy-leakage properties of key-binding schemes
that are described in the literature. The schemes are based on the popular fuzzy
commitment scheme introduced by Juels and Wattenberg [11]. It should be noted
that here we consider the operational rates.

5.4.1 Fuzzy Commitment

Consider a particular realization of key-binding systems, the fuzzy commitment
scheme, introduced by Juels and Wattenberg [11]. In this scheme, see Fig. 5.8, a
uniformly distributed secret key s from alphabet {1, 2, ..., Mg}, see (5.3), is cho-
sen at random independently of biometric data. This secret key s is observed at
the enrollment side together with a biometric enrollment sequence x. Key bind-
ing is performed as follows. The secret key s is encoded into a binary codeword
c=(c1,¢2,...,cy) withc, € {0, 1} forn=1,2,..., N, then

c=e(s), (5.30)
where e(-) is the encoding function. Then the biometric enrollment sequence is
added modulo 2 to the codeword. This results in the sequence z = (z1, 22, ..., 2N)
with z, € {0, 1} forn=1,2,..., N, hence

z=cPx=e(s) Dx. (5.31)

This sequence is referred to as helper data and is public. The helper data are released
to the authentication side.
During authentication, a biometric authentication sequence y is observed and
added modulo 2 to the received helper data z, resulting in a binary sum
r=z@y=e(s)®x®y. (5.32)

This sum r = {ry,r2,...,ry} with r, € {0,1} forn =1,2,..., N can be seen as
the codeword c¢ to which a noise sequence x @ y is added. This codeword r is then
decoded, hence the estimate 5 of the secret key s is determined as

S=dr)=d(es) ® x®Y)), (5.33)

where d(-) is the decoding function.
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Fig. 5.9 For binary symmetric double biometric source, the channel between C and R is a BSC
with cross-over probability ¢ = Q(0, 1) + Q(1,0)

Observe that for binary symmetric double biometric source, the “channel” be-
tween C and R is a binary symmetric channel (BSC) with cross-over probability
01,0)+ Q(, 1) =gq, see Fig. 5.9.

It is easy to see that if the rate of the code used in fuzzy commitment is R, then
the secret-key rate is R too, and the privacy-leakage rate L is equal to 1 — R if the
enrollment sequence is uniform and identically distributed, see [21]. If the observed
biometric is symmetric with cross-over probability ¢ and R = 1 — h(q), the secret-
key and privacy-leakage rate pair (R, 1 — R) is optimal, i.e. it satisfies (5.22), with
p = 0. When the rate is taken smaller than 1 — /(q), however, the leakage increases
and the resulting pair (R, L) becomes suboptimal.

5.4.2 Coding for Fuzzy Commitment

Now we investigate coding techniques that are used for fuzzy commitment imple-
mentation and their influence on the privacy leakage. Note that a typical imple-
mentation of fuzzy commitment involves enrollment and authentication biometric
sequences that are binary. Therefore we first consider a situation when Gaussian
continuous biometric input sequences are first binary quantized and the result is fed
as an input to fuzzy commitment, see e.g. [22]. In the second setting we look at the
case where we only quantize biometric data at the encoder and use soft information
at the decoder.

Consider a practical example? when we have to implement a biometric fuzzy
commitment system based on the biometric source with the following character-
istics. The target biometric source is Gaussian with SNR roughly equal to 3 (or

4.7 dB), note that SNR = ; L ;2 . This source produces biometric sequences of length
N = 512. Now the question is what codes we have to use if we need to realize a sys-
tem with a word error probability (WER) of roughly 0.01 (1 %).

Note that for such a biometric source ideally we can achieve 1 bit per source
symbol secret-key rate at infinite privacy leakage, which follows from the asymp-

totic secret-key rate result discussed before and the example in Fig. 5.2.

2This example is based on the parameters of fingerprint feature vectors. The data used in this
example are synthetic though.
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Fig. 5.10 Performance of T
(511,31, 109) BCH code

SNR (dB)

5.4.2.1 Two-Side Binary Quantization, BCH Codes

One of the most popular implementations of fuzzy commitment uses BCH codes,
see e.g. [13, 27]. Therefore we first analyze the performance of the system realized
with BCH codes. First we apply binary quantization for both the X- and the Y-
biometric sequences. Then the resulting binary sequences are used in a fuzzy com-
mitment scheme with a BCH code of length N = 511 and dimension (secret-key
length) 31. This code can correct up to ¢ = 109 errors.

Now in Fig. 5.10 we plot WER performance for this BCH codes at different SNR.
Thus we see that our BCH code achieves the target performance of 0.01 at an SNR
of 4.3 dB. If we look at the biometric system characterization in terms of secret-key
rate and privacy leakage, then we see that for this code the (code and) secret-key
rate is R = 31/511 = 0.0607 and the privacy leakage is L =480/511 = 0.9393,
note that L =1— R.

In order to characterize the loss caused by applying a certain method, let us
look at the minimal SNR corresponding to the biometric system with given secret-
key and privacy-leakage characteristics. From (5.9) it follows, after some algebraic
steps, that

22L

2R

(5.34)

It turns out that SNRy,i, corresponding to the above secret-key and privacy-
leakage pair is —9.2 dB. Thus fuzzy commitment combined with our BCH code
is 13.5 dB from optimal. The reason for this poor behavior can be explain by two
factors. First, binary quantization at two-sides is not optimal, and, second, the BCH
code with low rate is far from optimal.
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Fig. 5.11 Performance of
16-state convolutional code
of rate 1/4

7.5

5.4.2.2 Quantization at the Encoder, Convolutional Codes

Let us try to improve the performance of fuzzy commitment. In order to do this
instead of a BCH code we apply convolutional code and perform quantization only
at the encoder. We decide to use a 16-state convolutional code of rate 1/4. For
this code, the trellis length is 128, and therefore the codeword length is N = 512.
Decoding is performed using soft information from Y -sequence by Viterbi decoding
algorithm [25]. The performance of this code is shown in Fig. 5.11.

We see that now WER of 0.01 is achieved at SNR = 5.3 dB. If we look at the
characteristic of the resulting biometric system, then we see that the secret-key rate
is R =124/512 = 0.2422, while the privacy leakage is L = 388/512 = 0.7578.
Therefore in this case we can achieve secret-key length four times larger than the
one that can be achieved with BCH codes. Moreover, the corresponding SNRpin
becomes —2.1 dB, thus showing that fuzzy commitment with a convolutional code
is only 7.4 dB from optimal and 6 dB better than the one with the BCH code.

5.5 Concluding Remarks

In this chapter we studied biometric authentication systems with key-binding. We
have determined the fundamental trade-off for i.i.d. Gaussian sources. Moreover, we
looked at the loss in the system performance due to binary quantization. We would
like to mention that, in practice, biometric sequences consist of components having
correlation values within a smaller or larger range. It should be possible to find the
rate-leakage function for such sources based on the basic trade-off for the i.i.d. case
that was found here.

We also studied the effect of the code selection and binary quantization in fuzzy
commitment. In order to characterize the loss of a chosen coding method we use
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minimal SNR for biometric source for a given secret-key rate and privacy-leakage
rate. It turns out that popular constructions based on BCH codes operate at 13.5 dB
from the fundamental limit in our practical example. We also showed that by se-
lecting a better code, i.e. a convolutional code, and by using soft information at the
decoder, we could drastically, by 6 dB, improve the performance of fuzzy commit-
ment.
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Chapter 6
Obtaining Cryptographic Keys Using
Multi-biometrics

Sanjay Kanade, Dijana Petrovska-Delacrétaz, and Bernadette Dorizzi

Abstract Multi-biometric systems have several advantages over uni-biometrics
based systems, such as, better verification accuracy, larger feature space to accom-
modate more subjects, and higher security against spoofing. Unfortunately, as in
case of uni-biometric systems, multi-biometric systems also face the problems of
nonrevocability, lack of template diversity, and possibility of privacy compromise.
A combination of biometrics and cryptography is a good solution to eliminate these
limitations. In this chapter we present a multi-biometric cryptosystem based on the
fuzzy commitment scheme, in which, a crypto-biometric key is derived from multi-
biometric data. An idea (recently proposed by the authors) denoted as FeaLingECc
(Feature Level Fusion through Weighted Error Correction) is used for the multi-
biometric fusion. The FeaLingECc allows fusion of different biometric modalities
having different performances (e.g., face + iris). This scheme is adapted for a multi-
unit system based on two-irises and a multi-modal system using a combination of
iris and face. The difficulty in obtaining the crypto-biometric key locked in the sys-
tem (and in turn the reference biometric data) is 189 bits for the two-iris system
while 183 bits for the iris-face system using brute force attack. In addition to strong
keys, these systems possess revocability and template diversity and protect user pri-
vacy.

6.1 Introduction

An important development in the field of biometrics is to combine information from
multiple biometric sources (i.e., cues). A system that consolidates the evidence pre-
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sented by multiple biometric cues is known as a multi-biometric system. Such sys-
tems offer several advantages over uni-biometric systems, some of which are dis-
cussed below.

e Multi-biometric systems can substantially improve the matching accuracy of the
system.

e Having multiple information sources increases the size of the feature space avail-
able to individual users, thus making it possible to accommodate more individuals
in a system.

e Multi-biometrics may address the problem of nonuniversality, e.g., in a speaker
recognition system, the individuals who cannot speak cannot be enrolled. But
inclusion of another biometric such as iris may enable that person to enroll.

o When multiple biometric traits are involved, it becomes more difficult for an im-
postor to spoof the system.

However, the main disadvantage of multi-biometric systems is their increased com-
plexity.

Depending on the sources of information combined in it, the multi-biometric
system can be called multi-sensor, multi-sample, multi-algorithm, multi-unit (or
multi-instance), and multi-modal. The information fusion can be carried out at dif-
ferent levels of the biometric system, such as sensor, feature, score, decision, or rank
level [30].

Unfortunately, despite all these advantages over uni-biometric systems, their lim-
itations such as nonrevocability, lack of template diversity, and possibility of privacy
compromise are also inherited by the multi-biometric systems. In recent years, a lot
of efforts have been made to overcome these issues in uni-biometric systems by us-
ing various template protection mechanisms. Some of these mechanisms transform
the biometric data in a non-recoverable manner so that the comparison is carried
out in the transformed domain. In some other schemes, a stable key is obtained
from biometric data and such systems are denoted as biometric cryptosystems [10].
However, the main aim of the biometric cryptosystems is to obtain a key for crypto-
graphic purposes and many of these systems do not possess the property of revoca-
bility.

Despite these efforts in case of uni-biometrics, there are very few works in lit-
erature that deal with these issues in multi-biometric systems. Multi-biometrics-
based cryptosystems, which obtain cryptographic keys using multi-biometrics are
a promising solution to this problem. In this chapter, first a review of such multi-
biometric cryptosystems is presented. The review is followed by a detailed descrip-
tion of the multi-biometric key regeneration schemes recently proposed by the au-
thors.

This chapter is organized as follows: the state of the art related to multi-biometric
cryptosystems is discussed in Sect. 6.2. A generic scheme for multi-biometric
template protection based on the fuzzy commitment scheme [12] is described in
Sect. 6.3. This is in fact a multi-biometrics-based key regeneration scheme which
also provides template protection. Two adaptations of this scheme, a multi-unit type
system using two irises and a multi-modal type system using iris and face, along
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with their experimental evaluation, are then described in Sects. 6.4 and 6.5, respec-
tively. These two systems were recently published in [15] and [16], respectively.
Finally, conclusions and perspectives are given in Sect. 6.6.

6.2 Obtaining Cryptographic Keys Using Multi-biometrics:
State of the Art

The key regeneration systems described in this chapter combine techniques from
biometrics and cryptography. In literature, such systems are generally denoted
biometric template protection schemes and are classified into two main cate-
gories [10]: feature transformation and biometric cryptosystems. In feature trans-
formation type systems, a user specific transformation is applied on the biometric
features [14, 20, 29]. The goal of the systems in this category is to induce revoca-
bility, template diversity, and privacy protection into biometric systems. The com-
parison between two biometric samples is carried out in the transformed domain
using some distance metric similar to the classical biometric systems. Therefore,
using multi-biometrics in these kind of systems is straightforward. Classical fusion
techniques, such as feature level and score level fusion, can be applied directly to
these systems.

On the other hand, the main aim of the systems from the biometric cryptosys-
tems category is to obtain a stable multi-bit string from biometrics [9, 11, 12]. Such
crypto-bio keys are strongly linked to the user’s identity and therefore can enhance
the security of the system. In fact, many systems in this category were originally
designed for obtaining cryptographic keys and did not possess revocability. How-
ever, if properly designed, revocability, template diversity, and privacy protection
properties can be induced in these systems.

For example, the fuzzy commitment-based key regeneration system [12], which
is the most widely studied approach for template protection (and key generation),
treats biometric data matching as an error correction issue by considering it as a
problem of data transmission through a noisy communication channel. First, a ran-
domly generated key K is encoded using Error Correcting Codes (ECC) and the
variations in the biometric data are transferred onto the encoded key. These varia-
tions, treated as errors, are corrected by the ECC to regenerate the random key K’ at
the verification step. This system does not store the biometric features or templates
as in classical biometric systems. The biometric features are stored in a protected
form in the crypto-biometric template. Since there is no stored biometric template,
nor are there features, classical biometric comparison cannot be performed in this
system and no match score can be obtained. In fact, such systems directly output
the regenerated key. The user verification success or failure decision, unlike clas-
sical biometric systems, depends on the exact comparison between the crypto-bio
keys obtained with the system. Since there is no score, score level fusion cannot be
applied for multi-biometric information fusion in key regeneration systems.

The decision level fusion is possible in these systems, but the increase in the key
entropy can be a maximum of one bit. The key entropy indicates the difficulty in
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obtaining the key without having the genuine biometric data which is, in turn, the
security of the stored template. In decision level fusion, depending on the verifica-
tion results of two individual biometric systems, a combined key can be released.
If the length and entropy of each of these keys is N and H bits, respectively, the
combined key will have a length equal to 2N bits but the entropy will increase by
only one bit to H + 1. The reason behind this is the entropy is measured on logarith-
mic scale. If an attacker needs 2 attempts to guess the key, then the entropy is H
bits. When two such keys are present, the number of attempts increases to 2 x 2/
resulting in an entropy of H + 1 bits. Thus, the entropy increase in such a case is
only one bit.

Therefore, if multi-biometric techniques are to be used for template protection,
specific methods for information fusion need to be developed. There are very few
systems found in literature that address the issue of multi-biometric template pro-
tection which are summarized below.

One of the first systems to use multi-biometrics with template protection is by
Sutcu et al. [32] (in 2007). They proposed a method to combine fingerprint and face
features in a fuzzy sketch scheme. But they did not carry out experiments with the
fused biometric information but rather predicted the results for the multi-biometric
system from the two uni-biometric system results.

Nandakumar and Jain [23, 24] (in 2008) proposed a fuzzy vault scheme which
combines fingerprints with iris. A significant improvement in verification perfor-
mance over the uni-biometric systems is observed (e.g., from a Genuine Accep-
tance Rate (GAR) of 88 % and 78.8 % for individual iris and fingerprint systems,
respectively, to 98.2 % for the multi-biometric system). However, despite these im-
provements in the verification performance, the entropy of the key increases from
40 bits (for uni-biometric system) to 49 bits (in the multi-biometric case) which is
still low from a security point of view.

Cimato et al. [5] (in 2008) proposed a multi-modal biometrics-based cryptosys-
tem. Similar to that of Nandakumar and Jain [24], the two modalities employed in
their system are iris and fingerprints. Their proposed system is based on the fuzzy
extractor concept [3, 7]. They experimentally showed that the performance of the
multi-modal system is as good as the best performing single modality system. How-
ever, they did not provide security analysis of the system in terms of key entropy.

Kelkboom et al. [17] (in 2009) proposed various ways of combining multi-
biometrics with fuzzy commitment-based schemes. Their proposed systems involve
multi-algorithmic fusion at feature-, score-, and decision-level. However, their per-
formance evaluation suggests that the improvement due to multi-biometrics occurs
only in terms of verification performance. The security of the system does not im-
prove significantly.

Fu et al. [8] (in 2009) proposed theoretical models describing multi-biometric
cryptosystems. They proposed fusion at the biometric and cryptographic levels and
then derived four models adopted at these two levels. However, this work is theoret-
ical and no actual evaluation of verification performance as well as key entropy is
carried out.
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In this chapter, a new technique recently proposed by the authors, called
FeaLingECc (Feature Level Fusion through Weighted Error Correction), is de-
scribed. With this technique, the biometric information obtained from different cues
can be combined into a fuzzy commitment-based template protection system. We
explore the possibilities of using multi-biometrics in a fuzzy commitment-based
scheme [12] using two different methodologies:

1. multi-unit (also called multi-instance) type system combining information from
left and right irises of a person, and

2. multi-modal type system which combines information from iris and face biomet-
rics.

For both these systems, the information fusion is carried out at feature level,
which increases the key entropy. The FeaLingECc technique allows to apply differ-
ent weights to different modalities (or different information sources). The general
description of this proposed scheme is presented in the next section.

6.3 Multi-biometrics Based Key Regeneration

The basic structure of our scheme is shown in Fig. 6.1. It is based on the fuzzy
commitment scheme [12]. In this scheme, the biometric data variability is treated
with error correcting codes. There are two levels of error correction: Level-1, also
called inner level, and Level-2, which is the outer level. A randomly generated key
K is assigned to a user and is then encoded using Level-2 encoder. The output of the
Level-2 encoder is then randomized with a shuffling key by applying the shuffling
scheme proposed by Kanade et al. [13]. The shuffled output is further encoded by
Level-1 encoder. The output of the encoder is called pseudo code 0ps. The reference
biometric data is XORed with this pseudo code to obtain the locked code 6)ock.
The reference biometric data cannot be recovered from the locked code unless the
pseudo code or another biometric data sample from the same user is provided.

In the proposed scheme, the biometric data is a combined data from two bio-
metric cues. The biometric information fusion is carried out in the feature domain.
The proposed system is based on the fuzzy commitment scheme and therefore re-
quires the feature vectors in binary form. Assuming that the binary feature vector
corresponding to the first biometric source is denoted as 9; and that to the second
biometric source as 8,, the reference feature code is obtained by concatenating these
two feature vectors as, O = 61 ]|6>. This reference feature code 6;cf is XORed with
the pseudo code 6 to obtain a locked code Ojck,

Olock = st D Oref- (6.1)

This locked code along with the hash value H (K) of the key K is the crypto-
biometric template. The locked code is required for regeneration of the key K,
whereas the hash value is required to check the correctness of the regenerated key.

At the time of key regeneration/verification, a multi-biometric test feature vector
Orest 1s obtained by following a procedure similar to that at the enrollment step.
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Fig. 6.1 Schematic diagram
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This test feature vector is XORed with the locked code 8ok to obtain a modified
version 6, of the pseudo code. This modified version consists of the pseudo code
Ops contaminated with the errors e between reference and test biometric vectors. The
Error Correcting Codes (ECC) decoding scheme corrects these errors and retrieves
a trial value K’ of the random key K. A comparison between the hash values of the
original and the regenerated key is carried out and a positive result indicates key
regeneration success;

%S = Block D Orest

= Ops ® Oret D Orest

=6ps De, (6.2)
K'=ECC™(g},). (6.3)

The Level-1 error correcting codes perform majority of the error correction.
These ECC correct bit-level errors occurring in blocks. If the number of errors in
a block is more than the error correction capacity of the Level-1 ECC, that block
is decoded incorrectly. Such incorrectly decoded blocks are further treated by the
Level-2 codes. Thus, the Level-2 ECC work on block level. In order to cope with
the cascading structure of the two ECC, the number of bits in each symbol of the
Level-2 ECC must be the same as (or possibly an integer multiple of) the number of
bits in Level-1 ECC input block.

6.3.1 FeaLingECc (Feature Level Fusion Through Weighted
Error Correction)

When feature vectors corresponding to two biometric sources are combined, it is
required that the two vectors have a common representation which is not always
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the case. For example, fingerprint minutiae set consists of minutiae locations and
orientation information, while the iris feature vector is a binary string. The minutiae
set is an unordered set while the iris code is an ordered set. Therefore, the two feature
vectors must be converted into a common representation. Moreover, the dimensions
of the feature vectors can also be different and simply concatenating the two feature
vectors may not be beneficial. The difference in the dimensionality of the two feature
vectors can cause an adverse effect on the system performance. This problem is
called the curse of dimensionality [30]. Therefore, in order to deal with this problem,
the feature level fusion module is generally followed by a feature selection module
in classical multi-biometric systems.

Moreover, one biometric trait may be performing better than the other in terms
of verification performance (e.g., in general, iris performs better than face). This
knowledge can be exploited in score level fusion systems by applying different
weights to the individual biometric traits. In such systems, higher weight is given to
the better performing biometric trait in the verification decision process. This kind
of weighting can significantly improve the performance of multi-biometric system.

Since the match scores cannot be computed in key regeneration systems, clas-
sical score level fusion techniques cannot be used. Therefore, we propose a novel
method in which the features are combined in feature domain and the error correc-
tion scheme is designed so that different weights can be applied to the individual
biometric traits. This scheme also deals with the problem of curse of dimensional-
ity. It can cope with the differences in the dimensions of individual feature vectors
by carefully selecting the dimensions of the Level-1 ECC for the individual bio-
metrics and minimize the effect of dimensions mismatch on the verification perfor-
mance.

The enrollment and key regeneration modules of the proposed system are shown
in Fig. 6.2(a) and 6.2(b). The error correction scheme in the proposed system con-
sists of two levels. The Level-1 work on bit-errors occurring in blocks while the
Level-2 ECC correct the block errors which are left after the Level-1 ECC action.
Since the amount and nature of variations in biometric data are different for differ-
ent modalities, and they also depend on the acquisition conditions, we need to select
different Level-1 ECC for different modalities. The Level-1 ECC and their error
correction capacity is selected by observing the Hamming distance distributions for
genuine and impostor comparisons for the corresponding trait.

The application of different weights is carried out by assigning different num-
ber of blocks of the Level-2 ECC for different biometrics. As shown in Fig. 6.2(a),
the output of the Level-2 codes (which is in form of ny blocks) is split into two
parts: Part-1 which consists of x blocks and Part-2 consisting of y = (ny — x)
blocks. Higher weight can be applied to the Biometric-1 by having x > y and vice
versa.

The x blocks of Part-1 are further encoded and combined into x” bits by the
Level-1 encoder for the first biometric (Biometric-1). The y blocks of Part-2 are
encoded and combined into y’ bits by the Level-1 encoder for the second biometric
(Biometric-2). Here, x” and y’ are equal to the number of effective bits in the feature
vectors of Biometric-1 and Biometric-2, respectively. The number of bits in each
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Fig. 6.2 Schematic diagram of the proposed multi-biometrics-based cryptographic key regenera-
tion scheme using FeaLingECc (Feature Level Fusion through Weighted Error Correction)

input block of the Level-1 encoder should be equal to the number of bits in each
output block of the Level-2 encoder. Alternatively, the input block size of the Level-
1 encoder can be an integer multiple of the output block size of the Level-2 encoder.
Concatenation of the outputs of the two Level-1 encoders yields the pseudo code
Ops- This pseudo code is XORed with the multi-biometric reference feature vector
rer (Which is obtained by concatenation of two individual feature vectors 61 and 65)
to obtain the locked code Ojck.

The weights are applied by changing the sizes of Part-1 and Part-2. In order to
understand the concept, let us take a closer look into the error correction mech-
anism that takes place during the key regeneration step (see Fig. 6.3). When a
multi-biometric test feature vector s (Which is obtained by concatenation of
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Part-b is bigger than Part-a. When Level-1 ECC are applied, this relationship changes. Part-1
becomes bigger than Part-2 which means that higher weight is applied to the Biometric-1 than
Biometric-2

two individual test feature vectors 6] and 6}) is XORed with the locked code
Biock, the errors between the reference and test feature codes are transferred onto
the pseudo code 6ps. Figure 6.3 shows the process of error correction that fol-
lows.

The modified (error transferred) pseudo code %s is divided into two parts: Part-a
consists of the first x” bits while the Part-b consists of the remaining y’ bits. The
Level-1 decoder corresponding to Biometric-1 is applied on the x’ bits to correct
the bit errors caused by the Biometric-1. This process yields x blocks. Similarly,
y blocks are obtained from the y’ bits corresponding to the Biometric-2. These
two parts are concatenated to form a single codeword which contains ny = (x + y)
blocks. The Level-2 decoder corrects the erroneous blocks present in this code-
word to obtain a trial value K’ of the random key K. The Level-2 decoder can
correct up to t; erroneous blocks where #; is its error correction capacity. This
Level-2 decoder can be seen as a threshold-based classifier which operates on an
n, element vector where f; acts as a threshold. If the number of erroneous blocks
are less than or equal to 7, the key is successfully generated and the verifica-
tion result is positive. Therefore, if we set x > y, a higher weight will be given
to Biometric-1 than Biometric-2 in the decision process. The condition x > y
(or x < y if required) is achieved by properly selecting the dimensions of the
Level-1 ECC. Howeyver, this selection needs to take care of the error correction
capacity which depends on the Hamming distance distribution of the biometric
data.
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6.3.2 Adding Revocability

The problem with biometrics is that it lacks the property of revocability and can
compromise user’s privacy. In order to overcome these drawbacks, some one-way
transformations [20, 22, 29] are applied on the biometric data in case of uni-
biometric systems. In a similar way, some cancelable mechanism should be used
in the multi-biometrics-based system. One simple option is to apply the transforma-
tion on the two individual biometric feature vectors. In this way, revocability and
privacy protection can be added to the multi-biometrics-based system.

But there is a loophole in this design. This loophole appears if the Level-2 error
correcting codes used in the system (e.g., we use Reed—Solomon codes as Level-2
codes in our proposal) are of systematic nature. An error correcting code is said
to be systematic in nature if the input to the code is present in its original form
in the output. The output of such codes comprises the input data appended by the
parity symbols, and thus, the locations of the original data and the parity symbols is
known to an attacker. In this case, the attacker can attack the biometric information
corresponding only to the data blocks.

For example, consider the case of Table 6.7, where #; = 8. In this particular exam-
ple, ny = 46 which is the total number of blocks after Reed—Salomon (RS) encoding
which are obtained by appending 16 parity blocks to the 30-block input data blocks
(ns = ks + 2t5). This encoded output is further encoded with the Level-1 encoders.
The first 31 blocks of this output correspond to Biometric-1 and the remaining to
Biometric-2. Therefore, an attacker can choose to attack only biometric-1 and obtain
the 31 blocks, out of which the first 30 blocks constitute the actual key.

Clearly, this kind of attack can suppress the advantage gained by using multiple
biometrics. The attacker may need only one set of biometric information to crack
the multi-biometric system.

In order to overcome this drawback, we propose to apply the biometric data trans-
formation mechanism (shuffling scheme in our case) after the Level-2 encoding in-
stead of applying it on the biometric data. In this case, even if the Level-2 ECC
are systematic, the shuffling process breaks the systematic nature of its output. The
shuffled output of Level-2 ECC is further encoded with the Level-1 ECC. At the
time of key regeneration, the original order of the Level-2 encoder output must be
restored in order for the Level-2 decoder to function correctly. This is done by apply-
ing the de-shuffling process. For better understanding, the shuffling and de-shuffling
processes are shown together in Fig. 6.4.

One might argue that revocability can be induced into the system by applying
classical encryption on the fuzzy commitment (protected template), which is true
in principle. However, this type of encryption of templates does not eliminate the
security loophole cited above that occurs due to the systematic nature of the ECC. In
this case, an attacker needs to decrypt the template and then crack only one biomet-
ric source in order to obtain the crypto-biometric key. By employing the shuffling
scheme in the above mentioned manner, the attacker needs to crack the shuffling
key and both the biometric sources.
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Fig. 6.4 A schematic diagram showing the shuffling and de-shuffling process. Note that the shuf-
fling and de-shuffling key must be the same to recover the correct data

The generic multi-biometrics-based key regeneration scheme described in this
section can be applied to a combination of two sets of biometric information. The
pre-requisite for this system is that both the biometric data must be in form of binary
vectors. We developed two systems based on this scheme:

e multi-unit type system that combines information from the left and the right irises
of a person, and

e multi-modal type system that combines information from an iris with that from
the face.

These systems are described in subsequent sections.

6.4 Multi-unit Type Multi-biometrics Based Key Regeneration

6.4.1 Algorithm for Multi-unit Biometrics Based Key Regeneration

We developed a multi-unit type multi-biometrics system to obtain cryptographic
keys. Feature level fusion in multi-unit type systems is comparatively less com-
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Fig. 6.5 Schematic diagram of the proposed multi-unit type multi-biometrics-based crypto-
graphic key regeneration scheme using feature level fusion, weighted error correction, and pass-
word—(a) User enrollment phase; (b) cryptographic key regeneration phase

plicated than in the multi-modal type systems. The reason is that the feature sets
obtained from different sources in a multi-unit system are generally similar in na-
ture and dimensions. Our system incorporates information from left and right irises
of a person in a fuzzy commitment-based key regeneration scheme. The information
fusion is carried out in feature domain using the weighted error correction approach
described in previous section.

The iris codes obtained from different iris images of the same user contain vari-
abilities which are treated as errors. As pointed out by Hao et al. [9], there are two
types of errors in iris codes: (1) background errors caused by the camera noise,
image capture effects, etc., and (2) burst errors which are a result of specular reflec-
tions, occlusions, etc. Both these types of errors are corrected using the two level
error correction scheme shown in Fig. 6.1.

The enrollment and key regeneration phases of the proposed multi-unit type sys-
tem are shown in Fig. 6.5. We used Hadamard codes as Level-1 ECC and Reed—
Solomon (RS) codes as Level-2 ECC for our two-iris-based system. A random
bit string K is generated and assigned to a user and is then encoded using Reed—
Solomon (RS) codes, the output of which is further encoded by the Hadamard
codes. The Hadamard codes correct the background errors and RS codes correct
burst errors. Details about these ECC can be found in [21]. The output of the en-
coder is called pseudo code 0,s. In order to cope with the cascading structure of the
two ECC, the number of bits in each symbol of RS and that in the input words of
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Hadamard codes is set to be equal (m = 7). Iris codes I and I, from the right and
left iris images, respectively, are concatenated to form a reference (multi-) iris code
Lier. This Ier is XORed with 6 to obtain the locked iris code template Tjock.

In the key regeneration phase, a test (multi-) iris code Iieg is obtained similarly
and XORed with Ijock. These XORing operations transfer the errors in the iris codes
onto the pseudo code. The Hadamard codes can correct (up to) 262 — 1 errors in
a 2% _bit block. If a block has more than 2€~2) — 1 errors, that block is not decoded
correctly and results in an error. The second level of ECC consists of the RS codes.
The output of the Hadamard decoding stage acts as the input to the RS decoder
stage. The RS codes correct the errors caused due to the wrong decoding by the
Hadamard codes and generate the key K'. If the total amount of errors is within
the error correction capacity of the ECC, the errors are corrected and a key K’ is
regenerated which is the same as K. If the amount of errors is more than the error
correction capacity of the ECC, K’ # K.

In the proposed scheme, we apply higher weights to one iris than the other by
employing the weighted error correction method described in Sect. 6.3.1. We use a
bigger number of RS blocks for one iris than for the other to apply these weights.
Kanade et al. [13] have shown that inserting certain amount of zeros in the biometric
data can increase the error correction capacity of the Hadamard codes. Using this
property, we applied the zero insertion scheme to one iris code in order to increase
the error correction for it. Using the Hadamard codes without zero insertion scheme
results in high false rejections but zero false acceptances. Thus, the increased error
correction for the first iris code helps to increase acceptances while the low error cor-
rection for the second iris code increases rejections. The combined effect of the two
is the improvement in the verification performance of the key regeneration system.
The most important advantage of this scheme is that the feature vector is longer than
in uni-biometrics-based system, and therefore, we can obtain longer keys. The bio-
metric information is also larger compared to the uni-biometric systems resulting in
higher entropy. Additionally, it experimentally validates our proposal of weighted
error correction. The experimental results of this system are reported in the next
subsection.

6.4.2 Results and Security Analysis of the Multi-unit (Two-Iris)
Type System

In this section, we briefly describe the experimental setup, and then present the
results and security analysis of the proposed multi-unit type system.
6.4.2.1 Experimental Setup

We used the OSIRISv1 (Open Source for Iris Recognition) system described in [28]
and available online at [27] to extract a 1,188-bit binary string called iris code from
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Table 6.1 Baseline - -
biometric system’s CBS-BiosecureV1 (development) NIST-ICE (evaluation)

verification performance in Left Right Both irises Left Right Both irises
terms of EER in %. Single as

well as two-iris tests. Results 323 2.90 2.54 2.44 4.81 1.18
previously published in [15]

an iris image. In this system, the iris region in an image is detected, normalized, and
then decomposed using Gabor filters having different scales and orientations. The
phase information is then quantized to obtain the binary code. In order to cope with
the iris rotations, the normalized test iris image is shifted 10 times in both directions
and codes are extracted from them for comparison, leading to 21 comparisons.

The CBS database [28] is used for development to find out the ECC and error
correction capacities. The system is then evaluated on the NIST-ICE database [26].
In the NIST-ICE database, there are 132 subjects out of which, only 112 subjects
have recorded images of their both eyes. We select images of these 112 subjects for
carrying out our tests. The right iris images are coupled with the left iris images for
the multi-iris tests. The first such image pair of a person is considered for enrollment
and a template is registered for that person. The genuine comparisons are carried out
by comparing the remaining image pairs of that subject with the enrollment template
leading to 1,099 genuine comparisons. For impostor comparisons, one image pair
from each of the remaining subjects is randomly selected and these image pairs are
compared with the enrollment template. Thus, for each person, we carry out 111 im-
postor comparisons. In summary, 1,099 genuine and 12,432 impostor comparisons
are carried out on the NIST-ICE database for the two-iris experiment.

6.4.2.2 Experimental Results of the Multi-unit (Two-Iris) Type System

Since the proposed system is based on an iris recognition system, it is worthwhile to
report the performance of the baseline biometric system for fair comparison. Such
performance results are reported in Table 6.1. Note that the baseline iris system is
based on OSIRISv1 with a re-implemented matching module. Classical multi-iris-
based biometric system is also tested in which the iris codes are simply concatenated
and compared. Note that, as expected, the combination of left and right irises results
in reduction in the Equal Error Rate (EER).

For the cryptographic key regeneration system, we first report the results for the
simple feature level fusion scheme in Table 6.2. The feature level fusion in this case
is by simple concatenation of two feature vectors. For the sake of comparison, the
key regeneration results (for CBS database) using single irises are also reported in
the same table. The shuffling scheme is not used in any of these tests. It can be
observed that the minimum FRR using single iris is 7.37 % with a key length of
6 bits. The combination of two irises reduces the FRR and also leads to longer keys
such as 35-bit keys at 4.93 % FRR. In spite of the improvement, the FRR is still too
high and hence we did not carry out these tests on the NIST-ICE database.

When the proposed FeaLingECc approach is used, a significant improvement
is achieved that can be seen in Table 6.3. As is done in the uni-biometrics-based
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Table 6.2 Key regeneration system results on the CBS-BiosecureV1 data set when two iris codes
are combined using only feature level fusion; no weighting, no shuffling; FRR values are in %;
length of key K is in bits; FAR is always zero for all these tests. f; is the error correction capacity
of RS codes. Results previously published in [15]

ts Left iris Right iris Both irises
FRR Length (K) FRR Length (K) FRR Length (K)
16 9.80 30 14.13 30 4.93 35
17 8.60 18 13.10 18 4.57 21
18 7.37 6 12.03 6 4.27 7

Table 6.3 Key regeneration system results when two iris codes are combined using the proposed
FeaLingECc method; FAR and FRR values are in %. Results previously published in [15]
t Key length Without shuffling With shuffling
(in bits) CBS-Bio NIST-ICE CBS-Bio NIST-ICE
FAR FRR  FAR FRR FAR FRR FAR FRR

259 0 8.37 0 13.28 0 8.50 0 13.74
9 217 0 5.37 0 5.19 0 5.63 0 5.46
10 203 0 4.50 0.016 3.37 0 4.60 0 3.28
11 189 0 4.10 0.06 2.09 0 4.10 0 2.09
12 175 0 3.63 0.38 1.64 0 3.67 0 1.36
13 161 0.10 3.40 1.49 0.55 0 3.50 0 1.00
14 147 0.70  3.30 2.98 027 0 3.30 0 0.18
15 133 1.87 3.13 10.46 0.18 0 3.03 0 0.18
16 119 6.40 2.80 15.86 0.09 0 2.37 0 0.09
21 49 84.47 0.23 91.37 0 0 0.30 0 0

system, we added certain amount of zeros to the right iris code to correct higher
amount of errors in it whereas no zeros are added to left iris code. The Hadamard
codes operate on 64-bit blocks and there are 49 such blocks resulting in a total
amount of error correction equal to 735 bits. It also allows us to obtain much longer
keys with low error rates, e.g., we can have 175-bit keys at 0.38 % False Acceptance
Rate (FAR) and 1.64 % FRR for the NIST-ICE database.

Finally, the results for the key regeneration scheme with shuffling are presented
in Table 6.3. These results are better than any previously published results in lit-
erature, e.g., we can generate 147-bit keys at 0.18 % FRR and 0 % FAR for ICE
database. In our experiments, the number of blocks at the output of the RS encoder
is 49. Hence we use a 49-bit shuffling key to shuffle those blocks. The shuffling
key can be protected by a password of eight characters. Note that there is not much
decrease in FRR due to the use of shuffling. The main improvement is in the FAR,
which becomes zero, which means that the systems become more secure by using
the shuffling.
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The most appropriate work to compare with the proposed system is that by Nan-
dakumar and Jain [24]. In their system, information from iris and fingerprints is
combined and they succeed to obtain keys with 49-bit entropy while the verifica-
tion error rates are FAR = 0.02 % and FRR = 1.80 %. For the proposed system, at
FAR =0 %, FRR = 0.18 % and the key entropy is 147 bits. This security analysis
of the proposed system in terms of entropy is presented in the next subsection.

6.4.2.3 Security Analysis of the Multi-unit (Two-Iris) Type System

Since the main aim of the system is to provide security, it is required to analyze
the security of the system. The entropy of the key can give us an estimate of the
difficulty which an attacker has to face to obtain the key without having the proper
credentials. It also indicates the strength of the template protection mechanism be-
cause once the attacker has the key, he can inverse the stored template and obtain the
reference biometric data. Though the key is generated randomly at enrollment time,
a lot of redundancy is added by the ECC and hence its entropy is bound to decrease.
We use the same approach as used by Hao et al. [9] to estimate the entropy. They
used the sphere packing bound [21] to roughly estimate the number of brute force
attempts required for an attacker to guess the key K correctly. Let N be the num-
ber of degrees of freedom in the data being XORed with the pseudo code 6, and
P is the fraction of this information corresponding to the error correction capacity
(i.e., P = N x error correction capacity). Then the number of brute force attacks an
attacker needs to carry out is estimated by Equation (6.4) as
2N
BF~ ——. 6.4)
(p)

The number of degrees of freedom can be estimated by the procedure given by
Daugman [6]. The iris codes used in our experiments are 1,188 bits long. We es-
timate the degrees of freedom in the iris codes to be 561. Collectively, in two iris
codes, we have 1,122 degrees of freedom. In the weighted error correction config-
uration in the multi-iris system, the total amount of error correction is &30 %. If
N =1,122 and P = 0.3 x N ~ 336, applying (6.4), an impostor needs approxi-
mately

2N 21 122
s ~ 2140, (6.5)
(3)  (56)
brute force calculations to successfully get the cryptographic key. Thus the entropy
of the key is 140 bits, which is much higher than any other system reported in
literature.

The shuffling scheme applied in the two-iris system needs a 49-bit shuffling key.
This key is randomly generated and is protected by a password. We propose to
use a randomly generated 8-character password which can have 52-bit entropy [4].
The shuffling process is embedded into the error correction process and hence the
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individual entropies add up together resulting in a total key entropy of 140 4+ 49 =
189 bits. Thus the entropy of the key is

Entropy = min(Length(K), 189) bits. (6.6)

Recently, Stoianov [31] has proposed an attack on the iris-based key regener-
ation scheme of Kanade et al. [13] which targets the zero insertion scheme. This
attack takes into consideration the known positions of the zeros inserted into the iris
codes. Using this attack, a large amount of errors in the Hadamard codewords can
be corrected and hence the crypto-biometric key can be recovered. The same zero
insertion scheme is applied in the multi-unit type system described in this chap-
ter. However, in this scheme, the de-shuffling process is done after the Hadamard
codes error correction level. Therefore, even if an attacker successfully decodes
the Hadamard codewords, he still needs to overcome the security offered by the
shuffling/de-shuffling process. Moreover, this scheme involves multiple biometric
information sources. The zeros are inserted into only one iris code, while the other
iris code is left as it is. This provides another level of protection against the attack
reported by Stoianov.

In order to carry out experimental security evaluation, we defined two extreme
scenarios: (1) stolen biometric scenario, where an impostor always provides a stolen
biometric sample of the genuine user, and (2) stolen key scenario, in which the
impostor always provides a stolen shuffling key of the genuine user.

In the stolen biometric scenario, the FAR of the system remains unchanged (i.e.,
FAR = 0 %). The shuffling process prevents the impostor from being accepted when
he provides the correct biometric data but a wrong shuffling key. Thus, use of shuf-
fling completely eliminates the threat caused by compromised biometric data.

In the other security scenario, stolen key scenario, the system still has two iris
codes which provide the security. The performance in this situation degrades but
it is equivalent to that of the system without shuffling. Moreover, the performance
degradation is only in terms of increase in FAR. The FRR remains unchanged even
if the shuffling key is stolen. This is a distinct advantage of the proposed system.

6.5 Multi-modal Type Multi-biometrics Based Key Regeneration

6.5.1 Algorithm for Multi-modal Biometrics Based Key
Regeneration

Multi-modal biometric systems combine biometric information from different traits.
In this case, an attacker who wants to break into the system by creating fake bio-
metric samples needs more efforts. Therefore, having multi-modal biometrics can
significantly increase the security of the system. Combination of information from
two biometric traits in the feature domain results in increase of the length of the fea-
ture vector. Additionally, the entropy of the crypto-bio keys also increases. We adapt
the FeaLingECc scheme described in Sect. 6.3 in order to combine the information
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Fig. 6.6 Schematic diagram of the multi-modal biometrics-based template protection scheme us-
ing FeaLingECc: (a) Enrollment phase, (b) Key regeneration phase

from an iris and a face image of a person. The length of the iris feature vector is
1,188 bits, while that of the face feature vector is 3,200 bits. Following the nota-
tions of the general scheme described in Sect. 6.3, we consider iris as Biometric-1
and face as Biometric-2. Hadamard codes are used as Level-1 ECC for iris while
Bose, Ray-Chaudhuri, Hocquengem (BCH) codes are used for face. These ECC
are selected according to the Hamming distance distributions of the correspond-
ing biometric data. Reed—Solomon (RS) codes are used as Level-2 ECC, which are
common for iris and face. The schematic diagrams of the enrollment and key regen-
eration phase of the proposed multi-modal biometrics-based system are shown in
Fig. 6.6(a) and 6.6(b), respectively.

The basic functioning of this scheme is the same as described in Sect. 6.3. But
the involvement of two different types of biometric data raises many design com-
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plications. The two biometric data (iris and face) being combined are different in
nature. The amount of variabilities, which is treated as errors, is different for iris
and face images. In key regeneration systems, the goal is to correct only the intra-
user variabilities. The amount of such errors to be corrected is highly dependent
on the biometric data set. The error correction capacities for each of the biometric
traits need to be set according to their respective Hamming distance distributions for
genuine and impostor comparisons.

6.5.2 Experimental Setup—Multi-modal Biometrics Based Key
Regeneration System

In this work, we created a virtual database created from two publicly available
databases: the NIST-ICE database [26] for iris, and the NIST-FRGCv2 database [25]
for face. In this selected data set, there are 175 subjects having five samples each of
iris and face images. The face images are taken from the controlled data set of the
FRGCv2 database. For each subject, data pairs are formed containing one iris im-
age and one face image corresponding to that subject. Thus, we have five such pairs
per subject for 175 subjects. For genuine comparisons, each data pair is compared
with every other data pair corresponding to the same subject. Similarly, each data
pair is compared with every other data pair of every other subject for impostor com-
parisons. This protocol results in 1,750 genuine comparisons and 380,625 impostor
comparisons. For the sake of fair comparison with uni-biometric systems, similar
protocol is followed to test the uni-biometrics-based systems’ performance in this
chapter.

We used a Gabor filter-based approach to extract features from the face im-
age [19]. The face image is first geometrically normalized using the CSU Face
Recognition System [1], and then processed using log-Gabor filters having four
scales and eight orientations using the MATLAB source code available at [18]. Mag-
nitude of the filtered output is calculated, downsampled, and concatenated to form a
3,200-element feature vector. The values in this vector are then binarized to obtain
a 3,200-bit string called face code. The binarization process used is fairly simple.
The median of the values in a feature vector is taken as a threshold for that feature
vector. The elements having higher value than the threshold are made one while the
remaining are made zeros.

By observing the Hamming distance distributions for genuine and impostor com-
parisons for iris on the development data set, we know that the iris data need nearly
35 % error correction. For face, we used only the controlled subset of the FRGCv2
data set. The error correction required on this subset is nearly 21 %. Note that these
quantities of error correction requirements are specific to the data set concerned and
will change according to the modality and acquisition conditions. Also the amount
of error correction required for the iris is higher than for the face. However, this does
not impact the verification performance. The verification performance depends on
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the separation between genuine and impostor Hamming distance distributions (see
Table 6.4).

As shown in [13], Hadamard codes along with the zero insertion scheme can
achieve the 35 % error correction requirement for iris. For face, BCH codes can
be applied for correcting the 21 % errors. Therefore, we use Hadamard codes as
Level-1 ECC for iris and BCH codes as Level-1 ECC for face. The Level-2 ECC
are Reed—Solomon (RS) codes which is a common level for iris and face. But the
error correction scheme in the proposed system is a cascaded structure where the
dimensions of the Level-1 and Level-2 codes must be compatible. Each of the three
ECC used in the system (RS, BCH, and Hadamard codes) has its own dimensional
restrictions.

The Hadamard codes (which are used for iris) have a fixed relation between in-
put and output size: a block of m bits is converted into a block of 2~! bits. The
Reed-Solomon codes of block size m bits can have a maximum of 2"~ blocks.
The BCH codes having 221 % error correction capacity are: BCH(127, 15,27),
BCH(255,21,55), BCH(511,28,111), BCH(1023, 36,223), BCH(2047, 56,443),
etc. The suitable ECC sizes also depend on the dimensions of the individual bio-
metric feature vectors. For example, the face code is 3,200 bit. It has to be truncated
such that its length is an integer multiple of the BCH code output size. Similarly, the
effective iris code length must be an integer multiple of the Hadamard code output
size (32 or 64 bits). Moreover, from our experiments, we know that the iris system
performs better (from biometric recognition point of view) than the face system and
hence, it is desirable to apply higher weights to iris than to face. This means that
more blocks of RS codes output should be used for iris than for face.

Taking all these requirements into consideration, we fixed the size of the RS
codes block to be equal to m = 7. The output of the RS codes encoder is also in
form of blocks each of which is 7-bit. Hadamard codes of input size m = 7 should
be used for compatibility. The output of these Hadamard codes is 64-bits. The length
of the iris code after zero insertion is 1984 bits and thus there can be 31 blocks
of Hadamard codes. This also means that 31 blocks of RS codes output are used
for iris. The BCH codes should be selected such that the input size of BCH codes
is an integer multiple of seven (7) but also keeping in mind that the total num-
ber of RS code blocks required for face remains less than 31. BCH(127, 15,27)
and BCH(255,21,55) will require 50 and 36 RS code blocks which is more
than that required for iris. Therefore, these codes cannot be employed in the sys-
tem. Hence we applied the next two possible BCH codes: BCH(511,28,111) and
BCH(1023, 36, 223).

In case of BCH(511,28,111), four RS codes output blocks are concatenated to
form a single input block. The 3,200-bit face code is truncated to 3,066 bits which
is an integer multiple of 511. There are six such BCH code blocks which require 24
RS codes output blocks. Thus, the total number of output blocks required in the RS
codes is 31 +24 = 55. The iris part has 31 /55 = 56 % weight in the final verification
decision while the face part has 44 % weight.

For the other possible BCH codes, BCH(1023, 36,223), five RS codes output
blocks are concatenated and a zero is appended to it in order to obtain the re-
quired 36-bit input block. There can be three such BCH blocks requiring 15 RS
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Table 6.4 Baseline biometric systems’ user verification performances in terms of EER in % on
subsets of NIST-ICE and NIST-FRGCv2 databases; values in bracket indicate the error margins
for 90 % confidence interval; Baseline—corresponds to baseline biometric system; Shuffled—the
shuffling scheme is applied. Results previously published in [16]

Exp. Iris Face Iris+face
Baseline 1.29 [£0.23] 6.53 [£0.52] 1.06 [£0.22]
Shuffled 0.35 [£0.12] 0 0

code blocks. Thus the total number of RS code blocks is 31 4 15 = 46. The iris is
given 67 % weight in this scenario while the face is given 33 % weight.

It is also possible to combine BCH codes of different dimensions to apply differ-
ent weights. For example, in a third setting, we applied 61 % weight to iris and 39 %
to face. In order to achieve this, we employed one set of BCH(2047, 56, 443) codes
in combination of four sets of BCH(255, 21, 55) codes. This requires (8 + 12 =)20
RS code blocks.

The experimental performance evaluation along with security analysis of this
system is presented in the following subsection.

6.5.3 Results and Security Analysis for the Multi-modal (Iris and
Face) Type System

The experimental results and theoretical as well as experimental security analysis
are presented in this section.

6.5.3.1 Experimental Results of the Multi-modal (Iris and Face) Type System

For comparison purposes, the baseline biometric systems’ verification performances
are presented in Table 6.4. The BioSecure tool for performance evaluation [2] is
used to calculate the EER and confidence intervals. This tool takes the number of
comparisons and the match scores into account to calculate the error bounds on
the verification error rates. The high improvement in the face verification system
after shuffling is due to the high impact of shuffling on impostor face distribution.
Shuffling makes the impostor distribution random. The randomness in un-shuffled
iris data is higher than that of the face data, and hence, the impact of shuffling on
face data is higher than that on iris data.

As said earlier, we evaluated the multi-modal system with three sets of exper-
iments by applying different weights. In Set-1, RS codes having 55 blocks at the
output are used. 31 out of these 55 (i.e., 56 %) are used for iris and remaining 24
(i.e., 44 %) are for face. The BCH codes used in this set are BCH(511,28, 111).
Since it requires 28-bit input, four RS code blocks are combined to form that block
resulting in a total of 24 RS code blocks for face.
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Table 6.5 Results for the proposed multi-modal biometrics-based key regeneration system—Set-1
(iris weight = 56 %, face weight = 44 %). FRR and FAR values are in %. || K || indicates length of
key K in bits; #; denotes the error correction capacity of RS codes. Results previously published
in [16]

ts 1Kl Without shuffling With shuffling
FRR FAR FRR FAR
3 343 7.54 2.93 7.54 0
9 259 1.94 20.80 1.94 0
12 217 0.91 36.43 0.91 0
16 161 0.17 62.93 0.17 0

Table 6.6 Results for the proposed multi-modal biometrics-based key regeneration system—Set-2
(iris weight = 61 %, face weight = 39 %). Other signs have the same meaning as in Table 6.5

tg K| Without shuffling With shuffling
FRR FAR FRR FAR
3 315 6.46 3.89 6.46 0
273 2.74 13.41 2.74 0
8 245 1.66 22.70 1.66 0
10 217 0.86 32.70 0.86 0

In the second setting, Set-2, 61 % weight is applied to iris and 39 % is applied to
face. The errors in face data are corrected by a combination of BCH(2047, 56, 443)
and BCH(255, 21, 55) codes. BCH(2047, 56, 443) require concatenation of eight RS
code blocks while each of the BCH(255, 21, 55) requires three RS code blocks. The
total number of RS code blocks required in this setting is 51 out of which, 31 are
used for iris and 20 for face.

In the third setting, Set-3, RS codes with 46-block output are selected, and 31 of
them are used for iris (i.e., 67 %) and remaining 15 blocks for face (i.e., 33 %).
BCH codes of higher output size are used so that the number of blocks coming
from BCH codes will reduce. We selected BCH(1023, 36,223) for which the error
correction capacity is nearly the same. The 36-bit input required for these BCH
codes is obtained by concatenating five RS code blocks appended with a zero. Thus,
at the time of decoding, the last bit of the decoded value is discarded.

The results for these three experiments are reported in Tables 6.5, 6.6 and 6.7,
respectively. For all the settings, we also carried out experiments without using shuf-
fling, which are also reported.

The improvement in performance over uni-biometrics-based systems is three-
fold:

e better verification accuracy, e.g., at FRR of 0.91 %, FAR = 0 % for multi-
biometric system while for iris-based uni-biometric system, FRR = 0.86 % at
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Table 6.7 Results for the proposed multi-modal biometrics-based key regeneration system—Set-3
(iris weight = 67 %, face weight = 33 %). Other signs have the same meaning as in Table 6.5.
Results previously published in [16]

ts 1Kl Without shuffling With shuffling
FRR FAR FRR FAR
1 308 8.23 1.31 8.23 0
294 5.48 3.80 5.48 0
210 0.91 29.80 0.91 0
11 168 0.11 49.33 0.11 0

FAR = 0.21 %; similarly, for face-based uni-biometric system, FRR = 7.08 % at
FAR =0,

e longer keys, e.g., 186 and 217 bit keys for uni- and multi-biometric systems,
respectively, at accuracies said above,

e higher key entropy, 183-bit for multi-biometric system while 83 for iris-based
uni-biometric system.

The security of the multi-modal biometrics-based system is analyzed in the next
subsection.

6.5.3.2 Security Analysis of the Multi-modal (Iris and Face) Type System

Theoretical as well as experimental security evaluation of the proposed system is
presented in this section. Using the procedure of Daugman [6], the number of de-
grees of freedom in the iris and face codes are estimated to be equal to 556 and 243,
respectively. Note that this estimation depends on the impostor Hamming distance
distribution and can change with the data set being used for evaluation. The total
number of degrees of freedom in the fused feature vector is N = 556 + 243 = 799.
In total, the system can correct 27 % errors in this code (i.e., P = N % 0.27 &~ 216).
Applying (6.4), an impostor needs,

2N 2799

BF%T%W:\VJZBI, 6.7

(P) (216)
brute force calculations to obtain the key. Thus the entropy contributed by the bio-
metric information is 131 bits. The shuffling scheme, which employs a shuffling
key obtained with a password can add up to 52 bits of entropy to this estimate re-
sulting in 131 4 52 = 183 bits entropy. Therefore, the total entropy estimate for the
multi-modal type key regeneration system can be given as

Entropy = min(Length(K), 183) bits. (6.8)

This entropy is significantly higher than that of the uni-biometrics-based system.
The entropy of the keys reported for the iris-based uni-biometric system in [13] is
83 bits.
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Experimental security evaluation of the multi-modal type key regeneration sys-
tem is carried out in a way similar to that performed for the two-iris system. In the
stolen biometric scenario, the performance of the system remains unchanged. None
of the impostors who provide stolen biometric data along with a wrong shuffling
key is accepted by the system. However, in the stolen key scenario, the FAR is equal
to that of the system without shuffling.

An interesting observation from the results in the stolen key scenarios is that
the system can better resist such attacks when higher weight is applied to the bet-
ter performing modality. For example, in stolen key scenario, the FAR is equal to
36.43 % at FRR = 0.91 % for Set-1 where iris is given 56 % weight. At a similar
FRR (0.86 %), the FAR is 32.70 % in the Set-3 when iris is given 61 % weight in
Set-2. While at the FRR = 0.91 %, the FAR is equal to 29.80 % for Set-2 where iris
is given 67 % weight.

6.6 Conclusions and Perspectives

Using multi-biometrics has several advantages over uni-biometrics such as: bet-
ter verification accuracy, larger feature space to accommodate more subjects, and
higher security against spoofing. We exploit these advantages and employ multi-
biometrics for obtaining high entropy keys. Additionally, the systems described in
this chapter also protect the biometric templates and enhance security and privacy.

In order to have keys with higher entropy and better security, we combine the
biometric information in feature domain. We propose a novel method of Feature
Level Fusion through Weighted Error Correction (FeaLingECc). With this method,
different weights can be applied to different biometric data. The shuffling scheme,
which we applied earlier to the biometric data, is used in this system to randomize
the error correcting codes data which helps make the system more secure. Addi-
tionally, the shuffling scheme induces revocability, template diversity, and privacy
protection in the system.

Two systems are discussed: (1) a multi-unit type system, and (2) a multi-modal
type system. Information from the left and right iris of a person is combined in the
multi-unit type system to obtain long and high entropy crypto-bio keys. The second
scheme is a multi-modal biometrics-based system in which information from iris
and face is combined.

The parameters (choice of ECC and correction capacity) of the systems are first
tuned on development databases and the systems are evaluated on the evaluation
databases. For the two-iris tests, we used the NIST-ICE database. On this database,
we obtain 147-bit keys having 147-bit entropy with 0 % FAR and 0.18 % FRR.

The multi-modal system (iris + face) is evaluated on a virtual database created by
combining images from the NIST-ICE and NIST-FRGCv2 databases. We succeed
to obtain 210-bit keys having 183-bit entropy at 0.91 % FRR and 0 % FAR. There
is a significant improvement over uni-modal biometrics-based systems, specifically
in terms of the key entropy. The key entropies for iris- and face-based uni-modal
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systems are 83 and 110 bits, respectively, while the entropy for the multi-iris-based
system is 147 bits and for iris-face-based system, it is 183 bits.

The proposed scheme can be adapted to other biometric modalities. The feature

level fusion combined with weighted error correction method allows the fusion of
biometric modalities having different performances (e.g., face + iris). This opens
up new directions for combining biometric information from different sources and
having different dimensions.
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Chapter 7

Privacy-Aware Processing of Biometric
Templates by Means of Secure Two-Party
Computation

Riccardo Lazzeretti, Pierluigi Failla, and Mauro Barni

Abstract The use of biometric data for person identification and access control is
gaining more and more popularity. Handling biometric data, however, requires par-
ticular care, since biometric data is indissolubly tied to the identity of the owner
hence raising important security and privacy issues. This chapter focuses on the
latter, presenting an innovative approach that, by relying on tools borrowed from
Secure Two Party Computation (STPC) theory, permits to process the biometric
data in encrypted form, thus eliminating any risk that private biometric informa-
tion is leaked during an identification process. The basic concepts behind STPC
are reviewed together with the basic cryptographic primitives needed to achieve
privacy-aware processing of biometric data in a STPC context. The two main ap-
proaches proposed so far, namely homomorphic encryption and garbled circuits,
are discussed and the way such techniques can be used to develop a full biometric
matching protocol described. Some general guidelines to be used in the design of
a privacy-aware biometric system are given, so as to allow the reader to choose the
most appropriate tools depending on the application at hand.

7.1 Introduction

Our world is becoming increasingly interconnected and by using the Internet we are
able to share everything with everyone. Social networks (e.g. Facebook, LinkedIn,
MySpace, Twitter) whereby people share thoughts, events, photos, and videos with
friends are the most evident sign of this general trend. It is clear that behind the
distribution and storage of such a massive amount of data there are several security
and privacy issues. Potentially privacy sensitive data such as our age, health, prefer-
ences, locations, politics, and religious views are being stored in computers that we
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do not own and we do not control. Even worse, the data is generally transferred to
third parties in plain format (think about uploading photos or videos on Facebook):
people believe in the good will of third parties to behave and handle their data in
accordance to laws but also according to their own privacy policies that very often
people do not know or do not care about. It is clear that these new platforms and
networks are extremely vulnerable to private data disclosures. Current ad-hoc secu-
rity methodologies, combined with a lack of security sometimes astonishing, will
lead to more weaknesses as system complexity and the amount of to-be-handled
data increases during the coming years. On the other side, laws aiming at protect-
ing private data are continuously emanated, but legal assurance does not provide a
complete answer. Once our private data, preferences or other sensitive information
have been compromised, it is virtually impossible to “make them private” again. It
is vital that privacy and security of sensitive data as well as its subsequent use be
guaranteed a priori.

In some cases, privacy and security constraints are very stringent. Think about
traveling. Many people in everyday life use airplanes to move around the world
and as everyone knows following the September 11th attacks, controls in airports
have been intensified. New electronic passports have been introduced for improved
border controls containing personal data, including a face picture and fingerprints.
Each time someone takes a flight the above information is made available to the
airport staff and to the police for identity check. To exemplify how security and
privacy can easily come at odds, let us consider the following scenario. There are
two parties, say an Intelligence Agency and a remote controller (for example the
security staff of an Airport). The Agency wants to trace the movements of a suspect
person. To do so, it exploits some biometric information of the suspect person. In
particular it tries to match the biometric sample it owns with the biometric of the
people that are going to take a flight. The Agency wants to protect the identity
of the suspect person (and hence the biometries stored in its database) while the
Airport wants to protect the privacy of the passengers. From the point of view of the
client, the question is: if I am a good guy, why should I reveal my biometric data to
other parties? At the same time flight safety must be ensured, and from the point
of view of the Agency, any possible measure to reduce the risk should be taken.
More generally, we can affirm that the use of biometric data is becoming a common
approach to handle people identities (at Disney World Resort in Florida customers
use the fingerprint scanning for the clients that own a multiple-days ticket to ensure
the non-re-usability [21]), thus raising the call for the adoption of stringent privacy
protection measures.

Actually, when dealing with biometric data, the trade-off between the security
of the system that needs to be protected and the privacy of the users who provides
the biometries is not balanced and the privacy constraints are often overlooked for
the sake of security. Often government and law enforcement agencies can access
personal information to protect public safety and national security: however, abuses
of personal information can cause untold harms, wasted resources, and generally
lead to the detriment of society. Hence, there is a high demand for technologies that
permit to protect the privacy of users while preserving the possibility of performing
biometric analysis with the aim of achieving a greater security.
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The most obvious and well-known way to secure personal data is to encrypt and
store it in a (trusted) database. Such an approach works only when the owner of
the data and the party in charge of processing or storing it trust each other, and the
goal of the cryptographic module is only to protect the data from a third party. This
is not the case in many practical situations where the owner of the to-be-protected
data and the party that is in charge of storing or processing it do not trust each other.
Possible examples include the storage of biometric information in a central database,
the processing of personal (e.g. medical) data for statistical analysis, or the analysis
of people behaviors (e.g. log files) for inspection purposes. How is it possible to
combine the request for privacy and the need to analyze personal information for a
legitimate purpose (possibly in the interest of the data owner itself)?

7.1.1 Processing Encrypted Signals

An effective and elegant way to answer the above question, it is to process the data
while it is encrypted. In the last 30 years' the cryptographic community has worked
hardly to build a set of tools that allow to compute with encrypted data. Though this
may seem an almost impossible task, some solutions have been put forward recently
by relying on the use of:

e Homomorphic Encryption whereby some algebraic operations are mapped into
simple operations to be applied in the encrypted domain,

e Secure Multi Party Computation—SMPC where two or more non-trusted parties
engage in an interactive protocol to carry out a computation without revealing
their own inputs. The special case where only two parties are involved, such as
a Client and a Server, is of particular interest for biometric applications and is
usually referred to as Secure Two Party Computation (STPC).

Though the possibility of processing encrypted data (mainly by means of homo-
morphic encryption) has been advanced more than 30 years ago [63], processing
encrypted biometric signals poses some new problems due to the peculiarities of
this kind of data with respect to the type of data commonly encountered in the cryp-
tographic literature, e.g. alphanumeric strings or bit sequences. The most straight-
forward difference is that biometric signals are often represented by means of real
numbers (and processed by means of floating point arithmetic), while all the avail-
able cryptosystems work on integer rings. Other important differences include:

e the non-exact nature of biometric signals that can change significantly from a
measurement to the other due to the presence of noise, time variability, pose,
gesture etc. This property should be contrasted with the bit-precise nature of the
data cryptosystems usually deal with;

The first mention is in [63] 1978 by Rivest et al.
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e the essential role played by the temporal or spatial structure of signals, in fact
the spatio-temporal dependency between samples of the same process is a core
peculiarity of signals.

e the large size of many signals such as audio files, still images, and video se-
quences, which poses very critical constraints on the complexity and storage re-
quirements.

Despite the above difficulties, some recent studies have shown that the applica-
tion of non-trivial signal processing tools to encrypted signals is practically feasible.

The great majority of cryptographic primitives used to process encrypted signals
relies on two basic mechanisms: homomorphic encryption [62] and garbled circuits
[68].

Homomorphic cryptosystems have the property that some elementary algebraic
operations in the plain domain are mapped into elementary operations in the en-
crypted domain. For instance, in the Pailler cryptosystem [58], an addition in the
plain domain corresponds to a multiplication in the encrypted domain. Other ex-
amples of homomorphic cryptosystems include RSA [64] that is multiplicatively
homomorphic on product, Damgaard-Jurik’s generalization of Pailler’s cryptosys-
tem [24] and the Bresson et al. cryptosystem [18] (that is additively homomorphic).
If a homomorphic cryptosystem is used, it is possible for a party that does not posses
the decryption key to perform some simple operations on the encrypted messages.

The current state of the art in homomorphic encryption does not allow the effi-
cient simultaneous preservation of addition and multiplication. As a matter of fact
a very recent result by Gentry in [32] shows that algebraically homomorphic cryp-
tosystems are possible, however, actually such schemes are of theoretical interest
only, given their extremely high complexity. Due to the unavailability of efficient
algebraically homomorphic cryptosystems, homomorphic encryption does not al-
low the application of non-linear operators, which, on the other side, are essential
ingredients of most non-trivial operation to be applied to the encrypted signals. To
avoid the above limitation, the general approach is to use an interactive protocol
whereby a Client and a Server collaborate and exchange data to securely compute a
given functionality.

Garbled circuits have been introduced by Yao in 1982 [68] and later refined in
[36], where it is shown that any function can be computed in a secure manner by
implementing a boolean circuit of secure gates. With Yao’s circuit approach one
can evaluate circuits in a privacy preserving scenario by using either private-key or
public-key primitives. Approaches based on symmetric primitives are several orders
of magnitude faster than the asymmetric approaches. In its basic (two party compu-
tation) form, garbled circuits allow two users, namely the Client (C) and the Server
(S), to securely evaluate a known function (usually in form of a boolean circuit)
using their private inputs. In other words, executing the evaluation protocol does not
reveal any knowledge about the inputs beyond what can be deduced merely from the
computed output(s). The circuit approach can be relatively efficient in different se-
curity models even if it requires to transfer a large amount of data from one party to
the other which yields an increase in the communication complexity of the protocol.
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7.1.1.1 Application Scenarios

The techniques briefly outlined above have been used in a variety of application
scenarios.

Biometry matching is one of the most important topics wherein secure computa-
tion can be used. In [27, 28] a privacy-enhanced face recognition system is proposed.
The proposed construction is based on homomorphic encryption and allows to hide
the biometric data using an encrypted version of Eigenfaces-based matching, and it
is able to hide the result of the match to the server that actually performs the match-
ing operation. A different STPC face matching algorithm based on garbled circuits
has been proposed in [65]. Similarly, in [57] an ad hoc system for face recognition
in a privacy preserving framework is proposed, specifically designed for usage in
secure computation.

In [6, 7] the authors consider a scenario where a client equipped with a finger-
print reader is interested to learn if the acquired fingerprint belongs to a database
of authorized entities managed by a server. Although privacy-preserving biometric
identification usually focuses on selecting the best matching identity in the database,
the solution proposed in [6, 7] also allows to select and report all the enrolled iden-
tities whose distance to the user’s fingercode is under a given threshold.

In remote diagnosis [19] secure computation can be used to preserve the pri-
vacy of the patients. In [5] a privacy-preserving system is described whereby the
Server classifies an ElectroCardioGram (ECG) signal without learning any informa-
tion about the ECG signal and the Client is prevented from gaining knowledge about
the classification algorithm used by the Server. The system relies on the concept of
Linear Branching Programs (LBP) and a related cryptographic protocol for secure
evaluation of private LBPs [5, 8] based on homomorphic encryption and garbled
circuits. The paper faces the study of the trade-off between signal representation
accuracy and system complexity both from practical and theoretical perspectives.
As a result, the inputs to the system are represented with the minimum number of
bits ensuring the same classification accuracy of a plain implementation. In [10]
the same classification task is addressed by applying a neural network to the en-
crypted ECG signal. Quality evaluation of the ECG signals in the encrypted domain
has been addressed in [9] to avoid that noisy signals are processed returning wrong
classification results.

Many other application fields can benefit from privacy preserving techniques. In
[30], a novel technique has been proposed to compute the well-known A* algorithm,
on the encrypted weights of a graph. A* is a best first graph search algorithm that
uses an heuristic function helping to choose the best candidates during the traversing
of common graphs [39]. Graphs are data structures widely used to represent: social
networks; computer networks; geographic maps; game moves; possible paths in a
given environment and many more, and hence working on encrypted graphs may
find several interesting applications. In the setting considered in [39] two parties
are interested to compute the shortest path between two nodes in a context where:
(1) part of the graph topology (only the number of nodes) is publicly known, (ii) the
client knows the weights of each edge and (iii) the Server owns the heuristic used for
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searching. The Client wants to keep secret the weights and the Server the heuristic
used.

In [31], a scenario in which two parties are interested in computing a given func-
tionality in a privacy preserving way has been considered, but this functionality
needs a sub-protocol that computes the Gram—Schmidt Orthogonalization on en-
crypted vectors. There are a lot of applications in which this kind of sub-protocol
could be used as a basic privacy preserving primitive, including: QR decomposition
[38]; linear least squares problems [15]; face recognition [70]; improving perfor-
mances of neural networks [56]; wavelets computation [22]; principal component
analysis [66] and image compression [50].

In [13] the authors analyze the implementation of the Fourier transform in a
privacy preserving scenario. In [42] an efficient buyer-seller protocol embedding
an encrypted watermark in a content is proposed, protecting the watermark secrets
from the buyer and preventing false infringement accusations by the seller.

Other applications include data mining [1, 47]; secure compression [41]; access
to encrypted databases [20]; encrypted strings comparison by using Levenshtein
distance [61], etc.

7.1.2 Processing of Biometric Signals

Most tasks in biometric signal processing are based on pattern recognition, it is
hence necessary to develop protocols that permit to apply at least the most basic
pattern recognition operators to encrypted signals. The number of tools and tasks
usually encompassed under the Pattern Recognition umbrella is virtually endless.
An exhaustive discussion of how such tools could be applied in the encrypted do-
main is then impractical. For this reason we focus our discussion on the pattern
recognition task most commonly used in biometric systems, namely Pattern Match-
ing. There are two basic forms of Pattern Matching: (i) Verification, as a one to
one matching problem, and (ii) Identification, as a typical one to many matching
problem.

More specifically, the verification problem can be defined as follows: given two
patterns V| and V, decide whether they represent the same object or not. On the
other side, the identification problem answers the following question: given a pattern
V and a set of patterns V = {V7, V,, ..., V,;}, is there a pattern in ) that corresponds
to V2 If yes, which is the index of such a pattern?

From a very general point of view, pattern matching can be seen as a two-step
process. The first step is the so called feature extraction step, in which the pattern
to be classified is transformed into an (m-long) vector whose components, called
features, describe some particular characteristics of the to-be-classified pattern. As
a first example, we may consider the classification of image regions. The region to
be classified is the pattern, while the feature vector may contain the average gray
level and the standard deviation of the pixels belonging to the region, the area of the
region, its inertia moments, etc. A second example regards the classification of heart
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beats based on ECG signals. The pattern to be classified is the portion of ECG signal
corresponding to a single heart beat, while the features may be the coefficients of
the AR (autoregressive) model that better describes the signal, or a set of statistics
extracted from the ECG.

Feature extraction is a crucial and necessary step since on one side it permits to
simplify the pattern description by reducing it to a vector in R, and on the other
side the extracted features are supposed to describe some meaningful characteristics
of the pattern to be classified. After feature extraction the pattern to be matched (or
classified) is nothing but a vector V belonging to R™.

The second step is the actual matching step, in which a test pattern V is matched
against one or several patterns {V1, V2, ..., V,,}.

The feature extraction step is highly application dependent and no general theory
exists for it. For this reason, it is not possible to define the set of primitives that need
to be developed to extract the features in the encrypted domain. Moreover, the in-
volved operations are usually highly non-linear and their implementation in a STPC
framework would be extremely cumbersome. Of course exceptions to this general
rule exist, but in the majority of the cases we can assume that features are extracted
in the plain domain and then processed securely by means of STPC techniques.

7.1.3 Goals and Outline of the Chapter

The goal of this chapter is to present some guidelines for developing a biometry
matching protocol working in the encrypted domain, regardless of the kind of biom-
etry being analyzed. Specifically, we will discuss several approaches to build the
basic modules of any biometric matching protocol (distance computation and min-
imum selection), and show how such modules can be conveniently used in a great
variety of different scenarios.

The rest of the chapter is organized as follows. The biometry matching prob-
lem is rigorously defined in Sect. 7.2. Then we show the cryptographic primitives
necessary to the implementation of matching algorithms in the encrypted domain
(Sect. 7.3). In Sect. 7.4 we describe how such primitives can be used to implement
some of the most basic pattern recognition building blocks. In Sect. 7.5 we give
some hints about how the building blocks can be assembled to carry out a given
functionality. Finally in Sect. 7.6, some conclusions are provided.

7.2 Biometric Template Matching

As we said, regardless of the type of biometry and the feature extraction protocol, we
can assume that any biometric template V is represented by a vector of m features,
each assuming integer value (possibly resulting from a quantization problem) in the
set{0,...,b—1},ie. V eZy.
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Table 7.1 Visibility of the

values involved in the Vi \%3 Intermediate values Final result
verification problem

C Yes No No Yes

S No Yes No Optional

7.2.1 The Verification Problem

As opposed to feature extraction, processing the feature vectors in a pattern match-
ing application is a rather standard (though not easy) task always following a few
number of fixed steps. It is then extremely important that these steps are defined
and their privacy requirements identified, since doing so will allow to build a rather
general theory. In this Section we start by considering the easiest problem, namely
the verification problem: “Is he who he claims to be?”.

The general verification problem can be summarized as follows:

e One party, say C knows a feature vector V.
e Another party, say S knows another feature vector V».
e We want to answer the question: is V| close enough to V,?

As can be seen, the verification problem boils down to only two operations: (i) dis-
tance calculation and (ii) comparison against a threshold. As soon as an efficient
protocol is available to perform these two tasks, a secure protocol for pattern veri-
fication can be built. In order to do so, it is necessary that the privacy requirements
are defined. Though many different scenarios are possible, in most of the cases the
requirements of the protocol can be defined as follows (see also the summary in
Table 7.1):

C gets yes/no.

S gets nothing or yes/no.

V1 and V; are private inputs of C and S, respectively, and have to be kept secret.
The distance function and the threshold may be assumed to be public parameters.
Any intermediate value is not revealed to both parties.

7.2.2 The Identification Problem

While the verification problem involves a one to one matching, the identification
problem corresponds to a one to many match and is used when two or more parties
are interested to answer the question “Who is he?”.

Specifically, pattern identification can be summarized as follows:

e One party, say C knows a feature vector Vieg.
o Another party, say S knows a set of feature vectors V = {Vi, V2, ..., V,;}.
e The possible questions to be answered are:
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Table 7.2 Visibility of the
values involved in the
identification problem

Viest Vi Intermediate values Final result (yes/no or index)

C Yes No No Yes

S No Yes No No
Table 7.3 Visibility of the - -
values involved in the access Viest Vi Intermediate values  Final result (yes/no)
control problem

C Yes No No Yes

S No Yes No Yes

1. Is Viest close to at least one V; € V? Boiling down to: is the minimum distance
between Viest and some elements in V smaller than a threshold?

2. Which is the index of the feature vector in V closest to Viest?

3. How many elements in V are close enough to Vieg?

As can be seen, in most of the cases identification boils down to calculation of
several distances, thresholding and/or computation of a minimum. Hence there are
two main differences with respect to verification. The first one is quantitative, in
that several distances and thresholds must be computed instead of one. The second
is qualitative, since a new operator, namely minimum computation is needed.

With regard to the privacy requirements, the situation is slightly more compli-
cated than in the verification case, however, it is still possible to define a standard
set of requirements (see also Table 7.2):

C gets (i) yes/no or (ii) the index of the minimum distance feature vector.

S gets nothing.

Viest (owned by C) and V (owned by S) are kept secret.

The distance function and the threshold may be assumed to be public parameters.
Intermediate values are not revealed to both parties.

A common alternative in which the identification is used by S to decide whether
C belongs to a set of users allowed to access a given system is the following:

C gets nothing or yes/no.

S gets yes/no.

Viest (owned by C) and V (owned by S) are kept secret.

The distance function and the threshold may be assumed to be public parameters.
Intermediate values are not revealed to both parties.

The privacy requirements of the access control problem are shown in Table 7.3.

7.3 Cryptographic Primitives

The problem of computing with encrypted data is a central one in the field of cryp-
tography and goes back to the early days of modern cryptography, about 30 years
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ago [63]. The problem has a fundamental importance both from a theoretical and
a practical perspective. Often and especially in the case of number theoretic cryp-
tosystems, the possibility of computing with encrypted data is a direct consequence
of a common property of the cryptosystems: the malleability. More in detail a cryp-
tosystem is malleable if given an encryption of a plaintext m, it is possible to gen-
erate another ciphertext which decrypts to f(m), for a known function f, without
necessarily knowing or learning m.

Although from a security point of view malleability is a weakness of a cryptosys-
tem because it allows to modify the plaintext using only the ciphertext, in our context
it is the key that allows to compute on encrypted data. Starting from the pioneering
works of Yao [68] and Goldreich, Micali and Widgerson [36] the problem has been
extensively studied in a variety of settings and under different assumptions, up to
homomorphic encryption and garbled circuits, the two main tools actually used in
SMPC.

As we said in the introduction, a specific case of SMPC particularly interesting
for biometric applications is Secure Two Party Computation where only two entities
are involved: a server S (the service provider) and the client C (a user that needs to
access to a functionality provided by the server).

Before introducing the main cryptographic tools available for STPC, we have to
discuss two cornerstones of STPC: security and complexity.

Security  Mistrust among parties is usually modeled by assuming the existence
of an adversary that is allowed to corrupt some partial set of the parties, so that the
adversary can read (and possibly modify) the internal state of the corrupted play-
ers. A possible lack of reliability in the communication is modeled by allowing the
adversary to control the communications involving corrupted players. The SMPC
paradigm allows many settings and concerns to be modeled and is a strong tool in
showing that solutions exist to very general cryptographic problems. The power of
the framework is that under the assumption of partial corruption (and various set-
tings and constraints) it is possible to compile any polynomial size function into
a protocol that maintains the privacy of the inputs. Input privacy is ensured facing
an adversary that is assumed to control the entire state (memory) of corrupted par-
ties (passive adversary) and one that in addition may corrupt the memory arbitrarily
(active adversary).

In STPC protocols we would like to have the same correctness and reciprocal
privacy as in a trusted domain, but this is quite difficult to achieve. For this reason in
many cases STPC developers adopt the honest but curious model (also called semi-
honest model), according to which both parties are considered passive and follow
the protocol but try to infer additional information from the transcript of messages
seen in the protocol. So the parties may deviate from the protocol only in their
internal computation, but the messages are constricted and sent in accordance to the
protocol. Far from trivial, this model covers many typical practical settings such as
protection against insider attacks. Further, designing and evaluating the performance
of protocols in the honest but curious model is a first step toward protocols with
stronger security guarantees. Indeed, most protocols for practical privacy-preserving
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applications focus on the honest but curious model [48]. In most cases sub-protocols
are stacked together to obtain more complicated functionalities, in this context it is
really important to know that if all sub-protocols are proven secure in the honest but
curious model then their sequential composition inherits this security property [35].

Sometimes it is necessary to assume that one party can act maliciously, i.e. he
behaves as an active adversary available to cheat to obtain information relative to
the other party. For sake of brevity in this chapter we will not cover such scenarios.

Complexity  General multiparty computation protocols allow to securely com-
pute any function but this results in inefficient solutions when compared to plain
protocols. For this reason, efficient ad hoc solutions have to be designed to solve
specific cryptographic problems.

We can analyze complexity from three different points of view:

e Number of Bit Operations: this is also called computational complexity and indi-
cates the number of basic operations that the protocol needs;

e Number of Rounds: the protocols we focus on are client-server protocols, i.e. they
require some message exchanges to carry out the computation, a measure of the
efficiency of this kind of protocols is the number of unidirectional transmission
of information they require;

e Bandwidth: it is the amount of bits exchanged during protocol execution.

To measure the number of bit operations we use the Big-O notation [43]. An-
alyzing some basic operations needed in a STPC scenario and assuming that the
largest number involved in the computation is represented by £ bits, i.e. the size of
a ciphertext is £ bits, we see that the cost of an addition between two numbers is
add = O(¥); that of a multiplication mult = O¢?%); and that of an exponentiation
expo = O(£%). Computing an hash function has a constant complexity that does
not depend on ¢. For the sake of simplicity in the rest of this chapter we will use as
measure of computational complexity the operation having the largest complexity
among all the operations involved in the protocol.

While the number of rounds is a very simple concept, we spend a few words
about the bandwidth. The bandwidth depends on many factors, but probably the
most important one is the cryptosystem and so the size of the ciphertext. Some
cryptosystems require to transmit only the values used during the evaluation, while
others need to transmit other information relative to the functionality, moreover each
value is usually represented by long ciphertexts, resulting in big amount of data
exchanged between the parties.

7.3.1 Symmetric vs. Asymmetric Encryption

Cryptographic systems can be divided in symmetric systems, where encryption and
decryption are performed by using the same key, and asymmetric systems where the
public encryption key and the secret decryption key are distinct.
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e .

Secure Channel

Fig. 7.1 The typical scenario for symmetric key cryptography. Alice and Bob are legitimate users
of the system, whereas Eve is malicious and wants to eavesdrop the channel. The key K is the com-
mon secret key between Alice and Bob and creates a secure channel for communication between
legitimate users

7.3.1.1 Symmetric Encryption

Symmetric key cryptography is one of the oldest methods in security systems and
provides the confidentiality of a service. The most important properties of these al-
gorithms are ease of operation and high speed [53]. In protocols based on symmetric
encryption both the sender and receiver have a common secret key which is used for
encryption and decryption of messages. It is assumed that decrypting a message is
easy when the key is known and otherwise difficult. Indeed the encryption acts as a
secure communication channel between sender and receiver (as shown in Fig. 7.1)
an eavesdropped does not have access to.

There are several kinds of symmetric key systems proposed in the literature and
used in practice like triple DES and AES (see [23] and [3]).

7.3.1.2 Asymmetric Encryption

Symmetric key systems are useful and efficient, but their application requires spe-
cial infrastructures to be set up. Some examples are setting up the initial keys or
managing keys among several users. A solution is using public key encryption in
which encryption and decryption are performed using two different keys. The first
one (public key) is published, whereas the second one (secret key) must be kept
secret.

The first efficient public key encryption scheme was the RSA system [64], based
on the difficulty of factoring large composite numbers.

An important class of public key cryptosystems are systems based on probabilis-
tic encryption proposed for the first time in [37]. In these systems a given plaintext
is encrypted into a different message at each new encryption. This is useful when,
e.g., encrypting and transmitting single bits. If the encryption was deterministic,
the adversary could encrypt the bits zero and one, and always see which of these
encryptions has been transmitted.
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Table 7.4 Homomorphic

properties and homomorphic ~ CTYPtosystem Add Mult Both

cryptosystem
RSA (1978 [64]) No Yes No
Goldwasser—Micali (7982 [37]) Yes No No
El-Gamal (/985 [26]) No Yes No
Benaloh (1994 [12]) Yes No No
Paillier (1999 [58]) Yes No No
Boneh—-Goh-Nissim (2004 [17]) Yes Only 1 Yes
Gentry (2009 [32]) Yes Yes Yes

The most popular public key cryptosystem with semantic security (IND-CPA) is
the Paillier cryptosystem (see Sect. 7.3.2.1), introduced for the first time in [58] and
based on the difficulty of deciding if a number is an nth power in Z 2, for a large
enough N.

Many public key encryption schemes have homomorphic properties and can be
used as cryptographic primitives in SMPC applications.

7.3.2 Homomorphic Encryption

A homomorphic encryption (HE) scheme over an algebraic ring, can allow additive,
multiplicative or algebraically homomorphisms. In particular it permits to perform
an algebraic operation e between encrypted numbers that returns, after decryption,
the same result of the operation + performed on the same values in the plain domain:

a+b="D([a] e [b]); (7.1
or permits an operation o on ciphertexts such that
a*b="D([a] o [b]); (7.2)

where [-] and D(-) indicate, respectively, encryption and decryption. In the first case
we say that the cryptosystem is additively homomorphic while in the second one it
is multiplicatively homomorphic. Finally a cryptosystem is said to be algebraically
homomorphic if both operations e and o exist such that they have a mapping in the
algebraic addition and multiplication.

Table 7.4 shows a list of cryptosystems with their homomorphic properties.

The most popular homomorphic cryptosystems permit to evaluate the sum among
ciphertexts [58], while the El-Gamal cryptosystem [26] permits to evaluate the prod-
uct. For several years the researcher community tried to propose a fully homomor-
phic cryptosystem with no significant results, but in 2009 in a breakthrough result
by Gentry [32, 67], the first fully homomorphic encryption scheme was finally pro-
posed. Gentry’s paper shows how to use ideal lattices to construct an encryption
scheme that allows to encrypt single bits and that is homomorphic with respect to
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addition and multiplication. Even though this result is a major theoretical achieve-
ment because secure fully homomorphic encryption was suspected to be impossible
to achieve [16], the scheme itself and its recent improvements are still too inefficient
to be used in practice. Very recently Melchor et al. in [52] and Gentry et al. in [33]
have conceived less general forms of homomorphic encryption schemes based on
lattices which are more efficient than existing fully homomorphic schemes but still
unsuitable for most applications. Such schemes are less general in the sense that
they allow only a limited number of multiplications.

7.3.2.1 Paillier Cryptosystem

The most popular homomorphic cryptosystem, used extensively in several SMPC
protocols, is the Pailler cryptosystem. To illustrate the way the Paillier cryptosystem
works, we start by defining its public and private keys generation, the encryption and
the decryption.

o Key generation: given an RSA modulus N = pg and A =lem(p — 1,9 — 1) and
selected an integer generator g € Z;‘Vz such that N|ord(g) (N divides the order
of g), meaning that

GCD(L(g" mod N?), N) =1,

the public (encryption) key is PuK = (¥, g) and the private (decryption) key is
PrK = (A, i), where . = (L(g* mod N2))~! mod N, and L(-) is an integer func-
tion defined by

Lu)=|@u—1/N].
e Encryption: the encryption of the message m € Zy is [m] when
[m] = g"r" mod N2, (7.3)

where r e 7.
e Decryption: given the encryption [m] € Zyz2, the original message m can be ob-
tained as:

m = L([m]"* mod Nz),u mod N.
The Paillier cryptosystem has several interesting properties. In the following we
point out the most important ones.
Given x, y, k,r € Z}, we have

Proposition 1 (Additive Homomorphism)
e D([x][y] mod N?)=x +y mod N.

Proposition 2 (Scalar Homomorphism)

e D([x]¥ mod N?) =kx mod N.
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Proposition 3 (Self-blinding)
e D([x]r" mod N?)=x mod N.

The security of the Paillier cryptosystem is provided under the Composite Resid-
uosity Problem and Decisional Composite Residuosity Problem. These problems
are considered intractable and so suitable as basis for a cryptosystem (a detailed
discussion can be found in [58]). It can be also proven that under the assumption
that the Decisional Composite Residuosity Problem is intractable, the Paillier cryp-
tosystem is a randomized IND-CPA? cryptosystem.

In general we indicate with T = [log, N the Paillier security parameter and we
define 2T the bit size of a ciphertext. The most updated NIST? recommendation for
security parameters is to use at least 7 = 1024 (more detail in [4]).

Note that for the Paillier cryptosystem the computational complexity is enc &
dec &~ expo, hence the computation complexity of a homomorphic protocol can
be related to the number of expo necessary to its execution.

7.3.2.2 Non-linear Computation by Using Blinding

Most protocols require that non-linear functions are computed. In a privacy pre-
serving scenario such functions cannot be computed by relying on homomorphic
properties only and interaction among the parties is required. In those cases S asks
to C some help to carry out a portion of the computation. This introduces an inter-
action between the parties during which everything must be kept secret. Formally
S has some data [x]] encrypted with the public key of C and needs to compute the
functionality f(-) with the help of C. Since C owns the private key, it is able to ob-
tain x, but S does not want to reveal it to C, because it can be used to extrapolate
some information owned by S. Hence S chooses a random r and by homomorphic
properties computes [x + r] and sends it to C. C decrypts the message obtaining
x + r from which it cannot retrieve x. At this point C computes [f(x + )] and
sends it back to S that obtains the required computation. Obviously, it is necessary
that f () exists such that

Flfac+nlr)=1fw].

Figure 7.2 summarizes the flow of actions in blinding-based SMPC.

The security of this kind of schemes stems from the information theoretic se-
curity of additive blinding (the mutual information between x and x + r decreases
exponentially fast with the number of bits necessary to represent r), so it provides

2Indistinguishability under chosen-plaintext attack (IND-CPA) ensures that given two plain mes-
sages and the encryption of one of them, the adversary, cannot identify the message choice with
probability significantly better than 1/2.

3National Institute of Standard and Technology. The mission of the Institute is to “promote U.S.
innovation and industrial competitiveness by advancing measurement science, standards, and tech-
nology in ways that enhance economic security and improve quality of life.”
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Fig. 7.2 Blind Computation
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a perfectly secure and practical approach for computing on encrypted data. Addi-
tive blinding is used quite often, and several sub-protocols have been developed by
using this approach. Here we present the EncMul, EncSquare and BitMin protocols
that will be used later in Sect. 7.4.

e EncMul protocol: to exemplify the blinding procedure outlined above, we now
describe the sub-protocol, EncMul, that allows to compute the product of two
Paillier ciphertexts obtaining [xy] = EncMul([x], [y]). Suppose (See Fig. 7.3)
that S owns [x] and [y] encrypted with the public key of C. It can obfuscate
both ciphertexts by adding two random numbers due to homomorphic additive
properties and obtain [x + r,] and [y + r,]. Upon reception of [x + r,] and
[y + ry]. C decrypts and multiplies them obtaining w = xy + xry + yry + ryry.
A this point C encrypts w and sends it back to S, which computes

[wl )™ Iy I [=rery]) = [w][=xry [ [=yre] [=rary]

=[w —xry — yry —rry]
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=[xy 4+ xry 4+ yry +riry —xry — yry —ryry|

= [xy]. (7.4)

Computing EncMul requires two rounds (one from S to send the obfuscated ci-
phertexts and one from C to send back the result) and a bandwidth of 3 x 27 bits
(3 ciphertexts are exchanged having size 27 bits, where T is the Paillier security
parameter introduced in Sect. 7.3.2.1) with a computational complexity equal to
3 enc to encrypt the obfuscation values r,, ry, —r,7y, 2 expo needed to com-
pute [x] "> and [y] ~™; 5 mult needed to obfuscate [x], [y] and to compute the
additions to [w]; 2 dec to obtain in plain x +r, and y + r, and finally 1 enc to
encrypt the result, for an asymptotic complexity of 8 expo operations.

e EncSquare protocol: the EncMul protocol can be optimized to compute the square
of a value, resulting in the EncSquare protocol. S owns [x], obfuscates it by
adding a random number r, and obtains [x + ry]. At this point S sends the ci-
phertexts to C that decrypts it, computes the square value w = (x +7,)? and sends
it back to S, after encryption. Finally S computes

[wllx] = [=r7] = [w][-2xr:][-r{]
= [w — 2xr, — 2]
= [x2 4+ 2xr, + 12 =2xr, — ] = [x?] (7.5)
—/_-/

obtaining the square value of x encrypted. The protocol EncSquare requires the
same number of rounds of EncMul but only 2 x 2T bits (2 ciphertexts) are trans-
mitted. Even the computational complexity is reduced to a total asymptotic num-
ber of 5 expo operations.

e BitMin protocol: the protocol BitMin is a widely used building block that computes
the minimum between two encrypted values. In Fig. 7.4 the flow of the protocol
is depicted.

Given two encrypted values [x], [y], where x and y are £-bit long, the main
idea is to obtain the encryption of a bit b that assumes the value O if x < y,
1 otherwise. This can be done by computing the difference between the two values
and extracting the sign bit. Even if this is a very simple operation when computed
on plain values, it is not trivial when the values are encrypted. In the BitMin, S
starts by computing [z] = [2¢ 4+ x — y] by relying on homomorphic encryption,
obtaining an ¢ 4+ 1-bit integer. The most significant bit of z (which we denote
z¢) is 0 if and only if x < y. Computing z, can be done as follows. S additively
blinds z with a suitable random value r, obtaining [d], then it sends [d] to C. At
this point S and C run a comparison protocol [25] after which S will learn [p]
such that p =0 & [ci < 7] =[d mod 2¢ < r mod 2¢]. We notice that given p it is
possible to compute z; as:

b=z,=2"%z—-%=27" (z—((d—r) mod 26)), (7.6)
where (d — r) mod 2¢ = (d mod 2%) — (r mod 2%) + p - 2°.
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Fig. 7.4 The Protocol BitMin
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The DGK comparison protocol allows both parties (i.e. C and S) to learn the
bit p of the predicate d < r, where d and r are two £-bit integers owned by C
and S, respectively, by decomposing encrypted values into the encryptions of the
single bits and returning the encryption of the most significant bit. For sake of
brevity we do not describe the DGK protocol, interested readers may directly
refer to [25].

Considering the DGK protocol complexities shown in Table 7.5, the BitMin re-
quires a number of rounds equal to four: one to exchange the result and three
due to DGK protocol. Only 1 ciphertext is sent from S to C, so the band-
width is a Paillier ciphertext plus the bandwidth of DGK, thus: 27 + ZZTT + 1=
2T (1 + %) + 1. Finally the asymptotic computation complexity is 1 expo to
compute [d], 1 dec + 1 enc to obtain [d] and 3 expo to compute [b];
that is 6 expo. Considering that DGK requires 4¢ exponentiations we have
(6 4+ 4¢) expo.

7.3.2.3 Composite Signal Representation

A problem with the use of homomorphic encryption is that signals need to be en-
crypted sample-wise. Sample-wise encryption of signals poses some severe com-
plexity problems since it introduces a huge expansion factor between the original
signal sample and the encrypted one.
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To fix the ideas, let us assume that the Paillier cryptosystem is used; in this case
each encrypted sample is an element of Z 2, i.e. the set of integer numbers modulo
N? with N being at least 1024 bit long, that is, each encrypted sample needs at least
2048 bits to be represented. By considering that plain signal samples are usually
represented by a few bits (e.g. 8 bits for images or 16 bits for ECG signals), we
conclude that due to encryption, signals are expanded by a factor ranging from 125
to 250. For instance, the size of a gray level 1000 x 1000 image will pass from
1 Mbyte in the clear to 250 Mbytes in the encrypted domain. This huge expansion
factor is clearly not affordable in many practical applications.

In order to solve these problems, in [14] an alternative representation of signals
has been proposed. This representation permits to greatly reduce the expansion fac-
tor introduced by encryption, while still allowing the exploitation of the homomor-
phic properties of the underlying cryptosystem to process signals in the encrypted
domain. In addition to limiting the storage requirement, this representation allows
the parallel processing of different samples, thus providing a considerable reduction
of computational complexity in terms of operations between encrypted messages.

The main idea behind the representation is to pad multiple data samples to form
a composite encrypted message. To be specific, let M be the message space and C
the cipher space and let signal samples be /-bit long. It is possible to bundle R I-bit
messages mi, ..., mg within a single composite message x as follows:

x=my-204my-2F 4. 4 mp 2FRD, (1.7)

If L is larger than /, samples will remain distinct in the composite representation;
moreover, if L is sufficiently large, adding two composite messages will result in
the addition of the single messages composing them, and multiplying the composite
message by a constant factor, will be equivalent to multiplying each single message
by the same factor. In [14] other ways to pack more messages together that permit
more complex operations, such as linear filtering, have been proposed.

7.3.3 Garbled Circuits

Yao demonstrated in [68] that any function can be securely evaluated in a con-
stant number of rounds and polynomial communication and computation overhead,
proposing the garbled circuit (GC) protocol. While Yao’s protocol has been thought
to be of theoretical interest only for a long time, recent works have shown its effi-
ciency [44, 49, 60] and usability by compilers for automatic generation of GC-based
STPC protocols [51, 59].

Yao’s Garbled Circuit approach [69] is one of the most efficient methods for
secure evaluation of a boolean circuit C. To describe garbled circuits in a few words,
we can say that Yao’s idea is to encrypt (or garble) the nodes and the transitions of a
boolean circuit such that who evaluates it may follow only a single evaluation path,
defined by the circuit and the input attribute vector. Given a public boolean function
y = f(X¢,Xs), where x¢ is the set of (binary) inputs belonging to C and x5 those
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Fig. 7.5 General scheme for garbled circuits

to S, it is possible to represent f(-) by a boolean circuit C. C and S are interested
to evaluate the circuit, without disclosing their inputs. At the end of the protocol the
output will be available to C and optionally to S.

The circuit, together with x¢ and xg, is an input of a generic GC scheme, where
one party (S) constructs the circuit, then discloses the secrets necessary for the
evaluation to the other party (C) and C uses them to evaluate the circuit.

A garbled circuit (Fig. 7.5) can be associated to any function described by a
boolean circuit and is composed by the following blocks:

e Constructor: The circuit constructor, on S side, creates a garbled circuit C:

— for each input, intermediate and output wire W; of the circuit, the constructor
randomly chooses a complementary garbled value w; = (ﬁ?, w}) consisting of

two secrets, 1?? and ﬁil, where ﬁi] is the garbled value of W;’s value j, i.e. w{
is a randomly chosen secret associated to j that does not reveal j;

— for each gate G;, S creates a garbled table T; with the following property:
given a set of garbled values of G;’s inputs, T; allows to recover the garbled

value of the corresponding G;’s output, and nothing else.

Each secret is randomly chosen and is uniformly distributed in the interval
(0,2") (normally ¢ = 80). Once the secrets are generated, for each gate, given the
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secrets w; and w; associated to the gate inputs wires and the secret w, associated
to the gate output wire, the corresponding 7 is generated in the following way:

~g(0,0
5”05?,1}? (w(g;( ))
(‘:nCﬁO ! (17)’5(0’1))
e (7.8)
~g(1,0
é'ncmi]’w? (w;g;( ))
~g(1,1
Encwil’@} (w§( ))

where g(b;, b;) is the output of the gate. As to symmetric encryption, any algo-
rithm having the following properties can be used:

— elusive range: an encryption under one key is in the range of an encryption
with a different key with negligible probability;

— efficiently verifiable range: given a key, a user can efficiently verify that a ci-
phertext is in the range of that key.

The rows of the tables are finally randomly scrambled to avoid that the evaluator
understands the input values by the row successfully decrypted.

o Input Secret Exchange: Garbled values corresponding to C’s inputs x; are (obliv-
iously) transferred to C with a parallel oblivious transfer (OT) protocol. An OT
protocol [29] is a STPC tool where one party (S) inputs two messages mo and
m1, while the other party (C) inputs a bit b; at the end of the protocol C obtains
the message m; while nothing is revealed to S. In the parallel OT inside the GC
protocol, S inputs complementary garbled values w;, while C inputs x¢ ; and ob-
tains w’;af as outputs. Oblivious Transfer can be instantiated efficiently as shown
in [2, 54], and by relying on elliptic curve cryptography. In addition, as shown in
[11], the OTs can be pre-computed in a set-up phase, such that they are not the
performance bottleneck in Yao’s protocol. Finally, the number of computationally
expensive public-key operations in the set-up phase can be reduced to a constant
number with the extensions proposed in [40]. By considering these instantiations,
a parallel OT of n secrets each z-bit long requires two rounds where 2nt bits are
transmitted. After the OT, S transmits the secrets @js’j relative to its input xg ;

and the tables YN‘Z of the circuit. ~

e Evaluator: C simply evaluates the garbled circuit C gate by gate, using the garbled
tables ]~}, to obtain the garbled output. In each table the evaluator decrypts each
row by using the input secrets previously obtained until it successfully performs a
decryption. In the first gates only input secrets are used, while successively input
secrets and/or secrets obtained as output from other tables are used. Finally, C
determines the plain values corresponding to the obtained garbled output values
using output translation tables received by S. If the output is needed by S, C
transmits the garbled output.

The basic GC protocol outlined above can be improved in many ways as shown
in [51] and [44]. In particular, in [51] the authors suggest to replace encryption by
Hash functions and the scheme proposed in [44] allows “free” evaluation of XOR
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gates so that a garbled XOR gate has no garbled table and its evaluation consists
of XOR-ing its garbled input values, resulting in no communication and negligible
computation.

From a computational point of view, GCs have lower complexity than homomor-
phic encryption protocols, replacing exponentiations computed on large numbers
with simple hash functions. On the other side the amount of transmitted data can
grow quickly, considering that, given the number of bits ¢ necessary to represent
each input value, we have to transmit the secrets relative to the bits of the S inputs
(O(¥)), the data necessary for the parallel OT that returns the secrets relative to C
inputs (O(£)) and the garbled table (O(f(£))), where f(-) depends on the particular
functionality implemented by the circuit. Finally the number of rounds is the same
for any circuit (two) and it does not change if we assemble many building blocks
together.

7.3.3.1 Basic Building Blocks

Many basic building blocks can be built by relying on GC theory. Figures 7.6 and 7.7
show the circuits implementing the blocks that we will use later in Sect. 7.4 to
build the primitives necessary to construct pattern matching protocols working on
encrypted data. Being the figures self-explicative, we refer to the original papers for
their detailed descriptions. Only product and square circuits are here described.

e Product MULT, [45]: to multiply two unsigned integers x and y represented with £
bits, we can construct a circuit according to the scholar method for multiplication,
i.e., adding up the bit-wise multiplications (logical AND) of y; and x left shifted
of i positions: x - y = Zf;é (yi A x)2!. The circuit is composed of £2 AND gates
(Fig. 7.7(e)) yielding the matrix

YoXe—1 o YoXd YoXo
Y1Xe—1 mylxl Y1Xxo (7.9)
Ye—1Xe—1 -0 Ye—1X1 Ye—1X0

and £ — 1 adders (Fig. 7.7(f)). Instead of using adders of 2¢ bits we can set
(x - ¥)o =x0 A yo and then add (yo - x)¢—1,....1 with y; - x setting (x - y); equal to
the least significant bit of the result and then adding the other bits to x - y, etc.
In this way adders of values represented with £ bits are used. The circuit requires
02 + (£ — 1)€ =2¢% — £ non-XOR gates.

e Square SQUARE,: a circuit computing the square of an unsigned integer x can
be obtained by optimizing the product circuit, that is, replacing the circuit of
Fig. 7.7(e) with the circuit of Fig. 7.7(g). By considering that x; A x; = x; and
x; A xj = xj A x; we can rebuild the matrix of (7.9) as:

XoXe—1 - X0X1 X0
X1Xg—1 - X1 X0X1 (7.10)

Xe—1 s XIXg—1 XoXe—1
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Fig. 7.6 Logical circuits implementing the basic building blocks used in Sect. 7.4 (first part)

Inthiswayonly £ —14+£¢—2+---+1=4£( — 1)/2 AND gates are evaluated,
obtaining %6(6 — 1) gates for the whole circuit.
Reminding the reader that the circuit complexity is related to the number of non-
XOR gates (each having a table of size 4¢ bits associated), we note that Table 7.6
shows the complexity of the circuits as a function of the number of non-XOR gates.
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Logical circuits implementing the basic building blocks used in Sect. 7.4 (second part)
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Table 7.6 Complexity of GCs implementing the basic building blocks used in Sect. 7.4

Circuit Inputs (bit length) ~ Output (bitlength) # Non-XOR gates
ADDy [45], Fig. 7.6(b) x (0),y ) s(+1) 14

SUBy [45], Fig. 7.6(d) x (0),y (&) s(+1) 14

COUNT, [9], Fig. 7.6(f) x (£) yk~logy(£+1) ~L—k

<¢ [45], Fig. 7.6(d) x (0),y () z (D) 14

MUX, [44], Fig. 7.7(d) x (0),y W), c(1) b () 14

MULT, [45], Fig. 7.7(e), 7.7(f)  x (£), y () z (20) 202 —¢
SQUARE,, Fig. 7.7(g) x (0) 7 (20) 22— 3¢

7.3.4 Hybrid Protocols

Given STPC protocols implementing several basic functions, it is possible to obtain
more complicated protocols by composing them. Homomorphic Encryption is par-
ticularly useful when it is possible to move the computation on S’s side (almost)
without interaction, while Garbled Circuits are more performing when the data is
represented by few bits or whenever it is not possible to perform some operations
by HE. As a result, it is possible that complex protocols contain blocks having an
efficient HE implementation, while others can be more efficiently implemented by
using GCs. To pass from HE to GC and vice versa it is necessary to disclose in-
termediate values to C (which owns the decryption key of the homomorphic cryp-
tosystem), but this involves a privacy leakage. To solve this problem we can use
blinding [46]: the intermediate data is first of all blinded by adding a random value
(known only by S) and then disclosed to C. The following HE or GC sub-protocol
will remove the obfuscation before continuing the computation.

For example, to convert an Homomorphic value [x] into a Garbled value X, S
adds a random value r under homomorphic encryption, sends the blinded value
[x] =[x + 7] = [x] - [r] to C who decrypts it and uses the X value as input to the
subsequenting GC. S inputs the value r to the GC and the constructor will prepare a
garbled circuit that first computes the subtraction between x and r and then evaluates
the desired block. A similar method can be used for converting a garbled value X
into a homomorphic value [x].

7.4 Building Blocks for Privacy-Aware Pattern Matching

We now describe the building blocks necessary to carry out the general secure pat-
tern matching algorithms described in Sect. 7.2.

The first problem to be considered is the verification problem. Pattern verification
boils down to the computation of a certain distance function and its comparison
against a threshold, as shown in Fig. 7.8(a). It is easy to realize that the verification
problem can be considered as special case of the identification problem, shown in
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Fig. 7.8 STPC blocks necessary for the Matching problems

Fig. 7.8(b). Verification only needs that the distance between V| (now playing the
role of Vieg) and V5 is computed and the minimum between such a distance and the
verification threshold evaluated. So, in the following we will treat the two problems
together.

Specifically we will describe the single blocks necessary for secure evaluation
of the Matching Problems: distance computation and minimum selection. For each
block the implementation by using HE and GC will be provided. The comparison
among the different implementations and their composition will then be analyzed in
Sect. 7.5.

7.4.1 Distance Computation

This section is devoted to sketch the sub-protocols for securely computing the dis-
tance & between two feature vectors. We will describe two possible solutions: the
former relying on homomorphic encryption, the latter on garbled circuits. Due to
the great difference in complexities and performances of these approaches, we will
provide an analysis of our constructions in the following Sect. 7.5, trying to delin-
eate the different contexts in which one approach should be preferred to the other.
Considering the verification problem the distance 6 is computed between V; and V>,
while in the identification problem #n distances §; are evaluated between the feature
vector Viest provided by C and the feature vectors V; stored in the database owned
by S. Reminding the reader that each biometry feature vector can be represented
by a point in Z', as presented in Sect. 7.2, for the sake of notational simplicity the
distance computation is here evaluated between two points P, Q € Z;' and the final
result belongs to Z,,, where m’ is chosen to correctly represent the distance.
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7.4.1.1 Euclidean Distance

The Euclidean distance is defined as

§=dg(P, Q)=

for j=1,....m:pj,q; €[0,...,b) € {0, l}e. As the Euclidean distance is non-
negative, in many cases it is replaced by 82 = Z’;-’:l (pj — qj)z, namely the square
of the Euclidean distance, whose minimum coincides with the minimum among
Euclidean distances. Considering that P, Q € Z", we can observe easily that §> €
Lo, Where m’ = m x (2b)2.

Homomorphic Protocol The encryption of the square of the Euclidean distance
[[812]] = [dg(P;, Q)*] can be computed by using additively homomorphic encryption
together with an additional round for squaring as proposed in [28]. As depicted in
Fig. 7.9, S is able to compute all the differences [p; — ¢;] by using the additive ho-
momorphic property, then the interactive EncSquare protocol is needed to compute
the squared values of the summands, to let S obtain [(p; — qj)z]].

Considering that many calls to EncSquare are required, they can be evaluated
in parallel. In this way, with just two rounds 2mn ciphertexts of size 27T bits are
exchanged between C and S (n > 1 when more distances are parallel evaluated).

Finally by the homomorphic properties S can compute 8> by multiplying in the
encrypted domain (equivalent to adding in the plain domain) all the squared values.

GC Protocol To build a GC-based STPC for computing the Euclidean distance,
we need to pay particular attention to the correct number of bits used to represent
each value involved in the computation. In this case a Boolean circuit computing
Z’;L] (pj—q j)2 is evaluated. Supposing that each feature of the biometry is rep-
resented with £ bits (the base used for the feature representation is 21 < p <28,
the point P and Q are represented with m¢£ bits each. The differences between each
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Fig. 7.10 Euclidean distance Y @ P Im  Pm
via garbled circuits Y v v v Y v
SUBy SUBy ... SUBy
v v v
SQUARE,,, SQUARE,,, .« .. SQUARE,.,
\—¢ ¢—‘ v ¢—‘
ADDar 12+ log, m] ADDa¢ 12+ log, m]
v v
vy
ADDa¢ 2+ 1og, m]
'

0

couple of features are represented with £ + 1 bits and the square values of the dif-
ference needs 2¢ 4- 2 bits for their representation. Finally § is obtained by adding all
the square differences and is represented with 2¢ + 2 + [log, m] bits.

The circuit, shown in Fig. 7.10, requires m SUB,;,, m SQUARE,;; and
(m — 1) ADD2¢ 42+ [log, m1-

To transmit the circuit (m{ + 37’”(6 + )€+ (m — 1)(2€ + 2 + [log, m1))4t bits
are transferred from S to C.

7.4.1.2 Hamming Distance

The Hamming distance is often used when biometries are represented by vectors of
boolean features (i.e. points P, Q € Z7'), and is defined as dp (P, Q) := Z';l:l pj®
qj € Ly, Where m’ = [logy m].

Homomorphic Protocol To evaluate the Hamming distance in a privacy pre-
serving fashion, the m XOR operators needed for the distance evaluation are com-
puted by using homomorphic encryption. Let us assume that we want to evalu-
ate a generic [p; @ g;] where p; and g; are bit values available in encrypted
format, i.e. S knows [p;] and [g;], where encryption is carried out by using
C’s PuK. In this setting S does not want to reveal neither p; nor g; to C, so
it chooses two additional random bits rp, and r,; and computes [p; @ rp;] =
[pj+rp; =2pjrp;] = [[pj]]l_zr”f [rp;] and similarly [g; @ ry;] then it sends these
values to C. The obfuscated bits can be packed in a single ciphertext by comput-
ing [p; ® rpj]]z[[q]- @1yl =[2(pj ®rp;) + (pj ®rp;)]. Note that p; and g; are
perfectly obfuscated by the xor-ing with rp,; and ry;, so C can safely decrypt the ci-
phertexts, obtain the single bits, compute the encryption of [(p; ®r p;)®(qjDry; )



7 Privacy-Aware Processing of Biometric Templates 177

Fig. 7.11 Sub protocol XOR
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and send the result back to S. At this point S can remove rp; @ ry; from the result
and obtain [p; @ g;]. The whole protocol is shown in Fig. 7.11.

Since S needs to compute the XOR function, C computes two decryptions and
one encryption and the complexity is 4 expo + 2 dec + 1 enc >~ 7 expo.

Since computing the Hamming distance requires m XOR operations, the com-
munication complexity can be reduced by packing all the nm p; @rp; (n > 1 when
several distances are parallel computed) and all the nm q; @ ry; in a single cipher-
text during the transmission from S to C answers with nm ciphertexts. The round
complexity is 2.

GC Protocol In Hamming distance calculation each feature is represented by
1 bit, hence the points P and Q are represented with m bits. The XOR among the
two points is again represented with m bits, while the distance can be represented
with [log,(m)] bits. The circuit computing the Hamming distance is composed by
m XOR (having no tables associated thanks to the Free-XOR) and their binary re-
sults are summed together by using a COUNT,, having  m —log, (m + 1) non-XOR
gates. The garbled gates transmitted are hence relative only to the COUNT circuit,
implying the transmission of less than (m — log, (m + 1))4¢ bits.

7.4.2 Minimum Selection

The computation of the minimum among a set of values is the second essential
operation needed in a matching protocol. When the minimum has to be computed
among n + 1 values, and the index of the minimum value is required, we can use
the cascade of several minimum blocks as depicted in Fig. 7.12.
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Fig. 7.12 Circuit for minimum search among n values

Due to this we can solve the problem of Minimum Selection by repeatedly appli-
cation of a basic building block able to compute the minimum and the related index
on a couple of values.

Suppose we have two integer values x, y represented with £ bits obtained from
a previous computation and two identification labels Id,, Id, associated to x and y,
respectively, and represented with « bits. The goal of Minimum Selection is to select
min{x, y} and the Id;y y} associated to the minimum.

Homomorphic Protocol Given the sub-protocol BitMin described in Sect. 7.3.2.2,
allowing S to compute the encrypted bit [b] such that

0 ifx <y,
b_{l ifx >y, (7.11)

S can compute [min{x, y}] = EncMul([1 -], [x][y]~)[y] = [(1 = b)(x — ) +]
and [Idmingx,y}] = EncMul([1 — 5], [1d,][1d, ]~ [Id,] = [(1 —b)Ad, —1d,) +1d,].
Note that the two EncMul can be performed in parallel and b is transmitted only
once, resulting in the transmission of 5 ciphertexts.

When the minimum among n + 1 values is evaluated returning its index, as in
the identification problem where there is the necessity to choose among » distances
and a threshold, we need to evaluate » minimum functions as shown in Fig. 7.12.
For each minimum block 27 (6 4 %) + 1 bits are transmitted and 14 + 4¢ expo are
evaluated during the computation. The reverse tree has [log,(n 4 1)] levels and six
rounds are required for each level.

GC Protocol The minimum circuit (MIN) which selects the minimum value
min{x, y} among two values x and y together with the associated Id is shown in
Fig. 7.13. The circuit is composed by a comparison circuit having £ non-XOR gates
and two MUX circuits. The one that selects among x, y has £ non-XOR gates, while
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that selecting among the Ids has ¥ non-XOR gates, totally resulting in 2¢ + « ta-
bles of size 4t bits each. If only the Id of the minimum value is required the MUX
selecting among x and y has to be removed, resulting in a total size of £ + k gates.

When the minimum has to be computed among more than two values we can
use a reverse tree structure, as in Fig. 7.12. The minimum value and minimum iden-
tifier are selected pair-wise in a tournament-like way using a reverse tree of mini-
mum blocks, were the intermediate blocks choose among the outputs of the previous
blocks. Given n + 1 pairs (x;, Id;) the circuit needs n MIN block, hence the total size
of the garbled circuit is n(2¢ + «) tables of 4¢ bits. If only the Id of the minimum
value is required, in the last MIN block the MUX selecting among the values can be
removed, resulting in a total size of n(2¢ + «) — £ gates.

7.5 Design Principles for Privacy-Aware Biometric Matching

By composing the building blocks described in Sect. 7.4, a privacy-aware matching
protocol can be easily built. In this Section we give some general guidelines that
can be used to choose the proper implementation of the basic building blocks so to
achieve an efficient protocol suited to the application at hand.

From a computational point of view, HE is preferable when the parties have
enough computing power since they need to compute many exponentiations, while
GC requires the computation of (many) simple Hash functions. From a communica-
tion point of view HE protocols transmit few long ciphertexts (27 bits each, where
T is at least 1024) in a number of rounds that depends on the application, while GC
has to transfer a secret for any S input bit (+ = 80 bits long each), a table for each
non-XOR gate (4t bits) and exchange the secrets relative to the C input bits by OT
(2t bits transferred for each input bit), resulting in a high bandwidth, even if all the
transmissions are performed in only two rounds.

Comparing the HE and the GC implementations of the sub-protocol (detailed in
Sect. 7.4) from a computational point of view is not easy, since the answer finally
depends on the number of bits used to represented biometric vectors and hence on
the representation accuracy needed to achieve a given recognition rate. Usually a
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HE protocol is composed by few difficult operations performed on large numbers;
in a Paillier homomorphic protocol, where ciphertexts are represented by 27 bits
(T = 1024), the most complex basic operation is the exponentiation, having O(T?3)
complexity. On the other side to evaluate a GC a big number of hash functions,
having small constant complexity, are computed. Moreover we have to consider
that the complexity of these operations can change from one system to another, for
example in the presence of dedicated hardware. Finally we have to consider that
in the future longer ciphertexts will be required to guarantee security, due to the
increase of available computational resources. While the security parameter 7 of an
asymmetric scheme (necessary to HE) grows exponentially, the security parameter ¢
of the symmetric cryptosystem (used in GC) grows linearly [34], making GC more
performing than HE.

We now analyze the different implementations of the building blocks described
in Sect. 7.4, from a communication point of view.

We remind the reader that any matching protocol starts with the computation of
distances (1 distance in the verification scenario and n distances in the identification
scenario), and then terminates with a minimum selection, computed between two
values (the distance and a threshold) in the verification protocol or n + 1 values (the
n distances and a threshold) in the identification protocol. A label represented with
Kk bits is associated to each distance (for example “Yes” in the verification protocol
or an identifier in the identification protocol) and to the threshold (the “No” string).

Given a feature vector composed by m features represented with £ < T (usu-
ally £ <« T) bits each, if the Euclidean distance is computed by HE, C transmits
m ciphertexts to S and during the computation other 2m ciphertexts are transmit-
ted for each distance (note that it is possible to reduce the transmission from S to
C by packing several values in a single ciphertext), resulting in the transmission of
O(nmT) bits in three rounds and the distances are finally available to S in encrypted
form. In a GC protocol C has to obtain m£ secrets by the parallel OT (2m {1 bits); re-
ceives nm{ secrets relative to the feature vectors representing the biometries owned
by & (nmft bits); receives m{ + %”(K + De+ (m — 1)(2€ + 2 + [logy m]) gar-
bled tables for each distance computation (n(mf + 3Tm(ﬁ + D+ (m—1)2¢ +
2 + [log, m1))4t bits), obtaining a total communication complexity of O(nme?t)
bits. Finally the output secrets are available to C. We can observe easily that GC is
preferable to HE only when ¢ is small.

When ¢ = 1, Euclidean distance is replaced by Hamming distance. HE still re-
quires the transmission of m ciphertexts from C to S at the beginning of the proto-
col, but then the communication complexity is reduced to nm + 1 ciphertexts. The
asymptotic communication complexity results O(nmT) bits. The GC computing
the Hamming distance requires a parallel OT for m secrets (2m¢ bits), the trans-
mission of nm secrets (nmt bits) and S n(m — log, (m + 1)) non-XOR gates of size
4t bits, with an asymptotic communication complexity of O (nmt) bits. Concluding,
when the Hamming distance can be computed, GC is preferable to HE also from a
communication complexity point of view.

Regarding the minimum selection GC is indeed more efficient than HE. In fact in
a GC solution only two rounds are necessary (there are no additional rounds if the
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Table 7.7 Asymptotic communication complexities of the different implementation for the ad-
dressed sub-protocols

Euclidean distance Hamming distance Minimum selection
Bandwidth Rounds Bandwidth Rounds Bandwidth Rounds

HE  OmmT) 3 O(mmT) 3 OWeyT) 6log,(n + 1)
GC  Ommt*) 2 O(nmt) 2 O(ntat) 2

distance computation is also carried out by GC) and O(nf,t) bits are transferred,
where £, is the number of bits necessary to represent a distance, while the HE
solution requires 6log,(n 4 1) rounds where O(nf,T) bits are transmitted.

The asymptotic complexities are summarized in Table 7.7.

To conclude, for both verification and identification, we suggest to use a hybrid
protocol where the distance is computed by HE and the minimum is selected by GC.
When the biometries can be represented by binary vectors, we suggest to evaluate
the Hamming distance by using GC, obtaining a unique GC that computes distances
and the minimum index.

7.6 Conclusions

Multiparty computation has been studied for three decades by cryptographers, how-
ever, only recently the state of the art in the field, and the computational power and
bandwidth made available by information and communication technology have per-
mitted to deploy such techniques for real life applications. Among the most promis-
ing applications of SMPC (and specifically STPC), privacy-aware processing of bio-
metric data occupies a central role. As a matter of fact, biometric applications raise
important privacy issues that can be conveniently solved by resorting to STPC. In
this chapter we have reviewed the basic concepts behind STPC and described the
basic cryptographic primitives needed to achieve privacy-aware processing of bio-
metric data in a STPC context. The two main approaches proposed so far, namely
homomorphic encryption and garbled circuits have been discussed and the way such
techniques can be used to develop a full biometric matching protocol described.
Some general rules designers should follow to select the most appropriate tools
have also been given.

Even if the state of the art already permits the development of real-life applica-
tions based on the tools described in this chapter, several advances are still needed
before we assist to a widespread use of STPC techniques in biometric applications.

The most pressing demand is surely a request for a better efficiency. The impor-
tance of this request lies in a very simple fact: privacy has a price and if we want that
someone pays for improving the privacy of a system this price must be reasonably
low. Actually it is surprising how few people are willing to pay for privacy measures
despite the continuous call for privacy raising from various sources. While every-
body agrees that sensitive data needs to be protected and that personal privacy is
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worth protection, very few users would be willing to pay for a secure service if an
insecure, but faster, service is offered to them for free or at a lower price.

A second line of research that needs to be considered regards the security model.
According to the current state of the art, efficient privacy preserving protocols are
available only under the assumption of semi-honest parties. This is a rather common
assumption, however, its applicability in practical scenarios is doubtful. In most
cases, in fact, we should assume that our adversary is willing to deviate from the
correct protocol if in this way he can steal some supposed-to-be-secret information.
Some interesting results in this sense have been shown in [55]. We expect that fur-
ther improvements will follow hence making privacy protection in the presence of a
malicious adversary practical.

Finally, we mention the importance that specific biometric processing algorithms
are devised tailored to the need of a privacy-preserving implementation. Indeed, the
approach used so far has been that of taking a classical algorithm and transforming
it into a protocol to be run on encrypted signals. It is arguable that much better
results could be obtained by developing a class of processing tools that are explicitly
thought to ease a STPC implementations, e.g. by considering in advance which are
the most complex operations to be carried out in a secure way and try to avoid them,
or by trying to minimize the number of bits used to represent the biometric templates
to reduce the communication or computational complexity of the protocols.
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Chapter 8
Fingerprint Template Protection: From Theory
to Practice

Anil K. Jain, Karthik Nandakumar, and Abhishek Nagar

Abstract One of the potential vulnerabilities in a biometric system is the leakage
of biometric template information, which may lead to serious security and privacy
threats. Most of the available template protection techniques fail to meet all the de-
sired requirements of a practical biometric system like revocability, security, privacy,
and high matching accuracy. In particular, protecting the fingerprint templates has
been a difficult problem due to large intra-user variations (e.g., rotation, translation,
nonlinear deformation, and partial prints). There are two fundamental challenges in
any fingerprint template protection scheme. First, we need to select an appropriate
representation scheme that captures most of the discriminatory information, but is
sufficiently invariant to changes in finger placement and can be secured using avail-
able template protection algorithms. Secondly, we need to automatically align or
register the fingerprints obtained during enrollment and matching without using any
information that could reveal the features, which uniquely characterize a fingerprint.
This chapter analyzes how these two challenges are being addressed in practice and
how the design choices affect the trade-off between the security and matching ac-
curacy. Though much progress has been made over the last decade, we believe that
fingerprint template protection algorithms are still not sufficiently robust to be in-
corporated into practical fingerprint recognition systems.
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minutiae orientation field

Fig. 8.1 Reconstruction of a fingerprint image from the minutiae template [18]

8.1 Introduction

The primary purpose of using a biometric system is to provide non-repudiable au-
thentication. Authentication implies that (i) only legitimate or authorized users are
able to access the physical or logical resources protected by the biometric sys-
tem and (ii) impostors are prevented from accessing the protected resources. Non-
repudiation ensures that an individual who accesses a certain resource cannot later
deny using it. From the perspective of the users, there are two main requirements
that a biometric system must meet. Firstly, the legitimate users must have timely and
reliable access to the protected resource/service. Secondly, the biometric system and
the personal data stored in it must be used only for the intended functionality, which
is to control access to a specific resource and not for other unintended purposes.
However, attacks by adversaries may prevent the biometric system from satisfying
the above functionalities and requirements.

While a biometric system can be compromised in a number of ways, one of
the potentially damaging attacks is the leakage of biometric template information.
The leakage of this template information to unauthorized individuals constitutes a
serious security and privacy threat due to the following two reasons:

1. Intrusion attack: If an attacker can hack into a biometric database, he can easily
obtain the stored biometric information of a user. This information can be used to
gain unauthorized access to the system by either reverse engineering the template
to create a physical spoof or replaying the stolen template. For example, it has
been shown that fingerprint images can be reconstructed from minutiae templates
(see Fig. 8.1), which may in turn be used to construct a spoof [6, 18, 44].

2. Function creep: An adversary can exploit the biometric template information for
unintended purposes (e.g., covertly track a user across different applications by
cross-matching the templates from the associated databases), compromising user
privacy.

Due to these reasons, biometric templates (or the raw biometric images) should
not be stored in plaintext form and fool-proof techniques are required to securely
store the templates such that both the security of the application and the users’ pri-
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Fig. 8.2 Illustration of fingerprint intra-class variability. Two different impressions of the same
finger with differences in the number and location of minutiae are shown. Among the 33 and 26
minutiae in the left and right images, respectively, only 16 minutiae match and some of these
matches are marked

vacy are not compromised by adversary attacks. The fundamental challenge in de-
signing a biometric template protection scheme is to overcome the large intra-user
variability among multiple acquisitions of the same biometric trait (see Fig. 8.2).

8.1.1 Biometric Template Security Requirements

A biometric template protection scheme should have the following three properties.

1. Cryptographic security: Given a secure template, it must be computationally
difficult to find a biometric feature set (commonly known as a pre-image) that
will match with the secure template. This pre-image resistant property defends
against the possibility of an attacker intruding into the biometric system under
consideration by replaying the pre-image.

The concept of pre-image resistance is also related to one-way or non-
invertible mathematical functions. A function f is referred to as a one-way func-
tion if it is “easy to compute” (in polynomial time) but “hard to invert” (given
f(x), the probability of finding x in polynomial-time is small). A non-invertible
template protection scheme implies that it will be computationally hard to ob-
tain the original biometric features from the secure template. This prevents an
adversary from creating a physical spoof of the biometric trait and intruding an-
other biometric system that makes use of the same biometric trait. Thus, a secure
template must be pre-image resistant and non-invertible.

2. Performance: The biometric template protection scheme should not degrade the
recognition performance (False Match Rate (FMR) and False Non-Match Rate
(FNMR)) of the biometric system.
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3. Revocability: It is desirable to have a template protection scheme that can gen-
erate multiple secure templates from the same biometric data. These multiple
secure templates must be such that even if an adversary obtains two or more
of them, it must be computationally hard to: (i) identify that they are derived
from the same biometric data, and (ii) obtain the original biometric features of
the user. This revocability or cancelability property ensures that cross-matching
across biometric databases is not possible, thereby preserving the user’s privacy.
Revocability also makes it straightforward to discard a compromised template
and reissue a new one based on the same biometric data.

Ideally, the template protection scheme should satisfy all the three requirements
simultaneously. However, it is quite a challenge to design such a technique. The
simplest way to secure biometric templates is to encrypt them using standard cryp-
tographic techniques like RSA and AES. This is the methodology deployed in most
of the existing commercial biometric systems. However, it must be emphasized that
multiple acquisitions of the same biometric trait do not result in the same feature set.
Typically, standard encryption functions are not smooth functions and a small dif-
ference in the values of the feature sets extracted from the raw biometric data would
lead to very large difference in the resulting encrypted features. Consequently, one
cannot perform biometric matching directly in the encrypted domain. Rather, the
template must be decrypted in order to be matched with the query features. As a re-
sult, the original biometric features are exposed during every authentication attempt,
irrespective of whether the authentication is eventually successful. Therefore, the
encryption solution is secure and revocable only under ideal conditions (key is kept
secret and matching is done at a trusted location). If practical issues such as key
management or susceptibility to template theft during a matching attempt are taken
into account, the standard encryption technique is not good enough for securing
biometric templates.

8.1.2 Biometric Template Protection Approaches

To overcome the limitations of the standard encryption approach, a number of tech-
niques have been proposed to secure biometric templates (see [23] for a detailed
review). These techniques can be categorized into two main classes (see Fig. 8.3):

e Biometric cryptosystems: In a biometric cryptosystem, secure sketch (y,) is de-
rived from the enrolled biometric template (x£) and stored in the system database
instead of the original template. In the absence of the genuine user’s biomet-
ric data, it must be computationally hard to reconstruct the template from the
sketch. On the other hand, given an authentication query (x*) that is sufficiently
close to the enrolled template (xF), it should be easy to decode the sketch and
recover the template. Typically, the sketch is obtained by binding the template
with a codeword from an error correcting code, where the codeword itself is de-
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Fig. 8.3 Biometric template
protection based on

(a) biometric cryptosystem
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fined by a key («.). Therefore, the sketch (y.) can be written as f. (xE, k), where
f. is the sketch generation function. The error correction mechanism facilitates
the recovery of the original template and hence, the associated key. Thus, a bio-
metric cryptosystem not only secures the biometric template, but also facilitates
secure key management, which is one of the challenging issues in cryptographic
systems. Examples of biometric cryptosystems include fuzzy vault [26], fuzzy
commitment [27], PinSketch [14], and secret-sharing approaches [20].
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e Template transformation: Template transformation techniques modify the tem-
plate (x¥) with a user specific key (k;) such that it is difficult to recover the
original template from the transformed template (y,). During authentication, the
same transformation is applied to the biometric query (x*) and the matching is
performed in the transformed domain to avoid exposure of the original biometric
template. Since the key «; needs to be stored in the system along with y,, the tem-
plate security is guaranteed only if the transformation function is non-invertible
even when k; is known to the attacker. Some well-known examples of template
transformation include Bio-Hashing [49] and cancelable biometrics [42].

Different combinations of the above two basic approaches, called hybrid bio-
metric cryptosystems, have also been proposed [37, 46]. The template protection
schemes described above have their own advantages and limitations in terms of
template security, computational cost, storage requirements, applicability to differ-
ent kinds of biometric representations and ability to handle intra-class variations in
biometric data [52].

In this chapter, we will focus on the practical issues involved in applying the
available template protection algorithms to secure fingerprint templates. Features
representing fingerprint images may exhibit intra-user variations due to various fac-
tors like rotation, translation, nonlinear deformation, and partial overlap between
multiple impressions of the same finger. As a result, protecting fingerprint tem-
plates is a challenging task. Fingerprint recognition is typically based on the lo-
cation and orientation of minutia points, which represent ridge endings or ridge
bifurcations [31]. Minutiae sets are unordered and there may be variations (see
Fig. 8.2) in the number and location of minutia points due to intra-user variations.
The similarity between two fingerprints is measured based on the number of minu-
tia correspondences. Furthermore, the template and query minutiae sets need to be
aligned before the minutia correspondences can be found. Hence, there are two key
challenges in securely matching fingerprints: (i) How to align query minutiae set
with template without leaking information about the original minutiae template?
and (ii) Even after aligning the query and the template, the minutiae in the two
sets will not match exactly in location and orientation due to nonlinear deformation
(hence, a simple set difference metric may not be good enough). Finding a good
representation scheme for fingerprints that can overcome the above problem is a
challenge.

The rest of the chapter is organized as follows. Section 8.2 gives a brief overview
of the major template protection algorithms that have been applied for securing
fingerprint templates. Next, Sect. 8.3 gives some examples of how the fingerprint
features need to be adapted so that biometric cryptosystems can be applied to se-
cure them. Section 8.4 describes the various approaches that have been proposed
for aligning the query fingerprint with the secure template. The matching perfor-
mance and security of the state-of-the-art fingerprint template protection schemes
are discussed in Sect. 8.5. Finally, our conclusions and pointers for future research
are highlighted in Sect. 8.6.
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8.2 Fingerprint Template Protection Schemes

Depending on the features used for recognition, existing solutions for fingerprint
template security can be categorized as minutiae-based or pattern-based approaches.
Minutiae-based template protection schemes can be further classified into three
types: (i) directly secure the unordered set representation of minutiae, (ii) secure
a new set of unordered features derived from the minutiae (e.g., distances between
pairs of minutiae), and (iii) secure a fixed-length feature vector derived from the
minutiae. On the other hand, pattern-based schemes directly derive a fixed-length
feature vector based on the global texture of the fingerprint pattern. When the repre-
sentation to be secured is an unordered set, a non-invertible template transformation
approach or a biometric cryptosystem called fuzzy vault can be used. When the rep-
resentation is a fixed-length binary vector, a biometric cryptosystem called fuzzy
commitment can be used to secure it. We will now discuss these three schemes in
detail.

8.2.1 Non-invertible Fingerprint Template Transformation

Ratha et al. [42] proposed and analyzed three non-invertible transforms for generat-
ing cancelable fingerprint templates. The three transformation functions are Carte-
sian, polar and functional. These functions were used to transform fingerprint minu-
tiae data such that a minutiae matcher can still be applied to the transformed minu-
tiae. In Cartesian transformation, the minutiae space (fingerprint image) is tessel-
lated into a rectangular grid and each cell (possibly containing some minutiae) is
shifted to a new position in the grid corresponding to the translations set by the
user-specific key. The polar transformation is similar to Cartesian transformation
with the difference that the image is now tessellated into a number of concentric
shells and each shell is divided into sectors. Since the size of sectors can be differ-
ent (sectors near the center are smaller than the ones far from the center), restrictions
are placed on the translation vector generated from the key so that the radial distance
of the transformed sector is not very different from the radial distance of the original
position. Examples of minutiae before and after polar and Cartesian transformations
are shown in Fig. 8.4.

For the functional transformation, Ratha et al. [42] used a mixture of 2D Gaus-
sians and electric potential field in a 2D random charge distribution as a means
to translate the minutia points. The magnitude of these functions at the point cor-
responding to a minutia is used as a measure of the magnitude of the translation
and the gradient of these functions is used to estimate the direction of transla-
tion of the minutiae. In all the three transforms, two or more minutiae can possi-
bly map to the same point in the transformed domain. For example, in the Carte-
sian transformation, two or more cells can be mapped onto a single cell so that
even if an adversary knows the key and hence the transformation between cells,
he cannot determine the original cell to which a minutia belongs because each
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Fig. 8.4 Illustration of
Cartesian and polar
transformation functions used
in [42] for generating
cancelable biometrics.

(a) Original minutiae on
radial grid, (b) transformed
minutiae after polar
transformation, (c) original
minutiae on rectangular grid,
and (d) transformed minutiae
after Cartesian transformation

minutia can independently belong to one of the possible cells. This provides a
limited amount of non-invertibility to the transform. Also since the transforma-
tions used are locally smooth, the error rates are not affected significantly and
the discriminability of minutiae is preserved to a large extent. Note that the key
to achieving good recognition performance is the availability of an alignment al-
gorithm that can accurately pre-align (register) the fingerprint images or minutiae
features prior to the transformation (e.g., based on core and delta points in the fin-

gerprint).
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Fig. 8.5 Securing a fingerprint minutiae template using fuzzy vault

8.2.2 Fingerprint Fuzzy Vault

Fuzzy vault is a cryptographic construct that is designed to work with biometric fea-
tures represented as an unordered set (e.g., minutiae in fingerprints). The security of
the fuzzy vault scheme is based on the computational difficulty in solving the poly-
nomial reconstruction problem, which is a special case of the Reed—Solomon list
decoding problem [2]. The fuzzy vault scheme works as follows (see Fig. 8.5). Let
st = {x1, x2, ..., x,} denote a biometric template consisting of a set of 7 points from
a finite field .% . In order to secure s¥, a uniformly random cryptographic key «. of
length L bits is generated and this key is transformed into a polynomial P of degree
k (k < r) over .. All the elements in s© are then evaluated on this polynomial to
obtain the set { P (x;)}i_,. The set of points {(x;, P(x;))}/_, is then secured by hid-
ing them among a large set of g randomly generated chaff points {(a;, b j)}‘]].: | that
do not lie on the polynomial P (i.e., b; # P(a;) and a; ¢ sEVji=1,2,...,9).
The set of genuine and chaff points along with their polynomial evaluations con-
stitute the sketch or vault y.. During authentication, if the query biometric set s4
is sufficiently close to sZ, the polynomial P can be successfully reconstructed by
identifying the genuine points in y, that are associated with s¥. Note that for suc-
cessful reconstruction of P of degree k, a minimum of (k + 1) genuine points need
to be identified from y,..

The three main parameters in the fuzzy vault scheme are r, ¢ and k. The param-
eter r denotes the number of points in the vault that lie on the polynomial P and
it depends on the number of features that can be extracted from the template (e.g.,
number of minutia points in the user’s fingerprint). The parameter g represents the
number of chaff points that are added and this parameter influences the security
of the vault. If no chaff points are added, the vault reveals the information about
the template and the secret. As more chaff points are added, the security increases.
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Typically, the number of chaff points is an order of magnitude larger than the num-
ber of genuine points (¢ >> r). The parameter k denotes the degree of the encoding
polynomial and it controls the tolerance of the system to errors in the biometric
data.

Since the introduction of the fuzzy vault scheme by Juels and Sudan, several re-
searchers have attempted to implement it in practice for securing fingerprint minu-
tiae templates. Clancy et al. [12] proposed a fuzzy vault scheme based on the loca-
tion of minutia points (row and column indices in the image) in a fingerprint. They
assumed that the template and query minutiae sets are pre-aligned, which is not a re-
alistic assumption in practical fingerprint authentication systems. Further, multiple
(four) fingerprint impressions of a user were used during enrollment for identifying
the reliable minutia points. The error correction step was simulated without be-
ing actually implemented. The False Non-Match Rate of their system was approx-
imately 20-30 % and they claimed that retrieving the secret was 2% times more
difficult for an attacker than for a genuine user.

The fingerprint-based fuzzy vault proposed by Yang et al. [56] also used only the
location information about the minutia points. Four impressions were used during
enrollment to identify a reference minutia, and the relative position of the remaining
minutia points with respect to the reference minutiae was represented in the polar
coordinate system. This scheme was evaluated on a small database of 10 fingers and
a FNMR of 17 % was reported. Chung et al. [11] proposed a geometric hashing
technique to perform alignment in a minutiae-based fingerprint fuzzy vault. Uludag
et al. [53] introduced a modification to the fuzzy vault scheme, which eliminated
the need for error correction coding. Uludag and Jain [51] also proposed the use of
high curvature points derived from the fingerprint orientation field to automatically
align the template and query minutiae sets (see Sect. 8.4 for details).

Nandakumar et al. [36] proposed a fuzzy vault framework that secures both
minutiae locations and directions. During vault encoding a (16 x k) bit key (k)
is appended with a 16-bit Cyclic Redundancy Check (CRC) code and divided into
(k + 1) blocks of 16 bits each. These (k + 1) values serve as the coefficients of
a polynomial P of degree k in the Galois field GF(2!%). The template minutiae
are sorted according to their quality and only well-separated minutiae [36] are se-
lected for constructing the vault. If the desired number of minutiae (say ) cannot
be obtained, it is counted as a Failure to Capture error (FTCR). The location and
orientation of each minutia is encoded as an element in GF(2!%). Points with high
ridge curvature are extracted from the fingerprint and stored along with the vault to
be used for alignment during authentication.

During authentication, the high curvature points are used to align the template
and query fingerprints. Then, » well separated and good quality minutiae are se-
lected from the query and are coarsely matched with the points in the vault in order
to filter out most of the chaff points. At this stage, a minutiae matcher [22] is applied
to determine the corresponding pairs of minutiae in the filtered set of chaff points
and the query minutiae set. To find the coefficients of a polynomial of degree k,
(k + 1) unique projections are necessary. If the number of correspondences found is
less than (k + 1), it results in authentication failure. Otherwise, all possible subsets
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Fig. 8.6 An example of successful operation of the fingerprint fuzzy vault proposed in [36].
(a) Enrolled fingerprint image with minutiae template, (b) selected template minutiae and high cur-
vature points extracted from the enrolled image, (¢) vault in which the selected template minutiae
are hidden among chaff points (for clarity, minutiae directions are not shown), (d) query finger-
print image with minutiae, (e) selected query minutiae and high curvature points extracted from
the query image, (f) alignment of template and query high curvature points and coarse filtering
of chaff points, and (g) unlocking set obtained by applying a minutiae matcher which eliminates
almost all the chaft points. The two points shown in filled squares in (g) are the only chaff points
that remain in the unlocking set

of size (k + 1) of the obtained correspondences are selected and for each subset,
a polynomial P* is constructed using Lagrange interpolation. The coefficients of
the polynomial P* are 16-bit values, which are concatenated to obtain a 16(k + 1)-
bit string «* and CRC error detection is applied to «*. If an error is detected, it
indicates that an incorrect key has been decoded and the same procedure is repeated
for the next candidate subset. If no error is detected, it indicates that «* = k. with
very high probability. A successful operation of the fuzzy vault scheme proposed in
[36] is shown in Fig. 8.6.
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Fig. 8.7 Securing a fingerprint template using fuzzy commitment. Here, ECC denotes error cor-
rection coding

8.2.3 Fingerprint Fuzzy Commitment

Fuzzy commitment [27] is a biometric cryptosystem that can be used to secure bio-
metric traits represented in the form of binary vectors (see Fig. 8.7). Suppose that the
enrolled biometric template b® is an N-bit binary string. In fuzzy commitment, a
uniformly random key «. of length L (L < N) bits is generated and used to uniquely
index a N-bit codeword ¢ of an appropriate error correcting code. The sketch is
then extracted from the template as y. =c¢ @ b%, where @ indicates the modulo-2
addition. The sketch y,. is stored in the database along with h(x.), where h(.) is a
cryptographic hash function. During authentication, the codeword is obtained from
the query biometric b4 and the sketch y, as follows: ¢* =y, ®@b* = c® (bf @b*).
This codeword ¢*, which is generally a corrupted version of the original codeword ¢,
can be decoded to get the key «*. The authentication is deemed successful if h(x*)
is the same as h(k.). If the Hamming distance between bf and b? is not greater
than the error correcting capacity of the code, k* would be the same as « and the
matching will be successful.

8.3 Adapting Fingerprint Representations for Cryptosystems

While minutiae-based schemes are widely used for fingerprint matching, the fol-
lowing characteristics of minutiae-based representation make it difficult to secure
the minutiae templates directly.

1. Unordered Set Representation: Minutiae sets are unordered and the correspon-
dence between individual minutiae in the enrollment and query minutiae sets are
not known in advance. Furthermore, the number of minutiae in the two sets may
be different (see Fig. 8.2).

2. Alignment Issues: A template protection scheme for minutiae templates gener-
ally precludes the use of sophisticated minutiae matchers to align the minutiae
sets. The alignment issue is handled either by using external information such
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Table 8.1 Different techniques to transform fingerprint features for template protection

Technique Features Transformation Final
representation
Spectral minutiae [55] Minutiae Fourier transform of Vector

2D-delta functions at
minutiae locations

BioPhasor [49] FingerCode Nonlinear Vector

Biometric encryption Fingerprint image Apply a secure filter Vector

[47]

Minutiae indicator [15]  Minutiae Minutiae locations are Vector

marked as ‘1’

Histogram of minutiae Minutiae Hashing the histogram of Vector

triplets [16] minutiae triplet features

Cuboid based minutiae ~ Minutiae Minutiae aggregate selection  Vector

Aggregates [48] from random local regions

Symmetric hash [50] Minutiae as complex  Set of order invariant Minutiae
numbers functions of minutiae

Cancelable fingerprints ~ Minutiae Image folding Minutiae

[42]

Alignment free Minutiae, orientation  Transform minutiae Minutiae

cancelable field according to surrounding

fingerprint[29] orientation field

Minutiae structures [25] Minutiae Local minutiae structures Minutiae

as reference points or by using rotation- and translation-invariant local minutiae
structures.

3. Nonlinear distortion: Even when two minutiae sets are aligned with respect to
linear transformations like rotation and translation, the locations and directions
of the corresponding minutiae do not match exactly due to nonlinear distortion.
Though quantization of minutiae attributes can reduce the effect of distortion to
some extent, it cannot be eliminated completely.

While some template protection schemes have been designed specifically to work
with unordered sets like minutiae (e.g., fuzzy vault [26] and non-invertible trans-
formation [42]), these schemes tend to significantly degrade the matching accuracy
due to alignment issues and nonlinear distortion. Furthermore, other template pro-
tection schemes like fuzzy commitment, which have been successfully used with
other biometric modalities like iris [19], cannot be directly used for securing fin-
gerprint minutiae. On the other hand, feature representations that characterize the
global texture pattern of the fingerprint image are typically fixed-length real-valued
vectors, which are again difficult to secure. To overcome these limitations, several
techniques have been proposed to adapt the given fingerprint representation into a
form that can be more easily secured using biometric cryptosystems like fuzzy vault
and fuzzy commitment (see Table 8.1).
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We now discuss four different fingerprint feature adaptation approaches that have
been proposed in the literature, namely, (i) local aggregates, (ii) spectral minutiae,
(ii1) local minutia structure, and (iv) quantization and reliable component selec-
tion. The goal of local aggregates and spectral minutiae approaches is to convert
the minutiae set into a fixed-length binary feature vector that can be secured using
fuzzy commitment. The local minutia structure approach is primarily designed to
overcome the alignment problem by deriving new features from the minutiae that
are invariant under rotation and translation. The new features derived from the minu-
tiae can be secured using fuzzy vault, fuzzy commitment, or other hybrid biomet-
ric cryptosystems. Quantization and reliable component selection converts a fixed-
length real-valued feature vector into a compact binary vector, thereby enabling the
use of a fuzzy commitment.

8.3.1 Local Aggregates Approach

In this approach, the fingerprint region is divided into a number of randomized local
regions (could be over-lapping) and features are computed based on the minutiae
falling within each local region. For example, Chang and Roy [8] consider a finite
number of lines in the fingerprint area and use the difference in the number of minu-
tiae on the two sides of the line as the feature vector. This feature vector is further
converted into a binary representation using the techniques described in Sect. 8.3.4.
Note that the fingerprints need to be aligned before feature extraction in order for
the local aggregates approach to work.

Sutcu et al. [48] used a set of axis-aligned variable-sized cuboids as the local
region. Each cuboid is parameterized by its location and range along each of the
x and y coordinates and the minutia orientation angle 6 (see Fig. 8.8 for a typical
cuboid configuration). A vector consisting of the number of minutiae falling into
each of the cuboids is obtained and binarized to derive the final representation. This
approach was further improved in [33] by including additional statistics related to
minutiae falling in each cuboid. The statistics computed are

1. Aggregate wall distance (5): For a cuboid bounded by (Xmin, ¥max,> Ymin, Ymaxs
Omin» Omax), 8 is computed as:

'
§= Zmin(ai, 5. 8). 7). (8.1)
i=1

where ¢ is the number of minutiae in the given cuboid, 75 is a threshold used
for wall distance, and 8, 8;, and 8} are given by min(Jx; — Xminl, [Xi — Xmax|),
min(|y; — Yminl, |i — Ymax|), and min(|6; — Ominl, |0; — Omax|), respectively.

2. Minutiae Average: Average coordinate of all the minutiae present in each cuboid
in a given measurement.

3. Minutiae Deviation: Standard deviation of minutiae coordinates present in each
cuboid in a given measurement.
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Additional information related to ridge orientation as well as ridge frequency
present inside a local rectangular region can also be added to the local aggregate
representation [34]. To obtain the orientation-based features, the fingerprint is fil-
tered using four different Gabor filters oriented along 0, 45, 90, and 135 degrees.
Given a local aggregate region, four different values are obtained corresponding to
the standard deviations of the values associated with the four Gabor responses. The
ridge frequency based features are computed as the average ridge frequency inside
the aggregate region.

8.3.2 Spectral Minutiae Representation

The spectral minutiae representation is obtained by considering the minutiae set as
a collection of 2-dimensional Dirac-delta functions and obtaining its Fourier spec-
trum after low pass filtering [55]. Only the magnitude spectrum is considered and
it is sampled on a log polar grid to obtain a fixed-length vector. Theoretically, the
magnitude spectrum is invariant to rotation and translation due to the shift, scale,
and rotation properties of the Fourier transform. Hence, it is possible to perform
matching between two spectral minutiae vectors without aligning them first. How-
ever, in practice, alignment based on singular points is required to achieve good
matching performance [55] because large rotation or translation may lead to partial
overlap between different impressions of the same finger.

Another variation of the spectral minutiae approach is the Binarized Phase
Spectrum (BiPS) representation proposed in [35]. To incorporate translation- and
rotation-invariance, only the magnitude spectrum is considered in [55] and the phase
spectrum is ignored. In [35], alignment is achieved through the use of external infor-
mation such as reference points. Therefore, only the phase spectrum of the minutiae
is considered. The phase spectrum can be sampled along a log-polar grid to obtain
the fixed-length minutiae representation. Furthermore, these phase samples can be
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easily quantized into two bits depending on which quadrant they fall into. The result-
ing binarized phase spectrum can be directly secured using the fuzzy commitment
approach.

Consider a minutiae set M = {m;}?_,, where m; is the ith minutia with loca-
tion (x;, y;) and direction 6;, and n is the number of minutiae. We can associate a
function g(x, y) to each minutia m; as follows.

g, yim;) =38(x —x;, y — yi) exp (jo;). (8.2)

The 2-D function f(x, y) that defines the minutiae set M and its continuous Fourier
transform can be expressed as

fOy) =) 8(x —xi,y — yi)exp(j6i), (8.3)
i=1

n
F(u,v):Zexp (j(QJT(MX[ +vyi)+0,-)). (8.4)
i=1
The phase of the Fourier spectrum of f(x, y) is denoted as ¥ (F (u, v)) and is given
by the following equation:

Yoioy sin Qm (ux; + vyi) +6;)
Yo cos 2 (ux; + vyi) +6;)

U (F(u,v)) can take values in [0, 277 ]. To binarize the phase spectrum, ¥ (F (u, v))
is quantized into four distinct values based on the quadrant in which it falls and is
represented using two bits. Thus, the phase spectrum can be represented as a fixed
length binary string x = [b1, b2, b3, ..., ban] as follows:
byj1= sgn(Re(F(uj, vj))),

byj= sgn(Im(F(uj, v./))),

where sgn(y) = 1, if y > 0, zero, otherwise, Re(.) and Im(.) are the real and imag-
inary parts of a complex number, and (u;, v;) denotes the jth frequency sample,
j=1,...,N.On alog-polar grid, u = vcos(¢) and v = vsin(¢), where v is the
radial distance and ¢ is the radial angle. If we choose N, logarithmically spaced
samples between v, and vmax and Ny linearly spaced samples between 0 and 7,
the total number of samples is N = N, Ny and the length of the binary string ob-

tained from a minutiae set is 2N bits. An illustration of the BiPS representation of
minutiae is shown in Fig. 8.9.

¥ (F(u,v)) = arctan (8.5)

(8.6)

8.3.3 Local Minutiae Structures

Local minutiae structures consist of features that characterize the relative informa-
tion between two or more minutiae (e.g., distance between two minutiae) [7]. The
main advantage of this approach is that since the features are relative, they are invari-
ant to global rotation and translation of the fingerprint. Hence, no a priori alignment
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Fig. 8.9 Illustration of binarized phase spectrum of fingerprint minutiae [35]. (a) A fingerprint
image with minutiae marked on it, (b) phase spectrum: ¥ (F (u, v)), (¢) odd bits of the bina-
rized phase spectrum: sgn(Re(F(u;,v;))), and (d) even bits of the binarized phase spectrum:
sgn(Im(F (u;,v;)))

is needed before matching. An additional benefit is that such features are robust to
nonlinear distortion. However, if the matching is based only on the local minutiae
information and the global spatial relationships between minutiae (which are highly
distinctive) is ignored, it may lead to degradation in the matching accuracy.

The simplest local minutiae structure is based on minutia pairs, where the dis-
tance between the pair and the orientation of each minutia with respect to the line
connecting them can be used as the invariant attributes. Boult et al. [4] proposed
a hybrid biometric cryptosystem to secure such a representation. The fundamental
idea is to split the value of each feature (relative distances and angles) into stable
and unstable parts. The stable parts are encrypted, while the unstable parts are left
unprotected. A robust distance measure was proposed to match minutia pairs by
combining the results of the stable part matching that takes place in the encrypted
domain and the unstable part matching in the plaintext domain.

Another commonly used local minutiae structure is the minutia triplet, where
relative features (distances and angles) are computed from combinations of three
minutiae. Farooq et al. [16] proposed a non-invertible feature transformation ap-
proach for secure fingerprint matching based on minutia triplets. The relative fea-
tures in a triplet are quantized such that only a finite number of triplets (say N)
are possible. A N-dimensional histogram characterizing the distribution of different
triplets in the given fingerprint image is obtained. This histogram is binarized and
transformed in a non-invertible manner by randomly modifying some of the bits in
the binary string.

A number of other local minutiae structures have also been proposed. For exam-
ple, Jeffers and Arakala [24] showed that it is possible to use a fuzzy vault to se-
cure triplet-based, five nearest neighbor-based, and Voronoi neighbor-based minutia
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structures. Another interesting structure is the Minutia Cylinder Code proposed by
Cappelli et al. [7]. This local minutia structure divides a cylindrical region (with its
axis along the minutia orientation) around each minutia into a finite number of cells
and encodes the likelihood of another minutia in the fingerprint with a specific angle
difference from the reference minutia being present in the specific cell.

Finally, it is also possible to exploit additional descriptors such as ridge orienta-
tion and ridge frequency in the neighborhood of a minutia [17] for more accurate
fingerprint matching. For instance, Nagar et al. [32] use the ridge orientation and
ridge frequency values, which are sampled at a set of points around each minutia,
to encrypt the polynomial evaluations of the corresponding minutia in a fuzzy vault.
As a result, an attacker who only guesses the set of genuine minutiae from the vault
can no longer recover the key; he also needs to know the values corresponding to
the associated descriptors in order to fully decode the vault.

8.3.4 Quantization and Reliable Component Selection

Most of the fingerprint feature adaptation techniques initially output a fixed-length
real-valued feature vector. This feature vector could be either derived from the minu-
tiae [34, 55] or based on the global texture pattern [5]. Typically, this real-valued
feature vector is quantized by assigning bits to each element in order to obtain a bi-
nary representation. In some cases, only a fixed-number of reliable bits are selected
to obtain the final binary representation, which is secured using a fuzzy commitment
scheme.

Rohde [43] proposed two basic Binary Multidimensional Scaling techniques with
the objective of obtaining a lower dimensional set of binary vectors whose pair-
wise distances closely follow the pairwise distances between the associated original
data points. In the first approach, a singular value decomposition was performed on
the original real-valued vectors and the resultant projections were binarized using
unary encoding.! In the second technique, a projection matrix was obtained using
the gradient descent method with the objective of minimizing the stress between
the pairwise distances in the original space and the scaled pairwise distances in
the transformed space. The original vectors were projected using the obtained pro-
jection matrix and the resultant vectors were binarized based on the sign of each
vector-element.

Andoni et al. [1] proposed a technique referred to as Locality Sensitive Hashing
(LSH), where the original real-valued vectors are projected using random matrices
and the resultant projections are binarized using unary coding in order to obtain the
final binary vector. LSH is mostly used in image retrieval applications, where the
objective is to efficiently compute an approximate nearest neighbor of a query. Chen

! A unary encoding works as follows. Suppose that a real-value a needs to be encoded using ¢ bits.
The range of a, say [@min, @max], 15 quantized into (¢ + 1) bins. If a falls into the ith bin, it is
represented as (t —i + 1) ones followed by (i — 1) zeros, where i = 1,2, ..., (t + 1).
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et al. [10] associated multiple bits with each real valued feature element based on
its discriminability. The bit values were determined based on binary representation.
Chen et al. [9] also proposed a binarization technique, where pairs of elements of
real vectors were converted to polar coordinates and then quantized.

Given binarized features, it is a common practice to select a subset of reliable
bits either because the specific biometric cryptosystem requires the binary vector to
be of a desired length or there are a large number of unreliable bits and removing
them will improve the system accuracy. Selecting a subset of bits that provides the
best performance would, in general, require evaluating all the 2" possible subsets
where there are » bits in the original binary vector. However, a number of efficient
approximations have been proposed in literature. Examples include the sequential
forward floating search [40], where features are successively added and removed to
the selection based on the performance of the selected set of features till a stable
performance is reached, mutual information based feature selection [39], and other
simple selection procedures based on correlation and feature discriminability [33].

8.4 Alignment with Secure Fingerprint Templates

The first step in matching two fingerprint images is to align them and determine
the area of overlap. Although aligning two fingerprints is a difficult problem in any
fingerprint authentication system, it is much more difficult when the information
about the template must not be leaked. One way to solve this problem is to use local
minutiae structures, which are invariant to rotation and translation because such fea-
tures are typically obtained relative to the location and orientation attributes of each
minutia point. We have already discussed this approach in Sect. 8.3.3. The alternate
approach is to extract and store some reference points from the enrolled fingerprint
image that do not leak excessive information about the minutiae template. During
authentication, the reference points can also be obtained from the query fingerprint
image. The template and query minutiae sets can be aligned based on the parameters
obtained by aligning the corresponding sets of reference points.

The most commonly used reference points for fingerprint alignment are the sin-
gular points (e.g., core and delta) [31]. There are many approaches like Poincare
index method [31], geometric method [41], complex filter method [38], etc. to de-
termine the singular points in a fingerprint image. However, the accuracy of these
techniques is limited by the following three issues: (i) low quality of the captured
fingerprint image, (ii) the absence of clearly defined core points in arch and tented-
arch fingerprint patterns, and (iii) partial nature of many fingerprint images captured
using live-scan sensors.

One promising approach for reference point detection is the focal point localiza-
tion algorithm proposed by Boonchaiseree and Areekul [3], which overcomes the
problems associated with singular points. The focal point is defined as the average
center of curvature of a fingerprint. In other words, the focal point is the centroid
of all the crossing points, where a crossing point is a point of intersection of two
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normal lines of curved ridges. The algorithm proposed in [3] is iterative and in
each iteration, only the orientation field in the semi-circular region of a specified
radius centered at the current focal point is used to generate the crossing points. The
limitations of this algorithm are its iterative nature (hence high computational re-
quirement) and the need for carefully selecting the focal point for the first iteration.

Another alternative candidate for a reference point is a stable minutia point in
the given fingerprint [56]. While the alignment based on such a reference point is
simple and computationally efficient, it is difficult to determine the stable minutia
point reliably. Even a small error in locating the reference point could lead to a false
reject.

Uludag and Jain [51] extracted a set of points with high curvature from the fin-
gerprint orientation field. A trimmed Iterative Closest Point (ICP) algorithm was
used to determine the alignment between the template and the query based on these
high curvature points. Since high curvature points are global features in the finger-
print pattern, they do not reveal any information about the minutia attributes, which
are local characteristics in the fingerprint. Nandakumar et al. [36] have made signif-
icant enhancements to the alignment algorithm in [51], resulting in more accurate
alignment between the template and query.

The high curvature points can be extracted as follows (see Fig. 8.10). First a set of
orientation field flow curves are extracted from the fingerprint. An orientation field
flow curve [13] is a set of piecewise linear segments whose tangent direction at each
point is parallel to the orientation field direction at that point. Although flow curves
are similar to fingerprint ridges, extraction of flow curves is not affected by breaks
and discontinuities, which are commonly encountered in ridge extraction. Points
of maximum curvature in the flow curves along with their curvature values can be
used for alignment. These high curvature points tend to occur near the singular
points in the fingerprint image. If the image has more than one singularity, high
curvature points may have many clusters, which can be identified by applying a
single-link clustering algorithm. While this alignment technique is more accurate
than alignment based on singular points [36], it is not computationally efficient and
storing many high curvature points may leak more information about the fingerprint
pattern. To overcome this problem, a single focal point was estimated from each
cluster of high curvature points in [35].

8.5 Matching Performance and Security

The effectiveness of a fingerprint template protection technique can be measured in
terms of the resulting (i) matching performance and (ii) template security. Matching
performance is usually quantified by the False Accept Rate (FAR) and the Genuine
Accept Rate (GAR) of the biometric system. Security is measured in terms of the in-
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Fig. 8.10 Algorithm for extraction of high curvature points

formation leakage rate” or the computational complexity involved in recovering the
original template from the secure sketch or the transformed template [20, 28]. Due to
intra-user variability in fingerprint images, there is usually a trade-off between the
GAR and the security in most template protection schemes. Schemes with higher
security tend to have lower GAR and vice versa.

While a number of fingerprint template protection schemes have been proposed,
many of them have not been carefully evaluated in terms of their matching perfor-
mance and template security. For example, the matching performance of traditional
fingerprint recognition systems have been evaluated on large databases containing
several thousand unique fingerprints by independent third-parties (e.g., Fingerprint
Vendor Technology Evaluation [54]). Such large scale independent evaluations al-
low us to determine whether the performance differences between competing al-
gorithms are statistical significant. However, most fingerprint template protection
schemes have been tested using small (sometimes proprietary) databases containing
at most a few hundred users. Hence, it is difficult to judge the relative differences in
matching performance among various fingerprint template security schemes. Simi-
larly, accurate estimation of the security provided by a template protection scheme
requires good statistical models for the distribution of fingerprint features (e.g.,
minutiae). Given the absence of such models, most of the schemes make unrealis-
tic assumptions such as uniform distribution of features, resulting in over-optimistic
estimates of security. Furthermore, in addition to the information leakage rate from
the secure sketch or transformed template, one must also carefully analyze the secu-
rity in scenarios where the adversary may get access to ancillary information (e.g.,
alignment information stored with a secure sketch 