
Chapter 12
A New Approach to Control Systems Software
Development

Giovanni Godena, Tomaž Lukman, and Gregor Kandare

12.1 Introduction

This chapter addresses the software development of large-scale control and automa-
tion systems that are based on the use of Programmable Logic Controllers (PLCs)
and programming languages according to the IEC (International Electrotechnical
Commission) 61131-3 standard [18]. The focus of the chapter is mainly on the
development of control systems for continuous processes, although most results
are also usable for batch and discrete processes. The control systems that can be
found in the specified scope belong to a broad range of industrial sectors, includ-
ing chemical, pharmaceutical, food processing and other industries. The classes of
these control systems typically involve hundreds or thousands of signals, dozens
of control loops, and have to cope with the hybrid nature of the processes. Interest-
ingly, the complexity of the development, operation and maintenance of the software
for such kinds of systems is not so much associated with basic control (continu-
ous behaviour), aimed at achieving and maintaining the desired state of the process
variables, but more with so-called procedural control (discrete behavioural control),
which performs a sequence of activities that ensure that the goals of the system or
process are achieved.

According to the estimates of Boeing and Honeywell, software development con-
sumes 60–80 % of engineering effort [15], and procedural control software, as stated
above, represents its major and most complex part. Therefore, it is of paramount im-
portance how this software is developed and what its attributes are. Unfortunately,
software engineering (SE) state-of-the-practice in the domain of industrial process
control has a low maturity level compared to SE practices in other domains (e.g.,
business information systems). Because of this low maturity, SE in this domain is
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failing to address the steadily increasing complexity of control systems and the de-
mands of the market: short time-to-market periods, high-quality software and an
efficient development process [19]. The main causes of this immaturity are the fol-
lowing deficiencies [7, 10, 12]:

• a focus on coding and testing phases with little activity in the earlier software
lifecycle phases;

• reliance on the programming skills of individuals instead of building on conven-
tions, standards, rules and advanced software engineering concepts and technolo-
gies;

• the use of inadequate abstractions, which are mainly device-centric;
• a low degree of reuse of artefacts and knowledge, in particular those belonging to

early lifecycle phases;
• a high degree of routine time-consuming and error-prone development tasks

due to the low expressive power of the programming languages defined by the
61131-3 standard; and

• a low degree of development process automation.

In order to successfully overcome the issues mentioned above, methodologies for
the engineering of process control software including tools that offer support for the
whole development cycle are needed [9]. Many attempts to overcome the low level
of maturity through a variety of different technologies (methods, tools, or processes)
have been made.

The aim of this chapter is to present a new approach to process control software
engineering, based on an innovative domain-specific modelling language, Proc-
Graph, and on the defined development process, supported by a tool suite imple-
mented as an integrated development environment (IDE). The IDE includes auto-
matic code generation. The approach builds on more than 20 years of experience in
industrial process control software development and the application of the modelling
language ProcGraph in more than 20 real industrial projects in the past 15 years.

The chapter is organised as follows. Modern approaches to process control soft-
ware development and the actual challenges in the domain of process control soft-
ware are discussed in Sect. 12.2. An overview of the domain specific modelling
language ProcGraph is given in Sect. 12.3, followed by a description of the IDE and
the software engineering process in Sect. 12.4. A sample application implement-
ing the control system for the grinding of calcinated titanium dioxide process is
presented in Sect. 12.5. The chapter concludes with a discussion of theory/practice
issues and the conclusions.

12.2 Modern Approaches and Challenges to Process Control
Software Engineering

In order to improve the engineering of process control software (or systems) sev-
eral state-of-the-art approaches have been proposed. However, none of the proposed
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approaches properly addresses all of the main challenges of the process control do-
main. An overview of the main approaches and challenges is given in the next two
subsections.

12.2.1 State-of-the-Art

The following paragraphs describe the three main groups of state-of-the-art process
control software/system approaches.

Application of the IEC 61499 Standard The most recent standard in industrial
process control and automation systems is IEC 61499 [32], an extension of the ideas
of IEC 61131-3 with support for the design phase and for distributed process control
systems. IEC 61499 compliant programs are based on networks of function blocks
(FBs). Every FB has data inputs and outputs that are used by the algorithms, as well
as event inputs and outputs that are used by the execution control chart (ECC). An
ECC is a specific kind of statechart that defines behaviour through the sequencing
of the algorithm invocations. However, this approach has not been accepted by the
industry due to several deficiencies, e.g., a lack of tool support and reference imple-
mentations [32], powerful market players do not support it [23], and the automatic
generation of code for PLCs is not supported [32]. To the best of our knowledge, no
significant improvement in quality or productivity has been reported, presumably
because it does not cover the analysis phase [10], which in our opinion is its main
deficiency, and it does not introduce any process-centric abstractions on its own.

At this point another approach should be mentioned that is similar to IEC 61499
in terms of the abstractions it uses and its expressive power, namely MATLAB
Simulink/Stateflow. According to [6], there is a natural complementarity between
Simulink/Stateflow and IEC 61499 Function Blocks, where Simulink/Stateflow pro-
vides a nice environment for modelling and simulation of control and embedded
systems, while Function Blocks are good for designing distributed control systems.
On the other hand, Simulink/Stateflow can also be used in the design phase due to
its C or PLC (IEC 61131-3) code-generation feature. However, in our opinion, this
environment, similar to IEC 61499, does not cover the analysis phase and does not
introduce any process-centric abstractions, but is based on design-centric abstrac-
tions. The fact that it is not based on high-level, domain-specific elements on one
hand makes it very general, and on the other results in its elements being at a low
level of abstraction (with regard to a specific domain) and hence more implementa-
tion (programming) than problem oriented.

The Unified Modeling Language Approaches that use the Unified Modeling
Language (UML) e.g., [4, 8, 14, 37] or a combination of UML and IEC 61499,
e.g., [22, 33, 35], have been proposed. UML is a typical representative of General-
Purpose Modelling Languages (GPMLs), which are intended to support modelling
in a larger set of domains that sometimes can be very dissimilar. Consequently,
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GPMLs tend to be extensive, complex and less expressive in a particular domain.
This holds true for UML 2.2 [31], which consists of 14 diagram types and a very
large set of modelling elements. UML can be specialised for a particular domain
or subsets of domains with the UML profiles mechanism. Nevertheless, UML pro-
files are not suitable for use in the process control domain due to the following
deficiencies: they complicate UML even more [16, 24]; they do not (easily) allow
the deletion or omission of parts of the UML metamodel [16]; it is not possible to
fully customise the concrete syntax, mainly because of the existing tools [3, 39];
and the default UML semantics strongly influence and constrain the semantics of
new languages that are defined with UML profiles [21]. In general, process control
software developers are unfamiliar with UML (and UML profiles) and perceive it as
too complex and lacking the necessary expressiveness for this domain.

Model-Driven Engineering The last group of approaches (specific example ap-
proaches are [9, 29, 34]) is based on the idea of Model-Driven Engineering (MDE)
and modelling languages that are defined independently of UML. MDE relies on the
systematic and disciplined use of precise models1 throughout the software/system
lifecycle [25]. The essential idea of MDE is to shift the attention from program code
to models, in a manner that regards models as the primary development artefacts.
MDE employs modelling languages and model transformations which should be
supported by sophisticated software tools. Through the automation of (parts of) the
development process, MDE has the potential to increase productivity and software
quality. Domain-Specific Modelling Languages (DSMLs) [28] enable the modelling
of software and systems using concepts and abstractions that are common to a spe-
cific domain. DSMLs have important advantages (e.g., the inherent reuse of domain
knowledge) compared to GPMLs. Despite the potential of the MDE and DSML con-
cepts, the majority of the specific proposed approaches based on them use device-
centric abstractions, whose negative influences are described in the next subsection.
Several of the representatives are still conceptual and lack support software tools
which would provide automatic PLC code generation.

12.2.2 The Main Challenges of the Process Control Domain

In spite of the relatively large variety of different approaches mentioned above, none
of them has been widely adopted by industry [7] due to their technical limitations,
complexity and, most importantly, inability to properly address the challenges of
the process control domain. These challenges must, in our opinion, be seen as basic
requirements for every software engineering approach in the process control do-
main. According to the literature and our own experience, the main challenges are
as follows:

1The term models in this context does not represent mathematical models but models (mainly
graphical) which are defined with the formalisms that enable modelling of the structure and the
behaviour of software.
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The Use of Adequate Abstractions The process control software should, in our
opinion, be modelled through adequate, process-centric abstractions (e.g., techno-
logical processes, operations, and activities) that expose the goals, i.e., the respon-
sibilities of the parts of the control system under development. Most of the methods
found in the literature do not primarily expose the goals, rather they expose the
means for achieving these goals [12]. These approaches can be considered to be
device-centric, since they most frequently define relevant entities among the tan-
gible entities, i.e., physical devices such as pumps and valves. Such device-centric
models are more complex, less abstract, and introduce implementation details in the
early phases of the development, which hinders the development of an optimal sys-
tem. The main problem of modelling the control system software with equipment
abstractions lies in the resulting high coupling between the software modules, each
controlling a single equipment entity [12].

The Reuse of Artefacts and Knowledge Employing the reuse of high-quality
artefacts and knowledge has the potential to improve process control software engi-
neering. This holds true for the reuse of well-tested and field-proven basic software
blocks and modules performing basic control functions (according to the ISA-88
standard, [1]), which are primarily dedicated to establishing and maintaining a spe-
cific state of process equipment and process variables, and are the same or similar
across a broad range of different processes. On the other hand, most of the process
control software complexity and the needed development effort concern procedural
control, which performs high-level, process-oriented activities, using the elements
of basic control, in order to perform process-oriented tasks. Therefore, reusing el-
ements of procedural control has a much higher potential than reusing elements
of basic control. But, since procedural control varies substantially among individual
projects, the focus should be moved to the reuse of knowledge and artefacts at a high
abstraction level belonging to the early phases of the lifecycle where the similarity
among individual projects is much higher.

Acceptance of Advanced SE Concepts by Process Control Software Developers
Process control software developers are mainly electrical engineers with experience
in the field of PLC programming [30]. The problem is that the developers are pre-
dominantly accustomed to using low-level constructs and languages. It is hard for
them to use more abstract high-level constructs, models and modelling languages,
which are essential for taming the increasing complexity of today’s process control
systems. What makes the situation even worse is that the existing modelling lan-
guages are extensive, complex and too general, which makes them inexpressive in
the process control domain. Consequently, they are hard to use by process control
developers.

Automated Software Engineering During the whole development cycle there
are several activities that can be performed in a routine manner despite their com-
plexity and volume. These activities, which are highly likely to be subject to human
error, are amenable to automation. An empirical study performed by Colla et al. [7]
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has shown that process control software development organisations do not employ
automation during the development lifecycle. It is hard to transform the deliverables
of the early development phases into the implementation of a process control sys-
tem [7], because of the wide semantic gap between the high-level constructs of the
modelling languages and the low-level constructs of the programming languages of
the IEC 61131-3 standard. It is even more difficult to develop automatic transforma-
tions if inexpressive GPMLs such as UML are used. If the specifications are defined
in a purely informal way (either textual or diagrammatic), which is predominant in
the state-of-the-practice, it is impossible to automate the transformation [7].

The approach presented in this chapter addresses the identified challenges in vari-
ous ways in order to increase the long-term possibilities of being adopted by process
control software developers. The main elements of the approach are the domain
specific modelling language ProcGraph, the defined development process and the
tool-support for the (partial) automation of the development process.

12.3 Domain-Specific Modelling Language: ProcGraph

12.3.1 Background

The idea of developing the ProcGraph language was closely related to our experi-
ence gained with the realisation of control systems for demanding industrial pro-
cesses. Our work in this area mainly consists of activities of the early development
phases, such as requirements analysis and specification, and additionally a num-
ber of activities spanning multiple phases, such as quality assurance or verification.
These activities are usually performed in close cooperation with engineering enter-
prises active in the domain of control systems development. Already in the early
1990s we were facing the problem of inappropriate abstractions and notations used
in analysis and specification. Most of the problems that were encountered in this
area originated from the general purpose nature of the methods for system analysis
and specification that were popular at that time, and the CASE (Computer-Aided
Software Engineering) tools supporting these methods. For this reason, we then
started with the introduction of some modifications of the established analysis and
specification methods. For example, we upgraded the well-known and at that time
very popular Ward–Mellor method [38] with a metamodel which introduced do-
main specifics into the method [11]. The upgraded method was successfully applied
in a number of industrial projects. Further development proceeded in the direction
of domain engineering and in this context especially towards the development of a
domain-specific process-oriented modelling language. Since at that time we were
mainly involved in control software development for continuous processes, our em-
phasis in developing the language was placed on the domain of continuous process
control.
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Fig. 12.1 The three models
of continuous process control

12.3.2 The Domain of Continuous Process Control

The domain of process control can be divided into the sub-domains of control of
continuous, sequential, batch and discrete processes. In this chapter the discussion
is limited to the sub-domain of continuous process control. The resulting models are
quite similar to the models for the domains of batch or sequential process control.

12.3.2.1 The Models of the Continuous Process Control Domain

With regard to software, continuous processes are less complex than, for exam-
ple, batch processes. One of the complexity sources in continuous processes lies in
the state-transition nature of the procedural control software. The main complexity
source, however, can be found in reactions to exceptional situations, which should
therefore be considered with particular care while building the conceptual model for
continuous process control software. Figure 12.1 shows the three models which de-
scribe various aspects of continuous process control: the procedural control model,
the physical model and the process model. Between the individual entities of the
three models there is the following relation: the entities of the procedural control
model, in combination with the entities of the physical model (or with their use),
provide process functionality to carry out the entities of the process model. We
adopted these models from [1] and adapted them to continuous processes.
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12.3.2.2 Entities Model

The physical model represents a decomposition of the process equipment to indi-
vidual entities—equipment groups and equipment elements. Each equipment ele-
ment is defined by a corresponding equipment element type, i.e., it is classified into
a proper equipment element type. The physical model contains the basic control.
The purpose of basic control is to achieve and maintain the desired state of the
process equipment or the process. It includes regulatory control and process equip-
ment sequential control and monitoring. The physical model therefore belongs to the
sub-domain of process equipment design and represents the universe of discourse
between the system analyst and the specialists in control technology and process
equipment. Although this part of process control systems may contain very complex
elements (e.g., demanding control loops), it is generally much simpler (from the ap-
plicative software point of view) than the procedural control part of these systems.
One of the main sources of the higher complexity of procedural control software is
its significantly greater variability and consequently the lower availability of corre-
sponding reusable components. On the other hand, for basic control there already
exist libraries of reusable components that are an integral part of the integrated de-
velopment tools for the software development of industrial controllers [27].

At this point let us mention that between the level of basic control and the level
of controlled physical equipment entities there is one more very important level,
namely the level of safety interlocks, which is responsible for personnel and en-
vironmental protection in the event of exceptional situations. This part of control
functions is, by definition, separated from higher level control activities and no
other control activity should intervene between this level and the controlled physical
equipment.

The procedural control model contains the procedural control entities, which are
the most important part of the process control software, since they are responsi-
ble for executing control algorithms by performing process oriented activities. The
highest level procedural control entities are the operations, which perform larger
process-oriented activities, resulting in physical or chemical transformation of the
material or energy. The procedural control model therefore belongs to the sub-
domain of process engineering and represents the universe of discourse between
the system analyst and the process/chemical engineer. Each operation can be de-
composed into concurrent activities (for modelling the implicit concurrency inside
the operation), and each activity may be further decomposed into concurrent sub-
activities. At the lowest level of such decomposition each activity is composed of
actions, which execute process actions by issuing commands to and accepting sig-
nalisations from the basic control.

During the decomposition of the procedural control, particular attention must be
paid to the criteria of good modularisation (high internal cohesion of the entities and
the lowest possible coupling between them). Good modularisation is crucial for the
successful management of the complexity of the control systems development, use
and maintenance.

The conceptual model of continuous process control must also include the hu-
man operator and his interactions with the control system. The model including the
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Fig. 12.2 Connections
between the control system
entities

information flow between the operator, the procedural control, the basic control, the
safety interlocks and the physical equipment entities is shown in Fig. 12.2.

Figure 12.3 shows the conceptual model of the continuous process control do-
main. The model details the relations between the physical model entities and the
procedural control entities using an Entity Relationship (ER) diagram. The defini-
tions of the symbols appearing in the ER diagram are given in Fig. 12.4.

12.3.3 ProcGraph Language Requirements

Due to the aforementioned fact that in procedural control there is much more com-
plexity and variability between the individual applications than is the case in basic
control, the central part of a ProcGraph model should be information about the pro-
cedural control, and not information about the underlying basic control.

In determining the syntax and semantics of the modelling language ProcGraph
we began with the following principal requirements:

1. The language must include elements that are suitable for describing the dynamic
behaviour of reactive systems, since process-control systems are a subset of real-
time systems, and hence reactive systems.
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Fig. 12.3 Entities of the
physical and procedural
control models

2. The highest-level abstractions of the language should be goal-oriented and
problem-oriented, which means that the highest-level model elements should
represent the high-level procedural control entities.

3. The language must be designed so that the coupling between the individual el-
ements of the model is minimised and explicitly visible at a high level in the
model.

Fig. 12.4 Symbol definitions for the ER diagram
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Given the above-listed principal requirements, the following lower level require-
ments were determined. A specific graphic modelling language is needed, including
a smaller number of diagrams, that is closely related to the domain of process con-
trol, especially its procedural control entities. These entities should be the main ele-
ments of the language. The modelling language must also allow for decomposition
of the procedural control entities into new entities at a lower hierarchical level. The
behaviour of the procedural control entities at the lowest hierarchical level should be
described by a variant of an extended finite-state machine (FSM). Another important
aspect in the design of the modelling language that should be properly addressed is
the notation of the synchronisation and the interdependence of the procedural con-
trol entities. The language must support the developer in minimising the coupling
among the procedural control entities, which is the most important attribute of good
modularisation. Other known notations (such as UML and Schlaer–Mellor [26])
implement the synchronisation by inter-object communication, which is too gen-
eral and, in particular, too unlimited. In our view, the modelling language should as
much as possible limit the number of possible types of coupling, i.e., the number
of different types of dependency relations between the procedural control entities.
These dependency relations must, of course, also be part of the graphical notation,
and so appear explicitly and at a very high level in the model. This is, in our opin-
ion, the best way to maintain good control of the number of these dependencies and,
therefore, also to minimise the coupling.

12.3.4 Main Language Elements and Diagram Types

Based on the requirements stated in the previous section, the main information types
and language elements were defined. The ProcGraph language consists of three dif-
ferent diagram types and several processing sequences written in a special symbolic
language or in IEC 61131-3 Structured Text language. The three types of diagrams
are as follows: a procedural control entities diagram (hereinafter referred to as an en-
tities diagram, ED), a procedural control entity state-transition diagram (hereinafter
referred to as a state transition diagram, STD), and a procedural control entities
state-transition dependencies diagram (hereinafter referred to as a state dependen-
cies diagram, SDD).

The graphical part of a ProcGraph model, expressed by means of the three above-
mentioned diagram types, represents a high-level behavioural structure, which has
to be filled with specific, finely granulated processing definitions. Only this pro-
cessing performs the intended functionality of the control system, including equip-
ment control, sequential control and control loops of any kind, while the purpose of
the graphical part of the language is just to provide the high-level, domain-specific
framework that supports an optimal modularisation of the software.

The example excerpts of a ProcGraph model shown in Fig. 12.5 will be used as
an aid to explain the elements of this language.

The root diagram is an entities diagram (ED), which contains Procedural Control
Entities (PCEs) (i.e., operations, activities, or sub-activities) and potential composite
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Fig. 12.5 Schematic structure of a ProcGraph model

dependencies between them. A PCE can be either elementary or a superPCE, which
is decomposed into another ED containing a set of its subPCEs. An example ED
with two elementary PCEs and a composite dependency is shown in the centre of
Fig. 12.5.

The next diagram type is an STD, which defines the behaviour of a particular
elementary PCE. Such a diagram consists of states and transitions, where state hier-
archies of super-states and sub-states in the same diagram are possible. The super-
states are aimed at avoiding the repetition of information by grouping the actions
and/or transitions and/or dependency relations common to a number of (their sub-)
states. The state for which the action sequences are currently being executed is
called an active state. Each PCE has only one active elementary state at a time.
In the case this state is contained in any super-states, then all of them are also active.
An STD is an extended FSM, which differs from other extended FSM variants (e.g.,
Statecharts and a UML state diagram) as regards the following details:
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• it includes two types of states, namely durative and transient;
• the processing is organised into a richer set of action sequence types, namely

entry, loop, exit, transient, always and specific entry (a sequence of the latter
type is located in a transition, but represents the specific entry actions of that
transition’s target state);

• all action sequences have a duration;
• overlapping super-states;
• two transition types (i.e., the transition on event and the transition on completion).

The transition on event, which is denoted by a filled arrowhead, is fired when
the source state of the transition is one of the PCE’s active states and the firing
condition value becomes true. The transition on completion, which is denoted by
an empty arrowhead, is fired when the source state of the transition has finished its
processing. An example STD is shown in the upper-left and another in the upper-
right corner of Fig. 12.5.

All the action sequences are defined either with ProcGraph’s symbolic language2

or with the ST language (which was used in Fig. 12.5) of the IEC 61131-3 standard.
The SDD is an explosion of a composite dependency, which exactly defines the

mutual behaviour dependencies between the two PCEs it connects. An SDD consists
of the STDs of two interdependent PCEs and a set of elementary dependencies. The
lower-left corner of Fig. 12.5 shows an example SDD. A dependency can be either
a conditional dependency, which is denoted by a normal line with a filled arrow-
head, or a propagation dependency, which is denoted by a dashed line with a filled
arrowhead. The transition that is the sink of a conditional dependency can only be
fired when the source state of this dependency is active. For example, in Fig. 12.5
the transition between ‘Stopped’ and ‘Running’ of PCE2 can only be fired if ‘Run-
ning’ is the active state of PCE1. The transition that is the sink of a propagation
dependency is fired when the source state of this transition and the source state of
the dependency are both active. For example, in Fig. 12.5 the transition between
‘Operating’ and ‘Stopped’ of PCE2 is fired when ‘Stopped’ is the active state of
PCE1 and ‘Operating’ is the active state of PCE2.

Three additional features of the SDD are delayed propagations, combined multi-
source dependencies, and proxy states from other STDs. A delayed propagation
occurs with a given delay after the causative event occurs and is denoted by the
symbol �. A multi-source dependency is an incoming conditional or propagational
dependency that is a result of a logical expression containing conditional or prop-
agational dependencies as operands. The symbol for the AND operator is ∧, and
the symbol for the OR operator is ∨. A proxy state from another STD is used to
combine multi-source dependencies from different STDs.

All the behaviour dependencies between two PCEs that are defined in an SDD
are summarised by the shape of a composite dependency, which shows a union of
the defined elementary dependencies. For example, in Fig. 12.5 the composite de-
pendency in the entities diagram shows that between PCE1 and PCE2 there are one

2This language is not presented in this book because it is not supported by the current version of
the IDE. For more information, please see [7].
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or more conditional dependencies in each direction and one or more propagational
dependencies directed from PCE1 to PCE2, which can also be seen in the SDD.

12.3.5 Experiences Related to the Use of ProcGraph

ProcGraph has been successfully used over the last 15 years in more than 20 in-
dustrial projects, ranging in size (expressed in a commonly used number-of-signals-
based metrics) from a couple of hundred to a couple of thousand signals. Some of
the most interesting projects include PVA glue production, resin synthesis in paint
and varnish production and several sub-processes of the titanium dioxide produc-
tion process (ore grinding, ore digestion, hydrolisis, calcinate grinding, gel wash-
ing, chemical treatment, pigment washing, pigment drying, pigment micronisation).
The introduction of the ProcGraph language in the analysis and specification phase
of our development process has had important positive effects, both on the prod-
ucts and on the development process. Product integrity has improved, costs were
reduced (due to the shorter development time) and the documentation is standard-
ised and consistent. The engineering process is more disciplined, and the transfer of
the domain knowledge between the development groups is more efficient.

By introducing the ProcGraph language into our development process, we have
partly addressed the first three of the five challenges listed in the previous section,
i.e., the use of adequate abstractions, the reuse of artefacts and knowledge, and the
acceptance of SE concepts by process control SW developers. However, the lan-
guage was used for the specification of control software on “paper”, and these spec-
ifications had to be manually transformed into PLC code. To really take advantage of
the language, and at least partly address the other challenge of software development
in the process control domain (i.e., automated software engineering) an additional
development step was required. This step comprised the design and implementation
of an IDE for ProcGraph and the definition of the software engineering process sup-
ported by this environment. The IDE and the engineering process will be presented
in the next section.

12.4 The Integrated Development Environment and
the Software Engineering Process

12.4.1 The Integrated Development Environment

The aim of the IDE is to support the process of modelling the procedural control
processing in the form of ProcGraph constructs using appropriate graphical tools,
and to enable automatic code generation from the ProcGraph constructs obtained in
this way. The currently existing IDE is a prototype consisting of a model repository,
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Fig. 12.6 The information flow between the components of the IDE

a model editor and two code generators. The components of the IDE and their in-
teraction for the purpose of automatic PLC code generation are shown in Fig. 12.6.
The sinks of the information flow chain are two external tools that use the gener-
ated code (the development environment for Mitsubishi PLCs and the CoDeSys tool
[36]). The following subsections present each of the mentioned components.

12.4.1.1 Graphical Model Editor

The model editor basically serves as a user interface, with which users (i.e., process
control software engineers) can construct the models through an intuitively under-
standable diagrammatic notation representing domain-specific abstractions. Screen-
shots of the model editor can be seen in the example in Sect. 12.5.
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12.4.1.2 Model Repository

The model repository stores all the necessary data that has to be defined according
to the ProcGraph DSML independently of its representation (i.e., the notation), but
according to the structure of the models. It also has to enable the manipulation and
querying of the ProcGraph models through services which can be invoked by other
components (e.g., a code generator).

The model repository for our IDE was developed with EMF (Eclipse Modelling
Framework) [5], which is the central tool for creating structural model repositories
for the Eclipse platform. EMF automatically generated the model repository for
ProcGraph, based on the formal definition of ProcGraph.

12.4.1.3 Code Generator

The purpose of the code generator is to automatically generate PLC source code
from ProcGraph models. The code generator eliminates human coding errors, which
are common when model transformations are carried out manually by developers.
According to the IEC 61131-3 standard, there are five procedural-imperative pro-
gramming languages which can represent the source code for PLCs: instruction list
(IL), structured text (ST), ladder diagram (LD), function block diagram (FBD) and
sequential function chart (SFC). The model transformation rules of the presented
approach define how the ProcGraph models are transformed into code in a combi-
nation of FBD and ST, which are semantically nearest to the ProcGraph language.
Currently eight high-level model transformation rules have been defined. An exam-
ple of a model transformation rule which defines how STDs are transformed into
the target language is presented in Algorithm 12.1.

Algorithm 12.1 Each STD is transformed into an FBD, where each top-level state
(i.e., a state that has no super-state) is transformed into an FB instance in a separate
network. Because only one elementary state (together with all its super-states) of a
PCE can be active, guards are placed at the beginning of the networks to ensure that
only one FB instance is active at the same time:

• If the FB instance is a transformed elementary state, only one guard (it checks if
this elementary state is the currently active one) is generated.

• If the FB instance is a transformed super-state, then a guard for each of the ele-
mentary sub-states of that super-state is generated (the guards are joined together
with a logical OR).

The code generator was realised in the openArchitectureWare tool [13]. This
tool includes a code generation engine based on code generation templates. A code
generation template consists of a static (i.e., invariant) and a dynamic part. During
the generation process the dynamic parts are filled in with the information that was
queried from the ProcGraph model. Currently our IDE has two code generators: one
for the GX IEC Developer [20] from Mitsubishi, because of our long cooperation
with this company, and one for the PLCOpen format, because it is supported by an
increasing number of PLC IDEs (e.g., CoDeSys [36]).



12 A New Approach to Control Systems Software Development 379

Algorithm 12.2 shows a code generation template excerpt which creates an FBD
for each PCE in the root ED. It first creates a variable for each FB in the VAR
block and then starts to draw the graphical part of the FBD. A separate network is
created for each PCE in the block «FOREACH subEntities AS Entity-».
The function B creates an FB of the type user function block (denoted by B_FB),
with the FB name and the instance name taken from the acronym of the current
PCE queried from the model (denoted by «getAcronym(Entity.name)»), the
x and the y coordinates of the upper-left corner of the FB, and the x (the width of
the FB is calculated dynamically based on the length of the FB acronym, which is
done by invoking the getWidth function) and y coordinates of the lower-right corner
of the FB.

Algorithm 12.2
«DEFINE transformRootEntities FOR procgraph::Entity-»
PROGRAM MAIN_PRG_LD
(∗∗)
(∗∗)

VAR
«FOREACH subEntities AS Entity -»
«getAcronym(Entity.name)»: «getAcronym(Entity.name)»;
«ENDFOREACH-»

END_VAR
‘LD’
BODY

WORKSPACE
NETWORK_LIST_TYPE := NWTYPELD;
ACTIVE_NETWORK := 0;

END_WORKSPACE
«FOREACH subEntities AS Entity-»
NET_WORK

NETWORK_TYPE := NWTYPELD;
NETWORK_LABEL :=;
NETWORK_TITLE :=;
NETWORK_HEIGHT := 6;
NETWORK_BODY

B(B_FB,«getAcronym(Entity.name)»,«getAcronym(Ent
ity.name)»,12,2,2 + «geWidth(getAcronym(Entity.name).
length.toString())»,4,);
L(1,0,1,6);

END_NETWORK_BODY
END_NET_WORK
«ENDFOREACH-»

END_BODY
END_PROGRAM
«ENDDEFINE»
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Fig. 12.7 The software
engineering process

12.4.2 Software Engineering Process

The process control software engineering process is composed of the development
activities that are shown in Fig. 12.7, and relies on the provided IDE. The inputs
into this process are the requirements for the process control system/software. The
requirements that are needed by the presented approach consist of a Piping and
Instrumentation Diagram (P&ID) according to ISA S5.1 [2], and supporting docu-
ments (e.g., informal functionality and safety requirements).

The next subsections describe each development activity.

12.4.2.1 Structural Modelling

At the beginning of the structural modelling development activity we analyse the re-
quirements to identify the main operations that should control the considered tech-
nological process. Each operation should be named according to the goal it pursues.
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The next step is the device allocation for each operation. To avoid potential prob-
lems, each equipment entity should be controlled by only one operation. The initial
operation list and their allocated equipment entities may and probably will change
during the development process. Essentially, the operations of the technological pro-
cess were chosen well if they are highly cohesive and weakly coupled.

After the operations have been identified, the complex or extensive ones should
be decomposed into activities and, if needed, further into sub-activities that have
behaviour which is moderately complex and consequently not hard to manage.

In the ProcGraph IDE, all the identified operations (represented by top-level
PCEs) are placed in the root ED and all the interdependent operation pairs are con-
nected with composite dependencies. However, it is often not clear in the beginning
which operations (if any at all) are interdependent. Therefore, these composite de-
pendencies can also be drawn later, when they emerge during the modelling of the
behaviour.

The result of this development activity is a partial ProcGraph model, with one or
more initial EDs.

12.4.2.2 Modelling of Behaviour

Each elementary PCE has to be described by a STD, which defines the states of the
PCE and the transitions between them. Typically, we start building the STD with
a set of typical or standard states which comprises the elementary states Stopped,
Starting, Running, Stopping and Fast Stopping, and the corresponding transitions.
Once the needed typical states and transitions are introduced, the investigation of the
information (of various kinds) that is common to more states results in the introduc-
tion of some super-states in order to avoid the repetition of information. The next
task is to define the detailed behaviour through the action sequences of the states
and transitions and the causes of the transitions. The action sequences define the
processing needed to achieve a process-oriented goal, which is achieved by using
the functions of individual devices as the means to achieve that goal. Note that the
current IDE prototype supports the definition of the action sequences through the
ST language.

The deliverable of this development activity is a refined ProcGraph model, with
information about the independent behaviour of the identified software parts.

12.4.2.3 Modelling of Interdependent Behaviour

The aim of this development activity is to define the interdependent behaviour be-
tween pairs of elementary PCEs that are behaviourally dependent, which is mod-
elled with SDDs. The system analyst first has to draw a composite dependency in
the ED between the two interdependent elementary PCEs and then explode this de-
pendency into a SDD.

The deliverable of this development activity is a complete model, which is used
for code generation.
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12.4.2.4 Code Generation

In this development activity, the code for a selected PLC platform (family or ven-
dor) is automatically generated. The generated code is in the import format of the
selected target PLC development environment. The currently developed code gen-
erators are mentioned in Sect. 12.4.1.3.

12.4.2.5 Testing

The last development activity is testing, which can be started after the generated
code is imported into the target PLC development environment, where it is com-
piled and then downloaded onto the target platform. In this development activity an
appropriate testing technique for PLCs (e.g., [17, 18]) should be followed. Our IDE
and approach do not support reverse engineering, which means that all the changes
in the code that are made manually are lost during the code regeneration. Therefore,
it is recommended that the necessary changes are always made in the model, from
which the code is then regenerated.

12.5 Sample Application

This section presents an example of applying the proposed approach to a process
control scenario taken from an industrial project. The considered project is one of
the above-mentioned in which the ProcGraph language was used in a “manual”
manner (without tool support). In this section we present the reengineering of the
considered project by using the extended approach and the new IDE. The exam-
ple is presented through the development process activities that are described in
Sect. 12.4.2.

12.5.1 Process Description and Control System Requirements

The aim of the project was to develop control software3 for the grinding of calci-
nated titanium dioxide (or calcinate, in short), which is a sub-process of titanium
dioxide (TiO2) production. This system contained around 50 devices that included
nearly 400 signals. The requirements for this system were supplied in the form of
a P&ID, a signal list and an informal description of the functionality and the safety
requirements. The simplified P&ID in Fig. 12.8, which is stripped of information
about the devices and signals, shows a schematic of the technological process.

3Note that only software for procedural control is considered. Closed loop control is in this case
limited to only a few simple control loops and will not be treated.
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Fig. 12.8 Simplified technological scheme of the calcinate grinding sub-process

The calcinate grinding sub-process starts with the storage of the cooled calci-
nate in six silos, denoted as silos A1–A6. From each of these silos the material can
be transported by means of vibrating sieves B1–B6, rotary valves C1–C6, screw-
conveyors D1–D4, F, G, H and I, and elevators E1 and E2 into the intermediate
silo J1. Any combination of the silos can be included in the calcinate dosing at a
given time and the amount of material dosed from a particular silo can be controlled
by the rotation speed of the rotary valves C1–C6. From the intermediate silo J1 the
calcinate is pneumatically transported (powered by the rotary valve L and the fan K)
to the silo N. The air flow provided by the fan R transports the grounded pigment
from the mill into the selector Q, where the coarse fraction of the pigment is sepa-
rated and fed back into the mill. The ground pigment is pneumatically transported
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Fig. 12.9 The initial root ED for the sample process

into the bag filter S, where it is separated from the air. The ground pigment that
is caught in the bag filter S is transported with the screw-conveyors T1, T2 and U
through a double-hatch chamber (DHC) V to the screw-conveyors W and X, which
transport it to the next sub-process (of the TiO2 production process).

12.5.2 Development with the Proposed Approach

Due to the limited page space for this example, it is not possible to present it in its
entirety; instead we had to choose between complete coverage with a few details
(a broad and shallow approach) and partial coverage with more details (a narrow
and deep approach). In order to give the reader the best possible insight into the
presented system, we decided to show the high level view of all operations. The
operations are elaborated to the level of individual STDs and SDDs, without detailed
specification of the processing, except for one activity, for which we present excerpts
of its low-level processing (through listings). Omitting the low-level details should
not hinder a general understanding of the system considered.

We start with the construction of EDs. First we analyse the requirements and
identify four operations of the calcinate grinding process, which are then placed in
the initial root ED (Fig. 12.9): ‘Input material transport’ (using equipment A1 to I),
‘Pneumatic transport’ (using equipment J to M), ‘Grinding’ (using equipment N to
R) and ‘End product transport’ (using equipment S to X). We decompose the ‘Input
material transport’ and the ‘End product transport’ operations into activities that are
placed in their respective subEDs. The reason why the ‘Input material transport’
is decomposed is the requirement “enable dosing an optional amount of the mate-
rial from each silo among an arbitrary combination of them; also enable changing
the combination of silos and their dosing speeds at any time”. The ‘End product
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Fig. 12.10 The subED of the ‘Input material transport’ operation

transport’ operation is decomposed according to the guideline that suggests the sep-
aration of cyclical behaviour and periodical behaviour into a main activity and an
auxiliary activity. As mentioned above, we present only the high level view of all
operations, while the only PCE for which we present the excerpts (through listings)
that specify a part of the processing is one of the activities of ‘Input material trans-
port’.

The ‘Input material transport’ operation is decomposed into the ‘Input material
transport–Left’ and ‘Input material transport–Right’ activities, which are shown in
the subED in Fig. 12.10. Each of them presents one side of the ‘Input material
transport’ operation.

The ‘Input material transport–Left’ activity is decomposed into four sub-
activities (which are placed in the initial subED in Fig. 12.11), where the ‘Screw-
conveyor transport–L’ sub-activity controls the transport path (consisting of screw-
conveyors) into the next operation and each of the other three sub-activities perform
the input of the calcinate from the three corresponding silos. It is assumed that
each of the three material inputs has certain dependency relations with the ‘Screw-
conveyor transport’ activity, but since the type of relation is not yet known, it is
represented by “undefined-shape” (thick grey) connections in Fig. 12.11. Since the
decomposition of the ‘Input material transport–Right’ activity from Fig. 12.10 is
analogous to one of the ‘Input material transport–Left’ activities, its subED is nei-
ther shown nor discussed.

The ‘Screw-conveyor transport–L’ activity in Fig. 12.11 is not further decom-
posed into sub-activities (in other words, it is an elementary PCE); therefore the
next step is to define its behaviour. This is done with the STD in Fig. 12.12, which
was gradually constructed. Initially, the typical states and transitions, including the
‘Operating’ super-state, are placed in the diagram. Because the transition into ‘Stop-
ping’ in this case is possible both from ‘Starting’ and ‘Running’, they are enclosed
in the ‘Executing’ super-state to avoid the repetition of information.

At this point, it is time for the system analyst (or control software developer)
to specify the operation’s detailed behaviour by defining the state action sequences
and the transition causes and action sequences expressed in the ST language. To
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Fig. 12.11 The initial subED
of the ‘Input material
transport–Left’ activity

Fig. 12.12 The STD of
‘Screw-conveyor transport–L’

demonstrate this, we present two state and one transition condition definitions for
‘Screw-conveyor transport–L’, namely the processing of the transient states ‘Start-
ing’ and ‘Stopping’, and the conditions for the transition from the ‘Operating’ state
to the ‘Fast stopping’ state.

The processing of the ‘Starting’ state, defined in Algorithm 12.3, sequentially
turns on a set of devices and waits for confirmation of their activation by checking
if their state is on and their drive shafts are rotating. These devices are the screw-
conveyors G (M517) and F (M516), the elevator E1 (M659), and the screw-conveyor
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D2 (M528). G, however, is turned on only if the destination silo is the silo J1 and
not the silo J2, which is given by the PP_SCTL_Dest parameter. The inability of
any of the listed devices to become activated in the expected time requires the auto-
stopping of ‘Screw-conveyor transport–L’. The possible causes for this are device
failure, its non-remote-auto mode, or an interlock. Since these causes have to be de-
tected not only in the Starting state, but also in the states Running and Stopping, this
detection is assigned to their super-state ‘Operating’, more precisely to the condition
of its transition to the ‘Fast stopping’ state (which is defined in Algorithm 12.5).

Algorithm 12.3
TRANSIENT:

CASE StepCounter OF
0: (∗ Check if the destination is the Silo J1∗)

IF (PP_SCTL_Dest = J1Silo) THEN

(∗ Turn on screw-conveyor G∗)
M517_Command := ON;

(∗ Check if screw-conveyor G is turned on and is rotating ∗)
IF(M517_State = ON AND M517_Rotation = ON) THEN

StepCounter := StepCounter + 1;
END_IF;

ELSE
StepCounter := StepCounter + 1;

END_IF;
1: (∗ Turn on screw-conveyor F∗)

M516_Command := ON;

(∗ Check if screw-conveyor F is turned on and is rotating ∗)
IF(M516_State = ON AND M516_Rotation = ON) THEN

StepCounter := StepCounter + 1;
END_IF;

2: (∗ Turn on elevator E1∗)
M659_Command := ON;

(∗ Check if elevator E1 is turned on and is rotating ∗)
IF(M659_State = ON AND M659_Rotation = ON) THEN

StepCounter := StepCounter + 1;
END_IF;

3: (∗ Turn on screw-conveyor D2∗)
M528_Command := ON;

(∗ Check if screw-conveyor D2 is turned on and is rotating ∗)
IF(M528_State = ON AND M528_Rotation = ON) THEN

StepCounter := −1;
END_IF;

END_CASE;
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The processing of the ‘Stopping’ state, defined in Algorithm 12.4, sequentially
turns off each device in the set and waits for confirmation that the current device is
turned off. The devices in this set are the screw-conveyor D2 (M528), the elevator
E1 (M659) and the screw-conveyors F (M516) and G (M517). After turning off D2,
E1 and F, there is a delay to allow complete emptying of the succeeding transporting
device, where the duration of each delay is given by the corresponding parameter
(e.g., PP_SCTL_OffDelayM528AndM659 for D2). The delay after turning off F,
however, occurs only if J1 is the destination silo.

Algorithm 12.4
TRANSIENT:

CASE StepCounter OF
0: (∗ Turn off screw-conveyor D2∗)

M528_Command := OFF;

(∗ Check if screw-conveyor D2 is turned off ∗)
IF(M528_State = OFF) THEN

StepCounter := StepCounter + 1;
END_IF;

1: (∗ Start delay timer ∗)
DelayTimer(IN := TRUE, PT := PP_SCTL_OffDelayM528AndM659, );

(∗ Check if the timer ran out ∗)
IF(DelayTimer.Q) THEN

StepCounter := StepCounter + 1;
END_IF;

2: (∗ Turn off elevator E1∗)
M659_Command := OFF;
(∗ Check if elevator E1 is turned off ∗)
IF(M659_State = OFF) THEN

StepCounter := StepCounter + 1;
END_IF;

3: (∗ Start delay timer ∗)
DelayTimer(IN := TRUE, PT := PP_SCTL_OffDelayM527AndM659, );

(∗ Check if the timer ran out ∗)
IF(DelayTimer.Q) THEN

StepCounter := StepCounter + 1;
END_IF;

4: (∗ Turn off screw-conveyor F∗)
M516_Command := OFF;

(∗ Check if screw-conveyor F is turned off ∗)
IF(M516_State = OFF) THEN

StepCounter := StepCounter + 1;
END_IF;
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5: (∗ Check if the destination is the Silo J1∗)
IF (PP_SCTL_Dest = J1Silo) THEN

(∗ Start delay timer ∗)
DelayTimer(IN := TRUE, PT :=
PP_SCTL_OffDelayM516AndM517, );

(∗ Check if the timer ran out ∗)
IF(DelayTimer.Q) THEN

StepCounter := StepCounter + 1;
END_IF;

ELSE
StepCounter := StepCounter + 1;

END_IF;

6: (∗ Turn off screw-conveyor G∗)
M517_Command := OFF;

(∗ Check if screw-conveyor G is turned off∗)
IF(M517_State = OFF) THEN

StepCounter := −1;
END_IF;

END_CASE;

Algorithm 12.5 specifies the auto-stopping conditions of the ‘Screw-conveyor
transport–L’, which are detected in the ‘Operating’ state, precisely as it checks the
condition for the transition to the ‘Fast stopping’ state. These failures are: the main
switch is turned off, J1 is the destination silo and it is full (detected by the LS33809
sensor), or any of the material transporting devices (G when J1 is the destination
silo, D2, E1 and F) is either not in remote-auto mode, its state is error or locked, or
it is not rotating when its state is on.

Algorithm 12.5
CAUSE:

HS36890 = OFF OR
(PP_SCTL_Dest = J1Silo AND LS33809 = ON) OR
(PP_SCTL_Dest = J1Silo AND

(M517_Mode <> RemoteAuto OR M517_State = Error
OR M517_State = Locked OR (M517_State = ON AND
517_Rotation = OFF))) OR

(M528_Mode <> RemoteAuto OR M528_State = Error
OR M528_State = Locked OR (M528_State = ON AND
M528_Rotation = OFF)) OR

(M659_Mode <> RemoteAuto OR M659_State = Error
OR M659_State = Locked OR (M659_State = ON AND
M659_Rotation = OFF)) OR
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(M516_Mode <> RemoteAuto OR M516_State = Error
OR M516_State = Locked OR (M516_State = ON AND
M516_Rotation = OFF));

ACTIONS:
(∗ empty ∗)

The ‘1st input of material–L’ sub-activity from Fig. 12.11 is further decom-
posed into an initial subED (shown in Fig. 12.13), which includes the ‘1st input
of material–L–Core’ main (cyclical) sub-activity and the ‘Rotary valve control–1L’
auxiliary (periodical) sub-activity. A composite dependency between these PCEs is
drawn whose SDD is not yet defined, and therefore it has an “undefined shape”.
Based on the composite dependencies that are defined in Fig. 12.11, we also added
‘Screw-conveyor transport–L’ as a PCE proxy (i.e., an element that references the
original activity, which is defined in the subED from Fig. 12.11) and connected it
with a composite dependency to the ‘1st input of material–L–Core’ sub-activity.
SubEDs analogous to those shown in Fig. 12.11 are also created for the ‘2nd input
of material–L’ and ‘3rd input of material–L’ sub-activities.

The next step is to define the behaviour of the ‘1st input of material–L–Core’
sub-activity with the STD shown in Fig. 12.14. After adding the standard states and
transitions in the STD, three special states are added, i.e., ‘Starting–rotary valve
on’, ‘Stopping–rotary valve off’, and ‘Starting of ‘Screw-conveyor transport–L”.
The former two states are introduced to separate both starting and stopping into two
states, at the point where the auxiliary activity has to be started and stopped. This
separation enables the realisation of the starting and stopping by means of the propa-
gation dependency mechanism. The ‘Starting of ‘Screw-conveyor transport–L” state
is only a pure synchronisation state with empty action sequences, which only serves
the purpose of issuing the start command to the ‘Screw-conveyor transport–L’ ac-
tivity and then waiting for it to run, which is done by means of two propagation
dependencies (one in each direction).

An investigation of specific auto-stopping causes reveals that the starting states
have the same specific auto-stopping causes; therefore a ‘Starting’ super-state with
one common auto-stopping transition is introduced.

The STD in Fig. 12.15 defines the behaviour of the ‘Rotary valve control–1L’
auxiliary periodic activity.

The next development step is the modelling of the interdependent behaviour be-
tween the sub-activities ‘Rotary valve control–1L’ and ‘1st input of material–L–
Core’. This is done with the SDD in Fig. 12.16, which defines how ‘1st input of
material–L–Core’ turns on the ‘Rotary valve control–1L’ auxiliary activity by being
in the ‘Starting–rotary valve on’ state, and stops it by being in the ‘Fast stopping’ or
the ‘Stopping–rotary valve off’ state. If the IDE supports overlapping super-states,
which is envisaged for future versions, the ‘Fast stopping’ and ‘Stopping–rotary
valve off’ states could be included in a new super-state. In that case, only one prop-
agation dependency from this super-state would be enough to stop ‘Rotary valve
control–1L’ instead of the current two.
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Fig. 12.13 The initial subED of the ‘1st input of material–L’ activity

Fig. 12.14 The STD of ‘1st
input of material–L–Core’
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Fig. 12.15 The initial STD
of ‘Rotary valve control–1L’

Next is the modelling of the interdependencies between the ‘1st input of
material–L–Core’ sub-activity and the ‘Screw-conveyor transport–L’ activity, which
is accomplished with the SDD in Fig. 12.17. The ‘1st input of material–L–Core’ can
only be started when ‘Screw-conveyor transport–L’ is not changing the state from
‘Stopped’ to ‘Running’ or vice versa (due to a previous propagation from ‘1st input
of material–L–Core’, since this is the only possible cause of such transition). Dur-
ing the starting of the ‘1st input of material–L–Core’ activity, the ‘Screw-conveyor
transport–L’ activity also has to be started by means of two-way propagation de-
pendencies. When all material input activities (‘1st input of material–L–Core’, ‘2nd
input of material–L–Core’, and ‘3rd input of material–L–Core’) become stopped,
this propagates into the stopping of the ‘Screw-conveyor transport–L’ activity. The
‘Fast stopping’ state of the ‘Screw-conveyor transport–L’ activity causes (i.e., it is
propagated into) the fast stopping of the ‘1st input of material–L–Core’ activity.

A consequence of defining the interdependencies with the SDDs in Fig. 12.16
and Fig. 12.17 are changes to the EDs containing the composite dependencies that
explode into these SDDs. Concretely, the initial subED from Fig. 12.13 changes
into the final subED in Fig. 12.18, which now has two defined composite depen-
dencies. These composite dependencies now have an appearance that shows the
union of the elementary dependencies that are defined in their respective SDDs.
The composite dependencies that span over various hierarchies of EDs change their
appearance on all hierarchy levels. Concretely, the composite dependency between
‘Screw-conveyor transport–L’ and ‘1st input of material–L–Core’ also changes its
appearance in the ED in which the ‘Screw-conveyor transport–L’ is defined. After
the two other input material sub-activities (‘2nd input of material–L’ and ‘3rd input
of material–L’) are defined in the same way as ‘1st input of material–L’, the initial
ED in Fig. 12.11 changes to the final one in Fig. 12.19.
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Fig. 12.16 The SDD showing the dependencies between the sub-activities ‘Rotary valve con-
trol–1L’ and ‘1st input of material–L–Core’

The next operation to be defined is the ‘Pneumatic transport’ operation. This
operation is not decomposed into activities; therefore it is already possible to define
its behaviour, which is done with the STD in Fig. 12.20. After introducing the typical
states and transitions, the requirements are studied to identify additional states. Two
different running states are added, whereby cases in which a too high pressure failure
is detected (caused by an obstruction) are handled within the ‘High pressure’ state,
which addresses the failure by closing the rotary valve L.

The starting and stopping sequences are each split into two elementary states
which check different alarm conditions. Because two of the created states
(‘Starting–full alarms’ and ‘Stopping–alarms’) and the state ‘Running’ have a com-
mon set of alarm conditions, these three states are enclosed in the ‘Operating–
alarms’ super-state.

Each starting state has specific auto-stopping causes, therefore they both have
their own additional transition to ‘Fast stopping’.
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Fig. 12.17 The SDD of the composite dependency between the sub-activities ‘1st input of mate-
rial–L–Core’ and ‘Screw-conveyor transport–L’

The behaviour of the ‘Grinding’ operation is specified with its final STD in
Fig. 12.21. After inserting the standard states and the transitions between them,
the specific requirements of this operation are studied and we discover that this
operation needs two different running modes. Therefore, ‘Normal operation’ and
‘Minimal load operation’ sub-states are introduced. The latter is used to handle a
situation in which an obstruction in the mill or in the pneumatic transport occurs,
which requires the temporary stopping of the mill-feeding screw-conveyor. Another
requirement is that this operation should not be turned on after a shutdown for the
time interval given by a parameter (around 2 minutes). The easiest way to ensure
this is to introduce two ‘Stopped’ sub-states: ‘Stopped–start disabled’, which be-
comes active first and ‘Stopped–start enabled’, which becomes active automatically
after the required delay has run out.

Next, it becomes clear that some of the ‘Operating’ sub-states have common sets
of additional failures; therefore they are enclosed in the super-state ‘Additional AS’.
Notice that the ‘Starting’ state is split into the ‘Starting 1st part’ and ‘Starting 2nd
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Fig. 12.18 The final subED of the ‘1st input of material–L’ activity

Fig. 12.19 The final subED
of the ‘Input material
transport–Left’ activity

part’, because the latter has additional auto-stopping causes. The ‘Normal opera-
tion’ state has even more additional auto-stopping causes, therefore it gets its own
transition to the ‘Fast stopping’ state.

The ‘Stopping’ state is split into two separate states that should be monitored by
different alarms. After looking at the commonalty of the alarms, two super-states
are introduced: ‘All states’, which means that there is a subset of alarms that have
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Fig. 12.20 The STD of the ‘Pneumatic transport’ operation

to be monitored in all states of the ‘Grinding’ operation, and ‘Operating–alarms’,
which covers additional specific common alarms.

The operation ‘End product transport’ is decomposed into two activities, which
are shown in the initial subED in Fig. 12.22. Because the ‘End product transport–
Core’ main activity controls the ‘DHC control’ auxiliary activity, they are connected
with a composite dependency. However, currently it is not yet clear which states of
the main activity will influence which transitions of the auxiliary activity, because
the behaviour of the activities is not yet defined. Therefore, the composite depen-
dency has an “undefined shape” (the thick grey connecting line in Fig. 12.22).

The final STD of ‘End product transport–Core’ is depicted in Fig. 12.23. Af-
ter adding the typical states and transitions, an investigation of the specific auto-
stopping causes reveals the need for a transition from ‘Starting’ to ‘Fast stopping’.
‘Starting–DHC off’ and ‘Starting–DHC on’ states and two mirror stopping states are
created for the purpose of issuing commands (through propagation dependencies)
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Fig. 12.21 The final STD of the ‘Grinding’ operation

to the ‘DHC control’ auxiliary activity. After looking if states have specific alarms,
the ‘Stopping–DHC on–alarms’ state and the ‘Operating–alarms’ super-state are
created.

The STD of the ‘DHC control’ activity shown in Fig. 12.24 is simple, because it
has only two states.

The next development step is the modelling of the interdependent behaviour (see
Sect. 12.4.2.3). The SDD in Fig. 12.25 defines that the ‘End product transport–Core’
main activity turns the ‘DHC control’ on and off through three propagation depen-
dencies. Two propagation dependencies ensure that the ‘DHC control’ is turned off
when ‘End product transport–Core’ is being stopped.
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Fig. 12.22 The initial subED
of the ‘End product transport’
operation

Fig. 12.23 The final STD of
the ‘End product
transport–Core’ activity

Because the emergent model and the requirements reveal that ‘Grinding’ and
‘End product transport–Core’ are interdependent, we add a composite dependency
between them and define the SDD in Fig. 12.26. We can see that the ‘End product
transport–Core’ has to be running before ‘Grinding’ can begin its transition to its
first starting state. On the other hand, the ‘End product transport–Core’ can only go
into its first stopping state when ‘Grinding’ is stopped, except when ‘End product
transport–Core’ goes into fast stopping, which must then be followed by fast stop-
ping of the ‘Grinding’ operation. In other words, this interdependency simply means
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Fig. 12.24 The STD of the
‘DHC control’ activity

that ‘Grinding’ is only allowed to operate if ‘End product transport–Core’ is in the
‘Running’ state.

After all the SDDs are defined, the composite dependencies in the initial root
ED (Fig. 12.9) and the initial subED of ‘End product transport’ (Fig. 12.22) change

Fig. 12.25 The SDD showing the dependencies between the ‘DHC control’ and ‘End product
transport–Core’ activities
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Fig. 12.26 The SDD showing the dependencies between the ‘Grinding’ and ‘End product trans-
port–Core’ activities

their appearance to show the union of the elementary dependencies which are de-
fined in the SDDs. We can see that ‘Grinding’ is now present in the subED (in
Fig. 12.27) as a PCE proxy that references the original PCE, which is defined in
the root ED (in Fig. 12.9). Consequently, the composite dependency between ‘End
product transport–Core’ and ‘Grinding’, which actually spans across two hierarchy
levels, also becomes visible in the root ED (in Fig. 12.28).

After the whole model is defined and validated to ensure its completeness and
conformity to the constraints, the code can be automatically generated (according to
the rules mentioned in Sect. 12.4.1.3). For this example, we selected the generator
for Mitsubishi PLCs. Because there are no demands for critical response times in
this example, it is appropriate that the generated software be executed only on one
PLC and in only one task. Figure 12.29 contains a screenshot of the Mitsubishi IDE
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Fig. 12.27 The final subED
of the ‘End product transport’
ED

Fig. 12.28 The final root ED
of the example process

showing the top-level code that is generated from the STD in Fig. 12.23. The men-
tioned STD is transformed into an FBD according to the transformation rules of
the approach presented. In the FBD we see three networks, each with one FB in-
stance. This corresponds to the number of top-level states of the source STD. It is
visible that the ‘EPTC_Stopped’ and ‘EPTC_FastStopping’ FBs are active when
the respective state from which they are transformed is the active state of the EPTC
FBD (which is a transformation of the ‘End product transport–Core’ activity). The
‘EPTC_Operating’ FB instance is active when any of the elementary sub-states of
the super-state from which it is transformed is the active state.

12.5.3 Evaluation of Results

The aim of the presented example was to illustrate the software development pro-
cess based on the high level, domain-specific, process-oriented modelling language
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Fig. 12.29 A screenshot of the generated project showing an open EPTC FBD that is the transfor-
mation of the STD from Fig. 12.23

ProcGraph and the supporting IDE. The technological process under consideration
is a mid-size and mid-complexity continuous process, and thus not very simple,
however, we have shown that it can be mastered in a very transparent and easy way
using elegant graphical specifications. The advantages of the approach could be bet-
ter expressed if direct comparison with traditional PLC software development of the
same process was possible where the productivity of the development and quality
of the obtained SW would be compared in quantitative terms. This is unfortunately
not the case. What we can do is to compare the different development paradigms of
the traditional approach and the proposed new approach. This can be accomplished
on the basis of our own experience in industrial process software development and
experience gained during many years of cooperation with process software devel-
opment SMEs.

Let us start with the traditional approach, which usually has the following phases:
analysis-specification, coding, off-site testing, on-site testing and delivery. Typically
the analysis-specification phase delivers an informal specification document, written
in plain text, which is very difficult to understand, verify and transform correctly
into program code. As a result, there is a large number of errors in the program
code originating from both the analysis/specification and the coding phases, which
are discovered only during the on-site testing phase, which is doubtless the most
expensive method of producing correct software. Hence, this type of development
paradigm could be characterised as a “construct by correction” process.

As the opposite of the process described above, the process based on the Proc-
Graph modelling language results in a specification that is formal and at the same
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time transparent, understandable and elegant. This specification offers the required
expressive power allowing efficient analysis and communication between the ana-
lyst and the process engineers. Furthermore, the specification can be verified (for-
mally or informally, by reviews) and achieve a high degree of correctness. Finally, it
can be routinely transformed into the program code, allowing the code to be verified
(again formally or informally) and to reduce (according to our experience in some
projects) between 90 % and 100 % of errors introduced by coding. Hence, this type
of development paradigm could be characterised as a “correct by construction” pro-
cess. The automatic transformation of the ProcGraph models into code which has
been developed so far confirms that it is realistic to expect the elimination of the rou-
tine and error-prone manual transformation activity and consequently a reduction in
the number of coding errors to zero.

12.6 Issues Related to Using the Approach in Real Projects

Based on the reports of the end-users and our previous experience in developing
process control software, the presented approach provides a number of benefits,
including improved software quality, improved productivity, improved communica-
tion and interaction between the development participants, platform independence,
etc.

However, using the approach in practice has revealed some drawbacks and limi-
tations which can also be seen as points where it can be improved. Let us mention
some of them.

While the use of DSMLs results in the reuse of knowledge, it does not by itself
help to raise the degree of the reusability of components and the non-repetition of in-
formation, which have significant potential to improve the presented approach. This
improvement could be achieved by the introduction of object-oriented procedural
control and libraries of reusable components. These libraries could be introduced in
the area of procedural control (a library of reusable procedural control entities) as
well as in the area of basic control (a library of reusable equipment entities). In the
area of basic control, this would be rather straightforward (similar libraries already
exist in commercial tools, e.g., PCS7 [27]), while in the area of procedural control
this would be much more demanding, due to the great diversity of procedural con-
trol entities among different projects. However, reusing procedural control entities
has a much greater economic potential than reusing basic control entities due to the
much higher complexity of procedural control compared to basic control.

The presented approach in its current state does not include any automatic veri-
fication tool for various properties of the modelled software (e.g., safety properties,
liveliness, or the absence of deadlocks). The development of such a tool could bring
with it significant further improvement of the quality of the generated code, there-
fore this will be one of our main future research and development directions.

Since ProcGraph is a high-level, domain-specific and process-oriented modelling
language, its elements have rather high expressive power. However, there are var-
ious points in the language definition where the expressive power could be raised.
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Based on our experience, we identified some new language elements which would
be useful, such as history states or additional real-time language constructs, e.g., the
specification of deadlines. Furthermore, an important improvement would be to pro-
vide automatic support for developers in determining appropriate procedural control
entities, based on requirements documentation, for example P&ID diagrams.

In the current version of the presented approach, the software-to-hardware map-
ping is performed manually, without any distributed systems support. Such support
could be carried out by adopting an existing formalism or developing a new formal-
ism which would enable the modelling of the software-to-hardware mapping.

Perhaps the most important challenge of using the presented approach in real
projects lies in its understanding and acceptance by developers. As already men-
tioned, process control software developers are mainly electrical engineers, predom-
inantly accustomed to using low-level constructs and languages, and often reluctant
to use more abstract high-level constructs, models and modelling languages. There-
fore, in our opinion, based on our experience with real projects and real people, it is
of key importance to ensure that new developers receive proper training and mentor-
ing, possibly at the very beginning of their professional careers. That would prevent
them from acquiring improper development patterns, which are ever more difficult
to eliminate once the acquisition of proper practices is delayed.

12.7 Conclusion

A new approach to process control software engineering was presented. It is based
on the innovative domain-specific, process-oriented modelling language ProcGraph
and an integrated development environment which includes automatic code gener-
ation for the PLC platform. The approach is aligned with the issues of the process
control domain and aims to overcome several weaknesses of the state-of-the-art ap-
proaches.

The main benefits of the approach are improved software quality, improved pro-
ductivity, improved communication and interaction between the members of the
development team, and platform independence. The presented approach also has
some drawbacks and open issues. These include the following: a lack of tool sup-
port for the reusability of the procedural control entities, no automatic verification is
provided in the current version and the rather demanding determination of the right
set of procedural control entities, which opens a new research direction with re-
gard to the automatic generation of ProcGraph models based on users requirements
documentation.
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