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Abstract

In this article, we study the tools and method-
ologies for the analysis and design of control
systems in the presence of random uncertainty.
For analysis, the methods are largely based on
the Monte Carlo simulation approach, while for
design new randomized algorithms have been de-
veloped. These methods have been successfully
employed in various application areas, which in-
clude systems biology; aerospace control; control
of hard disk drives; high-speed networks; quan-
tized, embedded, and electric circuits; structural
design; and automotive and driver assistance.
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Preliminaries

Randomized methods for control deal with the
design of uncertain and complex systems. They

have been originally developed for linear sys-
tems affected by structured uncertainty, usually
expressed in the so-called M � � configuration.
A similar approach may be followed when deal-
ing with uncertainty in other contexts, such as
uncertainty in the environment (random distur-
bances) or even when there is no uncertainty in
the problem formulation, but the complexity of
the problem is such that randomized methods
may be the best approach, since these methods
are known to break the curse of dimensionality,
see Tempo et al. (2013) for details.

For the sake of simplicity, we consider here an
uncertain plant transfer function P.s; q/ affected
by parametric uncertainty

q D Œq1 : : : q`�
T

bounded in a set Q � R`. The objective is to
design the parameters � 2 Rn of a controller
transfer function C.s; �/ so to guarantee robustly
some desired performance. This is reformulated
as the problem of finding a design satisfying some
uncertain constraints of the form

f .�; q/ � for all q 2 Q:

In other words, the goal is to design a robust con-
troller which satisfies the uncertain constraints.
Specific examples of these constraints include an
H1 or H2 norm bound on the closed-loop sensi-
tivity function or time-domain specifications.

Since this objective may be too hard to achieve
in many situations, we are relaxing it as follows:
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we would like to design controller parameters � 2
Rn such that a certain violation is allowed, i.e.,

�
f .�; q/ � 0 for all q 2 QgoodI
f .�; q/ > 0 for all q 2 Qbad

where the good and bad sets satisfy the equations

�
Qgood [ Qbad D QI
Qgood \ Qbad D Ø;

and the goal is to guarantee that the bad set Qbad

is “small” enough. To state this concept more pre-
cisely, we assume that q 2 Q is a random vector
with given probability density function (pdf), and
we introduce the probability of violation and the
controller reliability.

Definition 1 (Probability of Violation and Re-
liability) The probability of violation for the
controller parameters � 2 Rn is defined as

V .�/ PDProb fq 2 Q W f .�; q/ > 0g :

The reliability of the design � 2 Rn is given by

R .�/ D 1 � V .�/ :

In this context, we are satisfied if, given a viola-
tion level /2 .0; 1/, the probability of violation
is sufficiently small, i.e., V .�/ �/. We remark
that relaxing the requirement of robust satisfac-
tion of the uncertain constraints f .�; q/ � 0 to a
probabilistic one (by means of the probability of
violation) is not helpful computationally because
computing exactly the probability V .�/ is very
hard in general because it requires to solve a
multidimensional integral over the nonconvex do-
main defined by f .�; q/ > 0, with q 2 Q � R`.
The problem is then resolved introducing Monte
Carlo randomized algorithms (formally defined
in the next section). This is a computational
approach which leads to solutions which are often
denoted as PAC (probably approximately correct)
(Vidyasagar 2002).

More precisely, for fixed design � 2 Rn, to
compute a Monte Carlo approximation based
on N random simulations, we generate N

independent identically distributed (iid) random

samples of q 2 Q, called the multisample, of the
uncertainty q according to the given probability
density function

q.1:::N / D
n
q.1/; : : : ; q.N/

o
2 QN :

The cardinality N of the multisample q.1:::N /

is often referred to as the sample complexity
(Vidyasagar 2001). The empirical violation of the
design � is then defined.

Definition 2 (Empirical Violation) For given
� 2 Rn, the empirical violation of V .�; q/
with respect to the multisample q.1:::N / D˚
q.1/; : : : ; q.N/

� 2 QN is given by

OVN
�
�; q.1:::N /

�
PD 1

N

NX
iD1

If

�
�; q.i/

�

where If
�
�; q.i/

�
is the indicator function

If

�
�; q.i/

�
PD
�
0 if f

�
�; q.i/

� � 0

1 otherwise.

Monte Carlo Randomized Algorithms
for Analysis

In this section, we study Monte Carlo randomized
algorithms for analysis, i.e., when the controller
parameters are fixed, and in particular we con-
centrate on a PAC computation of the probability
of violation. In agreement with classical notions
in computer science (Mitzenmacher and Upfal
2005; Motwani and Raghavan 1995), a random-
ized algorithm (RA) is formally defined as an
algorithm that makes random choices during its
execution to produce a result. This implies that,
even for the same input data, the algorithm might
produce different results at different runs, and,
moreover, the results may be incorrect. There-
fore, statements regarding properties of these
algorithms are necessarily of probabilistic nature.

Formally, the probabilistic parameters ",
ı 2 .0; 1/ called accuracy and confidence,
respectively, are introduced. For any � , the PAC
approach provides an empirical violation which is
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an approximation OVN
�
�; q.1:::N /

�
to V .�/ within

accuracy ", and this event holds with confidence
1 � ı.

Monte Carlo Randomized Algorithm
Given a design � 2 Rn, a Monte Carlo
randomized algorithm (MCRA) is a randomized
algorithm that provides an approximation
OVN
�
�; q.1:::N /

�
to V .�/ based on the multisample

q.1:::N /. Given accuracy " and confidence ı, the
approximation may be incorrect, i.e.,

ˇ̌̌
V .�/� OV

�
�; q.1:::N /

�ˇ̌̌
> �

but the probability of such an event is bounded,
and it is smaller than ı.

In general, the results obtained by an MCRA
as well as its running time would be different
from one run to another since the algorithm is
based on random sampling. As a consequence,
the computational complexity of such an algo-
rithm is usually measured in terms of its expected
running times. MCRA are efficient because the
expected running time is of polynomial order
in the problem size (Tempo et al. 2013). One-
sided and two-sided Monte Carlo randomized
algorithms may be also defined (Tempo and Ishii
2007).

To derive the probabilistic properties of
MCRA, we need to state the so-called Hoeffding
inequality, which provides a bound on the error
between the probability of violation and the
empirical violation (Vidyasagar 2002).

Two-Sided Hoeffding Inequality
For fixed � 2 Rn and " 2 .0; 1/, we have

Prob
n
q.1:::N / 2 QN W

ˇ̌
ˇV .�/� OV

�
�; q.1:::N /

�ˇ̌ˇ
> �

o
� 2e�2N�2 :

For fixed accuracy ", we observe that the right-
hand side of this equation approaches zero
exponentially. Furthermore, if we bound the
right-hand side of this equation with confidence
ı, we immediately obtain the classical (additive)

Chernoff bound (Chernoff 1952) which is stated
next.

Chernoff Bound
For any " 2 .0; 1/ and ı 2 .0; 1/, if

N � 1

2�2
log

2

ı

then, with probability greater than 1� ı, we have

ˇ̌
ˇV .�/ � OV

�
�; q.1:::N /

�ˇ̌ˇ � �:

The Chernoff bound provides an indication of the
required sample size, i.e., it provides the so-called
sample complexity. More precisely, the sample
complexity of a randomized algorithm is defined
as the minimum cardinality of the multisample
q.1:::N / that needs to be drawn in order to achieve
the desired accuracy " and confidence ı. Notice
that the confidence enters the Chernoff bound
in a logarithmic fashion, while accuracy enters
quadratically, and therefore, it is much more
expensive computationally. Other large deviation
inequalities and sample complexity bounds are
discussed in the literature, including in particular
the (multiplicative) Chernoff bound and the log-
over-log bound for computing the so-called em-
pirical maximum (Tempo et al. 1997). We refer
to Vidyasagar (2002) for additional details.

Remark 1 (Las Vegas Randomized Algorithms)
Las Vegas randomized algorithms (LVRA) are
based on random samples generated according
to a discrete probability density function, instead
of a continuous pdf as in the case of Monte
Carlo. Therefore, contrary to MCRA, LVRA pro-
vide the “correct answer” with probability one
because the entire search space can be fully ex-
plored. However, because of randomization, the
running time of an LVRA is random (similarly to
MCRA) and may be different in each execution.
Hence, it is of interest to study the expected
running time of the algorithm. It is noted that
the expectation is with respect to the random
samples generated during the execution of the
algorithm and not to the problem data. Classical
examples of LVRA are within computer science
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and include the well-known randomized quick-
sort (RQS) algorithm for ranking numbers, which
is implemented in a C library of the UNIX op-
erating system (Knuth 1998). Other more recent
developments in systems and control regarding
these algorithms are for the PageRank compu-
tation in the Google search engine (Ishii and
Tempo 2010), consensus over large-scale net-
works (Fagnani and Zampieri 2008), localization
and coverage control of robotic networks (Bullo
et al. 2012), and opinion dynamics (Frasca et al.
2013). These problems are generally formulated
in a graph theoretic setting consisting of nodes
and links, and either the nodes or the links are
randomly selected according to a given “local”
protocol (often called gossip) based on a given
discrete pdf.

Randomized Algorithms for Control
Design

This section deals with control problems which
require computing a design � 2 Rn satisfying
some probabilistic properties on the uncertain
constraints f .�; q/. Two classes of problems,
feasibility and optimization, are considered.

Feasibility Problem
Given uncertain constraints f .�; q/ and level /2
.0; 1/, compute � 2 Rn such that

V .�/ D Prob fq 2 Q W f .�; q/ > 0g �/ : (1)

The second problem relates to the optimization of
a linear function of the design parameters under
probability constraints.

Optimization Problem
Given uncertain constraints f .�; q/, a linear ob-
jective function cT � and level p 2 .0; 1/, solve
the constrained optimization problem

min� cT �

subject to V .�/ D Prob fq 2 Q W f .�; q/ > 0g
� p: (2)

Optimization problems subject to constraints of
the form V .�/ D Prob fq 2 Q W f .�; q/ > 0g �
/ are often called chance constraint optimization
(Uryasev 2000).

Most of the algorithms that have been stud-
ied in the literature follow two main paradigms
and are often based on the following convexity
assumption.

Convexity Assumption
The uncertain constraint f .�; q/ is convex in �
for any fixed value of q 2 Q.

The two solution paradigms that have been
proposed are now summarized. The algorithms
have been implemented in the Toolbox RACT
(Randomized Algorithms Control Toolbox) for
probabilistic analysis and control design in the
presence of uncertainty (Tremba et al. 2008).

Paradigm 1 (Sequential Approach)
Under the convexity assumption, we study
the Feasibility Problem (1). The algorithms
presented in the literature (see, e.g., (Calafiore
et al. 2011) for finding a probabilistic feasible
design) follow a general iterative scheme (Fig. 1),
which consists of successive randomization steps
to handle uncertainty and optimization steps to
update the design parameters. In particular, these
algorithms share two fundamental ingredients:
1. A probabilistic oracle which performs a

random check, with the objective to assess
whether the probability of violation V

�
�.k/

�
of the current candidate solution O�.k/ is
smaller than a given level p and returns a
certificate of unfeasibility, that is, a value

q.k/ such that f
� O�.k/; q.k/

�
> 0, when the

candidate solution is found unfeasible
2. An update rule upd which exploits the con-

vexity of the problem for constructing a new
candidate solution O�.kC1/ based on the proba-
bilistic oracle outcome
In this paradigm, the algorithm returns a de-

sign O�k such that

V
� O�k

�
D Prob

n
q 2 Q W f

� O�k; q
�
> 0

o
� �
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Randomized Methods for Control of Uncertain Sys-
tems, Fig. 1 Paradigm for sequential design consisting
of probabilistic oracle and update rule

is larger than 1�ı. That is, the violation probabil-
ity associated to the design O�k is smaller than the
level �, and this event holds with large confidence
1 � ı.

Paradigm 2 (Scenario Approach)
Under the convexity assumption, we study the
optimization problem (2). We remark that, even
under these assumptions, solving this problem
is very hard computationally because the prob-
abilistic constraint is nonconvex. To alleviate this
difficulty, we reformulate problem (2) as a so-
called scenario problem introduced in Calafiore
and Campi (2006), which is now described.

For randomly extracted scenarios q.1:::N /, this
approach requires to compute � 2 Rn that solves
the convex optimization problem subject to a
finite number of sampled constraints

O�N D min� cT �

subject to f
�
�; qi

� � 0; i D 1; : : : ; N
(3)

In this paradigm, the algorithm returns in one-
shot a design O�N and the sample complexity N
such that

V
� O�N

�
D Prob

n
q 2 Q W f

� O�N ; q
�
> 0

o
� �

is larger than 1�ı. That is, the violation probabil-
ity associated to the design O�N is smaller than the
levelp, and this event holds with large confidence
1 � ı.

Concluding Remarks

Other probabilistic approaches have been pro-
posed in the literature for control design, which
are not based on the convexity assumption. A
noticeable example is the strategy based on statis-
tical learning theory (Valiant 1984; Vapnik 1998)
which has the objective to design a controller
without any convexity assumptions (Alamo et al.
2009). In particular, in Alamo et al. (2013), the
general class of sequential probabilistic valida-
tion (SPV) algorithms has been introduced. A
specific SPV algorithm tailored to scenario prob-
lems, providing a sequential scheme for dealing
with the optimization problem, has been recently
studied in Chamanbaz et al. (2013).
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Abstract

When a state variable description of a linear
system is known, then its input–output behavior
can be easily realized by interconnecting simpler
components. The problem of realization refers to
the following: given an input–output description
such as the impulse response, or the transfer
function in the case of time-invariant systems,
find a state variable description, the impulse re-
sponse of which is the given one. Existence and
minimality conditions are discussed. We are in-
terested in realizations of minimum order which
is the case when the realization is both control-
lable and observable. Realizations in both the
continuous-time and discrete-time systems are
discussed.

Keywords

Controllability; Irreducible; Minimal order;
Observability; Realizations

Introduction

The problem of system realization is as follows:
given an external description of a linear system,
specifically its impulse response (or its transfer
function in the case of a time-invariant system),
determine an internal state variable description
that generates the given impulse response (or the
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transfer function). The name reflects the fact that
if a (continuous-time) state variable description
is known, an operational amplifier circuit can
be easily built to realize (actually simulate) the
system response.

Before we discuss realizations, we review the
key relations between internal state variable and
external impulse response or transfer function
descriptions.

Consider a system described by

Px D A.t/x C B.t/u; y D C.t/x CD.t/u;
(1)

where x.t/, the state vector, is a column vector of
dimension n (x.t/ 2 Rn) and u.t/ 2 Rm, y.t/ 2
Rp are the inputs and outputs of the system.
A.t/ 2 Rn�n, B.t/ 2 Rn�m, C.t/ 2 Rp�n,
D.t/ 2 Rp�m with entries continuous functions.
The output response is given by

y.t/ D C.t/˚.t; t0/x0 C
Z t

0

H.t; �/u.�/d�;

(2)

where ˚.t; t0/ is the n � n transition matrix of
Px D A.t/x, x.t0/ D x0 is the initial condition,
andH.t; �/ is the p�m impulse response matrix
given by

H.t; �/ D

8̂<
:̂
C.t/˚.t; �/B.t/

CD.t/ı.t � �/ t � �;

0 t < �;

(3)

where ı.t � �/ is the impulse (delta or Dirac)
function applied at time t D � . Recall that
H.t; �/ denotes the response at time t when an
impulse input is applied at time � assuming zero
initial conditions.

In the time-invariant system, (1) becomes

Px D Ax CBu; y D Cx CDu; (4)

and the output response in this case is

y.t/ D CeAtx0 C
Z t

0

H.t; �/u.�/d�; (5)

where, without loss of generality, the initial time
t0 was taken to be zero. In this case, the impulse
response is

H.t; �/ D
(
CeA.t��/B CDı.t � �/ t � �;

0 t < �:

(6)

Recall that time invariance implies that
H.t; �/ D H.t � �; 0/, and so � , which is the
time an impulse input is applied to the system,
can be taken to be zero .� D 0/, without loss of
generality, to give H.t; 0/. The transfer function
of the system is the (one-sided or unilateral)
Laplace transform of H.t; 0/, namely,

H.s/ D LŒH.t; 0/� D C.sI �A/�1B CD: (7)

A realization of H.t; �/ is any state variable
description (1), fA.t/; B.t/; C.t/;D.t/g, the im-
pulse response of which is H.t; �/, that is, (3)
is satisfied, similarly for the time-invariant case
when (6) is satisfied.

In the time-invariant case, a realization is com-
monly defined in terms of the transfer function
matrix H.s/. Then a realization of H.s/ is any
state variable description (4), fA;B;C;Dg, the
transfer function of which is H.s/, that is, (7) is
satisfied.

There are alternative conditions under which a
set of fA;B;C;Dg is a realization of someH.s/.
To this end, expand H.s/ in a Laurent series to
obtain

H.s/ D H0 CH1s
�1 CH2s

�2 C � � � : (8)

The matrices Hi , i D 0; 1; 2; : : : are called
Markov parameters of the system and can be
determined as follows:

H0 D lim
s!1H.s/; H1 D lim

s!1 s.H.s/ �H0/;

Hk D lim
s!1 sk.H.s/ �†k�1

iD0Hi s
�i /; k � 1:

It can be shown that a set fA;B;C;Dg is a
realization of H.s/ if and only if

H0 D D and Hi D CAi�1B; i D 1; 2; : : : :

(9)
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Below we introduce conditions for the existence
of a realization givenH.t; �/ or H.s/.

Note that if a realization does exist, then there
is an infinite number of realizations. One could
see this, for example, by considering equivalent
descriptions of a realization – all have the same
impulse response or transfer function.

Existence andMinimality

It can be shown that H.t; �/ is realizable as the
impulse response of a system described by (1) if
and only if H.t; �/ can be decomposed into

H.t; �/ D M.t/N.�/CD.t/ı.t � �/; (10)

for t � � , where M; N , and D are p �
n; n � m; and p � m matrices, respectively,
with continuous real-valued entries and with n
finite. If in addition to (10), M.t/ and N.t/ are
differentiable and

H.t; �/ D H.t � �; 0/; (11)

thenH.t; �/ is realizable as the impulse response
of a system described by a time-invariant sys-
tem (4).

In the time-invariant case, it is more common
to work with a given transfer functionH.s/. Then
H.s/ is realizable, as the transfer function matrix
of a time-invariant system described by (4), if and
only if H.s/ is a matrix of rational functions and
satisfies

lim
s!1H.s/ < 1; (12)

that is, if and only if H.s/ is a proper rational
matrix or equivalently if and only if

lim
s!1H.s/ D D (13)

is a constant.
We are interested in realizations (4) of a given

transfer function matrix H.s/ of least order n
(A 2 Rn�n), called minimal or irreducible real-
izations of H.s/.

The following two results completely solve the
minimal realization problem.

Theorem 1 An n-dimensional realization
fA;B;C;Dg of H.s/ is minimal (irreducible,
of least order) if and only if it is both reachable
(or controllable) and observable.

Note that if .A;B/ is not controllable, then by
separating the controllable and uncontrollable
parts of the system by an equivalence transforma-
tion and taking only the controllable part, one can
still obtain H.s/ because the uncontrollable part
of the system cancels out in H.s/. Similarly for
observability. So controllability and observability
are necessary conditions for minimality. It can be
shown that they are also sufficient.

Theorem 2 If a minimal realization of order n is
found, then any other minimal realization may be
obtained via equivalence transformation.

Specifically, if fA;B;C;Dg and f NA; NB; NC ; NDg
are realizations ofH.s/ and fA;B;C;Dg is min-
imal, then f NA; NB; NC; NDg is also minimal if and
only if there exists a nonsingular matrix P such
that

NA D PAP�1; NB D PB; NC D CP�1; ND D D:

(14)

Discrete-Time Linear Systems

The definitions and results for the discrete-time
case are completely analogous to the ones in
the continuous-time case. They are summarized
below for completeness.

Consider systems described by

x.k C 1/ D A.k/x.k/C B.k/u.k/;

y.k/ D C.k/x.k/CD.k/u.k/:
(15)

The output response is

y.k/D C.k/˚.k; k0/x0C
k�1X
iDk0

H.k; i/u.i/; k>k0;

(16)

where ˚.k; k0/ is the n � n transition matrix and
H.k; i/ is the p � m discrete-impulse (pulse)
response:
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˚.k; l/ D
�
A.k � 1/ � � �A.l/ k > l;

I k D l ;
(17)

H.k; i/ D
8<
:
C.k/˚.k; i C 1/B.i/ k > i;

D.k/ k D i ;

0 k < i:
(18)

In the time-invariant case, Eqs. (15) and (16)
become

x.k C 1/ D Ax.k/C Bu.k/;

y.k/ D Cx.k/CDu.k/; (19)

and

y.k/ D CAkx0 C
k�1X
iD0

H.k; i/u.i/; k > 0;

(20)

where, without loss of generality, k0 is taken to
be zero.

The discrete-impulse (pulse) response is now
given by

H.k; i/ D

8̂
<
:̂
CAk�.iC1/B k > i;

D k D i;

0 k < i:

(21)

Since the system is time invariant, H.k; i/ D
H.k � i; 0/ and i , the time the pulse input is
applied, can be taken to be zero. The transfer
function matrix for (19) is the (one-sided or
unilateral) z-transform of H.k; 0/:

H.z/ D ZfH.k; 0/g D C.zI � A/�1B CD:

(22)
It can be shown that given a p � m matrix

H.k; i/, k � i , it is realizable as the pulse
response of a system (15) if and only if H.k; i/
can be decomposed as

H.k; i/ D
(
M.k/N.i/ k > i;

D.k/ k D i:
(23)

If, in addition, H.k; i/ D H.k � i; 0/, then it is
realizable via a time-invariant description (19).

Similarly to the continuous-time case, H.z/
is realizable as the transfer function matrix of a
system described by (19) if and only if

lim
z!1H.z/ < 1: (24)

A realization (19) of H.z/ is minimal if and
only if it is reachable (controllable from the
origin) and observable. And if (19) is a minimal
realization of H.z/, then any other minimal real-
ization is equivalent to (19).

Realization Algorithms

Given a transfer functionH.s/ (or H.z/), we are
interested in finding a minimal (irreducible, or of
least order) realization of the form (4) (or (19)).

First note that there are methods to determine
the order n of a minimal realization directly
from H.s/ via the characteristic polynomial
and notions such as McMillan degree of H.s/
or via the Markov parameters of H.s/ and
the Hankel matrix. This can be done without
finding a minimal realization. Knowing the
order of a minimal realization in advance
is useful as it provides a guide as to what
we should expect when we determine an
actual realization. Details may be found in the
references below.

In special cases, it is possible that the realiza-
tion algorithm results directly in a controllable
and observable and therefore minimal realization.
It is more common however for the algorithm
to result in just an either controllable or observ-
able realization, in which case an extra step is
needed to isolate the uncontrollable, say, part
of the realization and take only the part that it
is both controllable and observable. The reader
should consult any of the references below for
detailed descriptions of several realization algo-
rithms.

Here an example is given of a single-input,
single-output system where the resulting real-
ization is controllable and observable, therefore
minimal.

Example 1

H.s/ D b2s
2 C b1s C b0

s3 C a2s2 C a1s C a0
:
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A D
2
4 0 1 0

0 0 1

�a0 �a1 �a2

3
5 ; B D

2
4 00
1

3
5 ;

C D �
b0; b1; b2

	
;

is controllable ((A, B) have a form called
controller form) and observable and therefore
minimal realization of H.s/; note that all
cancellations are assumed to have already taken
place between numerator and denominator of
a transfer function H.s/. This algorithm easily
generalizes to the case when the degree of the
denominator ofH.s/ is n (in this example it is 3).
Note that if lims!1H.s/ D D ¤ 0, then apply
the previous algorithm to OH.s/ D H.s/ � D to
obtain A, B , and C .

Summary

The state variable realization of impulse
responses and transfer functions was one of
the early problems addressed by system theory.
Its solution provides clear understanding of the
relations between external (input–output) and
internal descriptions of systems. A key result is
that any minimal order realization is controllable
and observable. Many realization algorithms
may be found in the literature. Extensions to
polynomial matrix descriptions can also be found
in the literature, as well as extensions to partial
realizations.

Cross-References

�Linear Systems: Continuous-Time, Time-In-
variant State Variable Descriptions

�Linear Systems: Continuous-Time, Time-Vary-
ing State Variable Descriptions

�Linear Systems: Discrete-Time, Time-Invariant
State Variable Descriptions

�Linear Systems: Discrete-Time, Time-Varying,
State Variable Descriptions

�Linear Systems: Continuous-Time Impulse Re-
sponse Descriptions

�Linear Systems: Discrete-Time Impulse Re-
sponse Descriptions

Recommended Reading

A clear understanding of the relationship between
external and internal descriptions of systems is
one of the principal contributions of systems
theory. This topic was developed in the early
1960s with original contributions from Gilbert
(1963) and Kalman (1963). The role of control-
lability and observability in minimal realization
is due to Kalman (1963); see also Kalman et al.
(1969). For extensive historical comments, see
Kailath (1980). The time-varying case is treated
in Brockett (1970), Antsaklis and Michel (2006),
and Rugh (1996).
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Abstract

RTO aims to optimize the operation of the pro-
cess taking into account economic terms directly.
There are several fundamental gears for smooth
operating of an RTO solution. The RTO loop is an
extension of feedback control system and consists
of subsystems for (a) steady-state detection, (b)
data reconciliation and measurement validation,
(c) process model updating, and (d) model-based
optimization followed by solution validation and
implementation. There are several alternatives for
each one of these subsystems. This contribution
introduces some of the currently used approaches
and gives some perspectives for future works in
this area.

Keywords

Data reconciliation; Model updating; Online
optimization; Parameter selection; Steady-state
detection

Introduction

Effectiveness, efficiency, product quality, process
safety, and low environmental impact are the
main driving forces for the improvement of the
operation of industrial processes. Real-time (or
online) optimization (RTO) is one of the options
that are available to achieve these goals and is
attracting considerable industrial interest due to
its direct and indirect benefits.

RTO systems are model-based, closed-loop
process control systems whose objective is to
maintain the process operation as nearly as pos-
sible to the optimal operating point. Such RTO
systems use rigorous process models and current
economic information to predict the optimal pro-
cess operating conditions. Additionally, RTO can
mitigate and reject long-term disturbances and
performance losses (e.g., due to fouling of heat
exchangers or deactivation of catalysts).

The direct benefit from applying RTO is
improving the economic performance in terms
of increasing the profit of the plant and reducing
energy consumption and pollutant emissions.

These are also called the online benefits. The
indirect benefits result from the tools used in the
implementation of RTO. For instance, a better
understanding of the processes can be employed
to debottleneck the plant and to reduce operating
difficulties. In addition, abnormal measurement
information obtained from gross error detection
can help instrumentation and process engineers
to troubleshoot the plant instrument errors.
Parameter estimation is very useful for process
engineers to evaluate the equipment conditions
and to identify decreasing efficiencies and other
sources of problems. Furthermore, the detailed
process simulation of the model used in online
optimization can be used for process monitoring
and serve as a training tool for new operators.
Finally, the rigorous process model can be
used for process maintenance, advanced process
control, process design, facility planning, and
process monitoring.

Real-time optimization (RTO) solutions have
been developed since the early 1980s, and nowa-
days there are many petrochemical and chemi-
cal applications, especially in the production of
ethylene and propylene in fluid catalytic cracking
units (FCCUs) (Darby et al. 2011). Other suc-
cessful industrial applications are mentioned in
Alkaya et al. (2009) with the respective economic
returns.

Control Layers and the RTO Concept

Usually the process control is stratified into sev-
eral layers, which have different response times
and control objectives. RTO is located in an
intermediate layer that provides the connection
between plant scheduling (medium-term plan-
ning) and the control system (short-term process
performance). In a plant control hierarchy, pro-
cess disturbances are controlled using process
controllers, whereas the RTO system must track
changes in the optimum operating conditions
caused by low-frequency process changes (e.g.,
raw material quality and composition, catalyst
deactivation).

The typical structure of an RTO system is
shown in Fig. 1, which depicts the elements
of the closed-loop system. The RTO loop is
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Real-Time Optimization of Industrial Processes, Fig. 1 Basic structure of the traditional RTO

an extension of the feedback control system
and consists of subsystems for (a) steady-state
detection, (b) data reconciliation and measure-
ment validation, (c) process model updating,
and (d) model-based optimization followed
by solution validation and implementation.
Once the plant operation has reached a steady
state, the plant data .y D ŒYe; Ys; Y r�/ are
gathered and validated to detect and correct
gross errors in the process measurements, and
at the same time the measurements may be
reconciled using material and energy balances to
ensure that the data set used for model updating
is consistent. These validated measurements
are used to estimate model parameters .�/

to ensure that the model represents the plant
faithfully at the current operating point. Then,
the optimum controller set points .YsSET/ and
manipulated targets .UTARGETS and UeTARGETS/

are calculated using the updated model and are
transferred to the advanced process controllers
after they have been validated to be effectively
applied.

Each layer in Fig. 1 has its own specific tasks
as discussed in the following:

1. Regulatory layer. This layer is focused on
basic (e.g., temperature, flow rate) and inven-
tory (e.g., level and pressure) control ensuring
safety and operational stability for the indus-
trial plant. The holdups of vapors and gases
are measured by pressure sensors, while the
holdups of liquids and solids are measured
by level and weighing sensors. In the case
of unstable processes, the regulatory layer is
also responsible for their stabilization, e.g.,
by temperature control of industrial reactors.
No industrial process can operate without this
control layer. The typical operation time scan
is in the order of seconds. For its design,
typical questions that have to be answered
are the following: “How to ensure safe unit
operation?” “How to quickly meet the de-
mands coming from the supervisory layer or
from the operators?” “How to prevent distur-
bances to propagate throughout the plant?”
The control technology that prevails in this
layer is SISO (single-input-single-output) PID
controllers, with very few cases where the
derivative action is effectively employed. In
Fig. 1, Yr are the controlled variables of this



Real-Time Optimization of Industrial Processes 1135

R

layer (e.g., levels, flow rates, pressures, tem-
peratures, pH), and Ur are the correspond-
ing manipulated variables, typically control
valves.

2. Supervisory layer. This layer is concerned
with the quality of the final product. The goal
is to ensure the specifications without infring-
ing the operating limits of the equipment.
Typically, in this layer there is a strong interac-
tion between the controlled variables, requir-
ing tailored multi-look control structures or
the use of multivariate control techniques. The
dominant advanced technology in this layer is
model predictive control (MPC). In this layer
the calculations and updates are performed on
the time scale of minutes and the typical asso-
ciated question is “how to ensure the quality of
the final product while satisfying the operating
constraints and improving the profitability by
reducing the variability of the product param-
eters?” Here the controlled variables (Ys) are
usually related to the product quality and the
manipulated variables are the set points for the
regulatory layer YrSET and additional manipu-
lated variables (Us) not used by the regulatory
layer (e.g., variable frequency drive).

3. RTO layer. Here the main focus is the prof-
itability of the process. Specifications and op-
erating points (i.e., set points and targets for
the manipulated variables) are determined by
solving an optimization problem that aims
at maximizing the profitability of the pro-
cess under stationary conditions. When the
optimal operating point is close to the op-
erational limits, the real-time optimization is
quite straightforward, since it is enough to take
the process to these limits, which is usually
done by solving a linear programming (LP)
optimization problem. Such simple solutions
are effective especially in cases where it is
known that to maximize or to minimize the
flow rate of a given stream will maximize the
profitability. As this kind of solution can be
easily implemented, most commercial predic-
tive controllers already have an LP or QP layer
integrated, using as a model the gain of the
dynamic model used in the MPC. However,
for processes with large recycling streams and

pronounced nonlinearity, this type of solution
is not enough to bring the system to its op-
timal operating conditions. In this case, it is
essential to use a nonlinear optimizer that aims
at driving the system to operate in the best
operating region. When the industrial process
works essentially in steady state, the problem
can be solved using stationary models. The
solutions offered on the market typically in-
volve the use of a stationary process simulator
(e.g., Aspen Plus, PRO II). The RTO sampling
times are in the time scale of hours and the
questions to be answered are the following:
“What is the best way of operation?” “How
to increase the profitability of the process?”
“How to decrease energy consumption and to
increase the process efficiency?”

Four Elements of Classical Real-Time
Optimization

A standard RTO solution requires that all four
calculation blocks illustrated in Fig. 1 work to-
gether smoothly. In fact, each block can be for-
mulated as an optimization problem by itself.
Sometimes these optimization problems are com-
bined together. Below the alternative techniques
that can be applied to each of these subsystems
are discussed.

Steady-State Detection (SSD)
As indicated in Fig. 1, the RTO loop execution
begins with the detection of a steady state. Iden-
tifying a steady state may be difficult because
process variables are noisy and measurements do
not settle at a constant value. Being at a steady
state can be defined as an acceptable constancy
of the measurements over a given period of time.
Therefore, tests for stationarity are commonly
based on checking the constancy of the measured
quantities.

Mejía et al. (2010) compared 6 different ap-
proaches to SSD using 5,760 simulated data sets.
They concluded that the method based on the
estimation of the absolute value of the first and
the second derivatives defined by
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IDER D
ˇ̌̌
ˇ̌cdy
dx

ˇ̌̌
ˇ̌C 10

ˇ̌̌
ˇ̌bd2y
dt2

ˇ̌̌
ˇ̌ (1)

gives the best results. Although this idea is quite
simple, as being at a steady state means zero
derivatives by definition, it has some implemen-
tation issues, due to signal noise and outliers.
These problems can be reduced by smoothing
the plant data using smoothing splines, noncausal
Butterworth filters, or wavelet decompositions.
The second best compared approach was the local
autocorrelation (Mejía et al. 2010) followed by
the two statistical nonparametric tests of indepen-
dence hypothesis proposed by Bebar (2005) and
by the method of Cao and Rhinehart (1995).

Data Reconciliation (DR)
Within the mathematical models of industrial
processes, the balance equations that result from
conservation laws of mass, energy, etc., are the
core that cannot be subject to debate. If the mea-
sured data do not satisfy the balance equations,
this fact must be attributed to measurement errors
or to fundamental model inadequacies. Ruling
out the latter, as measurement errors are always
present, before using the measured data, they
should be adjusted to obey the conservation laws
and other constraints, e.g., of their ranges. The
adjustment using optimization techniques com-
bined with the statistical theory of errors is called
data reconciliation. Unfortunately the adjustment
of all variables can be greatly affected by “gross
errors” in one variable, so such errors must be
detected.

The relationship between a measurement of a
variable and its true value can be represented by

ym D y C
error‚ …„ ƒ

er C eg (2)

where ym and y are the measured and true values,
while er and eg are the random and gross errors,
respectively. The random errors .er / are assumed
to be zero mean and normally distributed (Gaus-
sian), since they are the result of the simultaneous
effect of several causes. The gross errors .eg/
are caused by large nonrandom events. They can

be subdivided into measurement-related errors,
such as malfunctioning sensors (e.g., incorrect
calibration, sensor degradation, or damage to the
electronics), and processes-related errors, such as
process leaks.

In the absence of gross errors, the simplest
version of data reconciliation can be stated as a
quadratic programming (QP) problem

min
y

1

2
.y � ym/

TQ�1.y � ym/ (3)

subject to the linear or linearized constraint re-
lated to the process model, written as

A � y � c D 0:

The covariance matrix .Q/, which is usually
diagonal, captures the variance of the sensors and
is responsible to distribute the errors among the
measurements .ym/. The solution of this problem
is the reconciled value that for this simple case is
given analytically by

y D �
I �QAT .AQA/�1A	 ym

CQAT .AQAT /�1c:

A rigorous formulation of the reconciliation
problem is possible even with nonlinear
constraints; only the general existence and
uniqueness of a solution is not warranted
theoretically.

Several statistical tests have been constructed
for the detection of gross errors. Some of them
are based in the distribution of the constraint
residuals, i.e., rc D A � ym � c, and others
are based on the distribution of the estimated
error after the reconciliation procedure, i.e., Oe D
ym � y. The evaluation of rc does not require
solving previously the associated data reconcil-
iation problem. For a complete discussion and
review, see Narasimhan and Jordache (1999) and
Sequeira et al. (2002).

Model Updating
A key, yet difficult, decision in model parameter
adaptation is to select the parameters that are
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adapted. These parameters should be identifiable
and represent actual changes in the process, and
their adaptation should help to approach the true
process optimum. Clearly, the smaller the subset
of parameters, the better the confidence in the
parameter estimates and the lower the required
excitation (also the better the regularization ef-
fect). But too few adjustable parameters can lead
to misleading models and thus wrong proposals
for operational changes.

In general, the parameter estimation and up-
dating are limited not only by the lack of in-
formation available from experimental data but
also by the correlation between the parameters
that are identified. The estimation of correlated
parameters leads to a high degree of uncertainty
in the model, since different combinations of
parameter values lead to the same value of the
objective function in the estimation problem.

The selection of the right number of parame-
ters to be identified can be done by the analysis of
the sensitivity matrix .S/. The elements of S; sij ,
are the partial derivatives of the measurement yi
with respect to the parameter �j evaluated at the
current value of the parameter .�0/, i.e.,

sij D


@yi

@�j

�ˇ̌ˇ̌
�D�0

: (4)

In general, different parameters and measure-
ments have distinct magnitudes. Therefore, scal-
ing is a key issue that has a strong impact on
the results. Traditionally each element of the
matrix S is scaled by the initial guess �0j of
the parameter and by the average value of the
measurement i.ysi /. The scaled elements ss;ij are
then given by

ss;ij D


�0j

ysi

�

@yi

@�j

�ˇ̌ˇ̌
�D�0

(5)

This scaling procedure has some problems, once
it requires both a good initial guess for the pa-
rameters and representative average values for the
measurements. But the main drawback is that it
does not consider the multivariable nature exist-
ing among all parameters and outputs. To solve
these drawbacks, Botelho et al. (2012) proposed

to apply diagonal scaling matrices L and R that
result from the solution of the convex optimiza-
tion problem to find the minimized condition
number of the sensitivity matrix, �.LSR/, i.e.,

minL;R �.LSR/

s:t:L 2 <nyXny; diagonal and nonsingular
R 2 <n�Xn� ; diagonal and nonsingular

(6)

This convex optimization problem can be solved
using the LMI (linear matrix inequality) approach
as described by Boyd et al. (1994). With the
optimized scaling matrices L and R, the scaled
sensitivity matrix Ss is given by

Ss D LSR (7)

With Ss , the best subset of parameters to be es-
timated can be determined using the non-square
relative gain array matrix (NSRGA) as also pro-
posed by Botelho et al. (2012). The NSRGA
can be easily calculated for the scaled sensitivity
matrix by

NSRGA .Ss/ defSs ı .S	s /T (8)

where .S
	
s /
T is the transpose of the pseudo-

inverse of Ss and ı is the entrywise product (also
known as the Hadamard or element-wise prod-
uct). The rows of NSRGA .Ss/ are related to the
output measurements, whereas the columns are
related to the parameters. The sum of the values
in each column, whose values can vary between
0 and 1, reflects the relevance of each parameter,
and it can be used to sort in descending order
their influence on the outputs. When the sum of a
column is close to 1, the corresponding parameter
has a small correlation with the other ones and a
strong influence on the output measurements.

Figure 2 illustrates the typical ordering pro-
duced by sorting the NSRGA .Ss/ in descending
order. Thus, it is possible to have an idea of which
parameters should be selected for estimation. The
values presented in this figure suggest that the
parameters P11 and P4 have very small corre-
lation with the others and should be selected as
updated parameters, whereas the parameters P12
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Real-Time Optimization of Industrial Processes, Fig. 2 Illustrative example of using NSRGA .Ss/ to rank the
parameters

and P1 show the opposite behavior and should
not be updated.

Solving the Optimization Problem
Nonlinear programs for RTO can be formulated
using models of different complexities. For ex-
ample, RTO can be based on process models sim-
ilar to those used for design and analysis, using
commercial simulators (e.g., Aspen Plus, PRO II,
HYSYS, etc.). On the other hand, because these
problems need to be solved at regular intervals
(at least every few hours), detailed simulation
models can be partly replaced by correlations or
operating curves that are fitted to the process and
updated on a longer time scale.

If a rigorous process model is used, the num-
ber of nonlinear equations can be very large. The
model is usually built by linking smaller sub-
models. The optimization problem can be for-
mulated as the following nonlinear programming
problem (NLP):

minxM;SM f .xM ; SM /
s:t:

M1 .xM1; SM1I �M1/ D 0
:::

Mn .xMn; SMnI �Mn/ D 0

OC .xM ; SM / � 0

xM D ŒxM1; : : : ; xMn� ; SM D ŒSM1; : : : ; SMn� ;
(9)

whereMi are the unit modules that can be solved
by a tailored procedure in the modular approach
or all together in the equation-oriented approach.
Each unit model Mi has internal variables xMi

and parameters �Mi . These unit models are con-
nected by the input and output streams SMi .
Additionally, there are operating constraints OC
to capture the possible lower and upper bounds
and other equipment constraints. The objective
function f .xM ; SM / is based on an economic
model that involves the raw materials, products,
and operating costs.

Successive quadratic programming (SQP) has
become the most popular method for solving
these nonlinear constrained optimization prob-
lems. SQP converges the equality and inequality
constraints simultaneously with the optimality
conditions. This strategy requires relatively few
function evaluations and often performs effi-
ciently for process optimization problems. The
NLP solver can be implemented in a nonintrusive
way, similar to recycle convergence modules that
are already in place. As a result, the structure of
the simulation environment and the unit operation
blocks does not need to be modified in order
to include the optimization, so that SQP can
be easily incorporated within existing modular
simulators and therefore be applied directly
to flow sheets modeled in these commercial
simulators. However, in this case derivative
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information must be obtained by numerical
differentiation which increases the effort and
slows down convergence near the optimum.

For fully equation-oriented models with the
exact first and second derivatives for all con-
straints and objective functions, efficient NLP
algorithms were developed. For instance, large
equation-based models can be solved efficiently
with structured barrier NLP solvers (see Biegler
2010 for a detailed overview). But for problems
where function evaluations are expensive, and
gradients and Hessians are difficult to obtain, it
is not clear that large-scale NLP solvers should
be applied. Black-box optimization models with
inexact (or approximated) derivatives and few de-
cision variables are poorly served by large-scale
NLP solvers, and derivative-free optimization al-
gorithms should be considered instead. For the
standard RTO problems formulated using mod-
ular process simulator model, SQP and reduced-
space SQP methods are expected to perform well
(see Alkaya et al. 2009; Biegler 2010 for detailed
discussion).

After solving the RTO optimization problem,
it is necessary to decide if the solution can be
implemented. For this, it is necessary to ver-
ify if the dominant cause of the plant changes
is noise, since in this case implementing these
changes could lower the profit. Thus, an impor-
tant challenge in RTO results analysis is to deter-
mine when to implement the calculated changes
(Miletic and Marlin 1996).

Summary and Future Directions

RTO aims at optimizing the operation of the pro-
cess taking into account economic terms directly.
There are several fundamental needs for a smooth
operation of an RTO solution. The central point is
the mathematical modeling which can be a com-
plex first principle model or be based on simple
operating curves. If a good model is available, it
is necessary to have a good characterization of
the inlet streams (properties and composition),
to employ data reconciliation and gross error
detection and steady-state identification. Finally,
the efficiency of the optimizer is a key issue.

Due to the time and resources needed to imple-
ment and maintain an RTO solution, a full RTO
project involves a certain high risk. Therefore, in
cases where simpler and easier approaches can be
applied with equivalent economic benefits, they
should be used instead. For processes with large
recycle streams, it is worthwhile to apply the
classical RTO strategy, i.e., the one discussed in
the last section. In this case the optimal solution
is not trivial, once it is not simply the maximal
capacity of the plant. For the cases where the op-
timal operating constraint is a direct consequence
of the operating process capacity, the economic
optimization can be easily included in the LP or
QP layer implemented usually within a model
predictive controller.

In the previous section, the so-called two-
step approach, where the measurements are
used to refine the process model, which is then
used to repeat the optimization, was described.
Several RTO schemes have emerged since the
development of this two-step approach in the
1970s. Recently, it has been proposed to update
the model differently. Instead of adjusting the
model parameters, one updates correction terms
that are added to the cost and constraint functions
of the optimization problem. The technique,
labeled as modifier adaptation (RTO-MA), forces
the modeled cost and constraints to match the
plant values (Gao and Engell 2005; Marchetti
et al. 2009). The main advantage of RTO-MA
compared to the two-step approach lies in its
ability to converge to the true plant optimum,
even in the presence of structural plant-model
mismatch. RTO-MA is a static optimization
method which means that its application to a
continuous process requires waiting for reaching
the steady state before taking measurements,
updating the correction terms, and repeating the
numerical optimization. Hence, several iterations
are generally required before convergence can
be achieved. In contrast, implicit methods, such
as self-optimizing control (Skogestad 2000) and
NCO tracking (François et al. 2005), propose
to adjust the inputs online in a control-inspired
manner. Especially simple to be implemented is
the “self-optimizing” approach, where a feedback
control structure is chosen so that maintaining
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some function of the measured variables constant
automatically maintains the process near an
economically optimal steady state in the presence
of disturbances. The problem is posed from a
plantwide perspective, since the economics are
determined by overall plant behavior.

The classical steady-state RTO has some
drawbacks related to its low frequency of
execution. It is normally run twice or three
times per day and one does not consider the
cost of transiting from one operating condition
to another. Some plants need to respond to
market changes very quickly, like grade changes
in polymerization and petroleum process. In
these processes, market competition requires
the capability to accommodate fast and cost-
effective transitions so that companies can
produce and sell on demand at favorable prices.
To provide this capability, dynamic RTO is
being developed and implemented in industrial
processes. The largest difference between steady-
state and dynamic RTOs is that traditional RTO
only provides optimal operating conditions at
the steady state, while dynamic RTO provides a
trajectory of changes of operating conditions.
Dynamic RTO does not require steady-state
conditions to be applied. The formulation and
solution of the problem DRTO are very similar to
the approach used to solve nonlinear predictive
controllers (NMPC), with the primary difference
the inclusion of economic aspects in the objective
function (Engell 2007).

Cross-References

�Control Structure Selection
� Industrial MPC of Continuous Processes
�Model-Based Performance Optimizing Control
�Model-Predictive Control in Practice

Recommended Reading

As a number of design decisions must be made
in the construction of a RTO system, there
is no single approach how to implement it.
The elements of the solution were discussed

here which should be viewed as a starting
point for further reading. The review paper by
Engell (2007) discusses and compares several
approaches for RTO and DRTO giving a quite
general and broad perspective of the area. For
the reader interested more in the solution and
formulation of the optimization problems, the
book by Biegler (2010) is a very good starting
point and gives a complete discussion about the
solvers currently used, illustrating the application
with several examples. For data reconciliation
and gross error detection the book by Narasimhan
and Jordache (1999) is a good starting point.
Finally, an industrial discussion about RTO
and alternative approaches that have been used
in the industry can be found in Darby et al.
(2011).
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Abstract

Redundancy may occur in different ways in
a robotic system. This entry focuses on the
resolution of kinematic redundancy, i.e., on
the techniques for exploiting the redundant
degrees of freedom in the solution of the inverse
kinematics problem; this is indeed an issue of

major relevance for motion planning and control
purposes.

Keywords

Algorithmic singularity; Kinematic singularity;
Optimization; Redundancy; Task-oriented kine-
matics; Task-space augmentation

Introduction

Redundant robots possess more resources than
those strictly required to execute their task; this
provides the robot with an increased capacity
of facing real-world applications by allowing
to handle performance issues besides the mere
achievement of a given motion trajectory.

Redundancy may occur in the sensory
system, in the mechanical structure, and/or in
the actuation system, thus allowing, e.g., fault
accommodation, multisensory perception, dex-
terous motion, and load sharing. Nevertheless,
unless otherwise specified, by redundant robot it
is meant one that has a kinematically redundant
mechanical structure, i.e., provided with more
degrees of freedom than those strictly required to
execute its task; this also typically leads to a re-
dundancy in the number of actuators and sensors.
Noticeably, kinematic redundancy is usually the
key to handle the avoidance of singular configu-
rations, the occurrence of joint limits, the engage-
ment of obstacles in the workspace, and the mini-
mization of joint torques or energy. In practice, if
properly managed, the increased dexterity char-
acterizing kinematically redundant robots may al-
low them to achieve a higher degree of autonomy.

In principle, no robot is inherently redundant;
rather, there are certain tasks with respect to
which it may become redundant. Nevertheless,
since most papers in the classical literature on the
topic have dealt with robotic manipulators (for
which a general task consists in tracking an end-
effector motion trajectory requiring six degrees
of freedom), a robot arm with seven or more
joints is often considered as a typical example
of an inherently redundant manipulator. However,
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even robot arms with fewer degrees of freedom,
like conventional six-joint industrial manipula-
tors, may become kinematically redundant for
specific tasks, such as simple end-effector posi-
tioning without constraints on the orientation.

In the case of traditional industrial applica-
tions involving nonredundant mechanical struc-
tures, the occurrence of singular configuration
and/or the presence of obstacles in the workcell
resulted in the need of a carefully structured (and
static) working space where the motion of the
manipulator could be planned in advance.

On the other hand, the presence of redundant
degrees of freedom allows motions of the manip-
ulator that do not displace the end effector (the
so-called self-motions or internal motions); this
implies that the same end-effector task can be ex-
ecuted with several different joint motions, giving
the possibility of better exploiting the workspace
of the manipulator and ultimately resulting in
a more versatile robotic arm (see Fig. 1). Such
feature is a key to allow operation in unstructured
and/or dynamically varying environments that
characterize advanced industrial applications and
service robotics scenarios.

The biological archetype of a robotic manip-
ulator is the human arm, which, not surprisingly,
also inspires the terminology used to characterize
the serial-chain structure of a robot arm. Remark-
ably, a simple look at the human arm kinematics
from the torso to the hand allows to recognize
seven degrees of freedom (three at the shoulder,

RedundantRobots, Fig. 1 A self-motion of the arm that
keeps the end-effector positioned at the blue spot. It is
possible to choose configurations that both take the blue
spot and avoid the red obstacle

one at the elbow, and three at the wrist) that make
a manipulator kinematically redundant.

The kinematic arrangement of the human arm
has been replicated in a number of robots of-
ten termed as human-armlike manipulators (see,
e.g., Fig. 2). Manipulators with a larger number
of joints are often called hyperredundant robots
and include – among others – snakelike robots
(Fig. 3).

The use of two or more robotic structures
to execute a task (as in the case of cooper-
ating manipulators or multifingered hands or
multiarm/multilegged robots) also gives rise
to kinematic redundancy. A headed multilimb
structure is typical of a humanoid robot (Fig. 4).
Redundant mechanisms also include vehicle-
manipulator systems (Fig. 5).

Although the realization of a kinematically
redundant structure raises a number of issues
from the point of view of mechanical design, this
entry focuses on the techniques for exploiting
the redundant degrees of freedom in the solution

Redundant Robots, Fig. 2 The Mitsubishi PA-10 ma-
nipulator
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Redundant Robots, Fig. 3 The SnakeRobots.com S7
snake robot prototype

Redundant Robots, Fig. 4 The Honda ASIMO

of the inverse kinematics problem. This is an
issue of major relevance for motion planning and
control purposes.

Task-Oriented Kinematics

The relationship between the N variables rep-
resenting the configuration q of an articulated

Redundant Robots, Fig. 5 The KUKA youBot

manipulator in the joint space and the M vari-
ables describing an assigned task t in an ap-
propriate task space constitutes a task-oriented
kinematics; this can be established at the position,
velocity, or acceleration level. Typically, one has
N � M , so that the joints can provide at least the
degrees of freedom required for the end-effector
task. If N > M strictly, the manipulator is
kinematically redundant.

At the position level, the direct kinematics
equation takes on the form

t D kt.q/ ; (1)

where kt is a nonlinear vector function.
Besides the direct kinematics expressed at the

position level, it is useful to consider the first-
order differential kinematics (Whitney 1969)

Pt D J t.q/ Pq ; (2)

that can be obtained by differentiating Eq. (1)
w.r.t. time. In (2), the mapping between the task-
space and the joint-space velocities is held by the
M � N task Jacobian matrix J t.q/ D @kt=@q

(also called analytic Jacobian).
Remarkably, Pt expresses the rate of change of

the variables adopted to describe the task and thus
does not necessarily have the meaning of an end-
effector velocity. In general, by denoting the end-
effector spatial velocity vN as the stack of the 3D
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translational and angular end-effector velocities,
the following relationship holds

Pt D T .t/ vN ; (3)

where T is an M � 6 transformation matrix.
For a given manipulator, the mapping

vN D J .q/ Pq (4)

relates a joint-space velocity to the corresponding
end-effector velocity through the 6�N geometric
Jacobian matrix J .

By comparing (2)–(4), the relation between
the geometric Jacobian and the task Jacobian can
be found as

J t.q/ D T .t/J .q/ : (5)

Further differentiation of (2) w.r.t. time pro-
vides the following relationship between the ac-
celeration variables:

Rt D J t.q/ Rq C PJ t.q; Pq/ Pq : (6)

This equation is also known as second-order
differential kinematics.

Singularities
A robot configuration q is singular if the task
Jacobian matrix is rank deficient at it. Consider-
ing the role of J t in (2) and (6), it is easy to realize
that at a singular configuration, it is impossible to
generate end-effector task velocities or accelera-
tions in certain directions. Further insight can be
gained by looking at (5), which indicates that a
singularity may be due to a loss of rank of the
transformation matrix T and/or of the geometric
Jacobian matrix J .

Rank deficiencies of T are only related to the
mathematical relationship between vN and t, Pt;
for this reason, a configuration at which T is sin-
gular is referred to as a representation singularity.
A representation singularity is not directly related
to the true motion capabilities of the manipulator
structure, which can be instead inferred by the
analysis of the geometric Jacobian matrix. Rank

deficiencies of J are in fact related to loss of
mobility of the manipulator end effector; indeed,
end-effector velocities exist in this case that are
unfeasible for any velocity commanded at the
joints. A configuration at which J is singular is
referred to as a kinematic singularity.

Since redundancy resolution methods involve
the inversion of the task differential kinemat-
ics (2) and (6), the handling of singularities
through proper treatment of the Jacobian matrix
is very important. However, due to space
limitations, this topic is out of the scope of
this entry and in the following, we will assume
that the Jacobian matrices at issue are all full
rank.

Null-Space Velocities
With a full-rank task Jacobian, at each configu-
ration an N � M dimensional null space of J t

exists made of the set of joint-space velocities
that yield zero task velocity; these are thus called
null-space velocities in short.

Remarkably, the components of Pq in the null-
space of J t produce a change in the configuration
of the manipulator without affecting its task ve-
locity. This can be exploited to achieve additional
goals – like obstacle or singularity avoidance – in
addition to the realization of a desired task motion
and constitutes the core of redundancy resolution
approaches.

Inverse Differential Kinematics
The inverse kinematics problem can be solved
by inverting the direct kinematics equation (1),
the first-order differential kinematics (2) or the
second-order differential kinematics (6). With a
time-varying desired task reference, it is con-
venient to solve the differential kinematic re-
lationships because these represent linear equa-
tions with the task Jacobian as the coefficient
matrix.

For a kinematically redundant manipulator,
the general solution of (2) or (6) can be expressed
by resorting to the pseudoinverse J

	
t of the task

Jacobian matrix (Whitney 1969).
The general solution of (2) can be written as

Pq D J
	
t .q/ Pt C N J t.q/ Pq0 ; (7)
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where

N J t.q/ D I � J
	
t .q/J t.q/

is an orthogonal projection matrix into the null-
space of J t , and Pq0 is an arbitrary joint-space
velocity; the second part of the solution is there-
fore a null-space velocity. The particular solution
obtained by setting Pq0 D 0 in (7) is known as the
pseudoinverse solution.

As for the second-order kinematics (6), its
solution can be expressed in the general form

Rq D J
	
t .q/

�Rt � PJ t.q; Pq/ Pq�C N J t.q/ Rq0 ; (8)

where Rq0 is an arbitrary joint-space acceleration.
In summary, for a kinematically redundant

manipulator, the inverse kinematics problem ad-
mits an infinite number of solutions, so that a
methodology to select one of them is needed.

Redundancy Resolution via
Optimization

An approach to redundancy resolution is based on
the optimization of suitable performance criteria.

Performance Criteria
The availability of redundant degrees of freedom
can be used to improve the value of performance
criteria during the motion. These criteria may
depend on the robot joint configuration only or
involve also velocities and/or accelerations.

The most frequently considered performance
objective for trajectory tracking tasks is
singularity avoidance. In fact, singularities lead
to decreased mobility, and adding kinematic
redundancy allows to reduce the extension of
the workspace region where the manipulator
is necessarily at a singular configuration
(unavoidable singularities Baillieul et al. 1984).
Possible performance criteria to drive the
manipulator motion out of avoidable singu-
larities are configuration-dependent functions
that characterize the distance from singular
configurations, i.e., the manipulability measure,

the condition number, and the smallest singular
value of J t.

Since kinematic inversion produces very high
joint velocities in the vicinity of singular config-
urations, a conceptually different possibility is to
minimize the norm of the joint velocity generated
by the redundancy resolution scheme.

Redundancy can be also used to keep a robot
away from undesired regions of the joint space or
of the task space. For example, it might be desired
that a manipulator avoids reaching mechanical
joint limits (Liégeois 1977). Another interesting
application is obstacle avoidance, which can be
enforced by minimizing suitable artificial poten-
tial functions defined on the basis of the image of
the obstacle region in the configuration space.

Many other performance criteria can be found
in the literature.

Local Optimization
Equation (7) provides least-squares solutions to
the end-effector task constraint (2), so that it
minimizes kPt � J Pqk.

The simplest form of local optimization is rep-
resented by the pseudoinverse solution that pro-
vides the joint velocity with the minimum norm
among those which realize the task constraint.
Clearly, the joint movement generated by this
locally optimal solution does not provide global
velocity minimization along the entire manipula-
tor motion; therefore, singularity avoidance is not
guaranteed (Baillieul et al. 1984).

In terms of the inverse differential kinematics
problem, the least-squares property may quantify
the accuracy of the end-effector task realization,
while the minimum norm property may be rele-
vant for the feasibility of the joint-space veloci-
ties.

Another possibility is to use the general solu-
tion (7), choosing Pq0 as

Pq0 D �kH rH.q/ ; (9)

where kH is a scalar stepsize and rH.q/ denotes
the gradient of a scalar configuration-dependent
performance criterionH which is desired to min-
imize (Liégeois 1977).
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As for the second-order solution (8), choosing
Rq0 D 0 gives the minimum norm acceleration
solution.

Global Optimization
Local optimization algorithms can lead to unsat-
isfactory performance over long-duration tasks.
It is therefore natural to consider the possibility
of selecting Pq0 in (7) so as to minimize integral
criteria of the form

Z tf

ti

H.q/ dt

defined over the whole duration of the task. Un-
fortunately, the solution of these problems (natu-
rally formulated within the Calculus of Variations
framework) may not exist and does not admit a
closed form in general. One way to make the
problem solvable is to use an integral criterion
in quadratic form in the joint velocities or ac-
celerations. However, this is more easily done
at the second-order kinematic level (see sec-
tion “Second-Order Redundancy Resolution”).

Redundancy Resolution via Task
Augmentation

Another approach to redundancy resolution
consists in augmenting the task vector so as
to tackle additional objectives expressed as
constraints.

Extended Jacobian
The extended Jacobian technique (Baillieul 1985)
enforces an appropriate number of functional
constraints to be fulfilled along with the original
end-effector task.

Given an objective function g.q/, if J t has full
rank a set of N �M independent constraints can
be obtained from the equation

@g.q/

@q

ˇ̌
ˇ̌
qDbq N J t.bq/ D 0T ;

where bq is the current joint configuration such
that the function g.q/ is at an extreme; these

N � M independent constraints can be written
in vector form as

h.bq/ D 0 :

For a motion that tracks a trajectory t.t/ by
keeping g.q/ extremized at each time, it is

�
t.t/

0


D
�

kt
�
q.t/

�
h
�
q.t/

�

;

that, similarly to (1) and (2), leads to define an
extended Jacobian matrix as

J ext.q/ D
2
4 J t.q/
@h.q/

@q

3
5 :

Therefore, if the initial joint configuration ex-
tremizes g.q/ and provided that J ext does not
become singular, the time integral of the inverse
mapping

Pq D J �1
ext.q/

� Pt
0


(10)

tracks the assigned end-effector trajectory t.t/

propagating joint configurations that extremize
g.q/.

The extended Jacobian method has a major
advantage over the pseudoinverse solution in that
it is cyclic, i.e., it generates repetitive joint motion
from a repetitive task motion. Moreover, solution
(10) can be made equivalent to (7) via suitable
choice of the vector Pq0 (Baillieul 1985).

Augmented Jacobian
The task-space augmentation approach is based
on the direct definition of a constraint task to be
fulfilled along with the end-effector task (Sciav-
icco and Siciliano 1988).

In detail, let tc collect P variables that de-
scribe the additional tasks to be fulfilled besides
the end-effector task t. In the general case, it is
P � N �M although full redundancy exploita-
tion suggests to consider exactly P D N �M .

The relation between the joint-space and the
constraint-task coordinates can be considered as
a direct kinematics equation



Redundant Robots 1147

R

tc D kc.q/ ;

where kc is a continuous nonlinear vector func-
tion. At this point, an augmented task can be
defined by stacking the end-effector task with the
constraint task as

ta D
�

t

tc


D
�

kt.q/

kc.q/


:

According to this definition, finding a joint con-
figuration q that brings ta at some desired value
means to satisfy both the end effector and the
constraint task at the same time.

A solution to this problem can be found at the
differential level by inverting the mapping

Pta D J a.q/ Pq (11)

where the matrix

J a.q/ D
�

J t.q/

J c.q/



is termed augmented Jacobian and J c.q/ D
@kc=@q is the P � N constraint-task Jacobian
matrix.

A particular choice for the constraint-task vec-
tor is tc D h.q/, with h defined as explained in
section “Extended Jacobian”, that allows the aug-
mented Jacobian method to embed the extended
Jacobian one.

Algorithmic Singularities
The specification of additional goals besides
tracking the end-effector task raises the
possibility that configurations exist at which
the augmented kinematics problem is singular
while the sole end-effector task kinematics is
not; these configurations are termed algorithmic
singularities (Baillieul 1985). With reference
to the velocity mappings (10) and (11), an
algorithmically singular configuration is one at
which the extended and the augmented Jacobians,
respectively, are singular while J t is full rank.

Remarkably, algorithmic singularities arise
from the way in which the constraint task
conflicts with the end-effector task and are not

a problem of the specific inverse kinematic
technique (Baillieul 1985). This is easily
understandable in simple situations such as
that of a desired trajectory passing through an
obstacle, where either the trajectory is tracked
or the obstacle is avoided, so that both tasks
cannot be achieved together. If the origin of
the conflict between the two tasks has a clear
meaning, the algorithmic singularity may be
avoided by keenly specifying the constraint task
case-by-case; otherwise, analytical tools must be
adopted.

Task Priority
Conflicts between the end-effector task and the
constraint task are handled in the framework of
the task-priority strategy by suitably assigning
an order of priority to the given tasks and then
satisfying the lower-priority task only in the null-
space of the higher-priority task (Maciejewski
and Klein 1985; Nakamura et al. 1987). The idea
is that, when an exact solution does not exist, the
reconstruction error should only affect the lower-
priority task.

With reference to solution (7), the task-priority
method consist in computing Pq0 so as to suitably
achieve the P -dimensional constraint-task veloc-
ity Ptc. Remarkably, the projection of Rq0 onto
the null-space of Jt ensures lower priority of the
constraint task with respect to the end-effector
task since it results in a null-space velocity for
the end-effector task.

Consistently with the defined order of priority
between the two tasks, a reasonable choice is
then to guarantee exact tracking of the primary-
task velocity while minimizing the constraint-
task velocity reconstruction error Ptc � J c Pq; this
gives (Maciejewski and Klein 1985)

Pq DJ
	
t .q/PtC�J c.q/N J t.q/

�	� Ptc�J c.q/J
	
t .q/Pt

�
:

(12)
It can be recognized that the problem of al-

gorithmic singularities still remains; in fact, the
matrix J c � N J t may lose rank with full-rank
J t and J c. However, differently from the task-
space augmentation approach, correct primary-
task solutions are expected as long as the sole
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primary-task Jacobian matrix is full rank. On the
other hand, out of the algorithmic singularities,
the task-priority strategy gives the same solution
as the task-space augmentation approach; this
implies that close to an algorithmic singularity,
the solution becomes ill-conditioned and large
joint velocities may result.

Another approach is to relax minimization of
the secondary-task velocity reconstruction con-
straint and simply pursue tracking of the compo-
nents of J 	

c
Ptc that do not conflict with the primary

task (Chiaverini 1997), namely,

Pq D J
	
t .q/Pt C N J t.q/J

	
c.q/ Ptc : (13)

A nice property of solution (13) is that algorith-
mic singularities are decoupled from the singular-
ities of J c.

Second-Order Redundancy
Resolution

Redundancy resolution at the acceleration level
allows the consideration of dynamic performance
along the manipulator motion. Moreover, the ob-
tained acceleration profiles (together with the
corresponding positions and velocities) can be
directly used as reference signals of task-space
dynamic controllers.

The simplest scheme operating at the acceler-
ation level is represented by (8) with Rq D 0. Sim-
ilar to the velocity-level pseudoinverse solution,
the joint motion generated by this locally optimal
solution does not result in global acceleration
minimization. Remarkably, provided that the ap-
propriate boundary conditions are satisfied, this
solution leads to the minimization of the integral
of PqT Pq (Kazerounian and Wang 1988).

More flexibility in the choice of performance
criteria is obviously obtained by considering the
full second-order solution (8). Let the manipula-
tor dynamic model be expressed as

� D H .q/ Rq C c.q; Pq/C �g.q/ ;

where � is the vector of actuator torques, H is
the manipulator inertia matrix, c is the vector of

centrifugal/Coriolis terms, and �g is the gravi-
tational torque vector. Choosing the null-space
acceleration in (8) as

Rq0 D ��H .q/N J t.q/
�	

�
�
H .q/J

	
t .q/

�
Rt� PJ t.q; Pq/ Pq

�
Cc.q; Pq/C�g.q/

�

leads to the local minimization of the actuator
torque norm �T� (Hollerbach and Suh 1987).

Another interesting inverse solution, which
minimizes the integral of the manipulator kinetic
energy, is the following Kazerounian and Wang
(1988):

Rq D J
	

t;H
.q/
�

Rt � PJ t.q; Pq/ Pq
�

C
�
I�J

	

t;H
.q/J t.q/

�
H �1.q/ c.q; Pq/ ;

where the inertia-weighted task Jacobian pseu-
doinverse can be computed as

J
	

t;H
.q/ D H �1.q/J T

t .q/

�
J t.q/H �1.q/J T

t .q/
��1

:

Once again, the correct boundary conditions must
be used.

Summary and Future Directions

To discuss kinematic redundancy, the concept of
task-oriented kinematics has been first recalled
with the basic methods for its inversion at the
velocity and acceleration level. Next, different
methods to solve kinematic redundancy at the
velocity level have been arranged in two main
categories, namely, those based on the optimiza-
tion of suitable performance criteria and those
relying on the augmentation of the task space.
Finally, redundancy resolution methods at the
acceleration level have been considered in order
to take into account dynamics issues, e.g., torque
or kinetic energy minimization.

Besides the classical linear algebra methods
and optimization tools still ever under inves-
tigation, new methodological approaches to
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Redundant Robots, Fig. 6 The DLR rolling justin

redundancy resolution recently include learning
algorithms (Rolf et al. 2010) and soft computing
techniques (Liu and Li 2006). Active fields of
new applications are in sensorial redundancy for
data fusion (Luo and Chang 2012) and in systems
(like the one in Fig. 6) with a large number of
degrees of freedom, namely, hyperredundant
robots (Salvietti et al. 2009), humanoids (Kanoun
and Laumond 2010), and multirobot systems
(Antonelli et al. 2010).

Cross-References

�Cooperative Manipulators
�Optimal Control and Mechanics
�Robot Motion Control

Recommended Reading

Because of space and scope limitations, in
drawing on overview of such a mature and well-
developed topic, there are a number of techniques

and details that go neglected in any case; a
slightly more extensive treatment of kinematic
redundancy, including a touch on singularity
robustness, cyclicity, and hyperredundant ma-
nipulators with related first-reading bibliography
can be found in Chiaverini et al. (2008). Other
major issues of interest that could not be covered
here are in the use of kinematic redundancy for
fault tolerance, for improved grasping, and for
motion/force control; see, e.g., Roberts et al.
(2008), Prats et al. (2011), and Khatib (1990),
respectively.
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Abstract

A classical problem in control theory is the de-
sign of feedback laws such that the effect of
exogenous inputs on selected output variables is
asymptotically rejected. This includes problems
of asymptotic tracking and disturbance rejection.
In this entry, the fundamentals of the theory are
presented, as well as constructive procedures for
the design of a controller, which embeds an “in-
ternal model” of the generator of the exogenous
inputs. Current and future research directions are
also discussed.

Keywords

Nonlinear output regulation; Robust control; Sta-
bilization of nonlinear systems; Tracking

Introduction

The problem of controlling a dynamical systems
in such way that a “regulated” output tracks ref-
erence signals or rejects exogenous disturbances
is ubiquitous in control theory. Among various
possible different approaches to the solution of
this problem, in this entry we present the so-
called theory of nonlinear output regulation. A
distinctive feature of this theory is that refer-
ence/disturbance signals to be tracked/rejected
are thought of as unknown functions of time,
which belong to the set of all trajectories gen-
erated by an autonomous nonlinear system (the
so-called exosystem). Fundamental in this setting
is the concept of internal model, developed in
the early 1970s for linear systems by Francis
and Wonham (1976) and subsequently extended,
beginning with the work (Isidori and Byrnes
1990), to the case nonlinear systems. Since these
early contributions, nonlinear output regulation
has been an active research domain, in which con-
stant improvements have brought the theory to a
stage of full maturity. In this entry we introduce
the fundamental principles of the nonlinear out-
put regulation theory and the associated design
tools. The entry ends with an overview of actual
research trends and future research directions.

The Generalized Tracking Problem
for Nonlinear Systems

We consider the class of time-invariant smooth
nonlinear systems described in the form

Px D f .w; x; u/
e D h.w; x/
y D k.w; x/

(1)

in which x 2 Rn is the state, u 2 Rm is the
control input, y 2 Rq is the measured output, and
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e 2 Rp is the regulation error. The input w 2 Rs

models exogenous signals that might represent
references to be tracked, exogenous disturbances
to be rejected, or also parametric uncertainties.
In this framework the problem is to design a
controller of the form

P
 D '.
; y/ 
 2 R�

u D �.
; y/
(2)

such that the associated closed-loop system
(1)–(2) has bounded trajectories .x.t/; 
.t//

and the resulting error e.t/ D h.w.t/; x.t// is
asymptotically vanishing, i.e., limt!1 e.t/ D 0.
The previous framework encompasses several
standard control problems, such as the problem
in which a system of the form Px D f .x; u/,
with measured output y D k.x/ and regulated
output yr D hr.x/, must be controlled in such a
way that yr.t/ asymptotically tracks a reference
signal y�.t/. This is the case, in fact, if we set
w.t/ D y�.t/, define e D h.w; x/ D w � hr.x/,
and drop the dependence from w in the functions
f .�/ and k.�/ in (1). Similarly, the previous
framework lends itself to capture a scenario of
disturbance suppression, in which, in a system of
the form Px D f .d; x; u/, with measured output
y D k.x/ and regulated output yr D h.x/,
the effect of a disturbance d.t/ on the regulated
output yr.t/ must be asymptotically rejected.
This is the case if we set w.t/ D d.t/ and drop
the dependence on w in h.�/ and k.�/ in (1).
Similarly, by letting h.x/ D x and interpreting
the variable w as parametric uncertainty, the
previous setting captures the problem of robust
output feedback stabilization, at the origin, of
an uncertain system of the form Px D f .w; x; u/
with measured output y D k.w; x/. Of course,
the general case of tracking reference signals in
presence of exogenous disturbances can be cast
in a similar manner.

The ability of solving the problem in question
strongly depends on the amount of knowledge
one assumes about the exogenous variable w in
the design of the controller (2). Among the dif-
ferent options available, in this entry we present
the so-called theory of output regulation, in which
the exogenous variable is assumed to be an un-

known member of a known family of functions of
time. Specifically, it is assumed that w.t/ is an
unspecified member of the set of all trajectories
generated by an autonomous nonlinear system of
the form

Pw D s.w/ (3)

as its initial condition w.0/ ranges on a prescribed
set W � Rs . In this framework, system (3),
usually referred to as the “exosystem,” is assumed
to be known and its knowledge potentially ex-
ploitable in the design of (2). The specific “mem-
ber” w.t/ of the family, however, is unspecified
as the initial condition w.0/ is not known. The
fact of regarding w.t/ as unknown member of
a known family seems to be the right trade-off
between the favorable but unrealistic situation in
which w.t/ is assumed to be perfectly known and
the opposite realistic but conservative situation in
which w.t/ is regarded as a totally unknown sig-
nal. An elementary, and yet meaningful, example
is given by the case in which w.t/ belongs to
the family of periodic functions of time with an
unspecified frequency, phase, and amplitude. In
this case the exosystem (3) is a nonlinear system
of the form (w 2 R3)

Pw1 D w2 Pw2 D �w23 w1 Pw3 D 0 :

Solutions of the previous system, in fact, are pe-
riodic functions, with frequency w3.t/ � w3.0/
and amplitude and phase depending on the spe-
cific initial condition .w1.0/;w2.0//. Other sit-
uations, such as exosystems modeling nonlinear
oscillators, can be dealt with in a similar fashion.

In the previous context, the problem of output
regulation can be formally cast as follows. Let
X � Rn be a set of initial conditions for (1).
Then, the problem consists in finding a controller
of the form (2), with initial conditions in a set
� � R� , such that the trajectories of the closed-
loop system (1)–(2) augmented with (3), originat-
ing from an initial condition .w.0/; x.0/; 
.0// 2
W � X � � , are bounded and limt!1 e.t/ D 0

uniformly in the initial conditions (The property
of “uniformity” is relevant in the context of out-
put regulation. It reflects the requirement that
the time needed for the error e.t/ to reach an
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�-neighborhood of the origin only depends on the
set W � X � �i , where the initial conditions
are supposed to range, and on � but not on the
particular value of the initial condition within
W � X � � .). Depending on the assumptions
on the set X where the initial conditions of the
plant are assumed to range, the problem is further
classified in semiglobal output regulation, if the
set X is a known compact but otherwise arbitrary
set of Rn, or global output regulation if X D Rn.

Output Regulation Principles

Steady State for Nonlinear Systems
and Internal Model Principle
Since the objective is to design the controller such
that the effect of the exogenous variable is asymp-
totically rejected by the regulation error, it is
apparent that any approach to the solution of the
problem of output regulation must be necessarily
grounded on a precise characterization of the no-
tion of “steady state” for a nonlinear system. As it
is the case for the familiar version of this concept
in linear systems theory, a notion of “steady
state,” for the system consisting of (1)–(3), should
be able to capture the “limiting behavior” – if
any – that such system asymptotically approaches
when the “transient behavior,” due to the effect of
specific initial conditions of plant and controller,
fades out and a “persistent behavior,” induced
only by the specific exogenous input, emerges. In
this respect, the mathematical tool that has been
shown to be at the core of a rigorous notion of
steady state for nonlinear systems is the one of
!-limit set of a set. We refer the reader to Hale
et al. (2002) for a definition of this notion and
to Byrnes and Isidori (2003) for a description
of its use in the characterization of the steady-
state behavior of a nonlinear system. In this entry,
we simply observe that if the trajectories of the
system (3)–(1)–(2) that originate from the set of
initial conditionsW �X�� are bounded (which,
in turn, is one of the requirements of the problem
in question), then there exists a compact set A �
Rs�Rn�R� , which is precisely the !-limit set of
the setW �X�� under the dynamics of (3)–(1)–
(2), that is invariant for the closed-loop system

and that uniformly attracts its trajectories. The
set A is usually referred to as steady-state locus,
while the restriction of the closed-loop dynamics
to the set A are the steady-state dynamics of
the closed-loop system. The latter characterize
the “limiting behavior” of the system towards
which all the closed-loop trajectories converge to.
Unlike the case of linear systems, though, in a
nonlinear context we cannot expect, in general,
that the steady-state behavior is only governed
by the exogenous w, namely, that the asymptotic
behavior of the closed-loop system is totally
independent of the initial conditions of the plant
and of the regulator. Assuming that the set W is
compact and invariant for (3), it can be proven
(see Isidori and Byrnes 2008) that the set A is the
graph of a set-valued map defined onW , namely,
that there exists a map  W W ! Rn � R� , which
is set-valued in general, such that

A D f.w; x; 
/ 2 W �Rn�R� W .x; 
/ 2 .w/g :

Clearly the steady-state locus and the asso-
ciated steady-state dynamics of the closed-loop
system depend on the design of the controller (2).
The role of the latter is not only to enforce the
existence of a steady state, which is equivalent to
enforce bounded closed-loop trajectories, but also
to guarantee that the error converges asymptoti-
cally to zero uniformly in the initial conditions.
In this respect, by bearing in mind the asymptotic
properties of the set A, it can be seen that a
sufficient condition under which a regulator of the
form (2) solves the problem of output regulation
is that the steady-state locus is “shaped” in such a
way that the regulation error is zero on it, namely,

A � f.w; x; 
/ W h.w; x/ D 0g : (4)

In fact, it can be proved that condition (4) is not
only sufficient but also necessary (see Byrnes and
Isidori 2003) as a consequence of the require-
ment that the error converges to zero uniformly
in the initial conditions. That is, any regulator
that solves the problem in question necessarily
enforces a steady state such that the steady-state
locus fulfills (4).
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In view of the previous considerations, a cru-
cial property required to any regulator is to induce
a steady-state locus A fulfilling (4). This key
feature can be further elaborated by highlighting
two necessary conditions, involving separately
the plant and the regulator, leading to the notions
of regulator equations and internal model prop-
erty. To this purpose, consider the simplified, yet
relevant, case in which the map .�/ is single-
valued and smooth, and let �.w/ and �.w/ be the
two components of .w/ associated to x and 
,
respectively. By letting

c.w/ D �.�.w/; k.w; �.w/// (5)

it is immediately realized that the fact that A is
invariant for (1)–(3) implies that the functions
�.�/ and �.�/ necessarily fulfill

@�.w/

@w
s.w/ D f .w; �.w/; c.w// (6)

and

@�.w/

@w
s.w/ D '.�.w/; k.w; �.w/// (7)

for all w 2 W . Furthermore, the fact that e must
be zero on A (see (4)) implies that necessarily

h.w; �.w// D 0 (8)

for all w 2 W . Equations (6) and (8), interpreted
as equations in the unknown �.w/ and c.w/, in-
volve only the regulated plant (1) and are known
as regulator equations (see Isidori 1995; Isidori
and Byrnes 1990). The functions c.w.t// and
�.w.t//, with w.t/ solution of (3), represent, re-
spectively, the desired steady-state control input
and state towards which the actual control input u
and state x of (1) should converge in order to have
the regulation goal fulfilled. On the other hand,
Eqs. (5) and (7), interpreted as equations in the
unknown �.w/, point out the so-called internal
model property required to any regulator solving
the output regulation problem, that is, the ability
of the regulator to reproduce the ideal steady-
state input c.w.t//, for all possible w.t/ solution
of (3), once it is driven by the measured output of

the plant in the ideal steady state (namely, by the
function k.w.t/; �.w.t///). In fact, this property
can be achieved by incorporating in the controller
an appropriate “internal model” of the exogenous
dynamics (3).

Regulator Design
As emphasized in the previous discussion, the
design of the regulator involves the fulfillment
of two crucial properties. The first is the inter-
nal model property, namely, the ability of gen-
erating, by means of the regulator outputs, all
possible “feedforward inputs” which force an
identically zero regulation error and, in turn, to
guarantee the existence of an invariant steady-
state set on which the error is identically zero.
The second property asks that such a steady-
state set is asymptotically stable for the closed-
loop system with a domain of attraction including
the set of initial conditions. A systematic design
procedure of regulators simultaneously fulfilling
the previous two properties can be found under
sufficient conditions that essentially restrict the
class of regulated plants (1). In particular, in the
following, we consider the class of single input-
single output systems that are affine in the input u,
with a measurable error variable (i.e., e D y) and
that after an appropriate change of coordinates
can be written in the form

Pz D fz.w; z; e/ z 2 Rn�1
Pe D a.w; z; e/C b.w; z; e/u e; u 2 R

(9)

with fz.�; �; �/, a.�; �; �/, and b.�; �; �/ smooth func-
tions with b.w; z; e/ ¤ 0 for all .w; z; e/. Sys-
tems of this kind possess a well-defined unitary
relative degree (The restriction to systems with
unitary relative degree is just made for sake of
simplicity. Higher relative degree can be equally
dealt with, Isidori (1995).) between the input u
and the output e, and the Eqs. (9) are said to be
in normal form (see Isidori 1995, 2013). In these
coordinates an easy calculation shows that the
solution of the regulator Eqs. (6) and (8) takes the
form �.w/ D .�z.w/; 0/, where �z.�/ W W !
Rn�1 is a solution of
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@�z.w/

@w
s.w/ D fz.w; �z.w/; 0/ ;

and

c.w/ D � a.w; �z.w/; 0/

b.w; �z.w/; 0/
:

In addition, we further restrict the class of sys-
tems by asking for a minimum-phase property
(Isidori 1995, 2013). In the present context, the
property in question amounts to asking that the
set B D f.w; z/ 2 W � Rn�1 W z D �z.w/g is
asymptotically stable for the system

Pw D s.w/
Pz D fz.w; z; 0/

with a domain of attraction containing W � Z,
with Z the set where the initial condition of z is
expected to range.

Existence of the relative degree and the prop-
erty of minimum-phase are all what is needed to
design a regulator. The regulator takes the form

P
 D F 
 CG.�.
/C �.e// 
 2 R�

u D �.
/C �.e/
(10)

in which .F;G/ is a controllable pair and �.�/
and �.�/ are real-valued functions to be properly
designed. In particular, it can be shown (see
Marconi et al. 2007) that if �, the dimension of
the regulator is taken sufficiently large relative
to the dimension of w (specifically, � � 2s C 2)
and if F is any matrix whose eigenvalues have
negative real part, there exist a continuously
differentiable function �.�/ and a continuous
function �.�/ such that

@�.w/

@w
s.w/ D F�.w/CGc.w/

c.w/ D �.�.w//
(11)

for all w 2 W . This being the case, it is seen
that the regulator (10) fulfills conditions (5)–(7)
and therefore has the internal model property,
regardless of how �.�/ is chosen, provided
that �.0/ D 0. In particular, in the closed-
loop system (3), (9), and (10), the invariant set
A D f.w; z; e; 
/ 2 W � Rn�1 � R � R� W z D
�z.w/; e D 0; 
 D �.w/g fulfills (4) regardless

of how �.�/ is chosen. The function �.�/ is a
degree of freedom that can be chosen to make
the steady-state set A asymptotically stable. In
this respect the minimum-phase assumption and
the fact that F is a Hurwitz matrix play a role.
In fact, the closed-loop system (3), (9), and (10),
interpreted as a system with state .w; z; e/, input
�.�/, and output e, have relative degree one and
it is minimum-phase. This fact makes it possible
to use standard high-gain arguments to show that
there exists a function �.�/ such that the set A is
asymptotically stable for the closed-loop systems
with a domain of attraction containing any
(arbitrarily large) compact set of initial conditions
(see Marconi et al. 2007; Teel and Praly 1995).

The delicate part in the procedure illustrated
above is the design of the function �.�/ that is
required to fulfill (11) for a suitable �.�/. Ex-
act, although hardly implementable in practice,
expressions for the function �.�/ can be found
in Marconi and Praly (2008). More constructive
design procedures can be found at the price of
restricting the class of systems and exosystems
that can be dealt with. Such procedures require
that the autonomous dynamical system with “out-
put” u�

Pw D s.w/
u� D c.w/ ;

namely, the system characterizing all possible
ideal steady-state inputs, is “immersed” into a
system exhibiting certain structural properties
(Loosely speaking, the autonomous system with
output ˙ is immersed into the autonomous
system with output Q̇ if the set of all possible
functions of time generated as outputs of ˙ is a
subset of the set of all possible functions gener-
ated as outputs of Q̇ .). In this respect a number
of alternative solutions have been proposed in
literature that differ for the kind of underlying
immersion assumption and consequent regulator
design procedure. Immersion into a linear known
observable system (see Byrnes et al. 1997; Huang
and Lin 1994; Khalil 1994; Serrani et al. 2000),
immersion into a linear unknown (but linearly
parameterized) system (Serrani et al. 2001),
immersion into a linear system having a nonlinear
output map (Chen and Huang 2004), immersion
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into a nonlinear system linearizable by output
injection (Delli Priscoli 2004), immersion into a
system in canonical observability form Byrnes
and Isidori (2004), and immersion into a system
in a nonlinear adaptive observability form Delli
Priscoli et al. (2006a,b) are a few examples of
approaches proposed in literature.

Summary and Future Directions

The theory of output regulation for nonlinear
systems is an active area of investigation.
Research efforts are, in particular, addressed
to the problems of weakening the minimum-
phase assumption and of identifying robust
design procedures, to asymptotically stabilize
the steady-state locus, not necessarily based on
high-gain principles. Recently, the problem of
output regulation for multivariable systems has
been also addressed (Isidori and Marconi 2012).
In this case a paradigm shift in the design of
the regulator and of the stabilizer is expected
to deal with the problem in its full generality.
Finally, it is worth mentioning that the theory
of output regulation and internal model-based
design methods are being used for the problem
of reaching a consensus between the outputs
of a network of nonlinear systems exchanging
relative information over a communication graph.
In this case it has been proved the necessity of
internal model-based regulators (Wieland 2010)
and the research activity is now conveyed to
identify constructive design strategies for classes
of nonlinear systems and network topologies.

Cross-References

�Differential Geometric Methods in Nonlinear
Control

�Lyapunov’s Stability Theory
�Nonlinear Zero Dynamics
�Tracking and Regulation in Linear Systems
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Risk-Sensitive Stochastic Control

Hideo Nagai
Osaka University, Osaka, Japan

Abstract

Motivated by understanding “robustness” from
the view points of stochastic control, the studies
of risk-sensitive control have been developed.
The idea was applied to portfolio optimization
problems in mathematical finance, from which
new kinds of problem on stochastic control,
named “large deviation control,” have been
brought, and currently the studies are in progress.

Keywords

Large deviation control; Mathematical finance;
Robustness

Risk-Sensitive Criterion

Risk-sensitive stochastic control has the criterion

J.x; 0IT I �/ D 1

�
logEŒe�fR T0 f .Xs ;us /dsC'.XT /g�

(1)

with � ¤ 0, whereXt is the state variable process
defined by the controlled stochastic differential
equation

dXt D .Xt /dBt Cb.Xt ; ut /dt; X0 D x (2)

with the control parameter process ut . Here
.x/ W RN 7! RN ˝ Rd and b.x; u/ W
RN � Rm 7! RN . When � ! 0, the criterion
behaves as

J.x; 0IT I �/ 	 EŒ
R T
0
f .Xs; us/ds C '.XT /�

C �

2
VarŒ

R T
0 f .Xs; us/ds C '.XT /�CO.�2/:

Then, minimizing the criterion with � > 0 is
considered to be risk averse, while with � < 0 it
is to be risk seeking. The problem minimizing the
classical criterion EŒ

R T
0 f .Xs; us/ds C '.XT /�

corresponds to the case of � D 0, which is risk
neutral.

When f .x; u/ D 1
2
x�Qx C 1

2
u�Su; '.x/ D

1
2
x�Ux, and b.x; u/ D Ax C Cu; .x/ � †

with constant matrices Q; S; U; A; C; †,
minimizing the criterion subject to the state vari-
able processes Xt is called a linear exponen-
tial quadratic Gaussian (LEQG) control problem,
where one may assume Q and U to be nonnega-
tive definite and S positive definite.

H-J-B Equations

The Hamilton-Jacobi-Bellman (H-J-B) equation
for the problem minimizing criterion J defined
by (1) among the controlled processes governed
by (2) is seen to be

�
@v
@t

C 1
2
trŒa.x/D2v�CH.x;rv/ D 0

v.T; x/ D '.x/;
(3)

where a.x/ WD �
aij .x/

� D �
.�/ij .x/

�
and

H.x; p/D �

2
p�a.x/pCinf

u
fb.x; u/�pCf .x; u/g:

In an LEQG case, where we assume that Q; U
are nonnegative definite and S positive definite,
the H-J-B equation has the solution expressed as

v.t; x/ D 1

2
x�P.t/x CG.t/;

by using the solutions G.t/ of ordinary differen-
tial equation
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R

PG.t/C 1

2
trŒP††�� D 0; G.T / D 0

and P.t/ of the Riccati equation

PP .t/C PAC A�P � P.CS�1C � � �††�/

P CQ D 0

with the terminal condition P.T / D U , provided
that it has a nonnegative definite solution P.t/.
However, it may occur that the Riccati equation
does not have any solution if � is large. In
that case, we say that the risk-sensitive control
problem “breaks down.” Namely, there is no
control which makes the criterion have a finite
value. On the other hand, if it has a solution,
then the optimal feedback control is seen to be
�S�1C �P.t/x and the optimal diffusion process
turns out to be the solution to

dXt D †dBtC.AXt�CS�1C �Xt/dt; X0 D x:

The situation can extend to certain general cases.
Under sufficiently general conditions one can say
that if H-J-B equation (3) has a solution, then no
“breakdown” occurs in the corresponding risk-
sensitive stochastic control problem (cf. Bensous-
san and Nagai 2000; Bensoussan et al. 1998;
Nagai 1996).

The LEQG problems were first investigated in
Jacobson (1973), and then a theory of the LEQG
control with complete or partial state information
is developed in Whittle (1981) and Bensoussan
and Van Schuppen (1985). Development of the
studies of nonlinear risk-sensitive control can be
seen in Bensoussan et al. (1998), Nagai (1996),
Fleming and McEneaney (1995), etc.

Singular Limits and H 1 Control

The large deviation theory of Freidlin-Wentzell
applies to the risk-sensitive control problem with
the criterion

J�.x; 0IT / D �

�
logEŒe

�
�

R T
0 f 12 u�

s S.Xs/usCV.Xs/gds/�
(4)

and the controlled dynamics

dXt D p
�.Xt /dBt C fb.Xt/C C.Xt /utgdt:

(5)
The corresponding H-J-B equation is

�
@v�
@t

C �
2
trŒa.x/D2v��CH0.x;rv�/C V D 0

v�.T; x/ D 0;
(6)

H0.x; p/ D �
2
p�a.x/p C b.x/�p

C infu2Rmfu�C.x/p C 1
2
u�S.x/ug

D b.x/�p � 1
2
p�fCS�1C.x/� � �a.x/gp:

By employing viscosity solution theory, we can
see that, when sending � ! 0, the solution v� of
(6) converges to the viscosity solution w of the
equation

�
@w
@t

CH0.x;rw/C V D 0

w.T; x/ D 0:
(7)

Noting that H0.x; p/ can be regarded as

H0.x; p/ D supzfz�p � 1
2�

z�a.x/�1zg
C infufu�C.x/p C 1

2
u�S.x/ug;

Equation (7) is written as

@w
@t

C supzfz�Dw � 1
2�
.Dw/�a.x/�1Dwg

C infufu�C.x/Dw C 1
2
u�S.x/ug D 0

w.T; x/ D 0:

This equation has a unique viscosity solution un-
der suitable conditions. Further, w.0; x/ is char-
acterized as the lower value of the differential
game with the criterion

I.0; T I z:; u.z:// D
Z T

0

‰.xs; zs ; u.z:/s/ds;

‰.x; z; u/ D � 1

2�
z�a.x/�1zC 1

2
u�S.x/uCV.x/

and the controlled dynamics

dxs D fb.xs/C zs C C.xs/u.z:/sgds; x0 D x;

where zs is a measurable,RN -valued function on
Œ0; T � such that

R T
0

jzs j2ds < 1 and the set of
such fzsg is denoted by ZT . Further, let U be the
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totality of a measurable,Rm-valued function such
that

R T
0

jusj2ds < 1 and u.z:/ be a map defined
on Z with its value on U such that whenever for
each 0 � � � T and z.1/; z.2/ 2 Z , z.1/.s/ D
z.2/.s/, almost everywhere on 0 � s � � , then
u.z.1/: /s D u.z.2/: /s , a.e. on 0 � s � � , and the set
of such u.z:/ is denoted by �U . Thus, the lower
value of the game is defined as

w.0; x/ D inf
u.z:/2�U

sup
z2Z

I.0; T I z:; u.z://

(cf. Bensoussan and Nagai 1997 and references
therein). The differential game is known to be re-
lated to H1 or Robust control. If � is large, then
H-J-B equation (6) may fail to have a solution (cf.
Bensoussan and Nagai 1997, 2000). The size of �
ensuring the existence of solution to (6) is related
to the level of robustness which the above differ-
ential game concerns (Basar and Bernhard 1991;
Bensoussan and Nagai 1997, 2000; Bensoussan
et al. 1998; Whittle 1990).

Risk-Sensitive Asset Management

The idea of risk-sensitive control applies to
mathematical finance (Bielecki and Pliska 1999;
Fleming 1995). Consider a market model with
m C 1 securities, where the security prices are
defined by

dS0.t/ D r.Xt /S
0.t/dt;

dSi.t/ D Si .t/f˛i .Xt/dt C
nCmX
kD1

ik.Xt /dB
k
t g;

i D 1; : : :m, with an n C m dimen-
sional Brownian motion process Bt D
.B1

t ; B
2
t ; : : : ; B

nCm
t / defined on a filtered

probability space .�;F ; P IFt /. The volatilities
 , the instantaneous mean returns ˛ of the risky
assets, and the interest rate r of the riskless
asset are affected by the economic factors
.X1

t ; : : : ; X
n
t / defined as the solution of the

stochastic differential equation

dXt D ˇ.Xt/dt C�.Xt /dBt ; X.0/ D x 2 Rn:

Let us set the total wealthWT of an investor to be
WT D P

i N
i
T S

i
T with N i

T , number of the share
invested to i th security SiT at time T , and W0

the initial wealth. Expected power utility maxi-
mization maximizing 1

�
EŒW

�
T � D 1

�
EŒe� logWT �,

� < 1;¤ 0 (Merton 1990) is equivalent to

sup
1

�
logEŒe� logWT �; (8)

and it has been studied in terms of “risk-sensitive
asset management.” When introducing portfolio
proportion hit invested to i th security defined by

hi .t/ D Ni .t/Si .t/

W.t/
for each i D 0; : : : ; m and

setting h.t/� D .h1.t/; h2.t/; : : : ; hm.t//, the
total wealth Wt turns out to satisfy

dW.t/

W.t/
D fr.Xt/C h.t/� Ǫ .Xt/gdt

C h.t/�.Xt /dBt ;

under the self-financing condition, where Ǫ .x/ D
˛.x/ � r.x/1; 1 D .1; 1; : : : ; 1/�. In consider-
ing the maximization problem, the portfolio pro-
portion ht is considered an investment strategy
to be controlled and assumed to be GS;Xt WD
.S.u/; X.u/; u � t/ progressively measurable
in the case of full information. The problem is
often considered under partial information where
ht is assumed to be GSt WD .S.u/; u � t/

measurable. Here we first discuss the case of full
information, and the set of admissible strategies
A.T / (or A) is determined as the totality of
GS;Xt progressively measurable investment strate-
gies satisfying some suitably defined integrability
conditions.

Considering (8) for � < 0 amounts to studying
the minimization problem

Ov.0; x/ D inf
h:2A.T /

logEŒe� logWT .h/�: (9)

Then introducing a probability measure ph de-
fined by
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R

Ph.A/DEŒe�
R T
0 h�

s .Xs/dWs� �2

2

R T
0 h�

s 
�.Xs/hsdsWA�;

A 2 FT , the value function is expressed as

Ov.0; x/ D � logW0 C inf
h:2A.T /

logEhŒe�� R T0 �.Xs ;hs /ds�

with the initial wealth W0, where

�.x; h/ D �h� Ǫ .x/C 1 � �
2

h��.x/h � r.x/

and Ǫ .x/ D ˛.x/�r.x/1. By using the Brownian
motion Bh

t WD Bt � �
R t
0
�.Xs/hsds under the

new probability measure Ph, the dynamics of the
economic factor Xt is written as

dXt D fˇ.Xt/C ���.Xt/ht gdt C �.Xt/dB
h
t :

(10)

Thus, we arrive at the risk-sensitive control prob-
lem with the value function Ov.0; x/ and the con-
trolled dynamics Xt governed by (10). Note that
1��
2
> 0 for � < 1 and that the case where � < 0

is called risk averse, which we mainly discuss
here. Then the corresponding H-J-B equation is
deduced as

8<
:

@v
@t

C 1
2
trŒ���D2v�C 1

2
.Dv/����Dv

C infhfŒˇ C ���h��Dv � ��.x; h/g D 0;

v.T; x/ D � logW0;
(11)

which can be rewritten as

8<
:

@v
@t

C 1
2
trŒ���D2v�C ˇ�

� Dv

C 1
2
.Dv/��N�1

� ��Dv � U� D 0;

v.t; x/ D � logW0:

(12)

Here U� D � �

2.1��/ Ǫ�.�/�1 Ǫ C r.x/; ˇ� D
ˇ C �

1�� �
�.�/�1 Ǫ and N�1

� D I C
�

1�� 
�.�/�1: Under suitable conditions H-

J-B equation (12) has a solution with sufficient
regularities (Bensoussan et al. 1998; Nagai 2003).
Moreover, identification

v.0; xIT / � v.0; x/ D Ov.0; x/ (13)

can be verified. Further, Oh.t; Xt/ D 1
1�� .

�/�1
f Ǫ .Xt/ C ��Dv.t; Xt /g is the optimal invest-
ment strategy for problem (9) (Nagai 2003).

A typical example is the case of linear Gaus-
sian model such that r.x/ D r , ˛.x/ D Ax C a,
.x/ D †, ˇ.x/ D Bx C b, �.x/ D ƒ, where
A; B; †; ƒ are constant matrices; a; b are
constant vectors; and r is a constant. Then, the
solution to (12) has an explicit representation as
v.t; x/ D 1

2
x�P.t/x C q.t/�x C k.t/, where

P.t/ is the negative semi-definite solution to the
Riccati equation

PP .t/CP.t/ƒN�1ƒ�P.t/CK�
1 P.t/C P.t/K1

C �

1�� A
�.††�/�1A D 0; P.T / D 0

(14)
and q.t/; k.t/ are, respectively, the solutions to

Pq.t/C .K1 CƒN�1ƒP.t//�q.t/C P.t/b

C �

1�� .A
�CP.t/ƒ†�/.††�/�1 OaD 0; q.T /D0

(15)
and

Pk.t/C 1
2
trŒƒƒ�P.t/�C 1

2
q.t/�ƒƒ�q.t/

C �

2.1��/ . Oa C†ƒ�q.t//�.††�/�1
. Oa C†ƒ�q.t// D 0;

k.T / D � logW0;
(16)

where K1 WD B C �

1�� ƒ†
�.††�/�1A , Oa D

a � r1 and N�1 WD I C �

1�� †
�.††�/�1†.

In this case the optimal strategy has a more
explicit form: Oht D 1

1�� .††
�/�1Œ Oa C AXt� C

1
1�� .††

�/�1Œ†ƒ�q.t/ C †ƒ�P.t/Xt � (cf.
Davis and Lleo 2008; Kuroda and Nagai 2002).

The economic factor Xt may be more suitably
considered to be unobservable and then the prob-
lem should be formulated as the risk-sensitive
stochastic control problem under partial infor-
mation. Indeed, one can formulate the problem
by regarding the log prices Y it WD logSit , i D
0; 1; 2; : : : ; m as the observable quantities and the
economic factor Xt as the unobservable system
process. As for linear Gaussian models and hid-
den Markov models, the problems are reduced
to the ones of full information by obtaining the
relevant controlled dynamics in a finite dimen-
sion through deducing the filtering equation by
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the methods of change of measure (Nagai 1999;
Nagai and Runggaldier 2008). Further, one can
obtain the explicit form of the optimal strategy,
which is GSt measurable, in the case of linear
Gaussian model (Nagai 1999) as the parallel
result to the above.

Linear Gaussian models for 0 < � < 1 are
extensively studied in Fleming and Sheu (1999,
2002). In that case, one concerns the problems

sup
h

logEŒe� logWT .h/�; (17)

or

N�.�/ D sup
h

lim
T!1

1

T
logEŒe� logWT .h/�: (18)

If 0 < � is small, there is a stationary solution
of (14) and the verification theorem holds for
the problem on infinite horizon (so does for the
problem on a finite time horizon). Further, under
some conditions there is a threshold N� such that
N�.�/ D 1 for N� < � . To know explicitly the size
of N� is important, while it is limited to the case of
1 dimension to be able to realize.

Problems on Infinite Horizon

The value for the problem on infinite time horizon
counterpart of (9) is defined as

O�.�/ D inf
h:2A

�.hI �/; (19)

�.hI �/ D lim
T!1

1

T
logEŒe� logWT .h/�

when suitably setting the set A of admissible
strategies. The corresponding H-J-B equation of
ergodic type for the problem is seen to be

�.�/ D 1
2
trŒ���D2w�C ˇ�

�Dw
C 1
2
.Dw/��N�1

� ��Dw � U�:

(20)

However, when setting as A D fh:jŒ0;T � 2
A.T /; 8T g, identification of O�.�/ with the
solution �.�/ to the H-J-B equation (20) cannot
be seen in general. Indeed, even in the case of

linear Gaussian model, such identification does
not always hold (Fleming and Sheu 1999; Kuroda
and Nagai 2002; Nagai 2003) if � < 0. Instead,
introduce the asymptotic value

Q�.�/ D lim
T!1

1

T
Ov.0; xIT /:

Then we can see that �.�/ D Q�.�/ under suffi-
ciently general conditions (cf. Hata et al. 2010;
Nagai 2012).

In the case of the linear Gaussian model, the
solution to the H-J-B equation of ergodic type
is given by w.x/ D 1

2
x� NPx C Nq�x with the

stationary solutions NP of (14) and Nq of (15), and
if

P�†�.††�/�1†ƒ�P < A�.††�/�1A

holds, then one can see that �.�/ D O�.�/
(Kuroda and Nagai 2002). Further, the optimal
strategy is given by Oht D Oh.Xt/; with Oh.x/ D
1
1�� .††

�/�1Œ Oa C †ƒ�q C .A C †ƒ�P /x�
(Kuroda and Nagai 2002). Decomposition as
Oht D 1

1�� Oh1t C 1
1�� Oh2t WD 1

1�� .††
�/�1Œ Oa C

AXt� C 1
1�� .††

�/�1Œ†ƒ�q C †ƒ�PXt � is
regarded as a generalization of Merton’s Mutual
Funds Theorem (Davis and Lleo 2008; Merton
1990). Here Oh1t is a log utility portfolio (Kelly
portfolio) (Kelly 1956). See also Nagai and
Peng (2002) concerning the partial information
counterparts of the results in Kuroda and Nagai
(2002).

In relation to the above problems on mathe-
matical finance, a new kind of problem studying

I.�/ D lim
T!1

1

T
inf

h2A.T / logP.logWT .h/ � �T /

(21)

for a given constant �, arises, and it is called
“downside risk minimization.” The problem is
considered “large deviation control” and can be
discussed as the dual to risk-sensitive asset man-
agement (19) in the risk-averse case � < 0

(Hata et al. 2010; Nagai 2011, 2012). Indeed, we
obtain
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I.�/ D � inf
k2.�1;��

sup
�<0

f�k � O�.�/g:

Further, an asymptotically optimal strategy is
given as follows. For given �, take �.�/ which
attains the supremum in sup�<0f��� O�.�/g, then

the optimal strategy Oh.t; Xt /, 0 � t � T for prob-
lem (9) with � D �.�/ forms the asymptotically
optimal strategy for (21). Historically, the studies
of “upside maximization” concerning

NI .�/ D sup
h2A

lim
T!1

1

T
logP.logWT .h/ � �T /

have been preceding (cf. Pham 2003), and the
duality relationship between this and (18) was
discussed. To develop further studies for the prob-
lem, there are difficulties to know the size of N�
(Cf. Fleming and Sheu 1999, 2002).
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Robot Grasp Control

Domenico Prattichizzo
University of Siena, Siena, Italy

Abstract

Robotic grasping is the process of establishing
a physical connection between the robot (or an
appendage of the robot called the gripper) and
an external object in such a way that the robot
can exert forces and torques on the object. Grasp
control requires the satisfaction of contact con-
straints, of which two types are considered. Form
constraints specify geometric configurations of
the gripper that bring it into contact with the
object to be grasped. This article is principally
concerned with force constraints and force clo-
sure that specify forces exerted on the object
that are sufficient to lift, move, or otherwise
manipulate it.

Keywords

Force constraints; Force closure; Grasp con-
straints; Grasp matrix; Hand Jacobian; Twists;
Wrenches

Introduction

Grasp control refers to the art of controlling the
motion of an object by constraining its dynamics
through contacts with a hand. The process of con-
trolling the grasp is not limited to robotic hands
only but also applies to human hands (Johansson
and Edin 1991) and to all other mechanisms using
contact constraints to control the motion of the
manipulated object (Brost and Goldberg 1996).

A crucial role in the control of grasping is
played by contact constraints. All the interactions
between the robotic hand and the grasped object
occur at the contacts whose understanding is
paramount (Salisbury and Roth 1983). The uni-
lateral nature of contact interaction in grasping

makes the control problems much more challeng-
ing than cooperative manipulation where multiple
arms hold the object rigidly allowing bilateral
force transmission at each contact point (Chiac-
chio et al. 1991).

The importance of unilateral contact con-
straints in grasping led a large part of the
literature to focus on the closure properties
of the grasp (Bicchi 1995). Those properties
refer to the ability of a grasp to prevent
motions of the grasped object relying only
on unilateral frictionless constraints in case
of form closure (Reuleaux 1876) and on
contact constraints with friction in case of force
closure (Nguyen 1988). While form closure is
a purely geometric property of the grasp and
depends on where the unilateral contact points
are on the object, force closure depends on the
ability that the robotic hand has to resist and
apply forces to the object through the contacts
while satisfying the friction constraints. In other
terms force closure directly involves the control
of the robotic hand kinematics and not only the
geometry of the contacts (Bicchi 1995). This
entry focuses on force-closed grasps.

The optimal choice of the contact points on the
object surface is a critical issue known as grasp
planning. Among the many optimal criteria that
have been proposed in the literature to choose the
contact points, I want to recall the one proposed
in Ferrari and Canny (1992) where the grasp-
ing configuration is evaluated according to the
magnitude of the largest worst-case disturbance
wrench that can be resisted by the grasp.

Many approaches have been studied in the
literature on grasp planning in the presence of
uncertainties. The uncertainty can be either due to
the shape of the object which is partially known
or partially sensed as in Goldfeder et al. (2009)
or due to the errors in positioning the fingers on
the object during the grasping (Roa and Suarez
2009). In what follows all the parameters of the
grasp including those related to the hand, the
object, and the contact points are assumed to be
known with no uncertainties.

The main objective of grasp control is that of
tracking a desired trajectory with the grasped
object by applying a set of contact forces
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satisfying the friction constraints (Bicchi and
Kumar 2000). Complex in-hand object motions
can be obtained by rolling and sliding the contact
points on the object surface as proposed in
Montana (1988) or by using finger gaiting to
get large-scale motions (Han and Trinkle 1998).
This entry deals with non-rolling and non-sliding
contact points and summarizes the fundamental
theory of computed-torque control for object
trajectory and internal force control proposed
in Li et al. (1989). For a comprehensive review of
the theory of grasping and its control, the reader
is referred to Murray et al. (1994), Shimoga
(1996), Okamura et al. (2000), Bicchi and Kumar
(2000), and Prattichizzo and Trinkle (2008).

Contact and GraspModel

Notations and definitions on grasping are taken
from Prattichizzo and Trinkle (2008). Refer to
Fig. 1 and let fN g represent the inertial frame
fixed to the palm of the robotic hand. Let u D
ŒpT ; �T �T 2 R6 denote the vector describing the
position and orientation of frame fBg, fixed to
the object, relative to fN g. Vector � expresses the

Euler angles, the pitch-roll-yaw variables, or the
exponential coordinates parameterizing SO.3/.
Denote by � D ŒvT !T �T 2 R6 the twist of the
object. It is worth to note that � is not equal to
Pu, but satisfies � D U.u/Pu where matrix U 2
R6�6 is such that UUT is the identity matrix, and
the dot over the variable implies differentiation
with respect to time (Murray et al. 1994). The
joint variables of the robotic hand are defined
by q D Œq1 : : : qnq �

T 2 Rnq . Let nc be the
number of contact points. The position of contact
point i in fN g is defined by the vector ci 2 R3,
in the contact point frame fC gi whose axes are
f Oni ; Oti ; Ooig where the unit vector Oni is normal
to the tangent plane at the contact, and directed
toward the object while the other two unit vectors
are orthogonal and lie in the tangent plane.

Two matrices are of utmost importance in
grasp analysis: the grasp matrix G and the hand
Jacobian J . These two matrices are computed
using the complete grasp matrix, the complete
Jacobian, and the contact selection matrix that are
defined as follows: the transpose of the complete
grasp matrix QGT 2 R6nc�6 maps the object twist
to the nc twist vectors of the contact frames fC gi
as thought on the object �c;obj D QGT �, while
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the complete hand Jacobian Matrix QJ 2 R6nc�nq
maps the joint velocities to the twists of the con-
tact frames as thought on the hand �c;hnd D QJ Pq:

When a contact occurs between the hand and
the object, assuming no sliding, some compo-
nents of the relative contact twist between the
object and the hand are set to zero according to
the used contact model. In this entry the hard-
finger (HF) and the soft-finger (SF) contact mod-
els are considered (Mason and Salisbury 1985).
Those components are selected by the contact
selection matrix which selects m components of
the relative contact twists for all the contacts and
sets them to zero:H.�c;hnd��c;obj/ D 0. For more
details on how to compute the contact selection
matrix, the reader is referred to Prattichizzo and
Trinkle (2008). Then the following contact con-
straint equation is obtained:

�
J �GT

	 � Pq
�


D 0 (1)

where the transpose of the grasp matrix and the
hand Jacobian are finally defined by multiplying
the contact selection matrix and the transpose of
the complete grasp matrix and the complete hand
Jacobian as

GT D H QGT 2 Rm�6
J D H QJ 2 Rm�nq

In the force domain, the wrenches that the hand
applies to the object at the contact points are
collected in the vector �. Correspondingly, on
the hand, a force vector ��, opposite to the
preceding one, is applied by the object through
the contact points. At each contact point, the
contact wrenches have components only along
the directions constrained by the contact model.
Furthermore, contact force components must sat-
isfy the friction constraints (see section “Force
Closure and Grasp Control”). More specifically,
the m-dimensional vector � D Œ�T1 : : : �Tnc �

T

contains the contact wrench components applied
to the object through the nc contacts, where the
wrench at contact i is defined, for the differ-
ent contact models here considered, as �i D
Œfin fit fio�

T for the HF contact model and

�i D Œfin fit fio min�
T for the SF contact

model. The subscripts indicate one normal (n)
and two tangential .t; o/ components of contact
force fi and momentmi at contact i .

In terms of forces, the grasp matrix maps
the transmitted contact wrenches � to the set of
wrenches that the hand can apply to the object
G�, and the transpose of hand Jacobian maps the
contact forces �� to the corresponding vector of
joint loads �J T �.

Grouping all the noncontact wrenches applied
to the object in g 2 R6 and all the noncontact
contributions to the joint loads of the robotic hand
in � 2 Rnq , the rigid-body dynamic equations of
the whole system, consisting of the hand and of
the grasped object, are

Mobj.u/ P� CNobj.u; �/ D G�C g

Mhnd.q/ Rq CNhnd.q; Pq/ D �J T �C �

where Mobj.�/ and Mhnd.�/ are symmetric, pos-
itive definite inertia matrices and Nobj.�; �/ and
Nhnd.�; �/ are the velocity-product terms for the
object and the hand, respectively. For the sake of
simplicity, the gravity terms are disregarded.

The dynamics of the hand and object are not
independent but depend on the kinematic con-
straints imposed by the contact model (1)

��G
JT


� D

�
g

�



subject to J Pq D GT �

(2)

where

g D g �Mobj.u/ P� �Nobj.u; �/:
� D � �Mhnd.q/ Rq �Nhnd.q; Pq/

It is worth underlying that dynamics can be dis-
regarded for slow motions of the hand and of the
object, while it becomes very relevant in applica-
tions with high-speed grasping and manipulation
as discussed in Namiki et al. (2003).
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Controllable Wrenches and Twists

From the first equation in (2) to impose any
motion to the object by contact forces, the grasp
matrix G must be full row rank, i.e., rank .G/ D
6, which is equivalent to have a trivial null space
of GT , i.e., N .GT / D 0. This is an important
property of the grasp which has been referred to
as non-indeterminate in Prattichizzo and Trinkle
(2008) to reflect the idea that the contacts on the
object are placed in a way that there are no twists
of the object that are not controllable by contact
wrenches.

However, this condition depends only on the
contacts on the object and does not consider the
role of the hand kinematics which comes from
the second equation in (2) and from the contact
constraint. Under the simplifying assumption that
N .J T / D 0, referred to as non-defective grasp
in Prattichizzo and Trinkle (2008), it is simple
to verify that, for any given contact wrench �, a
control torque � exists which is able to apply the
given contact wrench. The mechanical interpreta-
tion of this assumption is that when N .J T / D 0,
there are no contact forces resisted by the robotic
hand constraints, i.e., with zero joint load. The
simplifying assumption of non-defective grasps
ensures that N .J T / \ N .G/ D 0 which is
a necessary condition to determine the contact
force � from the rigid-body equation (2) as shown
in Prattichizzo and Trinkle (2008).

If a grasp is non-defective, it means that each
finger of the robotic hand involved in the contact
with the object must have a number of joints
sufficient to control all the components of the
contact wrench. For example, in the case of two
HF contact points occurring at the fingertips of a
two-fingered robotic hand, each finger must have
at least three joints and must be in a non-singular
configuration.

This entry does not consider whole-hand or
power grasps which, differently from the fingertip
grasps, exploit the whole surface of the fingers,
including the palm, to constraint the object. The
analysis of controllable wrenches and twists for
whole-arm grasps, taking into account the hand
and object dynamics, can be found in Prattichizzo
and Bicchi (1997).

Force Closure and Grasp Control

The dynamic formulation of the grasp with the
contact kinematic constraints given in (2) holds
only if the contact forces satisfy the friction law
imposing constraints on the components of the
contact force and moment. Limiting the analy-
sis to HF contact models, Coulomb friction law
requires that the components of contact force �i
at the i -th contact lie inside the friction cone
Fi

Fi D f.fin; fit ; fio/ j
q
f 2
it C f 2

io � �ifing
(3)

where �i represents the friction coefficient at the
i -th contact. Extending to all contact points, � is
constrained to lie in F where F is the generalized
friction cone defined as: F D F1 � � � � � Fnc D
f� 2 Rm j �i 2 Fi I i D 1; : : : ; ncg.

While grasping an object, the applied contact
forces must be consistent with the friction con-
straints. This is not straightforward for the grasp
control and requires to exploit the beneficial char-
acteristics of the internal forces. From the object
dynamics in (2), for a given g, one gets

� D �GCg CN.G/� (4)

where GC denotes the generalized inverse of the
grasp matrix and N.G/ denotes a matrix whose
columns form a basis for N .G/, and � is a vector
parameterizing the solution set. The contact force
� consists of a particular solution balancing the g
term and of a homogeneous solution belonging to
the null space of the grasp matrix.

In general, the particular solution �GCg does
not satisfy the friction constraint (3) at all the con-
tact points and needs the homogeneous solution
�h D N.G/� to keep the contact forces within
the friction cones. Contact forces �h in N .G/ are
referred to as internal forces since they do not
contribute to the object dynamics, i.e., G�h D
0. Instead, these forces affect the tightness of
the grasp and play a crucial role in maintaining
grasps that rely on friction. The existence of a
nontrivial null space of the grasp matrix is a
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desirable property and has been referred to as
graspability (Prattichizzo and Trinkle 2008).

Another relevant and desirable property of the
grasp is the frictional force closure which means
that for any noncontact wrench g, an internal
force �h exists such that the contact force �

in (4) belongs to the generalized friction cone F .
In Murray et al. (1994) the authors state that a
grasp has frictional form closure if and only if the
grasp matrix is full row rank (non-indeterminate
grasp) and there exists �h such that G�h D 0

and �h belong to the interior of the generalized
friction cone F .

Grasp control is about using contact forces,
which must satisfy the friction constraints, so as
to let the object to track a given trajectory. This is
also referred to as dexterous manipulation (Bicchi
and Kumar 2000). In Li et al. (1989), a computed-
torque controller is proposed to track both the
desired trajectory of the grasped object udes and
the desired internal force �h;des. Under the ad-
ditional simplifying assumption that the robotic
hand Jacobian is invertible, i.e., there are no
redundant motions of the fingers, the computed-
torque control law

� D Nhnd.q; Pq/C J TGCNobj.u; �/
�MhndJ.q/J

�1 PJ Pq CMho PU Pu
CMhoU.Rudes �Kv Peu �Kueu/

CJ T .�h;des �Ks

R
e�h/;

with Mho D MhndJ.q/J
�1GT C J T GCMobjJ

guarantees that both the trajectory and the inter-
nal force errors

eu D u � udes

e�h D �h � �h;des

with respect to the desired object trajectory udes

and internal force �h;des converge to zero ac-
cording to a second- and first-order dynamics,
respectively.

Reu CKv Peu CKueu D 0

e�h CKs

R
e�h D 0

where Kv, Ku, and Ks are positive definite
matrices.

The computed-torque controller proposed
in Li et al. (1989) guarantees only that the desired
object trajectory and the desired internal forces
are asymptotically tracked, but it does not ensure
the non-violation of friction constraints by the
contact forces. To guarantee that the contact force
vectors remain in the friction cone during the
manipulation, a force distribution problem must
be solved at each time instant. The force closure
assumption ensures that a solution exists that sat-
isfies the friction constraints during the manipula-
tion. This solution, which becomes the reference
for the internal force control, can be found with
an efficient algorithm, based on the minimization
of a convex function that checks the force closure
property at each time instant (Bicchi 1995).

Summary and Future Directions

The basic foundation of grasp control has been
reviewed with a particular attention to modeling
of contact constraints, force closure, and control
of object motion and internal forces. This entry
did not explicitly address grasp stability that
is often equated to grasp closure, because all
external forces can be balanced by the hand. A
more formal analysis of grasp stability in terms
of deflection from an equilibrium point has been
proposed for hands with general kinematics in
Jen et al. (1996).

The computed-torque control is a classical
approach to the grasp control. For a deeper study
of other approaches to grasp control based on pas-
sivity theory, the reader is referred to Wimboeck
et al. (2011).

Recent developments in underactuated robotic
hands Birglen et al. (2008) have led to a renewed
interest in grasp control. Designing hand with a
lower number of actuators has a lot of advantages
in terms of robustness and reliability but dramati-
cally reduces the dexterous manipulation abilities
which can be recovered only by designing new
control algorithms (Prattichizzo et al. 2013).

Cross-References

�Force Control in Robotics
�Parallel Robots
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�Robot Visual Control
�Walking Robots

Recommended Reading

Grasp synthesis and dexterous manipulation
are important research topics. Grasp synthesis
is the problem of choosing the posture of the
hand and contact point locations to optimize
a grasp quality metric. One of the first studies
of grasp synthesis for multi-fingered hands was
undertaken in Jameson (1985) where the author
proposed a Levenberg-Marquardt algorithm
to search the surface of an object for the
locations of three points that would achieve force
closure. Since this work, many other metrics
and approaches to searching for high-quality
grasps have been implemented as discussed in
Nguyen (1988), Pollard (1997), Park and Starr
(1992), Chen and Burdick (1993), and references
therein.

Dexterous manipulation is the capability of
manipulating an object so as to arbitrarily steer
its configuration in space. Research on dexter-
ous manipulation first appeared in Hanafusa and
Asada (1979) where the authors developed a plan
to turn a nut onto a bolt. Since then a progression
of increasingly complex manipulation tasks have
been studied to varying degrees of detail. For
the planar case the reader is referred to Mason
(1982), Brost (1991), Peshkin and Sanderson
(1988), Lynch (1996), and references therein.
Several approaches have been proposed to plan-
ning and execute dexterous manipulation tasks in
three dimensions continues in Cherif and Gupta
(1999), Han et al. (2000), and Higashimori et al.
(2007). Dexterous manipulation can be evaluated
with manipulability ellipsoids of velocity and
force as proposed in Chiacchio et al. (1991)
for multiple-fingered systems and more recently
in Prattichizzo et al. (2012) for underactuated
robotic hands.
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Robot Motion Control
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Abstract

The motion control problem for robots, both for
manipulator arms and for wheeled mobile robots,
is to determine a time sequence of control inputs
to achieve a desired motion, or output, response.
The control inputs are usually motor currents
but can be translated into torques or velocities
for the purpose of control design. The desired
motion is typically given by a reference trajec-
tory, consisting of positions and velocities that
are generated from motion planning and trajec-
tory generation algorithms designed to calculate
collision-free paths, taking into account various
kinematic and dynamic constraints on the robot.
In this chapter we give an overview of some
common control methods for motion control of
robots, concentrating on the control of manipula-
tor arms.

Keywords

Adaptive control; Feedback linearization; Inverse
kinematics; Motion planning; Passivity-based
control; PID control; Robust control
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Introduction

We consider the motion control problem for an
n-degree-of-freedom robot manipulator, such
as shown schematically in Fig. 1. The variables
�1; : : : ; �n are the joint variables, which define
the configuration of the robot at each instant of
time.

A robot manipulator is fundamentally a posi-
tioning device designed to move material, parts,
tools, or specialized devices through variable
programmed motions for the performance of
a variety of tasks (Robot Institute of America,
1980). Thus, manipulator tasks, such as materials
transfer, welding, and painting, and even tasks
involving the control of interaction forces, such
as assembly or grinding, are performed through
the coordination and control of the motion of the
joints of the robot.

A typical robot control architecture is shown
in Fig. 2, which is designed to translate sensing
into action, through motion planning, trajectory
generation, and feedback control. In this entry we
concentrate on the function of the controller.

Motion Planning

The desired joint motions are specified as refer-
ence trajectories (positions and velocities) gener-
ated from motion planning algorithms that must
determine collision-free paths taking into account
various kinematic and dynamic constraints on
the robot (Lavelle 2006). A detailed discussion
of motion planning is outside the scope of this
entry. The motion planning problem begins by

decomposing a given task into a discrete set of
end-effector motions. A continuous path for the
end-effector in the task space is then computed,
taking into account issues of joint limits and col-
lisions with objects in the workspace, including
self-collisions.

Finding optimal paths in configuration space
is computationally complex, and methods
have been developed to determine feasible,
suboptimal paths using various methods such
as artificial potential functions, grid search, and
roadmaps (Lavelle 2006).

Once a feasible path in task space is
determined, a trajectory, which is a time-
parameterized function in task space or
configuration space, is computed. To compute
configuration space or joint space trajectories
from task space trajectories, the inverse
kinematics of the manipulator is used.

Trajectory Generation

To simplify computation, joint-level trajectories
are typically generated by calculating the inverse
kinematics only at discrete points along the task
space trajectory and then interpolating between
these points. Two of the most common interpola-
tion schemes utilize either polynomials in time or
trapezoidal velocity profiles.

For example, a cubic polynomial reference
trajectory, �r .t/, may be specified as

�r .t/ D a0 C a1t C a2t
2 C a3t

3

Robot Motion Control,
Fig. 1 Six-link robot
manipulator
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Robot Motion Control, Fig. 2 Control architecture for robot control
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Robot Motion Control, Fig. 3 A cubic polynomial ref-
erence trajectory

If the desired positions and velocities of the joint
variable are specified at initial and final times,
t0 and tf , respectively, it is a simple calculation
to determine the four polynomial coefficients,
a0; : : : ; a3. The reference velocity and accelera-
tion are then given by

P�r .t/ D a1 C 2a2t C 3a3t
2
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RobotMotionControl, Fig. 4 Trapezoidal velocity pro-
file

R�r .t/ D 2a2 C 6a3t

A typical cubic polynomial trajectory is shown in
Fig. 3.

A trapezoidal velocity profile is illustrated in
Fig. 4.

In this case, the velocity of the joint angle
increases linearly to a maximum value, Vmax,
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which remains constant for a period of time and
then decreases linearly.

Independent Joint Control

The simplest approach to control design for
a multi-degree-of-freedom manipulator is to
treat each link of the robot as a single-
input/single-output (SISO) system and design
the controllers independently for each link.
Proportional, integral, derivative (PID) control
is the most common method employed in this
case. This approach works well for highly geared
manipulators moving at relatively low speeds,
since the large gear reduction and low speed
tend to reduce the coupling effects among the
various links. More advanced linear or nonlinear
control methods can be used to achieve higher
performance at the expense of added complexity
of the control system.

The basic architecture of such a system, using
a linear model to represent the dynamics of each
joint of the robot, is shown in the frequency
domain in Fig. 6.

The control design objective is to choose the
compensator in such a way that the plant out-
put � tracks or follows a desired output, given
by the reference signal, �r . The control signal,
however, is not the only input acting on the
system. Disturbances, which are really inputs
that we do not control, also influence the behavior
of the output. Therefore, the controller must be
designed, in addition, so that the effects of the
disturbance,D, on the plant output are reduced. If
this is accomplished, the plant is said to reject the
disturbances. The twin objectives of tracking and
disturbance rejection are central to any control
methodology.

The plant transfer function, P.s/, represents
the dynamics of a single degree-of-freedom sys-
tem, typically inertia and damping,

P.s/ D 1

Js2 C Bs
(1)

C.s/ is a PID compensator

u.s/ D


KpCKi

s
CKds

�
.�r .s/��.s// (2)

where Kp, Ki , Kd are the proportional, integral,
and derivative gains, respectively, and �r .s/ �
�.s/ is the tracking error between the reference
trajectory �r .s/ and joint variable �.s/.

Set-Point Tracking

If the reference trajectory �r is a constant set
point, then the closed-loop transfer function,
T .s/, from �r to � (with D D 0) is

T .s/ D P.s/C.s/

1C P.s/C.s/

D Kds
2 CKps CKi

Js3 C .B CKd/s2 CKps CKi

Applying the Routh-Hurwitz criterion, it follows
that the closed-loop system is stable if the gains
are positive and

Ki <
.B CKd/Kp

J
(3)

In addition, the presence of the integral control
term, Ki

s
, guarantees zero steady-state error to a

constant disturbance termD.

Feedforward Control

In order to track nonconstant reference signals,
such as a cubic polynomial trajectory or trape-
zoidal velocity trajectory, a feedforward term
may be superimposed on the PID control signal as
shown in Fig. 5. Under the condition that the plant
P.s/ is minimum phase, the feedforward transfer
functionF.s/ can be taken as 1=P.s/, the inverse
of the plant. This guarantees asymptotic tracking
of any time-varying reference trajectory provided
the closed-loop transfer function is stable.

PID control is, by far, the most common type
of control used in industry due to its simplicity.
The main problem in implementing PID control
is in the tuning, that is, in the choice of the
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Robot Motion Control, Fig. 5 Feedforward control architecture

Robot Motion Control, Fig. 6 Single-axis control

proportional, derivative, and integral gains. As
we see from the inequality (3), the magnitude of
the integral gain Ki is limited by the stability
constraint. Therefore, one common design rule
of thumb is to first set Ki D 0 and design the
proportional and derivative gains, Kp and Kd , to
achieve the desired transient behavior (rise time,
settling time, and so forth) and then to choose Ki

within the limits imposed by (3) to remove the
steady-state error.

Advanced Control Methods

Advanced control methods for robots generally
aim to take into account issues such as dynamic
coupling between joints; compliance in the joints
or links; uncertainty in the inertia parameters,
such as the masses and moments of inertia of the
links; and robustness to sensor noise and other
effects. A common model of the dynamics of
n-link, rigid robots, i.e., without consideration of
friction, elasticity in the joints or links, and other
effects, is given by the so-called Euler-Lagrange
equations

M.�/ R� C C.�; P�/ P� C g.�/ D � (4)

where � D .�1; �2; : : : ; �n/
T is the vector of

configuration (joint) variables as in Fig. 1. The
n-dimensional vectors, P� and R� , are then the
joint velocities and accelerations, respectively.
The n � n matrix,M.�/, is called the inertia ma-
trix. The vectors C.�; P�/ P� and g.�/ are Coriolis
and centrifugal forces and gravitational forces,
respectively.

Equation (4) is a system of n coupled, nonlin-
ear, second-order equations and is, in fact, a rep-
resentation of Newton’s Second Law of Motion,
where the (generalized) forces acting on the joints
of the robot (� � C.�; P�/ P� � g.�/) equate to the
mass times acceleration, given byM.�/ R� .

In this case, the control problem becomes one
of choosing the control input torque vector �.t/,
as a function of time, so that the solution, .�.t/,
P�.t//, of Eq. (4) tracks a reference trajectory of
joint positions and velocities, .�r .t/, P�r .t//.

Feedback Linearization Control

An intuitive method of control for this system
is the method of feedback linearization, which
computes the input torque � according to
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� D M.�/a C C.�; P�/ P� C g.�/ (5)

a D R�r CKd. P�r � P�/CKp.�
r � �/ (6)

withKd ,Kp matrices of appropriate velocity and
position error gains.

The control law given by Eqs. (5) and (6)
is often referred to as the method of inverse
dynamics although historically, the method of
inverse dynamics control was implemented as a
feedforward control

� D M.�r/aC C.�r ; P�r / P�r C g.�r / (7)

a D R�r CKd. P�r � P�/CKp.�
r � �/ (8)

using the reference position and velocity in place
of the measured state. The primary reason for
implementing the inverse dynamics in this fash-
ion was the lack of sufficiently fast computation
to enable computation of the terms in Eq. (5) in
real time. The nonlinearities in Eq. (7) could be
precomputed offline and stored to facilitate real-
time implementation. With the advent of faster
computers, the feedback linearization control is
now feasible in real time.

Equations (5) and (6) form a so-called inner-
loop/outer-loop architecture (Fig. 7). The signif-
icance of this architecture is that the nonlinear
inner-loop control term (5) results in a linear
system with input a and output � . The design of
the outer-loop control can then take advantage of
control methods for linear systems. In fact, the
control (6) in this case is simply a PD control with
feedforward acceleration.

The result of the controller (5) and (6) is a
closed-loop system in terms of the tracking error,
e.t/ D �.t/ � �r .t/, that satisfies the linear
equation

Re CKd Pe CKpe D 0 (9)

and therefore, the tracking error converges
exponentially to zero for any given reference
trajectory.

Task Space Linearization

The inner-loop/outer-loop control architecture
above can be modified to track trajectories
directly in the task space. Moreover, one can
achieve task space tracking by modifying
only the outer-loop control a in Eq. (6) while
leaving the inner-loop control (5) unchanged. Let
X 2 R6 represent the end-effector position and
orientation and let Xr.t/ be a reference trajectory
in task space. Since X is a function of the joint
variables � , we have

PX D J.�/ P� (10)

RX D J.�/ R� C PJ .�/ P� (11)

where J is the manipulator Jacobian. If we now
choose the outer-loop term a according to

a D J�1˚aX � PJ P�� (12)

with

aX D RXr �K0.X �Xr/ �K1. PX � PXr/ (13)

we see that the result is a linear system in the task
space tracking error eX.t/ D X.t/ �Xr.t/

ReX CK1
PeX CK0

eX D 0 (14)

Robot Motion Control,
Fig. 7 Inner-loop/
outer-loop control
architecture
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Therefore, a modification of the outer-loop con-
trol achieves a linear and decoupled system di-
rectly in the task space coordinates without the
need to compute a joint space trajectory and
without the need to modify the nonlinear inner-
loop control.

It is important to note that the above result
is valid in the case of six degree-of-freedom
manipulators when the Jacobian J is square and
invertible. The case when the Jacobian is not
invertible, for example, at kinematic singularities,
or when the number of joints is not equal to the
dimension of the task space is outside the scope
of this entry.

Robust and Adaptive Control

There are several theoretical and practical chal-
lenges to the method of feedback linearization
control discussed in the previous section. For
example, in order to compute Eq. (5), one must
have exact knowledge of the parameters defining
Eq. (4). In addition, effects of compliance, fric-
tion, and so on are not modeled by Eq. (4) and so
the stability and performance of the system pre-
dicted by Eq. (9) may not be achieved in practice.
This has stimulated a great deal of research into
robust and adaptive control, control of elasticity,
and other issues.

In distinguishing between robust control and
adaptive control, we follow the commonly ac-
cepted notion that a robust controller is a fixed
controller designed to satisfy performance spec-
ifications over a given range of uncertainties,
whereas an adaptive controller incorporates some
sort of online parameter estimation. This distinc-
tion is important. For example, in a repetitive
motion task, the tracking errors produced by a
fixed robust controller would tend to be repetitive
as well, whereas tracking errors produced by an
adaptive controller might be expected to decrease
over time as the plant and/or control parameters
are updated based on runtime information. At
the same time, adaptive controllers that perform
well in the face of parametric uncertainty may
not perform well in the face of other types of

uncertainty such as external disturbances or un-
modeled dynamics.

Robust Feedback Linearization

If we denote by OM.�/, OC.�; P�/, and Og.�/ expres-
sions for the terms M.�/, C.�; P�/, and g.�/ in
the equations of motion (4) based on nominal or
estimated values of the true parameters, we can
define a control input

u D OM.�/.a C ıa/C OC.�; P�/ P� C Og.�/ (15)

where a is as defined in Eq. (6) and ıa represents
an additional control intended to compensate for
the parameter uncertainty. This leads to the state
space model in terms of the tracking error e

Pe D Ae C BfıaC �g

where � represents the uncertainty resulting from
inexact cancellation of nonlinearities and

A D
�
0 I

�K0 �K1


I B D

�
0

I



Under the assumption that the uncertainty is
bounded as jj�jj � �.e; t/, the control term ıa

can be chosen as

ıa D

8̂
<̂
ˆ̂:

��.e; t/ BT Pe
jjBTPejj I if jjBTPejj > �

��.e; t/� BT Pe I if jjBTPejj � �

The Lyapunov function

V D eT Pe (16)

where P is a symmetric, positive definite matrix
satisfying a Lyapunov equation

ATP C PACQ D 0 (17)

for a given symmetric positive definite matrix Q
can be used to show uniform ultimate bound-
edness of all trajectories, where the size of the
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ultimate boundedness set depends on �. This is
a practical notion of asymptotic stability in the
sense that the tracking errors can be made small.

Passivity-Based Control

Passivity-based control is an alternative to feed-
back linearization control considered previously
and relies on some fundamental structural prop-
erties of the Euler-Lagrange equations, primarily
linearity in the parameters and passivity.

The passivity property (Ortega and Spong
1989) of robot dynamics follows from the fact
that the matrix N.q; Pq/ D PM.q/ � 2C.q; Pq/ is
skew symmetric, that is, the components njk of
N satisfy njk D �nkj (Spong et al. 2006). This
property implies that the total energy E of the
robot satisfies

PE D P�T u (18)

and can be used to design provably correct robust
and adaptive control laws.

Linearity in the Parameters

The robot equations of motion are defined in
terms of certain parameters, such as link masses,
moments of inertia, etc. The complexity of the
dynamic equations makes the determination of
these parameters a difficult task. Fortunately, the
equations of motion are linear in these inertia
parameters in the following sense: There ex-
ists an n � ` matrix function Y.q; Pq; Rq/ and an
`-dimensional constant vector ˆ such that the
Euler-Lagrange equations can be written as

M.�/ R� CC.�; P�/ P� Cg.�/ D Y.�; P�; R�/ˆ (19)

The function Y.�; P�; R�/ is called the regressor
and ˆ 2 R` is the parameter vector. The dimen-
sion of the parameter space, that is, the number
of parameters needed to write the dynamics in
this way, is not unique, and finding a minimal set
of parameters that can parameterize the dynamic
equations is difficult in general.

Passivity-Based Robust Control

The passivity and linearity-in-the-parameters
properties of the robot dynamics can be exploited
to design robust and adaptive controllers that do
not attempt to cancel the system nonlinearities as
in the inverse dynamics approach. A passivity-
based robust controller may be defined as

u D OM.�/a C OC.�; P�/v C Og.�/ �Kr (20)

where the quantities v, a, and r are given as

v D P�r �ƒ Q�
a D Pv D R�r �ƒ

PQ�
r D P� � v D PQ� Cƒ Q�

andK is a diagonal matrix of positive gains.
Using the linearity-in-the-parameters prop-

erty, the closed-loop system can be written as

M.�/Pr C C.�; P�/r CKr D Y.�; P�; a; v/
. Ô �ˆ/ (21)

In the robust passivity-based approach, the term
Ô is chosen as

Ô D ˆ0 C ıˆ

whereˆ0 is a fixed nominal parameter vector and
ıˆ is an additional control term. The additional
term ıˆ can be designed according to

ıˆ D

8̂
<̂
ˆ̂:

�� Y T r
jjY T r jj I if jjY T r jj > �

��� Y T r I if jjY T r jj � �

where � is a (constant) bound on the parameter
uncertainty. Uniform ultimate boundedness of
the tracking errors follows using the Lyapunov
function

V D 1

2
rTM.�/r C Q�T ƒK Q�
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where, as before, the size of the ultimate bound-
edness set depends on the parameter �.

Passivity-Based Adaptive Control

In the adaptive version of this approach, we con-
sider again the control law (20) and the resulting
closed-loop system

M.�/Pr C C.�; P�/r CKr D Y. Ô �ˆ/

In this case, the term Ô is taken as the output of
an estimator

PÔ D ���1Y T .�; P�; a; v/r (22)

The Lyapunov function

V D 1

2
rTM.�/r C Q�TƒK Q� C 1

2
Q̂ T � Q̂

can be used to show global convergence of the
tracking errors to zero and boundedness of the
parameter estimates.

One of the problems with the adaptive
control approaches considered here is the so-
called parameter drift problem. It can be
shown that the estimated parameters converge
to the true parameters provided the reference
trajectory satisfies the condition of persistency of
excitation

˛I �
Z t0CT

t0

Y T .�r ; P�r ; R�r /Y.�r ; P�r ; R�r /dt � ˇI

for all t0, where ˛, ˇ, and T are positive
constants.

Summary and Future Directions

We have discussed the commonly applied meth-
ods of PID control, feedback linearization con-
trol, as well as robust and adaptive control for

motion control of robot manipulators. There is a
large and relatively mature body of literature on
these methods, and in fact, the material here is
now contained in standard textbooks in robotics,
such as Siciliano et al. (2010) and Spong et al.
(2006).

Future directions in robot motion control in-
clude the full integration of vision, force, and
position feedback, cooperative control of mul-
tiple arms, and advances in machine learning
and human-robot interaction. Direct control of
robots through brain-machine interfaces is also
an active area of research and will enable new
areas of applications such as medical assistive
robots.

Cross-Referenes

�Adaptive Control, Overview
�Cooperative Manipulators
�Flexible Robots
�Force Control in Robotics
�Lyapunov’s Stability Theory
�Robot Teleoperation

Recommended Reading

Many of the fundamental theoretical problems
in motion control of robot manipulators were
solved during an intense period of research from
about the mid-1980s until the early-1990s dur-
ing which time researchers first began to exploit
the structural properties of manipulator dynamics
such as feedback linearizability, skew symmetry
and passivity, multiple time-scale behavior, and
other properties. For a more advanced treatment
of some of these topics, the reader is referred
to Spong et al. (1992) and Canudas de Wit et al.
(1996).

A survey of robust control of robots up to
about 1990 is found in Abdallah et al. (1991). The
passivity-based robust control result here is due
to Spong (1992). The first results in passivity-
based adaptive control of manipulators were
in Horowitz and Tomizuka (1986) and Slotine
and Li (1987). The Lyapunov stability proof

http://dx.doi.org/10.1007/978-1-4471-5058-9_110
http://dx.doi.org/10.1007/978-1-4471-5058-9_175
http://dx.doi.org/10.1007/978-1-4471-5058-9_176
http://dx.doi.org/10.1007/978-1-4471-5058-9_169
http://dx.doi.org/10.1007/978-1-4471-5058-9_77
http://dx.doi.org/10.1007/978-1-4471-5058-9_172
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of passivity-based adaptive control is due
to Spong et al. (1990). A unifying treatment
of adaptive manipulator control from a passivity
perspective was presented in Ortega and Spong
(1989).
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Abstract

Robots may allow human beings to physically
interact with remote objects and environments.
This possibility is known as robot teleoperation
and permits to operate in conditions or environ-
ments dangerous for human operators. Although
teleoperation was among the first developments
in robotics back in the 1950’s, still nowadays
there are important and difficult challenges for
researchers and scientists, showing the intrinsic
difficulties of this fascinating field of robotics.

Keywords

Bilateral control; Force reflection; Robot teleop-
eration; Time delay

Introduction

A robotic teleoperation system allows to repro-
duce the actions of a human operator and to
interact physically with objects and environments
placed at a distance. This possibility has always
attracted the human being, and telemanipulation
has been one of the first fields to be developed in
robotics: the first modern applications of this type
of technology are dated back to the 1940s and
the early 1950s for handling radioactive material
(Goertz and Thompson 1954), for underwater
and space applications (Martin and Kuban 1985;
Vertut and Coiffet 1986), and for human pros-
theses (Kobrinskii 1960). For an overview on
applications, see Sheridan (1992), Hokayem and
Spong (2006), Ferre et al. (2007) and the related
references. Nevertheless, despite the research
interest and the many existing devices, many
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challenging problems have still to be fully solved
both from the technical and control point of view.

In these notes, an overview on robot teleop-
eration is presented. In particular, the following
points are illustrated:
• General description of a telemanipulation sys-

tem and of its key components: the “master,”
the “slave,” and the “communication channel”

• Overview on applications and existing devices
• Some control techniques for telemanipulation

systems: “traditional” force reflection, shared
compliance control, Passivity-based control,
predictive control, four-channel architecture

General Description
of a Telemanipulation System

A telemanipulator is a complex mechatronic sys-
tem in which the main elements are a master (or
local) and a slave (or remote) device, intercon-
nected by a communication channel. The overall
system is interfaced on one side (the master) with
a human operator and on the other (the slave) with
the environment: see Fig. 1.

Both the master and slave devices have a local
controller, with a hardware/software complexity
that can be quite different depending on the

system and task to be executed. Key features
of this type of devices, usually not present in a
typical robotic manipulation system, are:
1. A human operator is involved in the loop for

the (high-level) control of the task execution.
2. It is necessary to provide to the operator,

possibly in real time, data related to the task.
This implies the presence of a suitable user
interface and the selection of proper signals
transmitted to the operator. These signals, e.g.,
related to forces applied to the environment,
relevant positions of the slave, graphical video
data, and tactile or acoustic information, have
strong implications on the control properties
and performances of the system.

3. A communication channel is present between
the master and the slave. This channel may
represent a source of problems when time-
delays are present since, as well known from
the control theory, delays in a feedback loop
may generate instability. Problems of this
type, firstly observed in a force feedback
scheme in 1965 (Ferrel 1966), arise, for
example, in underwater or space operations.
Note that even time-delays of the order of
the tenth of a second may create instability
problems.

Robot Teleoperation, Fig. 1 A telemanipulation system and its block scheme representation. Subscriptsm and s refer
to variables at the master and slave site, respectively
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In the block diagram of Fig. 1, some implicit
choices have been made. The operator specifies
a desired velocity ( Pxm) to be applied to the envi-
ronment through the master, the communication
channel, and the slave and receives back a force
signal (fmd ). In the figure, the flow of the signals
could be reversed as well, letting the operator
specify a force to the environment and receiving
back a velocity information. This is equivalent
to reversing the roles of the master and slave
devices. When this operation is possible, the tele-
operation system is defined bilaterally controlled
(Bejczy and Handlykken 1981).

One of the goals of the control system is to
have, in steady state, the slave velocity equal to
the master velocity, i.e., Pxs D Pxm, and similarly
for the forces, fmd D fs . When this is accom-
plished, the teleoperator is defined transparent
(Lawrence 1993).

In this general framework, the main features
of the components of a telemanipulator are the
following.

The Master
The master, or local system, is the interface
through which the operator specifies commands
to the whole device. Typical features of the
master are:
– Capability of assigning tasks to the slave and

providing the operator with relevant infor-
mation about the task development. In fact,
an important feature of the master is its ca-
pability of providing the operator with the
telepresence, i.e., the sensation of being in
some manner involved with task execution.
In this respect, several solutions have been
adopted, varying from joysticks and/or con-
soles (Hirzinger et al. 1992) to exoskeletons
(Bergamasco et al. 2007; Smith et al. 1992)
and so on. In these devices, different types
of signals may be reflected to the operator,
from simple graphical data to full kinetostatic
information.

– Capability of acquiring and processing data
from both the operator and the slave. Typi-
cal elaborations are filtering, prediction, delay
compensation, modeling of remote and local
dynamics, and so on.

The Slave
The slave, or remote system, is the part of the
teleoperator which directly interacts with the en-
vironment for task execution. Requirements sim-
ilar to the master may be specified for the slave
system:
– A robotic system for the interaction with the

environment and the execution of the task
planned by the operator. This part, usually
provided with autonomous features, has to be
in some way customized to operate in particu-
lar environments, e.g., submarine, outer space,
and nuclear areas. Note that the kinematics
and the dynamics of the remote manipulator
may be different from those of the local one
(when present), originating several problems
when telepresence is needed for task execution
(Colgate 1993).

– Signal acquisition and processing. Sensory
capability is a main requirement for the slave
device, which is often equipped with video
cameras, force/tactile sensors, proximity sen-
sors, and so on.

– Capability of data processing. Also the
remote site must be able to elaborate the
information needed for task execution. In fact,
besides other considerations, the destabilizing
effects caused by communication delays
and/or restricted bandwidths of transmission
must be compensated locally, providing
the slave system with a certain degree of
autonomy.

The Communication Line
The communication line represents the link be-
tween the master and slave sites. Different plat-
forms may be used for this purpose, from radio
connections by means of satellites to cables for
underwater operations. The main drawback that
can be introduced by this element is a delay, due
both to a physical delay in the transmission line
(e.g., in a long satellite communication) and to
limited bandwidth of the hardware. This delay,
that sometimes is not even constant, can cause
noticeable instability problems if proper compen-
sating actions are not taken.
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An Overview on Applications

Use of telemanipulators, in the broader sense of
the terminology, may be found in a number of
different applications developed since the early
1950s. First examples of these devices have been
designed and realized for operations in radioac-
tive environments and for human limb prostheses.
At the moment, this type of technology is applied
in a number of different fields: space, underwa-
ter, medicine, hazardous environments, security,
simulators, and so on.

Space Applications
Robotics is used in space for exploration, sci-
entific experiments, and commercial activities.
Main reasons of space telerobotics are the high
costs and the hostile environment for human
beings. For many years, the main example of
teleoperation in space was applications in space
shuttle activities where the operators had a direct
control of the task executed by the manipula-
tor. Nowadays, an important application of robot
technology is for planetary missions, where au-
tonomous telerobots are required and the operator
has only a supervisory control of the task. Main
directions of current research activity for space
robotics are the development of arms for both
intra-vehicular and extravehicular activities, free-
flying platforms, and planetary rovers.

Among the most known examples of robot
arms for space one can list the Canadian Remote
Manipulator System (RMS), installed on the US
space shuttles. The 6 degree-of-freedom (dof)
arm, built by the Canadian firm SPAR, had a
flexible, 15 m long structure and was capable
of executing preprogrammed and/or teleoperated
tasks. Five arms have been built, working on
space shuttles from 1981 to 2011. Since 2001
the Canadarm 2 is used on the ISS (Interna-
tional Space Station). This 7 dof, 17.6 m long
arm is used for assembly and maintenance pur-
poses.

Concerning planetary exploration, a first
successful space telerobotic program has been the
Mars Viking Program, which performed scien-
tific experiments on Mars in 1976. More recently,
NASA has sent to Mars the rovers Sojourner

in 1997 (working for about 3 months) and
Spirit and Opportunity, which arrived in 2004.
Opportunity is still working (January 2014), see
http://marsrovers.jpl.nasa.gov/home/index.html.
New missions on Mars with other, more complex,
rovers are currently planned by NASA.

With the current technological possibilities,
further substantial developments in this field are
slowed down by the large amount of money and
time required to guarantee a successful mission.
However, relevant technical problems still ex-
ist due to reliability requirements, weight con-
straints, hostile environments and communica-
tion time-delays (ranging from 1 s in earth orbits
to 4–40 min or more for planetary missions).

Underwater
After the first successful military applications of
underwater telerobotics (in 1966 the US Navy’s
CURV – Cable-controlled Underwater Recovery
Vehicle – was successfully employed to retrieve
a nuclear bomb from the ocean), extensive use of
ROVs (remote operated vehicles) has started in
the 1980s for offshore operations for oil/gas in-
dustry. At the moment, underwater telerobotics is
mainly used for business, military missions, and
scientific expeditions. Telerobotic (autonomous)
tasks are usually limited to small routine tasks
rather than complete activities, for example, sim-
ple tool switching operations, repetitive bolt/nut
screwing, and piloting to new locations. First ex-
amples of underwater teleoperation were mainly
based on manned submersibles, either free swim-
ming or connected to a surface ship, and with
teleoperated arms on the outer structure. In more
recent operations, human operators remotely con-
trol the submersibles by long fiber-optic cables
for data communication, increasing the costs and
complexity of the missions.

Probably, the most important users are in the
business field, where it is more convenient to use
teleoperated devices rather than human divers
to perform inspections and repairs on deep sea
equipment. The main users of telesubmersibles
are the oil and communication (telephone) indus-
tries, where underwater pipes and cables require
routine operations. The scientific community
uses this technology for marine biological,

http://marsrovers.jpl.nasa.gov/home/index.html


Robot Teleoperation 1181

R

geological, and archeological missions, while the
military have used telerobotics in many salvage
operations, such as plane or watercraft recovery.

The conditions of the water environment, e.g.,
the high pressures, the poor visibility, and the
communication difficulties, cause the major prob-
lems in this field. In order to solve the problems
due to the high pressure, a very robust mechanical
structure and (typically) hydraulic actuators are
employed. On the other hand, vision problems
are not so easily solved, being related to several
factors of the environment. External lighting is
necessary, and other technologies (e.g., sonar) are
sometimes used. Computer graphic simulation
may help the user during task execution in par-
tially known environments. For references, see,
e.g., Ridao et al. (2007).

Medical Telerobotics
Several teleoperated devices are found in the
medical field. In fact, robotic manipulators are
used to perform surgery, diagnose illnesses or in-
juries, help impaired people, and train specialized
medical personnel.

Robotic systems of different complexities
have been developed since the 1950s for aid
to impaired people. Among the most common
systems are automated wheelchairs, controlled
by voice or by joysticks for hand, mouth, eye, or
head movements.

At the moment, there is a relevant interest
in applying teleoperated devices in microsurgery
operations, e.g., eye surgery, where small precise
movements are needed. The movements of the
operator are scaled down by the mechanism so
that very fine operations can be performed while
maintaining a suitable telepresence effect. An-
other important class of surgical process consists
of the so-called minimally invasive procedures. In
this case, the surgeon operates through small in-
sertions using thin medical instruments and small
video cameras. The increased difficulties for the
surgeon are partially compensated by computers,
which are used to create virtual environments
where the use of telepresence plays a fundamen-
tal role.

A very attractive application is the use of
telemanipulators in remote surgery operations.

Telediagnosis may also broaden the range of a
single doctor by allowing to exam a patient visu-
ally or viewing records on a computer interface.
Finally, telepresence is becoming very important
for the instruction of specialized doctors and to
perform rehearsals before the actual operation.

Security
Applications in this area aim to employ teler-
obotic devices for the protection of persons and
properties. Most systems used in this area are
teleoperated devices since these tasks require
decision capabilities and intelligence levels not
currently possible for machines, although the
use of autonomous systems is more and more
frequent.

In the area of security, robots may be used
for patrolling buildings and for protection pur-
poses. These devices can either be autonomous
or teleoperated. Military applications adopt prin-
cipally teleoperation, mainly for locating enemies
or dangerous equipment without direct risk for
human personnel. Unmanned aeroplanes or tele-
operated devices for the detection and destruction
of mines or bombs are well-known examples of
this technology. Teleoperation is also used for fire
extinguishing, in order to spray water or chemical
agents with remotely operated vehicles.

Telerobotics in Hazardous Environments
Robots may substitute human beings for opera-
tions in hazardous environments; as a matter of
fact, nuclear industry was the first important user
of modern teleoperating devices. Telerobotics is
applied in several nuclear or chemical plants and
also for military applications (e.g., for build-
ing military equipment and arms) in a variety
of tasks. Besides direct handling of radioactive
or chemical material, robots are used in waste
cleanup/disposal and plant inspection. Ammuni-
tion disposal also makes use of telerobotic ma-
chines.

Telerobotics in Mining and Other
Industries
Besides the typical use of robots in a number of
industrial applications (assembly, welding, paint-
ing, and so on), other applications of robotic
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systems in nonconventional production processes
have been developed, for example, in mines, con-
structions, agriculture, warehousing, and many
other activities.

Use of telemanipulators for mining applica-
tions, despite the relevant motivations such as
high costs and risks of human work, finds dif-
ficulties and limitations caused by the particular
environment and the relevant level of autonomy
requested to operate in mines. As a matter of fact,
the mining industry has only recently started to
experiment teleoperated devices; see e.g., Duff
et al. (2010). These machines are being developed
to perform frame wall building, structure testing,
hole drilling, wall blasting, mine digging, and
so on.

In construction tasks, not considering that all
construction/destruction machinery controlled by
a human can be regarded as examples of teleoper-
ators (e.g., cranes and front-end loaders), applica-
tions of real telerobotic systems are not so numer-
ous because of the unstructured environments and
the nonrepetitive tasks. Current work in this area
concerns the development of machines for earth
movement, construction of structures, building
window washing, bridge inspection and mainte-
nance, and power line repair.

The Control Problem

For the development of a reliable teleoperation
system, providing force feedback to the user, the
problems caused by the interaction of the robotic
device with the environment and the possible
time-delays caused by the communication
channel have to be properly considered and
solved.

In telemanipulation without either force feed-
back to the operator or a local compliance con-
trol, the remote manipulator is strictly controlled
according to the master position signal. As a
consequence, the system results in being stiff,
and errors between the master and slave posi-
tions may cause excessive and undesired contact
forces.

In bilateral telemanipulation, it has been
proven that a profitable manner for increasing
system performances (e.g., in terms of task com-
pletion time, total contact time, and cumulative
contact force) is to reflect back to the operator
information about the force applied to the
environment. On the other hand, it results that the
force reflection gain, that gives to the operator
the feeling of the interaction, destabilizes
the system, especially when time-delays are
present.

Control schemes for robotic teleoperation de-
vices can be classified according to the general
structures reported in Fig. 2, showing the direct
teleoperation, the coordinated teleoperation, and
the supervisory control schemes. In the direct
teleoperation scheme, possible only for negli-
gible time delays, the operator has direct con-
trol of the slave robot and receives feedback
in real time. In the coordinated teleoperation
scheme, the operator still controls the remote
robot, but low-level control loops in the slave
system are present because time delays do not
allow the operator to control directly the ac-
tuators. In the supervisory control scheme, the
remote site has more autonomy and task exe-
cution is controlled locally, while the operator
gives mainly high-level commands and acts as
a supervisor. A local loop is present also at the
master side, indicating the presence of (usually) a
model (graphical, mathematical, etc.) of the slave
site to improve performances in case of large time
delays.

Some of the main control architectures for
teleoperation devices presented in literature
to deal with the problems of time-delay and
force reflection are now briefly described
and commented. The considered architectures
are the “traditional” force reflection, the
shared compliance control, the passivity-based
teleoperation, the predictive control, and the four-
channel scheme. However, many other control
schemes have been presented in the literature;
see, e.g., Arcara and Melchiorri (2002), Hirche
et al. (2007), and therefore what is presented here
is a brief, though significant, overview in order
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Robot Teleoperation, Fig. 2 Possible structures of bilateral control schemes for robotic teleoperation

Robot Teleoperation,
Fig. 3 The “traditional
force reflection”
transmission scheme

to focus on the major problems encountered in
this field and on some of the approaches for their
solutions.

Traditional Force Reflection Teleoperation
The simplest manner of transmitting the remote
force to the operator is to reflect it directly,
without any particular elaboration, as shown
in Fig. 3. The resulting transmission equations
are

(
fmd .t/ D fs.t � T /

Pxsd .t/ D Pxm.t � T /
(1)

where T is the time-delay introduced by the com-
munication network and subscript d indicates the
desired set point for the master (m) and slave (s)
controllers.

This technique presents relevant instability
problems due to time-delays. As a matter of fact,
it is possible to verify that the communication
channel does not present strictly passive
properties, even for limited bandwidths of the
input signals Pxm and fs . This result is valid
also considering an attenuation between fmd
and fs , i.e., introducing a force reflection
gain Gfr < 1:0 in (1) and computing
therefore fmd .t/ D Gfrfs.t � T /. The
attenuation reduces the telepresence sensation
and degrades the performances, but still does
not cause a passive (then stable) network.
The nonpassive channel has the global effect
of introducing in the overall system energy
flows that, if not properly reduced by the
local controllers, contribute to destabilize the
telemanipulator.

The dynamics of the overall system may
be described by the following two sets of
equations: the first taking into account the
master dynamics and the force transmitted by
the communication channel and the second
including the slave dynamics, the position
signals of the channel, and the local position
controller:
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(
Mm Pxm.t/ D �fmd .t/ � Bm Pxm.t/ �Khxm.t/

fmd .t/ D fs.t � T /

8̂
<̂
ˆ̂:

Ms Pxs.t/ D fs.t/ � Bs Pxs.t/
Pxsd .t/ D Sp Pxm.t � T /

fs.t/ D KpŒxsd .t/ � xs.t/�

In the above equations, Mi and Bi , i D m; s,
are masses and damping factors at the master and
slave sites, Kh represents the operator (simply
modeled as a stiffness) and Kp the slave po-
sition controller. The gain Sp has been added,
with respect to Eq. (1), in order to scale velocity
variables between the two robotic systems.

It can be shown that this control scheme does
not guarantee stability in the presence of time
delays, although in practical applications stability
may still be achieved for small time delays due
to dissipation introduced by friction and the local
controllers.

Shared Compliance Control
As previously mentioned, both the interactions of
the robotic device with the environment and the
effects of time-delays have to be considered in
the definition of control strategies for telemanip-
ulation systems. The position-error based force
reflection scheme deals with both these effects
(Kim et al. 1992). This scheme is based on the
computation of the feedback signal fmd as a
force proportional to the error between master
and slave positions:

fmd.t/ D Gfr Œxm.t/ � xs.t � T /�

This signal gives to the operator a sensation
related to the difference between the postures of
the robotic devices caused either by interactions
or delays. Note that in this manner an elastic
(proportional) element is introduced between the
positions of the robots. This allows to obtain a
stable behavior of the overall system comprehen-
sive of local controllers, at least for limited values
of Gfr .

An additional feature for dealing with prob-
lems due to time-delays is the so-called shared
compliance control (SCC). A local, autonomous
force feedback is realized at the slave site in order

to program active compliance and damping of the
robotic device. This control action is important
when compliance has to be realized between the
(stiff) mechanical device and its environment and
during the collision or contact phases. The over-
all control system is therefore based on sharing
autonomous and human-driven control actions. A
block diagram of the whole system, including the
master and slave dynamics (1=.Mms

2 C Bms C
Kh/ and 1=.Mss

2 CBss/ respectively), the force
reflection gain (Gfr ), the shared compliance con-
troller (Gcc), and an environment model (Ke), is
shown in Fig. 4.

For a given time-delay, the force reflection
gain Gfr can be increased with respect to the
traditional force reflection scheme. In any case,
when the time-delay increases, the gain has to be
correspondingly decreased to guarantee stability,
i.e., the value of Gfr depends directly on the
amount of time-delay. In fact, also this control
scheme in general does not present passivity
features, although it can be shown that it may be
stable (for a limited range of time delays) with a
proper choice of the control parameters.

Passivity-Based Teleoperation
A control scheme inspired by the passivity theory
(Van der Schaft 2000) is now described. Basic
consideration is that the communication channel
may represent, if proper actions are not taken,
a non-passive element between the master and
slave. With proper modifications, the transmis-
sion line presents passive properties, and there-
fore, the stability of the overall system may be
achieved for any value of the time-delay T .

Lossless Transmission Line
Results of passivity and scattering theories can be
used to show that in traditional force reflection
teleoperation, Eq. (1), the instability of the overall
system in presence of time-delays is caused by
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Robot Teleoperation, Fig. 4 Position-error based force reflection with SCC at the remote site

the non passive properties of the communication
channel (Niemeyer and Slotine 1991). On the
other hand, it has been shown that the definition
of a communication network based on a lossless
transmission line provides the system with pas-
sivity features for any time-delay (Anderson and
Spong 1989), facilitating therefore the stability of
the overall system.

For the definition of a lossless transmission
line, it is convenient to refer, instead of the
velocity and force variables Px; f at each port
(see Fig. 3), to the equivalent wave variables u
and v that are related to the passivity formalism
and whose definition derives from the theory of
electric circuits. By using these variables, it is
possible to describe the power balance in a circuit
as the difference of two positive terms which
consider the input and the output power. In fact,
by introducing the input wave u D ŒuTm; uTs �

T

and the output wave v D ŒvTm; v
T
s �
T , the power

balance in the teleoperator can be expressed as

P D 1

2

�
uT u � vT v�Df T PxD Œf T

m ; f
T
s �

� Pxm
� Pxs



By considering a proper scaling factor b, defined
as the characteristic impedance of the transmis-
sion line, the previous equation defines the fol-
lowing transformations between power and wave
variables:

um D 1p
2b
.fm C b Pxm/ us D 1p

2b
.fs � b Pxs/

vm D 1p
2b
.fm � b Pxm/ vs D 1p

2b
.fs C b Pxs/

The resulting network is described by

8<
:
fmd.t/ D fs.t � T /C bŒ Pxm.t/ � Pxsd .t � T /�

Pxsd .t/ D Pxm.t � T /C 1
b
Œfmd .t � T /� fs.t/�

In terms of wave variables, the passivity-based
communication network is described as (see
Fig. 5)

8<
:
fmd .t/ D b Pxm.t/C p

2b vm.t/

Pxsd .t/ D �1
b
Œfs.t/ � p

2b vs.t/�

In analogy with electric networks, impedance
adaptation should be added to both extremities
of the transmission line, as described e.g., in
Niemeyer and Slotine (1991).

Predictive Control
In a well-known example of space telerobotics,
the ROTEX project (Hirzinger et al. 1992), the
problems introduced by force feedback and time-
delays have been solved in a different manner. In
fact, in this case the force information is not trans-
mitted to the operator, and an extensive use of
graphic simulation and telesensor programming
is made to help control of the task execution.

In particular, the predictive display technique
(Sheridan 1992) has been employed for gener-
ating and extrapolating beforehand visual indi-
cations, such as cursors or wire frame models
of the manipulator and its environment. These
information are generated by the control sys-
tem and assist the operator in driving the task
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Robot Teleoperation, Fig. 5 Transmission line based on passivity

execution more efficiently. In this case, a proper
prediction algorithm has to be set on the basis of
current initial conditions of the manipulator and,
possibly, of current control variables.

In telerobotics, predictive displays have to
be purposely designed in order to consider the
prediction of motions of the manipulator. Usually,
the task is graphically simulated in real time,
without time-delay, exploiting a model of the
remote environment and of the slave device. The
operator can observe the task executed by the
remote system on the screen, where a simulated
copy (with T D 0 s) of the robotic device can
be superimposed on the real operating device in
the scene of the remote site. In this manner, the
operator may program appropriate actions for the
interaction with the environment.

This type of task planning helps when a no-
ticeable time-delay occurs. In fact, when opera-
tors deal with relevant time-delays (e.g., larger
than 1 s), usually they operate with a “move
and wait” strategy, conservatively specifying only
small displacements to the remote robot. By us-
ing predictive display, the time required to ex-
ecute complex tasks is greatly reduced. On the
other hand, the operator has only visual informa-
tion about the remote environment and the task
execution.

Four-Channel Scheme
A generalization of the scheme of Fig. 1, the
so-called four-channel architecture (Hirche et al.
2007; Lawrence 1993), is shown in Fig. 6. In this
scheme, both the velocity and force signal of

the master and slave are transmitted, and with
a proper choice of the four blocks C1; C2; C3,
and C4 many design goals can be achieved, in
particular concerning the stability and the trans-
parency of the overall system. In particular, if
C3 D C4 D 0, the standard velocity-force trans-
mission scheme is obtained, while ideal trans-
parency is achieved if C1 D Zcs; C2 D C3 D
I; C4 D �Zcm. In the figure, the blocks Zm and
Zs represent the master and the slave dynamics
(impedances), respectively, while Cm and Cs are
the local master and slave controllers, f �

h is an
external force applied by the user, and f �

e an
exogenous force from the environment.

Summary and Future Directions

In these notes, an overview on telemanipulation
has been presented with the aim of giving a
general presentation of the impact of this area of
robotics on both industry and research, of outlin-
ing typical problems encountered in dealing with
remote manipulation systems, and of illustrating
some approaches for their solution.

In this respect, it has to be pointed out that,
besides the control schemes considered in these
notes (purposely developed for telerobotic sys-
tems), many other schemes have been presented
in the literature (see, e.g., Hokayem and Spong
2006, Ferre et al. 2007, and Arcara and Mel-
chiorri 2002). More in general, however, a rele-
vant literature exists, and important results have
been presented from a methodological point of
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Robot Teleoperation, Fig. 6 Block scheme of the four-channel architecture. (a) The human operator. (b) Master
controller. (c) Communication line. (d) Slave controller. (e) Environment

view to face control problems of time-delay sys-
tems: see for example, Gu et al. (2003).

There are, however, other important aspects of
telemanipulation which, for space constraints,
can only be mentioned here, such as the
“impedance shaping” (typical in applications in
which there is a relevant dynamic/mechanical
difference between the master and slave
mechanisms) or criteria for defining (and
measuring) performance of teleoperator systems,
such as the “time to completion,” criteria based
on energy consumption, dexterity, and so on.
Other interesting, and important, extensions are
the possibility of controlling remote teams of
robots cooperating for the execution of a common
task (e.g., for aerial inspections, transport of
heavy loads, etc.).

Future developments of robotic teleoperation
systems will deal with the technological improve-
ments of the user interface, giving to the operator
more “realistic” feedback of the remote environ-
ment, the application of this type of technology
to more complex situations, and the use of multi-
robot systems controlled either by one or more
cooperating users. Control will play in any case a
fundamental role in these scenarios.

Cross-References

�Advanced Manipulation for Underwater Sam-
pling

�Control of Linear Systems with Delays

�Disaster Response Robot
�Force Control in Robotics
�Model-Predictive Control in Practice
�Redundant Robots
�Robot Visual Control

Recommended Reading

Introductory and historical perspectives of
telemanipulation, along with descriptions
of several interesting applications of this
technology, may be found in Ferre et al.
(2007), Hokayem and Spong (2006), Sheridan
(1992), and Vertut and Coiffet (1986). Specific
applications, e.g., space, underwater, medical,
and hazardous environment, are described in
Duff et al. (2010), Hirzinger et al. (1992),
http://marsrovers.jpl.nasa.gov/home/index.html,
and Ridao et al. (2007). Some of the main control
schemes specifically developed for this type of
robotic devices are reported in Anderson and
Spong (1989), Arcara and Melchiorri (2002),
Colgate (1993), Hirche et al. (2007), Kim et al.
(1992), and Niemeyer and Slotine (1991), while
some basic background material on control
theory is available in Gu et al. (2003) and Van der
Schaft (2000).
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Robot Visual Control

François Chaumette
Inria, Rennes, France

Abstract

This article presents the basic concepts of vision-
based control, that is, the use of visual data
to control the motions of a robotics system. It
details the modeling steps allowing the design
of kinematics control schemes. Applications are
also described.

Keywords

Jacobian; Kinematics; Robot control; Visual ser-
voing

Introduction

Visual control, also named visual servoing, refers
to the use of computer vision data as input of real-
time closed-loop control schemes to control the
motion of a dynamic system, a robot typically
(Chaumette and Hutchinson 2008; Hutchinson
et al. 1996). It can be seen as sensor-based control
from a vision sensor and relies on techniques
from image processing, computer vision, and
control theory.

An iteration of the control scheme consists of
the following steps:

http://marsrovers.jpl.nasa.gov/home/index.html
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Robot Visual Control, Fig. 1 A few images acquired
during two visual servoing tasks: on the top, pedestrian
tracking using a pan-tilt camera; on the bottom, control-

ling the 6 degrees of freedom of an eye-in-hand system so
that an object appears at a particular position in the image
(shown in blue)

• Acquire an image.
• Extract some useful image measurements.
• Compute the current value of the visual fea-

tures used as inputs of the control scheme.
• Compute the error between the current and the

desired values of the visual features.
• Update the control outputs, which are usually

the robot velocity, to regulate that error to
zero, i.e., to minimize its norm.

For instance, for the first example depicted on
Fig. 1, the image processing part consists in ex-
tracting and tracking the center of gravity of the
moving people, the visual features are composed
of the two Cartesian coordinates of this center
of gravity, and the control schemes compute the
pan and tilt velocities so that the center of gravity
is as near as possible of the image center de-
spite the unknown motion of the people. In the
second example where a camera mounted on a
six-degrees-of-freedom robot arm is considered,
the image measurements are a set of segments
that are tracked in the image sequence. From
these measurements and the knowledge of the 3D
object model, the pose from the camera to the
object is estimated and used as visual features.
The control scheme now computes the six com-
ponents of the robot velocity so that this pose
reaches a particular desired value corresponding

to the object position depicted in blue on the
images.

Basic Theory

Main if not all visual servoing tasks can be
expressed as the regulation to zero of an error e.t/
which is defined by

e.t/ D s.m.r.t//; a/� s�.t/: (1)

The parameters in (1) are defined as follows
(Chaumette and Hutchinson 2008). The vector
m.r.t// is a set of image measurements (e.g.,
the image coordinates of interest points, or the
area, the center of gravity, and other geometric
characteristics of an object). These image mea-
surements depend on the pose r.t/ between the
camera and the environment. They are used to
compute a vector s.m.r.t//; a/ of visual features,
in which a is a set of parameters that represent
potential additional knowledge about the sys-
tem (e.g., coarse camera intrinsic parameters or
3D model of objects). The vector s�.t/ contains
the desired value of the features, which can be
either constant in the case of a fixed goal or
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varying if the task consists in following a spec-
ified trajectory.

Visual servoing schemes mainly differ in the
way that the visual features are designed. As
represented on Fig. 2, the two most classical ap-
proaches are named image-based visual servoing
(IBVS), in which s consists of a set of 2D pa-
rameters that are directly expressed in the image
(Espiau et al. 1992; Weiss et al. 1987), and
pose-based visual servoing (PBVS), in which s
consists of a set of 3D parameters related to the
pose between the camera and the target (Weiss
et al. 1987; Wilson et al. 1996). In that case,
the 3D parameters have to be estimated from
the image measurements either through a pose
estimation process using the knowledge of the 3D
target model, or through a partial pose estima-
tion process using the properties of the epipolar
geometry between the current and the desired
images, or finally through a triangulation process
if a stereovision system is considered. Inside
IBVS and PBVS approaches, many possibilities
exist depending on the choice of the features.
Each choice will induce a particular behavior of
the system. There also exist hybrid approaches,
named 2-1/2D visual servoing, which combine
2D and 3D parameters in s in order to benefit
from the advantages of IBVS and PBVS while
avoiding their respective drawbacks (Malis et al.
1999).

The design of the control scheme is based on
the link between the time variation of the features

and the robot control inputs, which are usually
the velocity of the robot joints q. This relation is
given by

Ps D Js Pq C @s
@t

(2)

where Js is the features Jacobian matrix, defined
from the equation above similarly as the classical
robot Jacobian. For an eye-in-hand system (see
the left part of Fig. 3), the term @s

@t
represents

the time variation of s due to a potential object
motion, while for an eye-to-hand system (see the
right part of Fig. 3) it represents the time variation
of s due to a potential sensor motion.

As for the features Jacobian, in the eye-in-
hand configuration, it can be decomposed as
Chaumette and Hutchinson (2008)

Js D Ls
cVn J.q/ (3)

where
• J.q/ is the robot Jacobian such that vn D

J.q/ Pq where vn is the robot end effector ve-
locity.

• cVn is the spatial motion transform matrix
from the vision sensor to the end effector. It
is given by

cVn D
�
cRn Œctn�� cRn

0 cRn


(4)

where cRn and ctn are respectively, the rota-
tion matrix and the translation vector between

Rc* Rc*

Rc Rc

S*

S*

S

S

Robot Visual Control, Fig. 2 If the goal is to move the
camera from frame Rc to the desired frame Rc� , two
main approaches are possible: IBVS on the left, where the

features s and s� are expressed in the image, and PBVS
on the right, where the features s and s� are related to the
pose between the camera and the observed object
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Robot Visual Control,
Fig. 3 In visual servoing,
the vision sensor can be
either mounted on the robot
(eye-in-hand configuration)
or remote and observing
the robot (eye-to-hand
configuration). For the
same robot motion, the
motion produced in the
image will be opposite
from one configuration to
the other

the sensor frame and the end effector frame
and where Œctn�� is the skew symmetric matrix
associated to ctn. Matrix cVn is constant when
the vision sensor is rigidly attached to the end
effector, which is usually the case. Thanks to
the robustness of closed-loop control schemes,
a coarse approximation of cRn and ctn is suf-
ficient in practice to get an estimation of cVn.
If needed, an accurate estimation is possible
through classical hand-eye calibration meth-
ods.

• Ls is the interaction matrix of s defined such
that s D Lsv where v is the relative velocity
between the camera and the environment.
In the eye-to-hand configuration, the features

Jacobian Js is composed of Chaumette and
Hutchinson (2008)

Js D �Ls
cVf

f Vn J.q/ (5)

where
• f Vn is the spatial motion transform matrix

from the robot reference frame to the end
effector frame. It is known from the robot
kinematics model.

• cVf is the spatial motion transform matrix
from the camera frame to the reference frame.
It is constant as long as the camera does not
move. In that case, similarly as for the eye-
in-hand configuration, a coarse approximation
of cRf and ctf is usually sufficient to get an
estimation of cVf .

A lot of works have concerned the modeling
of the visual features and the determination of
the analytical form of the interaction matrix. To
give just an example, in the case of an image
point with normalized Cartesian coordinates x D
.x; y/ and whose 3D corresponding point has
depthZ, its interaction matrix is given by Espiau
et al. (1992)

Lx D
"

�1=Z 0 x=Z xy �.1C x2/ y

0 �1=Z y=Z 1C y2 �xy �x

#

(6)

where the three first columns contain the ele-
ments related to the three components of the
translational velocity and where the three last
columns contain the elements related to the three
components of the rotational velocity.

By just changing the parameters representing
the same image point, that is, by using the cylin-
drical coordinates defined by � D .�; �/ with
� D p

x2 C y2 and � D Arctan.y=x/, the
interaction matrix of these parameters has a com-
pletely different form (Chaumette and Hutchin-
son 2008):

L� D
" �c=Z �s=Z �=Z .1C �2/s �.1C �2/c 0

s=.�Z/ �c=.�Z/ 0 c=� s=� �1

#

(7)

where c D cos � and s D sin � . This implies
that using the Cartesian coordinates or the cylin-
drical coordinates as visual features will induce
a different behavior, that is, a different robot
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trajectory and a different trajectory of the point
in the image.

Currently, the analytical form of the interac-
tion matrix is available for most classical geomet-
rical primitives, such as segments, straight lines,
ellipses, moments related to planar objects of any
shape (Chaumette 2004), and also coordinates of
3D points and pose parameters. Methods also
exist to estimate off-line or online a numerical
value of the interaction matrix. Omnidirectional
vision sensors, the coupling between a camera
and structured light, and even 2D echographic
probes have also been studied. A large variety of
visual features is thus available for many vision
sensors.

Once the modeling step has been performed,
the design of the control scheme can be quite
simple. The most classical control scheme has
the following form (Chaumette and Hutchinson
2008):

Pq D ��bJs
C.s � s�/C bJs

C @s�

@t
� bJs

Cc@s
@t

(8)

where � is a positivive gain tuning the rate of
convergence of the system and bJs

C is the Moore-
Penrose pseudo inverse of an approximation or
an estimation of the features Jacobian. The ex-
act value of all its elements is indeed generally
unknown since it depends of the intrinsic and
extrinsic camera parameters, as well as of some
3D parameters such as the depth of the point in
Eqs. (6) and (7).

The second term of the control scheme an-
ticipates for the variation of s� in the case of a
nonconstant desired value. The third term com-
pensates as much as possible a possible target
motion in the eye-in-hand case and a possible
camera motion in the eye-to-hand case. They are
both null in the case of a fixed desired value and a
motionless target or camera. They try to remove
the tracking error in the other cases.

Following the Lyapunov theory, the stabil-
ity of the system can be studied (Chaumette
and Hutchinson 2008). Generally, visual servo-
ing schemes can be demonstrated to be locally
asymptotically stable (i.e., the robot will con-
verge if it starts from a local neighborhood of

the desired pose) if the errors introduced in bJs

are not too strong. Some particular visual ser-
voing schemes can be demonstrated to be glob-
ally asymptotically stable (i.e., the robot will
converge whatever its initial pose) under similar
conditions.

Finally, when the visual features do not con-
strain all the robot degrees of freedom, it is
possible to combine the visual task with supple-
mentary tasks such as, for instance, joint limits
avoidance or the visibility constraint (to be sure
that the target considered will always remain
in the camera field of view). In that case, the
redundancy framework can be applied and the
error to be regulated to zero has the following
form:

e D bJs
C.s � s�/C .I � bJs

CbJs/ e2 (9)

where .I � bJs
CbJs/ is a projection operator on

the null space of the visual task so that the
supplementary task e2 will be achieved at best
under the constraint that the visual task is realized
(Espiau et al. 1992). A similar control scheme
to (8) is now given by

Pq D �� e �
c@e
@t
: (10)

This scheme has for instance been applied for
the first example depicted on Fig. 4 where the
rotational motion of the mobile robot is con-
trolled by vision, while its translational motion is
controlled by the odometry to move at a constant
velocity.

Applications

Potential applications of visual servoing are nu-
merous. It can be used as soon as a vision sensor
is available and a task is assigned to a dynamic
system to control its motion. A non-exhaustive
list of examples is (see Fig. 4):
• The control of a pan-tilt-zoom camera, as

illustrated in Fig. 1 for the pan-tilt case
• Grasping using a robot arm
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Robot Visual Control, Fig. 4 Few applications of visual
servoing: navigation of a mobile robot to follow a wall
using an omnidirectional vision sensor (top row), grasping

a ball with a humanoid robot (middle row), assembly of
MEMS and film of a dialogue within the constraints of a
script in animation (bottom row)

• Locomotion and dexterous manipulation with
a humanoid robot

• Micro- or nano-manipulation of MEMS or
biological cells

• Pipe inspection by an underwater autonomous
vehicle

• Autonomous navigation of a mobile robot in
indoor or outdoor environment

• Aircraft landing
• Autonomous satellite rendezvous

• Biopsy using ultrasound probes or heart mo-
tion compensation in medical robotics

• Virtual cinematography in animation

Summary and Future Directions

Visual servoing is basically a nonlinear control
problem. Several modeling works have been re-
alized to design visual features so that the control
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problem is transformed as much as possible to a
linear control problem, leading to better stability
properties. On one hand, improvements on this
topic are still expected. On the other hand, the
design of advanced control schemes, such as
optimal control or model predictive control, is
another way to make improvements. Then, taking
into account dynamic constraints, such as non-
holonomic constraints or underactuated systems,
also necessitates the design of specific control
laws.

Cross-References

�Lyapunov’s Stability Theory
�Redundant Robots
�Robot Motion Control

Recommended Reading

In addition to the classical tutorial Hutchinson
et al. (1996) and the most recent one Chaumette
and Hutchinson (2008), the books Corke (1997,
2011) and the collection of papers Hashimoto
(1993), Kriegman et al. (1998), and Chesi et al.
(2010) provide a good overview of past and
recent works in the field. The other references
below cited in text present the main pioneering
contributions in visual servoing.
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Abstract

Robust adaptive control pertains to the satis-
factory behavior of adaptive control systems
in the presence of nonparametric perturbations
such as disturbances, unmodeled dynamics, and
time delays. This article covers the highlights of
robust adaptive controllers, methods used, and
results obtained. Both methods of achieving
robustness, which include modifications in
the adaptive law and persistent excitation
in the reference input, are presented. In
both cases, results obtained for robustness
to disturbances and unmodeled dynamics are
discussed.
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Introduction

The central problem in adaptive control pertains
to regulation and tracking of systems in the pres-
ence of parametric uncertainties. The classical
adaptive control problem solved in 1980 assumed
that the underlying transfer function had un-
known parameters, but no other uncertainties. No
disturbances, delays, time variations in parame-
ters, or unmodeled dynamics were assumed to
be present. Under these ideal conditions, it was
shown that an adaptive controller can be designed
so that the closed-loop system has bounded sig-
nals and that asymptotic regulation and tracking
were possible.

With asymptotic regulation and tracking
achieved under such ideal conditions, the goal
of robust adaptive control was to ensure globally
bounded signals in the closed-loop adaptive
system when the plant was subjected to a
variety of nonparametric perturbations such as
external disturbances, time-varying parameters,
unmodeled dynamics, and time delays. With
adaptation in the control parameters in the ideal
case accommodating parametric uncertainties,
the approaches developed in robust adaptive
control focused on developing solutions in the
perturbed case to accommodate nonparametric
uncertainties and improving on the classical
adaptive controller which either underperformed
or even exhibited instability with the introduction
of nonparametric perturbations.

We briefly present the adaptive control solu-
tions for the ideal case before proceeding with
robust adaptive control.

Classical Adaptive Control

Adaptive Control of Plants with State
Feedback
One of the very first problems where stable adap-
tive control was solved was for the case when
states are accessible (Narendra and Kudva 1972),
with the plant given by (The argument t is sup-
pressed for the sake of convenience, except for
emphasis.)

Pxp D Apxp C b�u (1)

where Ap 2 Rn�n and the scalar � are unknown
parameters with b and the sign of � known
and .Ap; b/ controllable. An adaptive controller
that ensures global boundedness and asymptotic
regulation and tracking for such plants is of the
form

u D �Tx .t/xp C �r.t/r; (2)

and the adaptive laws for adjusting the unknown
parameters are given by

P� D �sign.�/�!bTmPe; (3)

where ! D �
xTp ; r

	T
and � D �

�Tx ; �r
	T

, xm is
the state of a reference model

Pxm D Amxm C br (4)

with Am Hurwitz, and P being the solution of the
Lyapunov equationATmP CPAm D �Q,Q > 0.
The reference model in (4) is to be chosen so that
certain matching conditions are satisfied, which
are of the form

Ap C b��?Tx D Am; ���
r D 1 (5)

for some �� D Œ��T
x ; ��

r �
T . In such a case, the

controller in (2) and (3) guarantees stability and
ensures that x.t/ tracks xm.t/. The underlying
Lyapunov function is quadratic in e and the
parameter error Q� D � � ��, given by

V D 1

2

�
eT Pe C � Q�T ��1 Q�

�
(6)

with a negative semi-definite time derivative PV
given by

PV � �eTQe: (7)

Adaptive Control of Plants with Output
Feedback
Consider the single-input single-output (SISO)
system of equations
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y.t/ D W.s/u.t/ (8)

where u 2 < is the input, y 2 < the measurable
output, and s the differential operator. The trans-
fer function of the plant is parameterized as

W.s/ , kp
Z.s/

P.s/
(9)

where kp is a scalar andZ.s/ andP.s/ are monic
polynomials with deg.Z.s// < deg.P.s//. The
following assumptions will be made throughout:

Assumption 1 W.s/ is minimum phase.

Assumption 2 The sign of kp is known.

Assumption 3 The relative degree n� and the
order of W.s/ are known.

The goal is to design a control input u so that
the output y in (8) tracks the output ym of the
reference system

ym.t/ D Wm.s/r.t/ , km
Zm.s/

Pm.s/
r.t/ (10)

where km is a scalar and Zm.s/ and Pm.s/ are
monic polynomials with Wm.s/ relative degree
n�.

The structure of the adaptive controller is now
presented:

P!1.t/ D ƒ!1 C b�u.t/ (11)

P!2.t/ D ƒ!2 C b�y.t/ (12)

!.t/ , Œr.t/; !T1 .t/; y.t/; !
T
2 .t/�

T (13)

�.t/ , Œk.t/; �T1 .t/; �0.t/; �
T
2 .t/�

T (14)

u D �T .t/! (15)

where ƒ 2 <.n�1/�.n�1/ is Hurwitzx, b� 2 <n�1,
!1; !2 2 <n�1, and � 2 <2n is an adaptive gain
vector with k.t/ 2 <, �1.t/ 2 <n�1, �2.t/ 2
<n�1, and �0.t/ 2 <.

The update law for the adaptive parameter
differs depending on whether the relative degree
of Wm.s/ is unity or greater than one and can be
described as follows:

P�.t/ D �sign.kp/�ey! n� D 1 (16)

and

P�.t/ D �sign.kp/�
ea�

1C �T �
n� � 2 (17)

where ey D y � ym, ea is an augmented error,
and � is a modified regressor, both of which are
determined by the following equations:

� D W.s/!; ! D Œr; !T1 ; y; !
T
2 �
T ; (18)

e2 D �T � �W.s/Œ�T !� (19)

ea D ey C k1.t/e2 (20)

Pk1 D � eae2

1C �T �
(21)

The results of Narendra and Annaswamy
(2005) guarantee that the above adaptive
controller in Eqs. (11)–(21) will guarantee that
ey.t/ tends to zero as t ! 1 with all signals
remaining bounded in both the n� D 1 and
n� � 2 cases.

Need for Robust Adaptive Control
When a disturbance � is present, the plant dynam-
ics often is of the form

Pxp D Apxp C b�.u C �.t// (22)

while the reference model and the controller re-
main the same as in (4) and (2), respectively. This
in turn necessitates new tools for the analysis and
synthesis of adaptive systems. The main reason
for this is the fact that the standard Lyapunov
function candidate given by

V D 1

2
eT Pe C 1

2
� Q�T ��1 Q� (23)

together with the parameter adjustment as in (3)
yields a time derivative

PV � �1
2
eTQe C k1kekd0 k1 > 0; (24)

where d0 is an upper bound on the perturbation
�. The second term on the right-hand side of (24)
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causes PV to be sign indefinite. This is because
V is a function of both e and Q� , and therefore,
the second term can be large compared to the
first with the second argument of V , Q� , which
can be arbitrary, causing PV to be sign indefi-
nite. The same property is what caused PV to be
semi-definite in the ideal case. Hence, in this
perturbed case, no guarantees of boundedness
can be provided. In fact, it can be shown that if
�.t/ is chosen in a particular manner, the closed-
loop signals can actually be shown to become
unbounded, either in the presence of bounded
disturbances (Narendra and Annaswamy 2005) or
with unmodeled dynamics (Rohrs et al. 1985).
This in turn led to the area of robust adaptive
control.

Various approaches that have been developed
under the rubric of robust adaptive control can be
grouped into two categories. The first of these is
related to modifications in the adaptive laws so as
to ensure boundedness. These changes consist of
modifications in the adaptive law (3) as

P� D ��!.t/bTmPe � g.�; e/ (25)

The problem then reduces to finding a suitable
g.�; e/. This is discussed in detail in the next sec-

tion. The second approach used in adaptive con-
trol pertains to the use of a persistently exciting
reference signal r . The latter ensures parameter
convergence of the adaptive system and there-
fore exponential stability. This in turn ensures
robustness of the overall system. These details are
addressed in section “Robust Adaptive Control
with Persistently Exciting Reference Input.”

Robust Adaptive Control with
Modifications in the Adaptive Law

Robustness to Bounded Disturbances
When a bounded input disturbance � is present,
the plant dynamics is changed as

Pxp D Apxp C b�.u C �.t//; (26)

while the reference model and the controller
remain the same as in (4) and (2), respectively. As
mentioned above, a modification to the adaptive
law as in (25) is needed. Over the years, different
choices have been suggested for the nonlinear
function g.�; e/. For example, these are chosen
as

g.�; e/ D

8̂
<
:̂
� Ioannou and Sun (2013)
jjejj� Narendra and Annaswamy (2005)

�
�
1 � jj� jj

�max

�2
Kreisselmeier and Narendra (1982)

(27)

where �max is a known bound on the parameter � .
(One can choose to set  to zero if k�k � �max,
as is done in Ioannou and Sun (2013), Tsakalis
and Ioannou (1987) and many other references
in the literature.) An alternate approach that is
different from (25) is to not have an additive
term g.�; P/ but rather set P� D 0 whenever the
error e is small in some sense. Such a dead
zone approach was suggested, for example, in
Egardt (1979) and Peterson and Narendra (1982).
It can be shown that each one of these choices
leads to boundedness, which is described be-
low. Without loss of generality, we assume that
� > 0.

With the same Lyapunov function candidate as
in (23), its time derivative now becomes

PV � � 1

2
eTQe C k1kekk�k

� 1

2
k Q�kT g.�; e/; k1 > 0 (28)

The property of g.:; :/, together with the fact that
� is bounded, ensures that PV < 0 outside a com-
pact set� in the .e; Q�/ space. This ensures global
boundedness of both e and Q� . Boundedness of xp
follows.
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In all of the above methods, the idea behind
adding the term g.e; �/ is this: the parameter
� can drift away from the correct direction due
to the term k1kekk�k, and the construction of
g.e; �/ is such that it counteracts this drift and
keeps the parameter in check, by adding a nega-
tive quadratic term in Q� . The boundedness of both
e and � is simultaneously assured in the above
since V has a time derivative PV that is nonpositive
outside a compact set in the .e; Q�/ space. It should
be noted however that this was possible to a large
extent because �was bounded, and as a result, the
sign-indefinite term remained linear in kek.

An alternative procedure, originally proposed
in Pomet and Praly (1992) and revised and refined
in Khalil (2001) and Lavretsky (2010), proceeds

in a slightly different manner. Here, the bounded-
ness of � is first established, independent of the
error equation. It should be noted that a similar
approach is adopted in the context of output
feedback in plants with higher relative degree
by using normalization and an augmented error
approach (Narendra and Annaswamy 2005). In
Khalil (2001) and Lavretsky (2010), no normal-
ization is used but a projection algorithm. This is
described below.

The projection algorithm for adjusting the pa-
rameter � is given by

P� D Proj.�; y/; (29)

where

Proj.�; y/ D

8̂
<
:̂
y � rf .�/.rf .�//T

krf .�/k2 yf .�/

if Œf .�/ > 0
V
yTrf .�/ > 0�

y otherwise

(30)

y D �eT Pb! (31)

f .�/ D k � k2 �� 02
max

"2 C 2"� 0
max

(32)

where � 0
max and " are arbitrary positive constants,

and �0 and�1 are defined as

�0 D ˚
� 2 Rnjf .�/ � 0

�
�1 D ˚

� 2 Rnjf .�/ � 1
�
:

(33)

From the above relations, one can show that

�.0/ 2 �0 H) �.t/ 2 �1:

In addition,

� 0
max D max

�2�0
.k�k/ ; �max D max

�2�1
.k�k/ (34)

where �max D � 0
max C " (Matsutani et al. 2011).

Robustness to Unmodeled Dynamics
One of the major observations in the early eight-
ies was the stark difference between the sys-
tem signals in the ideal adaptive system and the
perturbed adaptive system when the perturbation
was due to a commonly present unmodeled dy-
namics such as those of an actuator used for con-
trol implementation. Among other references, the
publication in Rohrs et al. (1985) pointed out the
fact that when an adaptive controller prescribed
for a first-order plant is evaluated with unmodeled
dynamics present, instability occurs readily and
for a wide range of command signals. A number
of solutions have been suggested to alleviate this
instability and form the subject matter of this
section.

We consider the plant in (26) with an addi-
tional unmodeled dynamics so that

Pxp DApxp C b�v

Px� DA�x� C b�u; v D QcT� x�:
(35)
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where A� is a Hurwitz matrix. If � D v � u, then
the plant dynamics can be rewritten as

Pxp D Apxp C b�.u C �/ (36)

Unlike the bounded disturbance case, no upper
bound d0 can be assumed to exist as � is a state-
dependent disturbance. It is this that causes a
huge difference between deriving boundedness in
section “Robustness to Bounded Disturbances”
and here in section “Robustness to Unmodeled
Dynamics.” Significant effort has been extended
in the adaptive control community in this regard.
These results fall into two categories (i) that
assure global boundedness for a narrow class of
unmodeled dynamics and (ii) that assure semi-
global boundedness for a slightly larger class of
unmodeled dynamics. More recently, some re-
sults have been obtained that are able to establish
global boundedness with minimal restrictions on
the unmodeled dynamics. In what follows, we
give examples of each of the above two cases as
well as the recent results.

Global Boundedness in the Presence of a Small
Class of Unmodeled Dynamics
For the plant in (26), under assumptions in (5),
the plant can be rewritten as

Px D Amx C b�.u C ��T
x x C �/ (37)

where � and ��
x are unknown, Am and b are

known, and � D v � u whose state-space rep-
resentation can be shown to be of the form

Px� D A�x� C b�u; � D cT� x� (38)

for some vector c�.
For a class of unmodeled dynamics fc�; A�; b�g,

if the control input in (2) and the projection
algorithm in (29) with y and f .�/ chosen as
in (31) and (32) are used, one can guarantee
boundedness. In particular, if the inequality

k�x;max�max

 
b0

A�

!
< 1 (39)

is satisfied, where b0 is an upper bound on jjb�jj
and A denotes the singular value of the matrix
A, then boundedness follows. That is, robustness
of adaptive controllers can be ensured if the
unmodeled dynamics is fast and their zeros are
restricted in some sense.

A specific example of such an unmodeled
dynamics is given by

cT� .sI � A�/
�1b� D �2�s

1C �s
: (40)

Global Boundedness for a Large Class of
Unmodeled Dynamics: A First-Order Example
A different approach can be taken for the problem
of unmodeled dynamics which allows a global re-
sult, for a class of adaptive systems (Hussain et al.
2013). The main idea here is to use the projection
algorithm and use properties of adaptive systems
in conjunction with linear time-varying systems.
This is presented in this section using a first-order
plant.

We consider the control of

Pxp.t/ D apxp.t/C kpv.t/ (41)

where ap is unknown and kp is known. It is
assumed that japj � Na, where Na is a known
positive constant. The unmodeled dynamics is
given by (38) with

G�.s/ , cT� .sInxn �A�/�1b�. (42)

The goal is to design the control input such that
xp.t/ follows xm.t/ which is specified by the
reference model

Pxm.t/ D amxm.t/C kmr.t/ (43)

where am < 0 and r.t/ is the reference input. The
adaptive controller we propose is given by

u.t/ D �.t/xp.t/C km

kp
r.t/ (44)

where the parameter �.t/ is updated using a
projection algorithm given by
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P�.t/ D� Proj.�.t/;�xp.t/.xp.t/ � xm.t///;

� > 0 (45)

and

Proj.�; y/D

8̂
ˆ̂<
ˆ̂̂:

�2max � �2

�2max � � 02
max
y Œ� 2 �A; y� > 0�

y otherwise

(46)

�0 D f� 2 R1 j �� 0
max � � � � 0

maxg
�1 D f� 2 R1 j ��max � � � �maxg (47)

�A D �1n�0

with positive constants � 0
max and �max given by

� 0
max >

Na C jamj
kp

; �max D � 0
max C "0; (48)

where "0 is an arbitrary constant. It can be shown
that if �max is chosen as in (48), then the closed

adaptive system specified by Eqs. (41)–(48) al-
ways has guaranteed bounded solutions for a
class of unmodeled dynamics G�.s/. There is an
optimal value of "0, however, for which a largest
class of G�.s/ can be found.

It should be noted that in the Rohrs example
in Rohrs et al. (1985), the plant is first order, with
ap D �1, and

G� D w2n
s2 C 2�!ns C !2n

; (49)

for � D 1; !n D 15. It is easy to show
that for these values of � and !n, if �max D 17,
then Eq. (48) is satisfied and that the closed-loop
system is robust to G�.

In general, for a first-order plant as in (41), it
can be shown that the adaptive system is robust
for G� for all .�; !n/ that satisfy the following
inequalities for all japj � a:

�ap�2 C f .ap; !n/� � kp�max

4
> 0

!n > !nmin

(50)

where

f .ap; !n/ D a2p C !2n

2!n

wnmin D max

 
Na
2�
; 2� Na;

q
Nakp�max

(
1C

s
1 � Na

kp�max

)!
(51)

When a time delay � is present in the plant to
be controlled, the plant under consideration can
be represented as in (37) where

�.t/ D u.t � �/ � u.t/

Similar results of global boundedness can be
derived in this case as well (Matsutani 2013;
Matsutani et al. 2012, 2013).

Robust Adaptive Control with
Persistently Exciting Reference Input

We return to the plant in (26) with the control
input as in (2) and the adaptive law as in (3).

When �.t/ is bounded with a finite upper bound
d0, it can be shown that no modifications are nec-
essary in the adaptive law to ensure boundedness
if the reference input is persistently exciting. It
can be shown that if the reference input r.t/ is
such that the vector !� defined as !� D ŒxTm; r�

T

is persistently exciting with

ˇ̌
ˇ̌ 1
T

Z tCT

t

!�T .�/wd�
ˇ̌
ˇ̌� kd0 8 t � t0;8w2Rn

where k; T are finite constants and w is a unit
vector, then the adaptive system is well behaved,
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i.e., has globally bounded solutions (Narendra
and Annaswamy 2005).

An alternative approach for achieving robust-
ness has been addressed in Anderson et al. (1986)
that addresses local stability in the presence of
persistently exciting signals. The starting point
for this investigation is (35) but when all states
are not accessible. Assuming that an output y D
cTp xp is measurable and a controller as in (11)–
(15) and a reference model as in (10) are used,
the underlying error equation can be written as

e1 D W m.s/
� Q� >! C �

�
(52)

where W m.s/ is asymptotically stable, Q� is the
parameter error vector, and � is the effect of the
unmodeled dynamics � at the output. Suppose
the standard adaptive law is used, and as a first
step the perturbation � is ignored, the underlying
error equation and the adaptive law are given by

e1 D W m.s/ Q� >! (53)

PQ� D ��e1!; � > 0: (54)

If the origin in the .e1; Q�/ space of (53) and (54)
is exponentially stable, all solutions of (52) are
bounded for sufficiently small initial conditions
and �.t/. Therefore, the question that is of inter-
est is the set of conditions of persistent excitation
that will assure such an exponential stability. This
is addressed in Anderson et al. (1986). The un-
derlying tool is the Method of Averaging (Arnold
1982; Hale 1969; Krylov and Bogoliuboff 1943)
used in the study of nonlinear oscillations and
addresses the stability property of the differential
equation

Px D �f .x; t; �/; x.0/ D x0 (55)

where � is a small parameter. By a process of
averaging, the nonautonomous system in (55)
is approximated by an autonomous differential
equation in xav , an averaged value of x. This
autonomous system, which is easier to analyze,
can be used to derive stability properties of (55).

In order to use the method of averaging
for robust adaptive control, we write Eqs. (53)
and (54) as

2
4 Pe

PQ�

3
5 D

2
4 A b!>

��!h> 0

3
5
2
4e

Q�

3
5 (56)

Theorem 1 Let !.t/ be bounded, almost peri-
odic, and persistently exciting. Then there exists
a c� > 0 such that for all � 2 .0; c��, the origin
of (56) is exponentially stable if

<
�
�i


Z T

0

!.t/ NWm.s/!
>.t/dt

�
> 0;

8i D 1; : : : ; n (57)

and is unstable if

<
�
�j


Z T

0

!.t/ NWm.s/!
>.t/dt

�
< 0;

for some j D 1; : : : ; n (58)

In Kokotovic et al. (1985), it is fur-
ther shown that !.t/ can be expressed at
!.t/ D P1

kD�1�.i�k/ exp.i�kt/ and the
inequality in (57) can be satisfied if the condition

1X
kD�1

< � NWm.i�k/
	< �

�.i�k/ N�>.i�k/
	
> 0

(59)
is satisfied, where N�.i�k/ is the complex conju-
gate of �.i�k/. Given a general transfer function
NWm.s/, there exists a large class of functions !

that satisfies (59), even when NWm.s/ is not SPR.
! in Theorem 1 is not an independent variable

but rather an internal variable of the nonlinear
system in (56). Hence, it cannot be shown to be
bounded or persistently exciting. If !� represents
the signal corresponding to ! in the reference
model, it can be made to satisfy (57) by the proper
choice of the reference input. Expressing ! D
!� C !e , ! will also be bounded, persistently
exciting, and satisfy (57) if !e is small. This can
be achieved by choosing the initial conditions
e.t0/ and Q�.t0/ in (56) to be sufficiently small.
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The conditions of Theorem 1 are then verified,
and for a sufficiently small �, exponential stabil-
ity of the origin of (56) follows.

Theorem 1 provides conditions for exponen-
tial stability and instability when the solutions
of the adaptive system are sufficiently close to
the tuned solutions. These are very valuable in
understanding the stability and instability mecha-
nisms peculiar to adaptive control in the presence
of different types of perturbations. Many of these
results have been summarized and presented in a
unified fashion in Anderson et al. (1986).

Cross-References

�Adaptive Control, Overview
�History of Adaptive Control
�Nonlinear Adaptive Control
� Stochastic Adaptive Control
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Robust Control in GapMetric

Li Qiu
Hong Kong University of Science and
Technology, Hong Kong SAR, China

Abstract

Robust control needs to start with a model of
system uncertainty. What is a good uncertainty
model? First it needs to capture the possible
system perturbations and uncertainties. Second
it needs to be mathematically tractable. The gap
metric was introduced by Zames and El-Sakkary
for this purpose. Its study climaxed in an award-
winning paper by Georgiou and Smith. A modi-
fied gap, called the �-gap, was later discovered by

http://dx.doi.org/10.1007/978-1-4471-5058-9_110
http://dx.doi.org/10.1007/978-1-4471-5058-9_120
http://dx.doi.org/10.1007/978-1-4471-5058-9_117
http://dx.doi.org/10.1007/978-1-4471-5058-9_231
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Vinnicombe and was shown to have advantages.
With these metrics in hand, robust stabilization
issues can be nicely addressed.

Keywords

Gap metric; H-infinity control; �-gap metric;
Robust stabilization; Uncertain system

Introduction

The gap is rooted in mathematical literature for
the purpose of measuring the distance between
unbounded operators (Kato 1976). It is intro-
duced to control theory by Zames and El-Sakkary
(1980) to measure the distance between systems
and subsequently to model an uncertain sys-
tem, with the recognition that a possibly unstable
system is simply a possibly unbounded opera-
tor. Here only continuous-time systems will be
treated. Discrete-time systems can be treated in
an analogous way. Let us identify a linear time-
invariant (LTI) system with its transfer function.
The set of m-input p-output finite-dimensional
LTI systems is then identified with the set Rp�m
of p � m real rational matrices. Such a system
can be considered as a linear operator from input
space Hm

2 to output space Hp
2 , defined by the

input-output relation y D P u. Here H2 is the
collection of all bounded-energy signals x.s/
satisfying

kxk2 WD sup
>0



1

2�

Z 1

�1
jx. C j!/j2d!

�1=2

< 1:

This operator is possibly unbounded since for an
input u 2 Hm

2 , the corresponding output y D P u
is not necessarily in Hp

2 . It is bounded if and only
if P is stable, i.e., if and only if P 2 RHp�m1 , the
set of p �m real rational matrices bounded over
Re s > 0. In this case, the induced operator norm
is the H1 norm of P :

kP k1 D sup
Re s>0

NŒP.s/� D sup
!2R

NŒP.j!/�:

No matter whether or not P is stable, we define
the graph of P as

GP D
��

u
y


2 HmCp

2 W y D P u

�
;

i.e., the graph is the set of all finite energy input-
output pairs. It is easy to see that GP is a linear
subspace of HmCp

2 and a little more effort shows
that it is closed. Hence it uniquely corresponds
to a bounded linear operator on HmCp

2 , called the
orthogonal projection onto GP , denoted by ˘GP .
Now with two systems P1; P2 2 Rp�m , the gap
in between is defined as

ı.P1; P2/ D k˘GP1 �˘GP2 k:

That the gap is a metric in Rp�m follows from
the fact that the induced operator norm used
above defines a metric on the set of all orthogonal
projections.

With the gap between two systems, an uncer-
tain system described by the gap is simply a gap
metric ball with a center P , called the nominal
system, and a radius r , qualifying the amount of
uncertainty:

B.P; r/ D f QP 2 Rp�m W ı. QP ;P / < rg:

Gap Computation and Robust
Stabilization

With the basic definitions constructed above, the
following questions are then asked:
Computation: How can the gap between two

systems be computed?
Analysis: How much stability robustness does

a stable feedback system have against gap
uncertainty in the plant or in both the plant and
the controller?

Synthesis: How can a feedback controller be de-
signed so that the feedback system has optimal
robustness against gap uncertainty?
For the question on computation, it is rather

easy to see that if P1 and P2 are static, also said
to be memoryless, systems, i.e., P1.s/ D K1 and
P2.s/ D K2, then
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ı.P1; P2/ D NŒ.I CK1K
0
1/

�1=2

.K1 �K2/.I CK 0
2K2/

�1=2�:

In the single-input-single-output case, this is ex-
actly the chordal distance between two numbers
K1 and K2. Hence the expression above general-
izes the chordal distance between two complex
numbers to constant matrices. What if P1 and
P2 are dynamic systems? It is not until Georgiou
(1988) when the computation of the gap was
settled by using the coprime factorization.

For each P 2 Rp�m, there are

� QV � QU
� QN QM


;

�
M U

N V


2 RH.mCp/�.mCp/1

such that P D NM�1 D QM�1 QN and

� QV � QU
� QN QM

�
M U

N V


D
�
I 0

0 I


:

These matrices are said to give a doubly coprime
factorization of P . Also P D NM�1 and P D
QM�1 QN are said to be right and left coprime fac-

torizations, respectively. In the doubly coprime
factorization, we can further require

MT .�s/M.s/CNT .�s/N.s/ D I and

QM.s/ QMT .s/C QM.s/ QMT .s/ D I:

In this case, the coprime factorizations are said to
be normalized.

Theorem 1 (Computation of the gap) Let
Pi D NiM

�1
i ; i D 1; 2; be normalized right

coprime factorizations. Then

ı.P1; P2/ D max

�
inf

Q2RHm�m
1

k
�
M1

N1


�
�
M2

N2


Qk1; inf

Q2RHm�m
1

k
�
M2

N2


�
�
M1

N1


Qk1

�
:

The problems of finding the two infima above
are H1 model-matching problems, special forms
of H1 control problems. See article �Optimal
Control via Factorization and Model Matching
and article �H-Infinity Control in this encyclo-
pedia. In principle, they can be solved using the
standard ways.

The analysis and synthesis questions are
satisfactorily answered by Georgiou and Smith
(1990). Let us consider the feedback system
shown in Fig. 1.

Such a feedback system is denoted by a plant
and controller pair or simply a feedback pair
.P; C / 2 Rp�m�Rm�p . This closed-loop system

is stable if the transfer matrix from

�
w1

�w2


to

�
u1
y2


, nicknamed the Gang of Four matrix,

GoF D
�
.I C PC/�1 .I C PC/�1C
C.I C PC/�1 P.I C PC/�1C



D
�
I

P


.I C PC/�1

�
I C

	

is stable, i.e., belongs to RH1.

Theorem 2 (Stability margin) Assume .P; C /
form a stable closed-loop system. All feedback
systems . QP ;C / with QP 2 B.P; r/ are stable if
and only if r � kGoF k�11 .

It follows from Theorem 2 that kGoF k�11 is
the stability margin of the closed-loop system
in Fig. 1. The natural design problem is then
to design a controller C for a given P such
that kGoF k�11 is maximized or equivalently
kGoF k1 is minimized. Such a problem again
is an H1 control problem, which is the
topic of article �H-Infinity Control in this
encyclopedia. It is realized by Georgiou and
Smith (1990) that this particular H1 control
problem has some unique features. Let P have
a normalized doubly coprime factorization and
let

R.s/ D MT .�s/U.s/CNT .�s/V .s/:

Then

http://dx.doi.org/10.1007/978-1-4471-5058-9_206
http://dx.doi.org/10.1007/978-1-4471-5058-9_166
http://dx.doi.org/10.1007/978-1-4471-5058-9_166
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� � P

�
� �C

�
y1 y2

w1

w2

u1

u2

−

Robust Control in Gap Metric, Fig. 1 An uncertain
feedback system

inf
C

kGoF k1 D
 
1C inf

Q2RHm�p
1

kR �Qk1

!1=2
:

The minimization over Q above is a one-
block H1 model-matching problem. It can
be solved rather easily, much more easily
than the H1 model-matching problem arising
in the computation of gap. After finding an
optimal Q, an optimal controller is obtained
as

C D �.U �MQ/.V �NQ/�1:
Qiu and Davison (1992a) extended Theorem 2

to the case when both the plant and controller are
subject to uncertainty.

Theorem 3 (The arcsin theorem) Assume
.P; C / form a stable closed-loop system. All

feedback systems . QP ; QC/ 2 B.P; rP / � B.C; rC /
are stable if and only if

arcsin rP C arcsin rC � arcsin kGoF k�11 :

This theorem further strengthens the role of
kGoF k�11 as the stability robustness of the feed-
back system .P; C /.

The �-Gap

Partly because of the lack of efficient ways in
computing the gap, there were efforts in seeking
other metrics on Rp�m with better numerical
and analytical properties. Several such metrics
were proposed, including the graph metric by
Vidyasagar (1984), pointwise gap metric by
Qiu and Davison (1992b), and �-gap metric by
Vinnicombe (1993). The winner is the �-gap
which is defined by ingeniously exploring the
special structures and properties of rational
matrices in Rp�m. For P1; P2 2 Rp�m , let
Pi D NiM

�1
i ; i D 1; 2; be normalized right

coprime factirizations. Define the �-gap metric as

ı�.P1; P2/ D sup
!2R

N ˚ŒI C P1.j!/P1.j!/
���1=2ŒP1.j!/ � P2.j!/�ŒI C P2.j!/

�P2.j!/��1=2
�

if detŒMT
2 .�s/M1.s/ C NT

2 .�s/N1.s/� has
equal number of unstable poles and zeros and
ı�.P1; P2/ D 1 otherwise. Apparently �-gap is
easier to compute than the gap. When the pole-
zero number condition is satisfied, the �-gap is
the peak of the chordal distance between the
system frequency responses. The �-gap is no
greater than the gap, i.e.,

ı�.P1; P2/ � ı.P1; P2/:

Hence the �-gap ball

B�.P; r/ D f QP 2 Rp�m W ı�. QP ;P / < rg
is a superset of the gap ball with the same center
and radius. Theorems 2 and 3 can be restated

with the gap balls B replaced by the new gap
balls B� . Consequently the restated Theorems 2
and 3 are less conservative than the original ver-
sions for the gap. The optimal robust stabilization
problems for the gap and the �-gap are the same:
design C to maximizing kGoF k�11 for a given
P .

Summary and Future Directions

The gap, as well as the �-gap, and the associated
robust control theory can be extended to infinite
dimensional systems as in Georgiou and Smith
(1992) and Ball and Sasane (2012), time-varying
systems as in Foias, Georgiou, and Smith et al.
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(1993) and Feintuch (1998), and even nonlinear
systems as in Georgiou and Smith (1997), Ander-
son et al. (2002), James et al. (2005), and Bian
and French (2005), in varying degrees. There are
still research opportunities in these extensions.
The use of normalized coprime factorizations
seems to be an obstacle in these extensions.

For a plant P , the controller optimizing
kGoF k1 is not always a good controller. This
gives another example where “optimal” is not
always equal to “good.” One reason is that the
actual plant uncertainty cannot necessarily be
well described by a gap ball or a �-gap ball.
Another reason is that performance issues other
than the stability robustness, such as tracking and
disturbance rejection, are not taken into account
in the optimization. The actual plant uncertainty
might be better described by a gap ball centered
at a frequency-shaped plant QP D WoPWi where
Wi and Wo are real rational weighting matrices
which can also be chosen to address tracking and
disturbance rejection requirements. In this case,
an optimal controller QC can then be designed
to optimize the GoF matrix corresponding the
shaped plant QP . Finally C D Wi

QCWo is used
as a designed controller for the original plant
P . With the proper choice of Wi and Wo, it is
more likely that a good controller will result.
This loop-shaping design method was proposed
in McFarlane and Glover (1992) and further
developed in Vinnicombe (2001).

In the process of obtaining the arcsin theorem,
it has been realized that the gap and even more
so the �-gap are closely related to the canonical
angles between linear subspaces. In fact the gap
is the sin of the largest canonical angle between
certain subspaces and the largest canonical angle
itself is also a metric, a better one in some
geometric sense. For the latest development on
canonical angles, see Qiu et al. (2008) and Zhang
and Qiu (2010).

In addition to the effort in deepening and
expanding the notion of gap and its use in robust
control, there is also effort in making it more
accessible and more closely related to classical
frequency response analysis; see Qiu and Zhou
(2013). It again appears that the use of coprime
factorizations in the current theory is hinder-
ing this effort. Hence, circumventing the use of

coprime factorizations, normalized or not, in the
development of the gap would help its extension
and popularization.

Cross-References

�H-Infinity Control
�Optimal Control via Factorization and Model

Matching
�Robust Synthesis and Robustness Analysis

Techniques and Tools

Recommended Reading

The most authoritative work on gap, �-gap and
the associated robust stabilization theory is the
comprehensive monograph Vinnicombe (2001).
This theory is inherently an input-output fre-
quency domain theory. However many related
computations, such as those of doubly normal-
ized coprime factorizations, H1 model match-
ing, and the optimal controller synthesis, can
be done using state-space formulas and further
using MATLAB programs. Vinnicombe (2001)
contains a list of such state-space formulas. This
theory provides a good example of the once pop-
ular and successful philosophy behind the linear
multivariable control theory: thinking in terms of
transfer functions and computing in term of state-
space equations.

The system and control background needed
to understand and study the gap, the �-gap, and
robust stabilization, in particular the coprime
factorization and frequency domain stabilization
theory, can be found in Vidyasagar (1985).

The book Zhou and Doyle (1998) also con-
tains considerable content on gap based robust
control.
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Abstract

Basic robust control problems are studied for
the feedback systems where the underlying plant
model is infinite dimensional. The H1 optimal
controller formula is given for the mixed sensitiv-
ity minimization problem with rational weights.
Key steps of the numerical computations required
to determine the controller parameters are illus-
trated with an example where the plant model
include time delay terms.

Keywords

Coprime factorizations; Direct design methods;
Inner-outer factorizations

Introduction

Robust control deals with the feedback system
shown in Fig. 1, where P� represents the uncer-
tain physical plant and C is a fixed controller to
be designed.

Here, it is assumed that the controller and the
plant are linear time invariant (LTI) systems and

Robust Control of Infinite Dimensional Systems,
Fig. 1 Feedback system F.C; P�/ with fixed controller
C and uncertain plant P�
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they are represented by their transfer functions.
Furthermore, P� satisfies the following condi-
tions:

P�.s/ D P.s/C�.s/

where P is the nominal plant model, with P.s/
and P�.s/ having the same number of poles in
CC; and there is a known uncertainty boundW.s/
satisfying

j�.j!/j < jW.j!/j 8 ! 2 R:

Definition 1 All P� satisfying the above condi-
tions are said to be in the set of uncertain plants
P , which is characterized by the given functions
P.s/ and W.s/.

Depending on physical system modeling,
other forms of uncertainty representations can be
more convenient than the additive unstructured
uncertainty model taken here; see, e.g., Doyle
et al. (1992), Özbay (2000), and Zhou et al.
(1996) for the examples of multiplicative,
coprime factor, parametric, and structured
uncertainty descriptions. Note that for notational
convenience and simplicity of the presentation,
single-input-single-output (SISO) plants are
considered here; for extensions to multi-input-
multi-output (MIMO) plants, see, e.g., Curtain
and Zwart (1995).

When the plant under consideration is infi-
nite dimensional, the transfer function P.s/ is
irrational, i.e., it cannot be expressed as a ratio
of two polynomials (it does not admit a finite-
dimensional state-space representation). Typical
examples of such systems are spatially distributed
parameter systems modeled by partial differential
equations, fractional-order systems, and systems
with time delays. The reader is referred to Curtain
and Morris (2009) for examples of transfer func-
tions of distributed parameter systems. There are
many interesting industrial applications where
fractional-order transfer functions are used for
modeling and control, see, e.g., Monje et al.
(2010); typically, such functions are rational in
s˛ , where ˛ is a rational number in the open
interval .0; 1/. Transfer functions of systems
with time delays involve terms like e�hs where
h > 0 is the delay; see Sipahi et al. (2011) for

various real-life examples where time-delay mod-
els appear. Transfer functions considered here are
functions of the complex variable s with real
coefficients, so P.s/ D P.s/ where s denotes the
complex conjugate of s.

Definition 2 A linear time invariant system H

is said to be stable if its transfer function H.s/
is bounded and analytic in CC. In this case, the
system norm is

kHk D kHk1 D sup
Re.s/>0

jH.s/j;

which is equivalent to the energy amplification
through the system H; see Doyle et al. (1992)
and Foias et al. (1996).

Definition 2 is sometimes called the H1-
stability, and in this setting, the set of all stable
plants is the function spaceH1. It is worth noting
that for infinite-dimensional systems, there are
other definitions of stability (Curtain and Zwart
1995; Desoer and Vidyasagar 2009), leading to
different measures of the system norm.

Robust Control Design Objectives

Let F.C; P�/ denote the feedback system shown
in Fig. 1. This system is said to be robustly stable
if all the transfer functions from external inputs
.r; v/ to internal signals .e; u/ are in H1 for all
P� 2 P . In the controller design, robust stability
of the feedback system is the primary constraint.

The feedback system F.C; P�/ is robustly
stable if and only if the following conditions hold;
see, e.g., Doyle et al. (1992) and Foias et al.
(1996),

.a/ S; CS; PS 2 H1;where SD.1C PC/�1,

and

.b/ kW CSk1 � 1 :

In order to illustrate these design constraints
for robustly stabilizing controller, as an example,
consider a strictly proper stable plant, i.e.,

P 2 H1 with lim
jsj!1

jP.s/j D 0:
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In this case, all controllers in the form C D
Q=.1 � PQ/ satisfy condition .a/ for any Q 2
H1 (moreover, any controller C satisfying .a/
must be in this form for some Q 2 H1). Now
consider a rationalW.s/with a stableQ such that
jQ.j!/j is a continuous function of! 2 R. Then,
condition .b/ becomes

kWQk1 � 1 ” jQ.j!/j � jW.j!/j�1
8! 2 R:

So, whenever the modeling uncertainty is “large”
on a frequency band ! 2 �, the magnitude of Q
should be “small” in this region.

When the plant is unstable, say p 2 CC is
a pole of P.s/ of multiplicity one, conditions .a/
and .b/ impose a restriction on the controller, that
leads to

1 � kWCSk1 �
ˇ̌
ˇ̌W.p/
N.p/

ˇ̌
ˇ̌ where N.p/

D lim
s!p

.s � p/

.s C p/
P.s/:

So, a necessary condition, for .b/ to hold in this
case, is jW.p/j � jN.p/j, which means that the
modeling uncertainty at the unstable pole of the
plant should be small enough for the existence of
a robustly stabilizing controller. This is one of the
fundamental quantifiable limitations of feedback
systems with unstable plants; see Stein (2003) for
further discussions on other limitations.

Many other performance-related design objec-
tives, such as reference tracking and disturbance
attenuation, are captured by the sensitivity mini-
mization, which is defined as finding a controller
satisfying .a/ and achieving

.c/ kW1Sk1 � �

for the smallest possible � > 0, for a given stable
sensitivity weight W1.s/. Selection of W1 de-
pends on the class of reference signals and distur-
bances considered; see Doyle et al. (1992), Özbay
(2000), and Stein (2003) for general guidelines.
Stability robustness and performance objectives
defined above can be blended to define a single

H1-optimization problem, known as the mixed
sensitivity minimization: given W1, W2, P , find a
controller C satisfying .a/ and achieving

.d/

����
�
W1S

W2T

����1
WD

sup
Re.s/>0



jW1.s/S.s/j2CjW2.s/T .s/j2

� 1
2

��

for the smallest possible � > 0, where
T .s/ WD 1 � S.s/ and W2.s/ represents
the multiplicative uncertainty bound, with
jW2.j!/j D jW.j!/j=jP.j!/j; 8 ! 2 R: The
smallest achievable � is the optimal performance
level �opt and the corresponding controller is
denoted by Copt. Typically, when P is infinite
dimensional so is the optimal controller.

DesignMethods

Approximation of the Plant
One possible way to design a robust controller
for an infinite-dimensional plant P is to design
a robust controller Ca for an approximate finite-
dimensional plant Pa; (for a frequency domain
approximation technique for infinite-dimensional
systems, see Gu et al. 1989). When W1, W2, and
Pa are finite dimensional, standard state-space
methods, Zhou et al. (1996), can be used to find
an H1 controller Ca achieving

����
�
W1Sa
W2Ta

����1
� �a

for the smallest possible �a, where Sa WD .1 C
PaCa/

�1 and Ta D .1� Sa/. Then, the controller
C D Ca satisfies .a/ and achieves the perfor-
mance objective .d/ with

� D .�aC"/ 1

1 � " ; " WD kCaSa.P �Pa/k1;

where it is assumed that the approximation of the
plant is made in such a way that " < 1. Clearly,
if �a ! �opt as " ! 0, then � ! �opt as
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" ! 0. The conditions under which �a ! �opt

are discussed in Morris (2001).

Direct DesignMethods
The classical two-Riccati equation approach,
Zhou et al. (1996), developed for finite-
dimensional systems, has been extended to
various classes of infinite-dimensional systems
by using the state-space techniques where
semigroup theory plays an important role; see
van Keulen (1993) for further details.

In order to illustrate some of the key steps of
a frequency domain method developed in Foias
et al. (1996), consider a specific example where
the plant is given as

P.s/ D .s � 1/.s C 2/ e�hs

.s2 C 2s C 2/.s C 1 � 3e�2hs/
;

h D ln.2/ 
 0:693: (1)

First, compute the location of the poles in CC
using available numerical tools for finding the
roots of quasi-polynomials; see, e.g., Sipahi et al.
(2011) for references. For the simple example
chosen here, P.s/ has only one pole in CC, at
s D 0:5 (for larger values of h, the number of
unstable poles of P may be higher). Now, the
plant can be factored as follows:

P.s/ D MN.s/NO.s/

MD.s/
(2)

where

MN.s/ D s � 1
s C 1

e�hs MD.s/ D s � 0:5
s C 0:5

are all-pass (inner) transfer functions and

NO.s/ D .s C 2/.s C 1/

.s2 C 2s2 C 2/.s C 0:5/

s � 0:5

s C 1 � 3e�2hs

�

is a minimum-phase (outer) transfer function.
Note that

s � 0:5

s C 1 � 3e�2hs D 1

1CHF .s/
;

HF .s/ D1:5 1 � e�2h.s�0:5/

s � 0:5
: (3)

The impulse response of HF is hF .t/ D 1:5et=2

when t 2 Œ0; 2h� and hF .t/ D 0 otherwise.
Stability of NO can also be verified from the
Nyquist graph of HF . Also, note that NO.s/ can
be factored as NO.s/ D N1.s/N2.s/ where

N1.s/ D .s C 2/.s C 1/

.s2 C 2s2 C 2/



1

1CHF .s/

�
;

N2.s/ D 1

s C 0:5

withN1;N�1
1 2 H1 andN2 is finite-dimensional

(first order in this example).
The above steps illustrate coprime factoriza-

tions and inner-outer factorizations for systems
with time delays (retarded case). For systems
represented by PDEs or integrodifferential equa-
tions, plant transfer function can be factored sim-
ilarly, provided that the poles and zeros in CC can
be computed numerically.

When the plant is in the form (2) given above
and the weights W1 and W2 are rational, the
optimal performance level and the corresponding
optimal controller is obtained by the following
procedure (see Foias et al. (1996) for details).
• Controller parameterization transforms the

mixed sensitivity minimization to a problem
of finding the smallest � > 0 for which there
exists Q 2 H1 such that

����
�
W1

0


�
�
W1N2

�W2N2


MN.RCMDQ/

����
1

��

whereR.s/ is a rational function (whose order
is one less than the order of MD) satisfying
certain interpolation conditions at the zeros of
MD.s/.

• A spectral factorization determinesW0 2 H1
such that W �1

0 2 H1 and

�jW1.j!/j2 C jW2.j!/j2
� jN2.j!/j2

D jW0.j!/j2 8 ! 2 R;
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(here, it is assumed that W2N2 and .W2N2/
�1

are in H1).
• By using the norm preserving property of the

unitary matrices and the commutant lifting
theorem, it has been shown that

�opt D k
�
�

‡


k

where � is the Hankel operator whose symbol
is

MD.�s/


MN.�s/W �1

0 .�s/N2.�s/W1.�s/W1.s/ �W0.s/R.s/

�

and ‡ is the Toeplitz operator whose symbol
isW1.s/W2.s/N2.s/W

�1
0 .s/. Moreover, under

mild technical assumptions, the optimal con-
troller is obtained from a nonzero  o 2 H2

satisfying

�
�2opt � .��� C ‡�‡/

�
 o D 0

The operator .��� C ‡�‡/ is in the form of
a skew-Toeplitz operator that gives the name
to this approach. See Foias et al. (1996) for a
detailed exposition.

OptimalH1-Controller
The above steps have been implemented, and
the final optimal controller expression has been
obtained in a simplified form described below.

Let ˛1; : : : ; ˛` 2 CC be the zeros of
MD.s/, i.e., unstable poles of the plant (for
simplicity of the exposition, they are assumed
to be distinct). The sensitivity weight can
be written as W1.s/ D nW1.s/=dW1.s/,
for two coprime polynomials nW1 and dW1

with deg.nW1/ � deg.dW1/ DW n1 � 1.
Define

E�.s/ WD


W1.�s/W1.s/

�2
� 1

�

and let ˇ1; : : : ; ˇ2n1 be the zeros of E�.s/,
enumerated in such a way that �ˇn1Ck D
ˇk 2 CC, for k D 1; : : : ; n1. For notational
convenience, assume that the zeros of E� are
distinct for � D �opt.

Now define a rational function depending on
� > 0 and the weightsW1 and W2,

F�.s/ WD �
dW1.�s/
nW1.s/

G� .s/

where G� 2 H1 is an outer function determined
from the spectral factorization

G�.�s/G�.s/

D


1C W2.�s/W2.s/

W1.�s/W1.s/
� W2.�s/W2.s/

�2

��1
:

With the above definitions, under certain mild
conditions (satisfied generically in most practical
cases), the optimal controller can be expressed as

Copt.s/ D E�.s/MD.s/F� .s/L.s/

1CMN.s/F� .s/L.s/
N�1
O .s/ (4)

where � D �opt and L.s/ D L2.s/=L1.s/ with
polynomials L1 and L2, of degree n1 C ` � 1,
determined from the interpolation conditions:

L1.ˇk/CMN.ˇk/F� .ˇk/L2.ˇk/ D 0 k D 1; : : : ; n1

L1.˛k/CMN.˛k/F�.˛k/L2.˛k/ D 0 k D 1; : : : ; `

L2.�ˇk/CMN.ˇk/F�.ˇk/L1.�ˇk/ D 0 k D 1; : : : ; n1

L2.�˛k/CMN.˛k/F�.˛k/L1.�˛k/ D 0 k D 1; : : : ; `:
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The above system of equations can be rewritten
in the matrix form

R� ˆ D 0 (5)

where the 2.n1 C `/ � 1 vector ˆ contains the
coefficients of L1 and L2, and R� is a 2.n1 C
`/ � 2.n1 C `/ matrix which can be computed
numerically when � is fixed. The optimal per-
formance level �opt is the largest � which makes
R� singular. The corresponding nonzero ˆ gives
L.s/, and hence, all the components of Copt are
computed.

Example 1 Consider the weighted sensitivity
minimization for the plant (1) with the following
first-order weights:

W1.s/ D 1

s
; W2.s/ D k s (6)

where k > 0 represents the relative importance
of the multiplicative uncertainty with respect to
the tracking performance under steplike reference
inputs (see Doyle et al. 1992; Özbay 2000). With
(6) the functions E�.s/ and F�.s/ are computed
as

E�.s/ D 1C �2s2

��2s2 ; F�.s/ D �� s
ks2 C k�s C 1

;

where k� D
s
2k � k2

�2
: (7)

In this example ` D 1 and n1 D 1, with ˛1 D
0:5, ˇ1 D j=� . For k D 0:1, the largest �
which makes R� singular is �opt D 7:452, and
the coefficients of the corresponding L.s/ are
computed from the SVD of R�opt ,

L.s/ D �0:0867� 0:99623 s
�0:0867C 0:99623 s

D 0:087C s

0:087� s :

Note that zeros of E�.s/MD.s/ in CC appear as
roots of the equation

1CMN.s/F�.s/L.s/ D 0:

Hence, there are internal unstable pole-zero can-
celations in the representation (4). An internally
stable implementation of this controller is shown
in Gumussoy (2011) using a realization similar to
(3).

The above approach can also be extended to a
class of infinite-dimensional plants with infinitely
many poles in CC; see Gumussoy and Özbay
(2004) for technical details.

Summary and Future Directions

This entry briefly summarized robust control
problems involving linear time invariant infinite-
dimensional plants with dynamic uncertainty
models. Salient features of these robust control
problems are captured by the mixed sensitivity
minimization problem, for which a numerical
computational procedure is outlined under
the assumption that the weights are rational
functions. Note that different types of plant
models involving probabilistic, parametric, or
structured (MIMO case) uncertainty are left out
in this entry. Other robust control problems that
are not discussed here include simultaneous
stabilization (control of finitely many plant
models by a single robust controller) and strong
stabilization (robust control with the added
restriction that the controller must be stable)
of infinite-dimensional systems. Stable robust
controller design techniques for different types of
systems with time delays are illustrated in Özbay
(2010) and Wakaiki et al. (2013); see also their
references.

For practical implementation of infinite-
dimensional robust controllers, it is important to
find low-order approximations of stable irrational
transfer functions with prescribed H1 error
bound. There exist many different approximation
techniques for various types of transfer functions,
but there is still need for computationally efficient
algorithms in this area. Another interesting topic
along the same lines is direct computation
of fixed-order H1 controllers for infinite-
dimensional plants. In fact, computation of H1-
optimal PID controllers is still a challenging
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problem for infinite-dimensional plants, except
for some time-delay systems satisfying certain
simplifying structural assumptions. Advances in
numerical optimization tools will play critical
roles in the computation of low (or fixed)-order
robust controller design for infinite-dimensional
plants; see, e.g., Gumussoy and Michiels (2011)
for recent results along this direction.

In the past, robust control of infinite-
dimensional systems found applications in
many different areas such as chemical pro-
cesses, flexible structures, robotic systems,
transportation systems, and aerospace. Robust
control problems involving systems with time-
varying and uncertain time delays appear in
control of networks and control over networks.
Ongoing research in the networked systems area
include generalization of these problems to more
complex and interconnected systems.

There are also many interesting robust control
problems in biological systems, where typical
underlying plant models are nonlinear and
infinite dimensional. Some of these problems
are solved under simplifying assumptions; it
is expected that robust control theory will
make significant contributions to this field by
extensions of the existing results to more realistic
plant and uncertainty models.
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Abstract

Aiming at increasing system reliability and avail-
ability, integration of fault diagnosis into feed-
back control systems and integrated design of
control and diagnosis receive considerable atten-
tion in research and industrial applications. In the
framework of robust control, integrated diagnosis
and control systems are designed to meet the
demand for system robustness. The core of such
systems is an observer that delivers needed infor-
mation for a robust fault detection and feedback
control.

Keywords

Observer-based fault diagnosis and control;
Residual generation

Introduction

Advanced automatic control systems are marked
by the high integration degree of digital electron-
ics, intelligent sensors, and actuators. In parallel
to this development, a new trend of integrating
model-based fault detection and isolation (FDI)
into the control systems can be observed (Blanke
et al. 2006; Ding 2013; Gertler 1998; Isermann
2006; Patton et al. 2000), which is strongly driven
by the enhanced needs for system reliability and
availability.

A critical issue surrounding the integration
of a diagnostic module into a feedback control
loop is the interaction between the control and

diagnosis. Initiated by Nett et al. (1988), study
on the integrated design of control and diagnosis
has received much attention, both in the research
and application domains. The original idea of the
integrated design scheme proposed by Nett et al.
(1988) is to manage the interactions between the
control and diagnosis in an integrated manner
(Ding 2009; Jacobson and Nett 1991).

Robustness is an essential performance for
model-based control and diagnostic systems. In
the control and diagnosis framework, robustness
is often addressed in different context (Ding
2013) and thus calls for special attention in
the integrated design of control and diagnostic
systems. In their study on fault-tolerant controller
architecture, Zhou and Ren (2001) have proposed
to deal with the integrated design in the
framework of the Youla parametrization of
stabilization controllers (Zhou et al. 1996),
which also builds the basis for achieving high
robustness in an integrated control and diagnosis
system. Below, we present the basic ideas and
some representative schemes and methods for the
integrated design of robust diagnosis and control
systems.

Plant Model and Factorization
Technique

Consider linear time invariant (LTI) systems
given in the state space representation

Px.t/ D Ax.t/C Bu.t/C Edd.t/C Ef f .t/

y.t/ D Cx.t/CDu.t/C Fdd.t/C Ff f .t/

z.t/ D Czx.t/CDzu.t/

where x 2 Rn; y 2 Rm; u 2 Rku stand
for the plant state, output, and input vectors,
respectively. z 2 Rkz is the controlled
output vector. d 2 Rkd ; f 2 Rkf denote
disturbance and fault vectors, respectively.
A;B;C;D;Cz;Dz; Ed ;Ef ; Fd ; Ff are known
matrices of appropriate dimensions.

A transfer matrix G.s/ D D C C.sI �
A/�1B with the minimal state space realization
.A;B; C;D/ can be factorized into
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G.s/ D OM�1.s/ ON.s/
OM.s/ D I � C.sI � AL/

�1L
ON.s/ D D C C .sI � AL/

�1 BL
AL D A �LC;BL D B �LD

where L is selected so that AL is stable and can
be interpreted as an observer gain matrix. This
factorization is called left coprime (Zhou et al.
1996).

Parametrization of Stabilizing
Controllers

Let
u.s/ D K.s/y.s/

be an LTI feedback controller. By means of the
well-known Youla parametrization (Zhou et al.
1996), all stabilizing controllers can be described
and parametrized by

K.s/ D
� OX.s/�Qc.s/ ON.s/

��1 �
� OY .s/�Qc.s/ OM.s/

�

OX.s/ D I � F.sI � AL/
�1BL

OY .s/ D F.sI �AL/�1L

where Qc.s/ is a stable parameter matrix, and F
is selected so thatAF D ACBF is stable and can
be interpreted as a state feedback gain matrix.

Parametrizations of Residual
Generators

Given the system under consideration, an LTI
residual generator is a dynamic system with
u.t/; y.t/ as its inputs and r.t/ as output which
satisfies, for d.t/ D 0; f .t/ D 0;

8x.0/; u.t/; lim
t!1 r.t/ D 0:

Residual generation is the first step for a success-
ful fault diagnosis. The generated residual vector

is an indicator for the occurrence of a fault. It is
well known that all LTI residual generators can
be parametrized by

r.s/ D R.s/
� OM.s/y.s/ � ON.s/u.s/

�

where R.s/ is a stable parameter matrix and
called post-filter (Ding 2013).

Integration of Controller and
Residual Generator into a Control
Loop

It is remarkable that both the feedback controllers
and residual generators can be parametrized
based on the left coprime factorization of the
plant model. This is the basis for an integration
of diagnosis and control into a feedback control
system. In Ding et al. (2010), it is demonstrated
that the abovementioned Youla parametrization
form is in fact an observer-based feedback
controller, which can be expressed by

u.s/ D F Ox.s/CQc.s/
� ON.s/u.s/� OM.s/y.s/

�

where Ox.s/ is a state estimate delivered by a full-
order state observer (Anderson 1998; Zhou et al.
1996). Moreover, the residual generator can also
be written as

r.s/ D R.s/ro.s/; ro.s/ D y.s/ � Oy.s/

with Oy.s/ being the output estimate delivered by
an observer (Ding 2013). As a result, a stabiliza-
tion feedback controller and residual generator
can be integrated into a dynamic system of the
following form:

POx.t/ D A Ox.t/C Bu.t/C Lro.t/

D AL Ox.t/C BLu.t/C Ly.t/

ro.t/ D y.t/ � Oy.t/; Oy.t/ D C Ox.t/CDu.t/�
u.s/
r.s/


D
�
F Ox.s/
0


C
��Qc.s/

R.s/


ro.s/:
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The core of the above control and diagnostic
system is a state observer that delivers a state esti-
mation Ox.t/ and the primary residual vector ro.t/.
The design parameters of this integrated control
and diagnosis system are L;F I the observer and
state feedback control gain matrices, as well as
Qc.s/; R.s/:

Robustness of Diagnostic and Control
Systems

While in the robust control framework, the con-
troller design is typically formulated as minimiz-
ing a system norm of the transfer function matrix
from the disturbance vector d to the control
output z (Zhou et al. 1996), the design objective
of a robust fault detection system consists in an
optimal trade-off between the robustness against
d and the sensitivity to the fault vector f: Consid-
ering that

r.s/ D R.s/ .y.s/ � Oy.s//
D R.s/

� ONd.s/d.s/C ONf .s/f .s/
�

ONd.s/ D Fd C C .sI � AL/
�1 .Ed �LFd /

ONf .s/ D Ff C C .sI � AL/
�1 �Ef �LFf

�

Ding (2013), the design objective can be formu-
lated as

sup
R.s/

���R.s/ ONf .s/
���

index���R.s/ ONd.s/
���

or in a suboptimum form as finding R.s/ so that
for some given ˛ > 0; ˇ > 0

���R.s/ ONd.s/
��� � ˛;

���R.s/ ONf .s/
���

index
> ˇ:

Similar to the robust controller design, a (system)
norm like H2 or H1 norm, denoted by k�k ;
is applied for the evaluation of the influence of
the disturbances. Differently, the evaluation of
the sensitivity to the fault vector, expressed by
R.s/ ONf .s/; can be realized using either a system
norm or the so-called H� index, denoted by

k�k� ; which indicates the minimum influence of
f on r (Ding 2013).

In order to detect the fault occurrence reliably
and successfully, a decision-making procedure is
needed. It consists of a further evaluation of the
residual signal and a detection logic. Typically,
a signal norm of r; e.g., L2 norm; and a simple
detection logic like

� krk > Jth H) Alarm for fault
krk � Jth H) Fault-free

are adopted for this purpose, where Jth is a
further design parameter and called threshold
(Ding 2013). The threshold setting depends on
the dynamics of r; its norm-based evaluation, and
has significant influence on the fault detection
performance. For the purpose of reducing false
alarms, the threshold is often set as

Jth D sup
fD0;kdk�dd

krk

D sup
fD0;kdk�dd

���R.s/ ONd.s/d.s/
��� :

That is, the threshold is set to be the maximum
value of the influence of the disturbances on the
residual signal in the fault-free case. Thus, differ-
ent designs of the residual generator will result
in different threshold settings. In this context,
an optimal design of a fault diagnosis system is
understood as an integrated design of the residual
generator, the evaluation function, and the thresh-
old (Ding 2013).

An Integrated Design Scheme
for Robust Diagnosis and Control

Assume that the system under our consideration
satisfies the following conditions:
• kdk2 � ıd .
• .A;B/ is stabilizable and .C;A/ is detectable.
• D D 0.
• DT

z Dz > 0 and FdF T
d > 0.

•

�
A � j!I B
Cz D


has full column rank for all !.

•

�
A � j!I Ed

C Fd


has full row rank for all !.
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Then, the following observer and state feed-
back gain matrices

L� D �
EdF

T
d C YCT

� �
FdF

T
d

��1
F � D � �DT

z Dz
��1 �

BTX CDT
z Cz

�

as well as

Q�
c .s/ D 0;R�.s/ D �

FdF
T
d

��1=2

result in an optimal integrated design of the
robust diagnostic and control system with
• H2 optimal control performance
• Maximal fault detectability and the optimal

threshold setting

Jth D sup
fD0;kdk�ıd

krk2 D ıd

where Y � 0;X � 0 are respectively the solution
of the following two Riccati equations:

AY C YAT C EdE
T
d � �

EdF
T
d C YCT

� �
�
FdF

T
d

��1 �
EdF

T
d C YCT

�T D 0

ATX CXAC CT
z Cz � �

CT
z Dz CXB

� �
�
DT

z Dz
��1 �

CT
z Dz CXB

�T D 0:

That L�; F � lead to minimizing the H2 norm
of the transfer matrix from d to z is a well-
known result (Zhou et al. 1996). The optimal fault
detection performance can be understood from
two different viewpoints:
• Optimum in the sense of

8!; sup
R.s/

i

�
R.j!/ ONf .j!/

�
���R.s/ ONd.s/

���1

D i

��
FdF

T
d

��1=2 ON �
f .j!/

�

where i

�
R.j!/ ONf .j!/

�
is the i -th

singular value of matrix R.j!/ ONf .j!/;
i D 1; � � � ; kf ; ON �

f .s/ D ONf .s/ jLDL� (Ding
2013).

• A fault that can be detected by any LTI detec-
tion system will also be detected using the de-
tection system with the above parameter and
threshold setting. Thus, this detection system
provides the maximal fault detectability (Ding
2013).

It is worth remarking that:
• The assumptions mentioned above are stan-

dard in the H2 optimal control (Zhou et al.
1996).

• The optimization problem

8!; sup
R.s/

i

�
R.j!/ ONf .j!/

�
���R.s/ ONd.s/

���1

is a more general form of the so-called
H�=H1 or H1=H1 optimization of
observer-based fault detection systems, and
thus, its solution is called unified solution
(Ding 2013).

• The solution given above is a state space real-
ization of the robust fault detection problems,
which is e.g., described by Ding (2013) in
Theorem 7.16.

• This integrated design scheme can also be ap-
plied to discrete-time and stochastic systems
(Ding 2013).

Summary and Future Directions

Increasing reliability and availability of advanced
automatic control systems is of considerable
practical interests. Integration of fault diagnosis
into feedback control systems and integrated
design of robust control and diagnosis are useful
solutions for real-time applications (Ding 2009).
They can also be integrated into a fault-tolerant
control system (Blanke et al. 2006; Zhou and
Ren 2001). A further potential application field
is fault diagnosis in feedback control loops using
embedded residual signals (Ding et al. 2010).

From the viewpoint of research, integrated
design of robust control and diagnosis in
nonlinear and time-varying dynamic systems
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are challenging issues. The L2-gain technique for
nonlinear control (Van der Schaft 2000) and the
fault detection scheme proposed by Li and Zhou
(2009) are promising and useful results for the
future investigations in this area.

Cross-References

� Fault Detection and Diagnosis
� Fault-Tolerant Control
�Robust H2 Performance in Feedback Control
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Abstract

This entry discusses an important compromise
in feedback design: reconciling the superior per-
formance characteristics of the H2 optimization
criterion, with robustness requirements expressed
through induced norms such as H1. The fact that
both criteria have frequency-domain characteri-
zations and involve similar state-space machinery
motivated many researchers to seek an adequate
combination. We review here robust H2 analysis
methods based on convex optimization developed
in the 1990s and comment on their implications
for controller synthesis.

Keywords

Linear matrix inequalities; Mixed H2/H1 con-
trol; Robustness analysis; Structured uncertainty

Introduction

Can mathematics help us deal with the inevitable
theory-practice gap? Should we be optimistic
and assume that discrepancies between models
and nature are random and neutral towards our
actions or be pessimistic and design for the worst
such discrepancies? Feedback control theory has
struggled with these questions, perhaps more so
than other fields.

During the surge of optimal control in the
1960s, optimism carried the day. A prominent
example is the LQG (H2) regulator, which mini-
mizes the effect of random disturbances and has
an elegant state-space solution; in comparison,
the frequency-domain designs of classical con-
trol appeared primitive and conservative. But the

http://dx.doi.org/10.1007/978-1-4471-5058-9_223
http://dx.doi.org/10.1007/978-1-4471-5058-9_226
http://dx.doi.org/10.1007/978-1-4471-5058-9_164
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pessimists struck back in the late 1970s, showing
things could go very wrong (unstable) with LQG,
when a parameter variation was introduced in the
plant model. This ushered in the robust control
era of the 1980s, with its worst-case analysis of
stability over deterministic sets of plants, leading
to other design metrics such as H1 control. In
this mentality, exogenous disturbances were also
treated as an adversary to be protected against in
the worst case, perhaps an excess of pessimism.

The robust H2 problem incarnates the search
for a middle ground, where stability is treated
with the conservatism it deserves, but perfor-
mance is optimized for a more neutral noise. This
entry summarizes efforts made around the 1990s
to seek this compromise.

H2 Optimal Control

In the feedback diagram of Fig. 1, signals are
vector valued, and we focus on continuous time.
G is a linear system with a given state-space
representation. Initially omit the upper loop (set
� D 0). The LQG regulator is the controller K
that internally stabilizes the feedback loop and
minimizes the variance of the error variable z,
assuming the input v is white Gaussian noise.

For an alternative description, denote by
OTzv.s/ the closed-loop transfer function from
v to z; we wish to design K such that OTzv.s/

is analytic in Re.s/ � 0 and has minimum H2

norm, defined by

k OTzvkH2 D

Z 1

�1
Tr. OTzv.j!/

� OTzv.j!//
d!

2�

� 1
2

I
(1)

here Tr denotes matrix trace and � denotes conju-
gate transpose. The equivalence between this H2-
optimal control and LQG follows from classical
filtering, modeling v as uncorrelated components
of unit power spectral density over all frequency.
By adding a filter in the input of G, noise of
known, colored spectrum can be accommodated
as well.

A different motivation, in the case of scalar
v, is to observe that k OTzvk2H2

is the energy (L2-
norm square) of the system impulse response.

Robust H2 Performance in Feedback Control, Fig. 1
Feedback control and model uncertainty

Thus it measures the transient error in response
to known inputs or initial conditions which may
be generated by an impulse.

The H2 (LQG) optimal feedback has an ele-
gant solution, computable in state-space through
two algebraic Riccati equations (AREs). Its quick
popularity was, however, hampered due to its
lack of stability margins: a small error in model
parameters can make the closed-loop unstable
(Doyle 1978). This motivated methods to explic-
itly address such modeling errors.

Model Uncertainty and Robustness

Suppose some parameter in the model of G is
uncertain, ˛ D ˛0 C �ı, ı 2 Œ�1; 1�; often,
the normalized variation ı can be “pulled out”
into the uncertainty block � of Fig. 1. The same
technique can account for unmodeled linear time-
invariant (LTI) dynamics, e.g., high frequency
effects: they can be “covered” by a normalized
transfer function O�.j!/ and frequency weights
that connect it to G. Even further, a nonlinear or
time-varying (NL,TV) modeling error can be rep-
resented through an operator � in signal space.
The references contain details on this modeling
technique.

To analyze the effect of such errors, suppose
K has been chosen to stabilize G and M is
the resulting closed-loop system, with state-space
representation

Px D Ax C Bpp C Bvv; (2)
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Robust H2 Performance in Feedback Control, Fig. 2
Robustness analysis setup

q D Cqx;

z D Czx:

A is an n � n stable (Hurwitz) matrix, and for
simplicity there are no feed-through terms. Fig-
ure 2, represents the interconnection of M with
the uncertainty.

To quantify the size of uncertainty, it is con-
venient to use an induced norm (gain) in signal
space and constrain � to the normalized ball
fk�k � 1g. If the subsystem Mqp in feedback
with� satisfies itself the induced norm constraint
kMqpk < 1, the small gain theorem implies
robust stability over the entire ball. Focusing for
the rest of this article on the L2 signal space
(square-integrable functions), the latter induced
norm is equivalent to the H1 norm of the transfer
function:

k OMqp.s/kH1
WD ess sup

!2R
N. OMqp.j!//;

where N.�/ denotes matrix maximum singular
value.

This motivates H1-optimal control: design
K to minimize the above quantity with internal
stability. This problem also admits state-space
solutions based on AREs and thus is a valid
competing paradigm to H2.

To accommodate multiple sources of uncer-
tainty within Fig. 1, we can use a block diagonal
structure:

� D diag Œ�1; : : : ; �d � : (3)

Here, different uncertainty blocks (parametric,
LTI, LTV, or NL) enter in separate “channels”;
B� denotes the unit ball of operators with the pre-
scribed structure. For stability studies, causality
of the operator is required.

Robust stability under structured uncertainty
is a rich topic: we refer to the article on the
structured singular value (�) in this encyclope-
dia. We invoke here robustness conditions based
on the set ƒ of positive definite matrix scalings
or multipliers of the form:

ƒ D diag Œ�1I; : : : ; �d I � ; (4)

with submatrices of the same dimensions as the
blocks in (3), thus commuting with a matrix� of
that structure.

Consider the frequency family of matrix in-
equalities

OM �
qp.j!/ƒ.!/

OMqp.j!/ �ƒ.!/ < 0 8!I
ƒ.!/ 2 ƒ: (5)

At each !, this is a linear matrix inequality
(LMI); testing its feasibility is a convex, tractable
problem. A solution implies the scaled-small
gain condition

N
�
ƒ.!/

1
2 OMqp.j!/ƒ

� 1
2 .!/

�
< 1I

this “� upper bound” implies robust stability
when uncertainty is LTI, through commuting
ƒ.!/ with O�.j!/.

If uncertainty is NLTV, (5) must be
strengthened to enforce ƒ.!/ � ƒ, constant
in frequency. This condition turns out to
be both necessary and sufficient for robust
stability. Here the LMIs would be coupled in
frequency; however, the Kalman-Yakubovich-
Popov lemma reduces them to an equivalent
LMI in terms of the state-space matrices in (2),
with variables ƒ 2 ƒ and an n � n matrix
P > 0:

�
A�P C PAC C �

q ƒCq PBp
B�
pP �ƒ


< 0: (6)
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What about performance? The mapping
Tzv.�/ between the disturbance v and the error z
now depends on the uncertainty. The default pro-
cedure in robust control has been to measure per-
formance with the same induced norm, evaluating
kTzv.�/kL2!L2 in the worst-case over � 2 B�:

This can be computed with similar complexity to
establishing robust stability. It amounts, however,
to treating noise with the same worst-case
mentality as stability, a questionable choice. For
instance, in LTI systems the worst-case signals
are sinusoids at the worst frequency and spatial
direction; while one should protect against such
signals arising in the �-loop due to instability, it
is not natural to expect them as external distur-
bances, which are usually of broad spectrum.

RobustH2 Performance Analysis

In the absence of uncertainty, the H2 norm of the
nominal mapping Tzv.0/ D Mzv provides a natu-
ral performance criterion, measuring the response
to flat-spectrum disturbances or the transient re-
sponse. When uncertainty is present, it motivates
a worst-case analysis of stability; a natural com-
bination is to impose robust H2 performance:
evaluating the worst-case H2 norm of Tzv.�/

over the uncertainty class B�: We will highlight
some methods based on semidefinite program-
ming to perform such evaluations; for further
details and comparisons, we refer to Paganini and
Feron (1999).

A Frequency Domain Robust Performance
Criterion
Consider the following optimization:

Jf W D inf
Z 1

�1
Tr.Y.!//

d!

2�
; subject to

OM.j!/�
�
ƒ.!/ 0

0 I


OM.j!/�

�
ƒ.!/ 0

0 Y.!/


<0

(7)

for each !, and ƒ.!/ 2 ƒ.
Here OM is the transfer function in Fig. 2; a

submatrix of the above includes (5), implying

robust stability under structured LTI uncertainty.
Furthermore, we have the robust H2 performance
bound (Paganini 1999):

sup
�2BLTI

�

kTzv.�/k2H2
� Jf: (8)

We sketch the argument based on the Fourier
transforms Op.j!/; etc., for signals in Fig. 2. Ap-
plying the quadratic form in (7) to the joint vector
of Op and Ov gives

dX
iD1

�i .!/j Oqi j2CjOzj2�
dX
iD1

�i .!/j Opi j2COv�Y.!/ Ov:

The subvectors Opi , Oqi correspond to uncertainty
blocks, Opi D O�i.j!/ Oqi ; since N. O�i.j!// � 1,
j Oqi j � j Opi j. Also �i .!/ > 0, so these terms can
be simplified, leading to

j OTzv.j!/ Ovj2 D jOzj2 � Ov�Y.!/ Ov:

This means OTzv.j!/
� OTzv.j!/ � Y.!/ for every

�, and therefore the H2 norm bound

kTzv.�/k2H2
�
Z 1

�1
Tr.Y.!//

d!

2�

holds, from which (8) follows.
The computation involved in (7) at each fre-

quency is a semidefinite program (SDP): min-
imizing the linear cost Tr.Y.!// subject to an
LMI constraint, a tractable problem. Adding a
frequency sweep, we have a practical method to
bound the desired robust performance.

The inequality (8) is in general strict. Beyond
the usual conservatism of convex bounds for �,
when noise is of dimension m, a conservatism
of up to this order may appear; an improvement
to address this issue with augmented SDPs is
given in Sznaier et al. (2002). Finally, causality of
the uncertainty is not imposed in the frequency-
domain criterion.

As in the study of robust stability, we wish to
extend the analysis to NLTV uncertainty blocks.
Now the mapping Tzv.�/ can no longer be rep-
resented by a transfer function, so what is the
“H2” cost? We return to our motivation for this
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performance notion: to measure the effect of
disturbances of flat spectrum.

In Paganini (1999), the flat-spectrum property
is imposed as a deterministic constraint on the
input disturbances. For the scalar v case, define
W�;B � L2 by the family of integral quadratic
constraints:

Z ˇ

�ˇ
jv.j!/j2 d!

2�

(
� ˇ

�
C � 8ˇI

� ˇ

�
� �; ˇ 2 Œ0; B�: (9)

This imposes that the cumulative spectrum is
approximately linear (to a tolerance � > 0),
up to bandwidth B , and has sublinear growth
beyond that. Extensions to vector-valued signals
are also given. For a stable LTI system Tzv, it is
not difficult to verify that

kTzvk2H2
D lim

�!0

B!1
sup
v2W�;B

kTzvvk22;

but the right-hand side applies to NLTV systems
as well. The following result can be established
in the latter case:

lim
�!0

B!1
sup

v2W�;B ;�2BNLTV
�

kTzv.�/vk22 D J0
f;

where the right-hand side is the variant of (7) with
the restriction that ƒ.!/ � ƒ, constant in fre-
quency. In this case the characterization is exact,
with equality above. This follows from a duality
argument in function space, where Y.!/ appears
as the multiplier for the constraint in (9). While
coupled in frequency, J0

f is again equivalent to a
finite-dimensional SDP in state space.

Let us review, instead, a different state-space
method, motivated by alternate definitions of the
H2 cost.

A State-Space Criterion Invoking Causality
Consider the semidefinite program

Js WD inf Tr.B�
v PBv/ subject to P > 0, ƒ 2 ƒ,

�
A�P C PAC C �

q ƒCq C C �
z Cz PBp

B�
pP �ƒ


< 0:

(10)

The LMI above is very similar to (6); indeed
it provides a robust stability certificate and in
addition a bound on a generalized H2 cost, for ar-
bitrary (NLTV) causal uncertainty blocks. Again,
we sketch the argument.

For stability, consider the system of Fig. 2 with
v � 0, initial condition x.0/ D x0. Define the
storage function V.x/ D x�Px; differentiating it
under (2) and applying the LMI (10) to the joint
vector of x.t/, p.t/ yield

PVCjzj2��q�ƒqCp�ƒpD
dX
iD1

�i .jpi j2�jqi j2/:

Integrating the above over .0; t/, the sum on
the right becomes nonpositive because �i > 0

and the operator �i W qi ! pi is causal and
contractive. This leads to

V.x.t//C
Z t

0

jz.�/j2d� � V.x0/; (11)

which implies Lyapunov stability; the bound can
be sharpened to prove asymptotic stability. Also,
letting t ! 1 yields the energy bound kzk22 �
V.x0/.

Suppose now that x0 is generated by applying
to the (causal) system at rest, an impulse v.t/ D
ı.t/, assumed scalar. The result is x.0C/ D
Bv , so V.x0/ D B�

v PBv; the impulse response
energy of Tzv.�/ is thus bounded. Minimizing
over P , ƒ leads to the robust H2 performance
bound

sup
�2BNLTV

�

kTzv.�/ı.t/k22 � Js;

where the H2 cost is generalized as the impulse
response energy. An extension to multiple im-
pulse channels is available. This kind of result
was first obtained by Stoorvogel (1993) for un-
structured uncertainty.

An alternate notion of H2 cost for NLTV
systems, also considered in Stoorvogel (1993),
is the average output variance when the input
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is random white noise. This is formalized by
replacing (2) with a stochastic differential equa-
tion (e.g., Oksendal 1985) and extending the
bound (11) using Ito calculus; for details see
Paganini and Feron (1999). The following robust
H2 performance bound is obtained:

lim sup
�!1

1

�

Z �

0

Ejz.t/j2dt: � Js 8� 2 BNLTV
� :

What if the uncertainty is time invariant? In-
corporating frequency-dependent scalings, with
causality, into the state-space approach must be
done approximately, generating Oƒ.j!/ through
the span of a predefined finite basis of causal,
rational transfer functions. Searching over this
basis for a bound on the impulse response energy
can be pursued with state-space SDPs, now of a
size increasing with the basis dimensionality. We
refer to Feron (1997) for details.

RobustH2 Synthesis

Prior sections have focused on the robustness
analysis of a closed-loop system M , obtained
from G after designing a nominally stabilizing
controller. Can we synthesize K with robust H2

performance as an objective? We overview some
contributions to this question.

MultiobjectiveH2/H1 Control
Let us discuss first the more modest objective
of optimizing nominal H2 performance while
guaranteeing robust stability. If the uncertainty
block � in Fig. 2 is unstructured, the problem is
equivalent to

Minimize k OMzvkH2 ; subject to k OMqpkH1
< 1:

Using a Youla parameterization of stabilizing
controllers, OM.s/ depends affinely on a stable
parameter OQ.s/; this makes the optimization over
OQ convex. However it has been shown to give

infinite-dimensional solutions that must be ap-
proximated by suitable truncations; see Sznaier
et al. (2000) and references therein.

To better exploit the state-space structure
common to H2 and H1 synthesis, Bernstein
and Haddad (1989) proposed a simplification:
minimize an auxiliary cost that upper bounds
the H2 norm while imposing the H1 constraint,
through a common storage function. This cost
is optimized by controllers of the order of the
plant, characterized in terms of coupled AREs;
later on Khargonekar and Rotea (1991) recast this
problem using convex optimization. Also Zhou
et al. (1994) and Doyle et al. (1994) studied the
dual (transpose) structure.

The latter version is in fact directly related to
the analysis condition (10), with a fixedƒ D �I .
A matrix P satisfying this condition imposes
the H1 norm restriction and upper bounds the
nominal H2 cost. This idea of imposing multiple
objectives through a common storage function
has more general applicability: Scherer et al.
(1997) showed that all such problems admit
tractable synthesis based on LMIs, with solutions
of the same order as the plant.

Synthesis for Robust Performance
We have seen that rather than just an upper bound
on nominal performance, (10) ensures the more
stringent robust H2 performance requirement;
therefore it becomes the basis of a robust H2

synthesis technique. In Stoorvogel (1993) this
method is laid out for unstructured uncertainty:
search linearly over the scalar � and solve the
auxiliary cost synthesis problem for each �.

What about structured uncertainty? We run
here into a general difficulty of such synthesis
questions, even for robust stability alone. In that
case, seeking simultaneously a controllerK and a
scalingƒ so that conditions (5) or (6) are satisfied
by the resulting M is not a computationally
friendly problem. In the absence of a general
solution method, iterating between an H1 design
of K for fixed ƒ and the analysis conditions to
find ƒ is commonly used for design.

Things can be no easier for robust H2 per-
formance, but the iterative procedure does gen-
eralize to the conditions in (10): for fixed K , the
SDP will return structuredƒ’s, which can then be
fixed for a multiobjective synthesis step based on
the “auxiliary cost” in (10) as discussed above.
If constant ƒ are used (designing for NLTV
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uncertainty), all controllers obtained are of the
order of the plant.

If uncertainty is LTI, an alternative is to carry
out the analysis step in the frequency domain,
finding a ƒ.!/, Y.!/ through (7). In the corre-
sponding situation for �-synthesis, where only
ƒ.!/ is found, a step of fitting and spectral
factorization is needed to approximate such scal-
ings through a rational weights, which are then
incorporated into H1 synthesis. A similar fre-
quency weight in the performance channel can
approximate the effect of Y.!/, thus relying on
weighted H1 synthesis to pursue the H2 per-
formance objective. Of course, the order of the
resulting controllers is increased.

Summary and Future Directions

The tradeoff between performance and robust-
ness is essential to feedback control. In the
case of linear multivariable design, it motivated
a compromise between H2 performance and
H1-type robustness, pursued with the state-
space and frequency-domain tools common
to these metrics. We have highlighted robust
H2 analysis conditions obtained in the 1990s
based on semidefinite programming, which
provided the greatest flexibility to integrate
the aforementioned tools and different points
of view (worst-case, average case) present in
this problem. As in other situations, the robust
synthesis question has proven more difficult:
design cannot be “automated” to the degree that
was once envisioned.

The passage of time makes issues that once
attracted strong attention look narrow in scope,
so it is not natural to indicate directions that
directly follow on this work. Perhaps the best
legacy that the robust H2 generation can take
to other problems is the willingness to integrate
various disciplines (dynamics, operator theory,
stochastics, optimization) to face the demands of
applied mathematical research.

Cross-References

�H-Infinity Control
�KYP Lemma and Generalizations/Applications

�Linear Quadratic Optimal Control
�LMI Approach to Robust Control
�Structured Singular Value and Applications:

Analyzing the Effect of Linear Time-Invariant
Uncertainty in Linear Systems

Recommended Reading

LQG control is covered in many textbooks, e.g.,
Anderson and Moore (1990). A standard text
for robust control with an H1 perspective, in-
cluding structured singular values, the Youla pa-
rameterization, and the Riccati equation solu-
tion for H1 synthesis, is Zhou et al. (1996);
see also Sánchez-Peña and Sznaier (1998) with
application examples. The textbook of Dullerud
and Paganini (2000) incorporates the more recent
developments based on LMIs; see Boyd and Van-
denberghe (2004) for background on semidefinite
programming.
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Abstract

Model-predictive control (MPC) is indisputably
one of the rare modern control techniques that has
significantly affected control engineering practice
due to its unique ability to systematically handle
constraints and optimize performance. Robust
MPC (RMPC) is an improved form of the nom-
inal MPC that is intrinsically robust in the face
of uncertainty. The main objective of RMPC is
to devise an optimization-based control synthe-
sis method that accounts for the intricate in-
teractions of the uncertainty with the system,
constraints, and performance criteria in a theo-
retically rigorous and computationally tractable
way. RMPC has become an area of theoreti-
cal relevance and practical importance but still
offers the fundamental challenge of reaching a
meaningful compromise between the quality of
structural properties and the computational com-
plexity.

Keywords

Model-predictive control; Robust optimal con-
trol; Robust stability

Introduction

RMPC is an optimization-based approach to the
synthesis of robust control laws for constrained
control systems subject to bounded uncertainty.
RMPC synthesis can be seen as an adequately
defined repetitive decision-making process, in
which the underlying decision-making process
is a suitably formulated robust optimal control
(ROC) problem. The underlying ROC problem
is specified in such a way so as to ensure that
all possible predictions of the controlled state
and corresponding control actions sequences sat-
isfy constraints and that the “worst-case” cost is
minimized. The decision variable in the corre-
sponding ROC problem is a control policy (i.e., a
sequence of control laws) ensuring that different
control actions are allowed at different predicted
states, while the uncertainty takes on a role of the
adversary. RMPC utilizes recursively the solution
to the associated ROC problem in order to im-
plement the feedback control law that is, in fact,
equal to the first control law of an optimal control
policy.

A theoretically rigorous approach to RMPC
synthesis can be obtained either by employing,
in a repetitive fashion, the dynamic programming
solution of the corresponding ROC problem
or by solving online, in a recursive manner,
an infinite-dimensional optimization problem
(Rawlings and Mayne 2009). In either case, the
associated computational complexity renders the
exact RMPC synthesis hardly ever tractable.
This computational impracticability of the
theoretically exact RMPC, in conjunction with
the convoluted interactions of the uncertainty
with the evolution of the controlled system,
constraints, and control objectives, has made
RMPC an extremely challenging and active
research field. It has become evident that a
prominent challenge is to develop a form
of RMPC synthesis that adequately handles
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the effects of the uncertainty and yet is
computationally plausible. Contemporary
research proposals aim to address the inevitable
trade-off between the quality of guaranteed
structural properties and the corresponding
computational complexity. A categorization of
the existing proposals for RMPC synthesis can
be based on the treatment of the effects of
the uncertainty. In this sense, two alternative
approaches to RMPC synthesis appear to be
dominant.

The first category of the alternative approaches
is represented by the methods that utilize,
when possible, inherent robustness of nominal
MPC synthesis. These proposals deploy a
nominal MPC, albeit designed for a suitably
modified control system, constraints, and control
objectives. Such approaches are computationally
practicable. However, the effects of the uncer-
tainty are taken care of in an indirect way; the
robustness properties of the controlled dynamics
are frequently addressed via an a posteriori
input-to-state stability analysis, which might be
unnecessarily conservative and geometrically
insensitive. Equally important drawbacks of
these approaches to RMPC synthesis arise due
to the fact that the nominal MPC synthesis is
itself an inherently fragile (nonrobust) process;
in particular, the stability property of the
conventional MPC might fail to be robust
(Grimm et al. 2004) and, furthermore, the optimal
control of constrained discrete time systems,
employed for the nominal MPC synthesis, can be
a fragile process itself (Raković 2009).

The second category of RMPC design
methods encapsulates the approaches that take
the effects of the uncertainty into account more
directly. These proposals are compatible with
the emerging consensus: there is a need for the
deployment of the simplifying approximations
of the underlying control policy and sensible
prioritization and modification of control
objectives so as to simultaneously enhance
computational tractability and ensure a priori
guarantees of the desirable topological properties
and system-theoretic rigor. The simplifying
parameterizations of the control policy are em-
ployed primarily to allow for a computationally

efficient handling of the interactions of the
uncertainty with the evolution of the controlled
system and constraints. The control objectives are
prioritized and modified when necessary, in order
to ensure that the corresponding ROC problem
is computationally tractable. The effectiveness
of such methods depends crucially on the ability
to detect a sufficiently rich parameterization of
control policy and to devise a systematic way for
meaningful simplification of control objectives.

In a stark contrast to a well-matured theory
of the nominal MPC synthesis, a systematic as-
sessment of, and unified exposure to, the current
state of affairs in the RMPC field is a highly
demanding chore. Nevertheless, it is possible to
outline the main aspects of the exact RMPC syn-
thesis and to provide an overview of the dominant
simplifying approximations.

Contemporary Setting and
Uncertainty Effect

The contemporary approach to the exact RMPC
synthesis is now delineated in a step-by-step
manner.

The system: The most common setting in
RMPC synthesis considers the control systems
modelled, in discrete time, by

xC D f .x; u;w/ ; (1)

where x 2 Rn, u 2 Rm, w 2 Rp, and xC 2
Rn are, respectively, the current state, control
and uncertainty, and the successor state, while
f .�; �; �/ W Rn � Rm � Rp ! Rn is the state
transition map assumed to be continuous. Thus,
when xk , uk , and wk are the state, the control,
and the uncertainty at the time instance k, then
xkC1 D f (xk , uk, wk) is the state at the time
instance k C 1.

The constraints: The system variables x, u, and
w are subject to hard constraints:

.x; u;w/ 2 X � U � W; (2)
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where the constraint sets X and U represent state
and control constraints, while the constraint set
W specifies geometric bounds on the uncertainty.
The constraint sets X � Rn;U � Rm, and W �
Rp are assumed to be compact.

The control policy: It is necessary to specify,
in a manner that is compatible with the type
and nature of the uncertainty, the information
available for the RMPC synthesis. The traditional
state feedback setting treats the case in which,
at any time instance k, the state xk is known
when the current control uk is determined, while
the values of the current and future uncertainty
.wkCi / are not known but are guaranteed to take
the values within the uncertainty constraint set W
(i.e., wkCi 2 W). Within this setting, the use of a
control policy,

…N�1 WD f�0 .�/ ; �1 .�/ ; : : : ; �N�1 .�/g ; (3)

where N is the prediction horizon and each
�k.�/ : Rn ! Rm is a control law, is structurally
permissible and desirable.

The generalized state and control predictions:
Because of the uncertainty, the ordinary state and
control predictions, as employed in the nominal
MPC, are not suitable. Clearly, when x and �.x/
are the current state and control, then the succes-
sor state xC can take any value in the possible set
of successor states {f (x, �.x/;w) : w 2 W}.
Consequently, it is necessary to consider suitably
generalized state and control predictions. The
interaction of the uncertainty with the predicted
behavior of the system is captured naturally by
invoking the maps F.�; �/ and G.�; �/ specified,
for any subset X of Rn and any control function
�.�/ W Rn ! Rm, by

F .X; �/ WDff .x; � .x/ ;w/ Wx2X;w2Wg and

G .X; �/ WD f� .x/ W x 2 Xg : (4)

Within the considered setting, the corresponding
state and control predictions are, in fact, set-
valued and, for each relevant k, obey the relations

XkC1DF .Xk; �k/ and Uk DG .Xk; �k/ ; with

X0WD fxg : (5)

The set sequences XN :D {X0;X1; : : :; XN�1; XN}
and UN�1 :D {U0; U1; : : :; UN�1} represent the
possible sets of the predicted states and control
actions, which are commonly known as the state
and control tubes. Evidently, the state and control
tubes are functions of the initial state x and
a control policy …N�1. Reversely, for a given
initial state x, any structurally permissible control
policy …N�1 results in the possible sets of the
predicted states and control actions.

The robust constraint satisfaction: One of
the primary objectives in RMPC synthesis is
to ensure that the generalized state and control
predictions satisfy state and control constraints.
Because of the repetitive nature of RMPC, it
would be ideal to consider the control policy and
generalized state and control predictions over the
infinite horizon (i.e., forN D 1). Unfortunately,
this is hardly ever practicable in a direct fashion.
When the prediction horizon is finite, the robust
constraint satisfaction reduces to the conditions
that for all k D 0; 1; : : :; N � 1, the set inclusions

Xk � X and Uk � U (6)

hold true and that the possible set of states XN
at the prediction time instance N satisfies the set
inclusion

XN � Xf ; (7)

where Xf � X is a suitable terminal constraint
set.

The terminal constraint set: In order to ac-
count for the utilization of the control policy
…N�1 and generalized state and control predic-
tions over the finite horizon N and to ensure that
these can be prolonged indirectly over the infinite
horizon, a terminal constraint set is employed.
This set is obtained by considering the uncertain
dynamics

xC D f
�
x; �f .x/ ;w

�
(8)
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controlled by a local control function �f .�/. The
design of a control law �f .�/ is usually performed
offline in an optimal manner by considering the
unconstrained version of the system (1), while
the terminal constraint set Xf accounts locally
for the state and control constraints. The terminal
constraint set Xf is assumed to be compact and
robust positively invariant for the dynamics (8)
and constraint sets (2). Thus, the set Xf and a
local control function �f .�/ satisfy

F
�
Xf ; �f

� � Xf � X and Uf

WD G
�
Xf ; �f

� � U; (9)

or, equivalently, Xf � X, and for all x 2
Xf , it holds that �f .x/ 2 U and 8w 2 W,
f .x; �f .x/;w/ 2 Xf . The most appropriate
choice for Xf is the maximal robust positively
invariant set for the dynamics (8) and constraint
sets (2).

The generalized origin: Due to the presence
of the uncertainty, the stabilization of the origin
might not be attainable and, thus, it might be
necessary to consider the origin in a general-
ized sense. The most natural candidate for the
generalized origin is a minimal robust positively
invariant set for the dynamics (8) and constraint
sets (2). This set is entirely determined by the
associated state set dynamics

XC D F
�
X; �f

�
; (10)

which are completely induced by the local dy-
namics (8) and the uncertainty constraint set
W. The generalized origin, namely, the minimal
robust positively invariant set, is compact and
well defined in the case when the local control
function �f .�/ ensures that the corresponding
map F.�; �f / is a contraction on the space of
compact subsets of Xf (Artstein and Raković
2008), which we assume to be the case. The
generalized origin XO is the unique solution to
the fixed-point set equation.

X D F
�
X; �f

�
; (11)

and is an exponentially stable attractor for the
state set dynamics (10) with the basin of at-
traction being the space of compact subsets of
Xf . Thus, the conventional (0,0) fixed-point pair
ought to be replaced by the fixed-point pair of sets
.XO;UO/ required to satisfy

XO D F
�
XO; �f

� � interior
�
Xf
�

and

UO WD G
�
XO; �f

� � Uf : (12)

The generalized cost functions: The perfor-
mance requirements are, as usual, expressed via
a cost function, which is obtained by considering
a stage cost function `.�; �/ W X � U ! RC and
a terminal cost function Vf .�/ W Xf ! RC. The
stage cost function `.�; �/ is continuous and, due to
the uncertainty, adequately lower bounded w.r.t.
to the generalized origin XO . The latter condition
requires that for all x 2 X and all u 2 U, the
function `.�; �/ satisfies

˛1 .dist .XO; x// � ` .x; u/ ; (13)

where ˛1.�/ is a K-class (Kamke’s) function and
dist.XO; �/ is the distance function from the set
XO. The consideration of the generalized origin
requires the additional condition that for all x 2
XO, the use of local control function �f .�/ is “free
of charge” w.r.t. `.�; �/, i.e., that for all x 2 XO ,
we have

`
�
x; �f .x/

� D 0: (14)

As in the case of the terminal constraint set Xf ,
the terminal cost function Vf .�/ is employed to
account for the utilization of the finite predic-
tion horizon N , and it should provide locally a
theoretically suitable upper bound of the highly
desired infinite horizon cost. The terminal cost
function Vf .�/ is assumed to be continuous and
adequately upper bounded w.r.t. the generalized
origin XO . The latter bound reduces to the re-
quirement that for all x 2 Xf , we have

Vf .x/ � ˛2 .dist .XO; x// ; (15)

where, as above, ˛2.�/ is a K-class function. In
addition, the terminal cost function Vf .�/ satisfies
locally a usual condition for robust stabilization,
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which is expressed by the requirement that for all
x 2 Xf and all w 2 W, it holds that

Vf
�
f
�
x; �f .x/ ;w

���Vf .x/��` �x; �f .x/� :
(16)

The cost function VN .�; �; �/ is defined, for
all x 2 X, all …N�1, and all wN�1 WD
fw0;w1; : : :;wN�1g, by

VN .x;…N�1;wN�1/ WD
N�1X
kD0

` .xk; uk/CVf .xN /;
(17)

where, for notational simplicity, uk WD �k.xk/

and xk WD xk.x;…N�1;wN�1/ denote the so-
lution of (1) when the initial state is x, control
policy is …N�1, and uncertainty realization is
wN�1.

The exact ROC: In view of the uncertainty,
the corresponding exact ROC problem PN .x/,
for any x 2 X, aims to optimize the “worst-
case” performance so that it takes the form of an
infinite-dimensional minimaximization:

JN .x;…N�1/WD max
wN�12WN

VN .x;…N�1;wN�1/ ;

V 0
N .x/ WD min

…N�12…N�1.x/
JN .x;…N�1/ ;

…0
N�1 .x/2arg min

…N�12…N�1.x/
JN .x;…N�1/ ;

(18)

where …N�1.x/ denotes the set of the constraint
admissible control policies defined, for all x 2 X,
by

…N�1 .x/ WD f…N�1 W conditions .5/–.7/ holdg :
(19)

The value function V 0
N .�/ might not admit a

unique optimal control policy, so that …0
N�1 .�/

represents a selection from the set of optimal
control policies (this selection is usually induced
by a numerical solver employed for the online
calculations). The effective domain XN of the
value function V 0

N .�/ and associated optimal con-
trol policy…0

N�1 .�/ is given by

XN WD fx 2 Rn W …N�1 .x/ ¤6 0g : (20)

and is known in the literature as the N -step min–
max controllable set to a target set Xf . Within the
considered setting, the set XN is a compact subset
of X such that Xf � XN .

The exact RMPC: The exact RMPC synthesis
requires online solution of the minimaximization
(18) in order to implement numerically the con-
trol law �00 .�/. The control law �00 .�/ is well
defined for all x 2 XN , and it induces the
controlled uncertain dynamics specified, for all
x 2 XN , by

xC 2F .x/ ;F .x/ WD˚
f
�
x; �00 .x/ ;w

� Ww2W
�
:

(21)
Within the considered setting, the exact RMPC
law �00 .�/ renders the N -step min–max control-
lable set XN robust positively invariant. Namely,
for all x 2 XN , it holds that

F .x/ � XN � X and �00 .x/ 2 U: (22)

Furthermore, the associated value function
V 0
N .�/ W XN ! RC is, by construction,

a Lyapunov certificate verifying the robust
asymptotic stability of the generalized origin XO
for the controlled uncertain dynamics (21) with
the basin of attraction being equal to the N -step
min–max controllable set XN . More precisely,
for all x 2 XN , it holds that

˛1 .dist .XO; x// � V 0
N .x/ � ˛3 .dist .XO; x// ;

(23)
where ˛3.�/ is a suitable K-class function, while
for all x 2 XN and all xC 2 F.x/, it holds that

V 0
N

�
xC� � V 0

N .x/ � �˛1 .dist .XO; x// : (24)

Clearly, under fairly natural conditions, the ex-
act RMPC synthesis induces rather strong struc-
tural properties, but the associated computational
complexity is overwhelming. However, in the
above overview, the effects of the uncertainty
have been “dissected” and the “basic building
blocks” employed for the exact RMPC synthesis
have been clearly identified. In turn, this step-by-
step overview suggests indirectly the meaningful
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and simplifying approximations in order to en-
hance computational practicability.

Computational Simplifications

The computational intractability of the exact
RMPC synthesis can be tackled by considering
suitable parameterizations of control policy
…N�1 and associated state and control tubes
XN and UN�1 and by adopting computationally
simpler performance criteria.

The core simplification is the use of finite-
dimensional parameterization of control policy.
The control policy should be suitably parameter-
ized so as to allow for the utilization of both the
least conservative generalized state and control
predictions and a range of simpler, but sensible,
cost functions.

The explicit form of the exact state and control
tubes is usually highly complex, and it is com-
putationally beneficial to employ, when feasible,
the implicit representation of the possible sets of
predicted state and control actions. An alternative
is to utilize outer-bounding approximations of the
exact state and control tubes; these are obtained
by making use of simpler sets that usually admit
finite-dimensional parameterizations. In the latter
case, the exact set dynamics of the state and
control tubes given by (5) are usually relaxed to
set inclusions

fx0g � X0; and, F .Xk; �k/ � XkC1
and G .Xk; �k/ � Uk:

The generalized origin, i.e., the minimal robust
positively invariant set XO , is an integral com-
ponent for the analysis. Its explicit computation
is rather demanding and, hence, its use for the
online calculations might not be convenient. A
computationally feasible alternative is to deploy
the terminal constraint set Xf as a “relaxed form”
of the generalized origin; this is particularly ben-
eficial when the local control function �f .�/ is
optimal w.r.t. infinite horizon cost associated with
the unconstrained version of the system (1).

The performance requirements should be care-
fully prioritized and modified when necessary, in

such a way so as to be expressible by the cost
functions that do not require intractable minimax
optimization but still ensure that the associated
value function verifies the robust stability and
attractivity of the generalized origin XO or the
terminal constraint set Xf .

The outlined guidelines have played a piv-
otal role in devising a number of theoretically
sound and computationally efficient parameter-
ized RMPC syntheses within the setting of linear
control systems subject to additive disturbances
and polytopic constraints. In this linear–polytopic
setting, the state transition map f (�, �, �) of (1) is
linear:

f .x; u;w/ D Ax C Bu C w; (25)

where the matrix pair .A;B/ 2 Rn�n � Rn�m
is assumed to be known and strictly stabilizable.
The local control function �f .�/ and associated
local uncertain dynamics are linear:

u D Kx and xC D .AC BK/ x C w: (26)

The matrix K 2 Rm�n is designed offline and
is such that the eigenvalues of the matrix AC BK
are strictly inside of the unit circle. The constraint
sets X and U are polytopes (A polytope is a con-
vex and compact set specified by finitely many
linear/affine inequalities, or by a convex hull of
finitely many points) in Rn and Rm that contain
the origin in their interior. The uncertainty con-
straint set W is a polytope in Rn that contains the
origin.

The terminal constraint set Xf is the maximal
robust positively invariant for xC D .ACBK/xC
w and constraint set (XK;W) where XK WD fx 2
X W Kx 2 Ug. The set Xf is assumed to be
a polytope in Rn that contains the generalized
originXO (which is the minimal robust positively
invariant set for xC D .A C BK/x C w and
constraint set (XK;W)) in its interior.

It has recently been demonstrated that the
major simplified RMPC syntheses in the linear–
polytopic setting employ control policies within
the class of separable state feedback (SSF)
control policies (Raković 2012). More precisely,
the predictions of the overall states xk and



Robust Model-Predictive Control 1231

R

associated control actions uk are parameterized
in terms of the predictions of the partial states
x.j;k/; j D 0; 1; : : :; k and partial control actions
u.j;k/; j D 0; 1; : : :; k via

xk D
kX

jD0
x.j;k/ and uk D

kX
jD0

u.j;k/; (27)

where, for notational simplicity, uk WD �k.xk/

and u.j;k/ WD �.j;k/.x.j;k//. To ensure the dynam-
ical consistency with (25), the predicted partial
states x.j;k/ evolve according to

x.j;kC1/ D Ax.j;k/ C Bu.j;k/; (28)

(for j D 0; 1; : : :; N � 1 and k D j; j C
1: : :; N �1), while the “partial” initial conditions
x.k;k/ satisfy

x.0;0/ D x and (29a)

x.k;k/ D wk�1 for k D 1; 2; : : : ; N: (29b)

As elaborated on in Raković (2012) and Raković
et al. (2012), the utilization of the SSF control
policy allows for:
• The deployment of the highly desirable im-

plicit representation of the exact state and con-
trol tubes induced by the SSF control policy.
This implicit representation is parameterized
via O.N2/ decision variables.

• The numerically convenient formulation of
the robust constraint satisfaction via O.N2/

linear/affine inequalities and equalities.
• The computationally efficient minimization of

an upper bound of the “worst-case” cost for
which the stage and terminal cost functions are
specified in terms of the weighted distances
from the terminal constraint set Xf and the
associated control set Uf D KXf .

As shown in Raković (2012) and Raković et al.
(2012), the RMPC control laws, based on the use
of the SSF control policy, can be implemented
online by solving a standard convex optimiza-
tion problem whose complexity (in terms of the
numbers of decision variables and affine inequal-
ities and equalities) isO.N2/. The corresponding

RMPC synthesis ensures directly that the termi-
nal constraint set Xf is robustly exponentially
stable, and it also induces indirectly the robust
exponential stability of the generalized origin
XO.

The previously dominant control policy pa-
rameterizations include time-invariant affine state
feedback (TIASF), time-varying affine state feed-
back (TVASF), and affine in the past distur-
bances feedback (APDF) control policies. All of
these parameterizations are subsumed by the SSF
control policy, as all of them induce additional
structural restrictions on the parameterizations
of the predicted state and control actions spec-
ified in (27) and on the associated dynamics
given by (28), (29) and (30). In particular, the
TIASF control policy (Chisci et al. 2001; Gossner
et al. 1997) imposes structural restrictions that,
for each relevant k,

u.j;k/ D Kx.j;k/ for j D 1; 2; : : : ; k; (30)

where K is the local control matrix of (26). The
TVASF control policy (Löfberg 2003) induces
less restrictive requirements that, for each rele-
vant k,

u.j;k/ D K.j;k/x.j;j / for j D 1; 2; : : : ; k; (31)

where the matrices K.j;k/ 2 Rm�n are part of
the decision variable. The APDF control policy
(Goulart et al. 2006; Löfberg 2003) is an alge-
braic reparameterization of the TVASF control
policy, which requires the conditions that, for
each relevant k,

u.j;k/ D M.j;k/x.j;k/ for j D 1; 2; : : : ; k; (32)

where the matrices M.j;k/ 2 Rm�n are part of
the decision variable. A comprehensive trade-
off analysis between the quality of guaranteed
structural properties and the associated compu-
tational complexity and a theoretically meaning-
ful ranking of the existing RMPC syntheses in
the linear–polytopic setting is reported in the
recent plenary paper (Raković 2012). Therein, it
is demonstrated that the dominant approach is the
RMPC synthesis utilizing the SSF control policy
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(Raković 2012) (also known as the parameterized
tube MPC (Raković et al. 2012)).

Summary and Future Directions

The exact RMPC synthesis has reached a re-
markable degree of theoretical maturity in the
general setting. The corresponding theoretical
advances are, however, accompanied with the im-
peding computational complexity. On the bright
side of the things, a number of rather sophisti-
cated RMPC synthesis methods, which are both
computationally efficient and theoretically sound,
have been developed for the frequently encoun-
tered linear–polytopic case.

The further advances in the RMPC field might
be driven by the utilization of more structured
types and models of the uncertainty. The chal-
lenge of devising a computationally efficient and
theoretically sound RMPC synthesis might need
to be tackled in several phases; the initial steps
might focus on adequate RMPC synthesis for
particular classes of nonlinear control systems.
Finally, it would seem reasonable to expect that
the lessons learned in the RMPC field might play
an important role for the research developments
in the fields of the stochastic and adaptive MPC.

Cross-References

�Nominal Model-Predictive Control
� Stochastic Model Predictive Control

Recommended Reading

The recent monograph (Rawlings and Mayne
(2009)) provides an in-depth systematic exposure
to the RMPC field and is also a rich source
of relevant references. The invaluable overview
of the theory and computations of the maxi-
mal and minimal robust positively invariant sets
can be found in (Artstein and Raković (2008),
Kolmanovsky and Gilbert (1998), Raković et al.
(2005), and Blanchini and Miani (2008)). The
important paper (Scokaert and Mayne (1998))

points out the theoretical benefits of the use of the
control policy, but it also indicates indirectly the
computational impracticability of the associated
feedback min–max RMPC. The early tube MPC
synthesis (Mayne et al. 2005) is both compu-
tationally efficient and theoretically sound, and
it represents an important step forward in the
linear–polytopic setting. The so-called homoth-
etic tube MPC synthesis (Raković et al. 2013) is
a recent improvement of the first generation of
the tube MPC synthesis (Mayne et al. 2005), and
it has a high potential to effectively handle the
parametric uncertainty of the matrix pair (A, B).
The current state of the art in the linear–polytopic
setting is reached by the RMPC synthesis using
the SSF control policy (Raković 2012; Raković
et al. 2012). The output feedback RMPC synthe-
sis in the linear–polytopic setting can be handled
with direct extensions of the tube MPC syntheses
(Mayne et al. 2009).
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Abstract

This entry provides a brief summary of the syn-
thesis and analysis tools that have been developed
by the robust control community. Many software
tools have been developed to implement the ma-
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jor theoretical techniques in robust control. These
software tools have enabled robust synthesis and
analysis techniques to be successfully applied to
numerous industrial applications.
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Introduction

Robust control is a methodology to address
the effect of uncertainty on feedback systems.
This approach includes techniques and tools to
model system uncertainty, assess stability and/or
performance characteristics of the uncertain
system, and synthesize controllers for uncertain
systems. The theory was developed over a
number of years. The foundational results can
be found in classical papers Packard and Doyle
(1993a), Desoer et al. (1980), Doyle (1978,
1982), Doyle et al. (1989), Doyle and Stein
(1981), Megretski and Rantzer (1997), Safonov
(1982), Willems (1971), and Zames (1981)
and more recent textbooks Boyd et al. (1994),
Desoer and Vidyasagar (2008), Dullerud and
Paganini (2000), Francis (1987), Skogestad and
Postlethwaite (2005), Vidyasagar (1985), and
Zhou et al. (1996). It should be emphasized that
this entry is not meant to be a survey and more
complete references to the literature can be found
in the cited textbooks. The remainder of this entry
discusses the main theoretical and computational
tools for robust synthesis and robustness analysis.

Notation

R and C denote the set of real and complex
numbers, respectively. Rm�n and Cm�n denote
the sets of m � n matrices whose elements are in
R and C, respectively. A single superscript index
is used for vectors, e.g., Rn denotes the set of
n � 1 vectors whose elements are in R. For a
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matrix M 2 Cm�n, MT denotes the transpose
and M � denotes the complex conjugate trans-
pose. A matrixM is Hermitian (Skew-Hermitian)
if M D M � (M D �M �). The maximum
singular value of a matrixM is denoted by N.M/.
The trace of a matrix M , denoted t rŒM �, is the
sum of the diagonal elements. M D M � is a
positive semidefinite matrix, denoted M � 0,
if all eigenvalues are nonnegative. M D M �
is negative semidefinite, denoted M  0, if
�M � 0. Ln2Œ0;1/ is the space of functions
u W Œ0;1/ ! Rn satisfying kuk < 1 where
kuk WD �R1

0
u.t/T u.t/ dt

	0:5
. For u 2 Ln2Œ0;1/,

uT denotes the truncated function uT .t/ D u.t/
for t � T and u.t/ D 0 otherwise. The extended
space, denoted L2e , is the set of functions u such
that uT 2 L2 for all T � 0. The Fourier transform
Ov WD F.v/ maps the time domain signal v 2
Ln2Œ0;1/ to the frequency domain by

Ov.j!/ WD
Z 1

0

e�j!t v.t/dt (1)

Capital letters are used to represent dynamical
systems. For linear systems, the same letter is
used to represent the system, its convolution
kernel, as well as its frequency-response function.
Lowercase letters denote time-signals, and
! represents the continuous-time frequency
variable. For an m � n system G, define the
H1 and H2 norms as kGk1 D sup! N .G.j!//
and kGk2 D

q
1
2�

R1
�1 t rŒG.j!/�G.j!/�d!.

The L1 norm of G is defined as kGk1 D
max1�i�m

Pn
jD1

R1
0

jgij .t/jdt where gij .t/ is
the response of the i th output due to a unit
impulse in the j th input. The entry describes
continuous-time systems. Most results carry over,
in a similar form, to discrete-time systems.

Theoretical Tools

Uncertainty Modeling
In order to analyze and/or design for the de-
grading effects of uncertainty, it is imperative
that explicit models of uncertainty be charac-
terized. Two distinct forms of uncertainty are

considered: signal uncertainty and model uncer-
tainty. Signal uncertainty represents external sig-
nals (plant disturbances, sensor noise, reference
signals) as sets of time functions, with explicit
descriptions. For example, a particular reference
input might be characterized as belonging to the
set
˚

4
2sC1d W d 2 L2; kdk2 � 1

�
. This set is often

referred to as a weighted ball in L2. The transfer
function 4

2sC1 is called a weighting function and
it shapes the normalized signals d , in a manner
that its output represents the actual traits of the
reference inputs that occur in practice.

Model uncertainty represents unknown or par-
tially specified gains (more generally, operators)
that relate pairs of signals in the model. For ex-
ample, z and w are signals within a model and are
related by an operator N as w D N .z/. Typical
partial specifications either constrain N to be
drawn from a specified set or describe the set of
signals .w; z/ that N allows. An uncertain pa-
rameter ı is modeled as time-invariant (i.e., con-
stant), belonging to the interval Œa; b� and relating
z and w as w.t/ D ız.t/. An uncertain linear
dynamic element, � is modeled as linear, time-
invariant, causal system, described by a convolu-
tion kernel ı whose frequency-response function

(i.e., Fourier transform) satisfies max!
ˇ̌
ˇ Oı.j!/

ˇ̌
ˇ �

1, and relating z and w as w D ı ? z. More
generally, consider an L2 bounded, causal oper-
ator, mapping L2;e ! L2;e relating the signals as
w D �.z/. The behavior of � is unknown but
constrained by a family of multipliers, f…˛g˛2A.
Specifically, each …˛ is a Hermitian, matrix-
valued function of frequency, and for any z 2 L2,
the mapping� is known to satisfy

Z 1

�1

� Oz.j!/
Ow.j!/

�
…˛.!/

� Oz.j!/
Ow.j!/


d! � 0

This is called an integral quadratic constraint
(IQC) description of �, as the input/output pairs
of � satisfy a family of quadratic, integral con-
straints. These different descriptions of model
uncertainty are related. For example, if w.t/ D
ız.t/, with w.t/ 2 Rn and z.t/ 2 Rn, and
ı 2 R; jıj � 1, then for any Hermitian-valued
X W R ! Cn�n with X.!/ � 0 for all ! 2 R and
Skew-Hermitian Y W R ! Cn�n,
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Z 1

�1

� Oz.j!/
Ow.j!/

� �
X.!/ Y.!/

Y �.!/ �X.!/
 � Oz.j!/

Ow.j!/

d!

D
Z 1

�1
Oz�.j!/

�
.1� ı2/X.!/

	 Oz.j!/d!

which is always � 0. Hence, the uncertain pa-
rameter can be recast as an operator satisfying an
infinite family of IQCs. Nonlinear operators may
also satisfy IQCs and it is common to “model”
known nonlinear elements (e.g., saturation) by
enumerating IQCs that they satisfy (Megretski
and Rantzer 1997). An uncertain dynamic model
is made up of an interconnection of these un-
certain elements with a known (usually) linear
system G.

Performance Metric
The main goal of robustness analysis is to assess
the degrading effects of uncertainty. For this, a
concrete notion of performance is needed, re-
sulting in a mathematical/computational exercise
to quantify the average or worst-case effects of
the two types of uncertainty, signal and model,
described earlier. In the robust control frame-
work, adequate performance is characterized in
terms of the variability of possible behavior of
particular signals. For instance, in the presence
of reference inputs and disturbance inputs, as
well as parameter uncertainty, it is required that
tracking errors (e) and control inputs (u) re-
main small. A common measure of smallness
is the L2 norm of signals. Typically, frequency-
dependent weighting functions are used to prefer-
entially weight one frequency range over another
and/or to weight one signal relative to another.
In this way, adequate performance be defined
as kW Œ eu �k2 � 1, where W is a stable, linear
system, called the “output” weighting function.
Weighting functions are often used to transform
a collection of performance objectives into a
single norm bound objective in the robust control
framework.

Robustness Analysis
Robustness analysis refers to the task of ascer-
taining the stability and/or performance char-
acteristics of the uncertain system, given the

limited knowledge about the uncertain informa-
tion. The main result from Megretski and Rantzer
(1997) concerns the stability of the interconnec-
tion shown in Fig. 1, where G is a known, stable,
linear system and � is an operator that satisfies
the IQC defined by …. Under some important
technical conditions, the theorem states “if there
exists an � > 0 such that

�
G.j!/

I

�
….!/

�
G.j!/

I


 ��I (2)

for all ! 2 R, then the interconnection is stable.”
Stability here refers to finite L2 gain from inputs
.r1; r2/ to loop signals .u1; u2/.

Multiple IQCs satisfied by � can be incorpo-
rated into the analysis. In particular, assume that
� satisfies the IQCs defined by the multipliers
f…kgNkD1. Then � satisfies the IQC defined by
any mutliplier of the form …˛ WD PN

kD1 ˛k…k

where ˛k � 0. The stability test amounts to
a semi-infinite, semidefinite feasibility problem:
find nonnegative scalars f˛kgNkD1 such that for
some � > 0,

�
G.j!/

I

�
…˛.!/

�
G.j!/

I


 ��I (3)

for all ! 2 R. This infinite family of matrix in-
equalities (one for each frequency) can be equiv-
alently expressed as a finite-dimensional linear
matrix inequality (LMI) under some additional
restrictions.

The structured singular value (�) approach
provides an alternative robust stability test in
the case of only linear, time-invariant uncertainty

r2 u2
G

y2

r1u1Δ
y1

Robust Synthesis and Robustness Analysis Tech-
niques and Tools, Fig. 1 Feedback interconnection for
IQC stability test
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(parametric or dynamic). Suppose � is drawn
from a set of matrices, � � Cm�n of the form

� D ˚
diag

�
ır1It1 ; : : : ; ı

r
V ItV ;

ıc1Ir1; : : : ; ı
c
SIrS ;�1; : : : ; �F

	 W
ırk 2 R; ıci 2 C; �j 2 Cmj�nj �

The inclusion of complex-valued, uncertain ma-
trices within � may seem unusual and hard to
motivate. However, in terms of their effect on
stability, these are equivalent to the uncertain
linear dynamic element introduced earlier in the
Uncertainty Modeling section. This is discussed
in more detail in the entry � Structured Singular
Value and Applications: Analyzing the Effect
of Linear Time-Invariant Uncertainty in Linear
Systems.

Using the Nyquist stability criterion, the
.G;�/ interconnection is stable for all � 2 �,
with N .�/ < ˇ if and only if G is stable, and

det.I �G.j!/�/ 6D 0

for all � 2 � with N .�/ < ˇ and all ! 2 R
including ! D 1. The importance of the nonva-
nishing determinant condition warrants a defini-
tion of its own, the structured singular value. For
a matrixM 2 Cn�m, and � as given, define

��.M/ WD 1

min f N .�/ W�2�; det .I�M�/D0g

unless no � 2 � makes .I �M�/ singular,
then ��.M/ WD 0. In this parlance, the .G;�/
interconnection is stable for all � 2 �, with
N .�/ < ˇ if and only if

��.G.j!// � 1

ˇ

for all ! 2 R including ! D 1.
In summary, the structured singular value ap-

proach employs a Nyquist-based argument, re-
sulting in a nonvanishing determinant condition,
which must hold over all frequency and all pos-
sible frequency-response values of the uncertain
elements. However, checking the nonvanishing
determinant is difficult, and sufficient conditions,

in the form of semidefinite programs (Doyle
1982; Fan et al. 1991) to ensure this are derived.
This results in semidefinite feasibility problems
which must hold at all frequencies. It is common
to verify these only on a finite grid of frequencies,
which is equivalent to ensuring that the closed-
loop poles cannot migrate across the stability
boundary at these frequencies. Semidefinite pro-
grams can be defined which carve out inter-
vals around these fixed frequencies to completely
guarantee stability.

Robust Synthesis
Synthesis refers to the mathematical design of the
control law. The nominal synthesis problem (with
no uncertainty) is formulated using the generic
feedback structure shown in Fig. 2. The various
signals in the diagram are the control inputs u,
measurements y, exogenous disturbances d , and
regulated variables e.P is a generalized plant that
contains all information required to specify the
synthesis problem. This includes the dynamics
of the actual plant being controlled as well as
any frequency domain weights that are used to
specify the performance objective. The objective
of an optimal control problem is to synthesize
a controller K that minimizes the closed-loop
(e.g., H2, H1, L1) norm from disturbances (d )
to regulated variables (e), i.e., solve

min
allowable K

kFL.P;K/k

where FL.P;K/ denotes the system obtained by
closing the controller K around the lower loop
of P . The H2, H1, and L1 optimal control
problems refer to the choice of the specific norm
kFL.P;K/k used to specify the performance. A
generalization of the H1 performance objective
is simply to require that the closed-loop map
from d ! e satisfy an IQC defined by a given
multiplier …, called the performance multiplier,
Apkarian and Noll (2006). The H2, H1 and L1
optimal control problems formulated as in Fig. 2
only involve signal uncertainty. In other words,
these design problems do not explicitly account
for the effects of model uncertainty.

http://dx.doi.org/10.1007/978-1-4471-5058-9_163
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Robust Synthesis and Robustness Analysis Tech-
niques and Tools, Fig. 2 Feedback interconnection for
H2, H1, and L1 optimal control

Robust synthesis refers to control design that
explicitly accounts for model uncertainty. It is
usually formulated as a worst-case optimization,
where the controller is chosen to minimize the
worst-case effect of the signal and model uncer-
tainty, loosely

min
allowable K

max
allowable d;�

kT .d;�;K/k

where d is a set of exogenous disturbances
and � corresponds to the model uncertainty
set. T represents the closed-loop relationship
between d , � and the controller K . �-synthesis
is a specific technique developed to synthesize
control algorithms which achieve robust
performance, i.e., performance in the presence
of signal and model uncertainty. The objective
of �-synthesis is to minimize over all stabilizing
controllers K , the peak value of �� .FL.P;K//
of the closed-loop transfer function defined by
the interconnection in Fig. 3. P is the generalized
plant model. The� block is the uncertain element
from the set �, which parameterizes all of the
assumed model uncertainty in the problem. The
�-synthesis optimization has high computational
complexity (so-called NP-hard problem), though
practical algorithms and software have been
developed to design controllers using this control
technique (Balas et al. 2013). Alternative robust
synthesis approaches exist and often involve
nonlinear optimization algorithms (Apkarian and
Noll 2006). Drastic simplification regarding the
models and uncertainty can be made resulting
in problems that can be solved using LMI and

Δ

zw

P de
u

K

y

Robust Synthesis and Robustness Analysis Tech-
niques and Tools, Fig. 3 Feedback interconnection for
� synthesis

semidefinite programming techniques (Boyd and
Barrat 1991; Boyd et al. 1994).

Computational Tools

The MATLAB Robust Control Toolbox is a
commercially available software product that
is part of the Mathworks control product line.
It is tightly integrated with Control System
Toolbox and Simulink products (Balas et al.
2013). The Robust Control Toolbox includes
tools to analyze and design multi-input, multi-
output control systems with uncertain elements.
The primary building blocks, called uncertain
elements or atoms, are uncertain real parameters
and uncertain linear, time-invariant objects.
These can be used to create coarse and simple
or detailed and complex descriptions of model
uncertainty. The uncertain object data structure
eliminates the need to generate models of
uncertainty and control analysis and design
problem formulations, thereby allowing the
practicing engineer to apply advanced robust
control theory to their applications. Functions are
available to analyze the robust stability, robust
performance, and worst-case performance of
uncertain multivariable system models using
the structured singular value, �. The Robust
Control Toolbox also includes multivariable
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control synthesis tools to compute controllers that
optimize worst-case performance and identify
worst-case parameter values.

The IQC-Beta Toolbox is a publicly avail-
able robust analysis toolbox based on the IQC
framework (Jönsson et al. 2004). A wide range
of robust stability and performance analysis tests
are available for uncertain, nonlinear, and time-
varying systems. IQC-Beta is written in MAT-
LAB and works seamlessly with the Control
System Toolbox objects and basic interconnec-
tion functions. The Users manual nicely com-
plements the literature on IQCs. The Computer
Aided Control System Design package in Scilab,
an open source numerical computation software,
includes functionality for robustness analysis and
the synthesis of robust control algorithms for
multivariable systems (http://www.scilab.org/).

Conclusions

Robust control analysis and synthesis software
tools are widely available and have been
extensively used by industry since the late
1980s. The availability of software tools for
robustness analysis and synthesis played a major
role in their wide and ubiquitous adoption in
industry. They have been successfully applied
to a variety of applications including aircraft
flight control, launch vehicles, satellites, compact
disk players, disk drives, backhoe excavators,
nuclear power plants, helicopters, thin film
extrusion, gas- and diesel-powered engines,
missile autopilots, heating and ventilation
systems, process control, and active suspension
systems.
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Abstract

Robustness analysis is the process of checking
whether a system’s function is maintained despite
perturbations. Robustness analysis of biological
models is typically applied to differential equa-
tion models of biochemical reaction networks.
While robustness is primarily a yes-or-no ques-
tion, for many applications in biological mod-
els, it is also desired to compute a quantitative
robustness measure. Such a measure is usually
defined to be the maximum size of perturbations
that the system can still tolerate. In addition, it
is often of interest to specifically compute fragile
perturbations, i.e., perturbations for which the
system loses its function.

Keywords

Biochemical reaction networks; Fragile perturba-
tions; Parametric uncertainty; Robustness mea-
sure; Structural uncertainty

Introduction

In biological systems analysis, robustness is the
property that a system maintains its function
in the face of internal or external perturbations
(Kitano 2007). For a robustness analysis, one

therefore needs to specify the system to be ana-
lyzed, the function that should be maintained, and
the perturbation class.

The models to which robustness analysis is
applied are mostly differential equation models
of biochemical reaction networks. They are gen-
erally written as

Px D Sv.x/; (1)

where x 2 Rn is the vector of intracellular
concentrations; S 2 Rn�m is the stoichiometric
matrix, containing the information how the in-
dividual network components participate in the
reactions; and v.x/ 2 Rm is the reaction rate
vector, in most cases a nonlinear function of the
concentrations x.

The biological functions that are being studied
by robustness analysis are very broad, pertain-
ing to the wide range of biological functions
implemented by biochemical reaction networks.
Specific problems being considered are:
1. The occurrence of qualitative dynamical pat-

terns such as sustained oscillations or multi-
stability, where the system converges to one
of multiple stable steady states depending on
initial conditions or external stimuli (Eissing
et al. 2005; Ma and Iglesias 2002).

2. The steady-state concentration value for a sub-
set of the biochemical network’s components
(Shinar and Feinberg 2010; Steuer et al. 2011).

3. Quantitative measures derived from the net-
work’s dynamics, for example, the period of
sustained oscillations (Stelling et al. 2004).
For the perturbation classes, two approaches

can be distinguished. In parametric robustness
analysis, a parametrized biological model is
given, and the perturbation consists in varying
the values of the parameters away from their
nominal value. In structural robustness analysis,
perturbations to the interaction structure of the
network or the functional form of the reaction
rate functions v.x/ are considered. Robustness
analysis with these perturbation classes is
presented in more detail below.

The perturbation class is also relevant for
two applications of robustness analysis which
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go beyond simply deciding whether a system
is robust or not. First, it is often of interest to
get a better quantification of robustness than a
binary decision. Then, it is common to define
a robustness measure, which usually quantifies
how large perturbations can be without affecting
the system’s function (Ma and Iglesias 2002;
Morohashi et al. 2002). Such a measure requires
an appropriate definition of the perturbation size.
With parametric perturbations, norms in parame-
ter space are often useful (Ma and Iglesias 2002;
Waldherr and Allgöwer 2011). With structural
perturbations, the proximity of interaction func-
tions in function space (Breindl et al. 2011) or the
number of changes in the interaction structure can
be evaluated.

Second, one often desires to compute spe-
cific non-robust perturbations, i.e., perturbations
within the given class for which the system loses
the considered functionality. There is a close rela-
tion between non-robust perturbations and the ro-
bustness measure, in that the norm of the smallest
non-robust perturbation is equal to the robustness
measure. Yet, it is often easier to compute a ro-
bustness measure than a non-robust perturbation.
Especially algorithms that give a lower bound on
the robustness measure will usually not provide a
non-robust perturbation.

An illustration of the key characteristics in
robustness analysis is shown in Fig. 1. This
also illustrates that any norm-based robustness

Robustness Analysis of Biological Models, Fig. 1
Illustration of key characteristics in robustness analysis

measure depends on the nominal situation, where
no perturbation is present.

When performing robustness analysis on a
mathematical model of the considered system,
the potential mismatch between model and sys-
tem has to be kept in mind. By comparing the
mathematical analysis results to experimental ob-
servations, robustness analysis methods are also
useful for the validation or invalidation of biolog-
ical network models (Bates and Cosentino 2011).

Robustness Analysis with Parametric
Perturbations

Robustness analysis with parametric perturba-
tions is applied to parametrized differential equa-
tion models of biochemical reaction networks,
which are described by an equation of the form

Px D Sv.x; �/; (2)

where � 2 Rp is a vector of parameters. Such
parameters may, for example, represent the total
expression level of proteins involved in the re-
action network, where usually a large variability
due to the stochastic process of gene expression
occurs.

This entry focuses on two specific system
functionalities for robustness with respect
to parametric perturbations, the qualitative
dynamical behavior, and the steady-state level of
a subset of the network’s components. These are
particularly relevant for biological models: the
dynamical behavior often represents qualitative
biological regulatory mechanisms, whereas the
steady-state level of network components with
a downstream regulatory effect is important for
the stimulus-response relation of a biological
network.

The Qualitative Dynamical Behavior
Considering the qualitative dynamical behavior,
it is of interest to distinguish situations of a
globally stable equilibrium point, multiple locally
stable equilibrium points, or sustained oscilla-
tions due to a limit cycle or more complex attrac-
tors. Since changes in these dynamical patterns
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correspond to the occurrence of bifurcations in
the model dynamics (2), this type of robustness
analysis is closely related to bifurcation analysis.
In the case of scalar, positive parameters�, a cor-
responding robustness measure DOR has been
defined by Ma and Iglesias (2002) as

DOR D 1 � max

� L�
�0
;
�0

O� ; 0
�
; (3)

where L� and O� are the closest bifurcation points
smaller and larger than �, respectively. The ro-
bustness measure DOR is between 0 and 1 and
indicates how much the parameter can be varied
before reaching a bifurcation: for any multiplica-
tive perturbation of less than .1 � DOR/�1,
no bifurcation will occur. A generalization to
multiparametric models has been proposed in
Waldherr and Allgöwer (2011): their robustness
measure % is defined as

% D supf% � 1 j no bifurcation occurs in the

hyperrectangle Œ%�1�0; %�0�g: (4)

The measure % directly gives the multiplicative
parameter variation up to which no bifurcation
occurs.

In general, the information required for a
bifurcation-based robustness measure will only
be available from a complete bifurcation analysis
of the model. When restricting the types of
bifurcations that are considered to bifurcations
of equilibrium point, one can however check
robustness by studying linear approximations
at the system’s equilibrium points. Since the
reaction rates v.x; �/ are usually modeled as
polynomial or rational functions, polynomial
programming methods can be applied to compute
a robustness measure (Waldherr and Allgöwer
2011) in this case.

The Steady-State Output Concentration
In biochemical network analysis, mostly linear
outputs of the form

y D Cx; (5)

with C 2 Rq�n are considered. A common
special case is that the rows of C are a subset of
the rows of the identity matrix in Rn, i.e.,

C D �
eT
i

�
i2Iy ; (6)

and Iy � f1; 2; : : : ; ng is the index set defining
the output concentrations.

A biochemical network has a robust steady-
state output concentration, if the steady-state out-
put Ny is independent of the parameters � (Steuer
et al. 2011). For a steady-state map Ny D h.�/,
this corresponds to the condition

h0.�/ D 0: (7)

For the special case of an output given
by (6), a sufficient and necessary condition
for steady-state output robustness has been
discovered by Steuer et al. (2011). The
condition amounts to checking that a vector
P , which describes the perturbation of the
reaction rates under parameter variations, is
in a subspace I D imM C kerS diag.˛/
for any ˛ in the kernel of S , where M is a
matrix composed of the normalized derivatives
of the reaction rates with respect to the
concentrations which do not appear in the output.
A notable underlying assumption here is that
the network’s steady state does not undergo
any local bifurcations within the considered
parameter region, which directly relates back to
the robustness analysis discussed in the previous
section.

For the special case where parameters are the
concentrations of conserved chemical species, a
sufficient condition for steady-state output ro-
bustness has also been discovered by Shinar and
Feinberg (2010). They propose the term absolute
concentration robustness for this property. Here,
the assumption that no local bifurcations occur
within the considered parameter region is not
required a priori but rather is also a consequence
of the proposed condition.
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Robustness Analysis with Structural
Perturbations

Robustness analysis with parametric perturba-
tions is based on the assumption that the re-
action rate expressions are exact and that all
perturbations are captured by parameter varia-
tions. This assumption can hardly be justified
for many practical models, and an analysis with
structural perturbations becomes necessary. Such
analyses have discovered models which are very
robust against parametric perturbations but non-
robust against structural perturbations (Jacobsen
and Cedersund 2008).

The biological functions for which rigorous
results on structural robustness are available are
again related to the nonoccurrence of bifurcations
in the model. For the restriction to local bifur-
cations of equilibria, linear systems theory offers
efficient analysis tools for structural robustness.

In a first step, a structural perturbation of
the network’s interaction graph was suggested
(Jacobsen and Cedersund 2008). This approach
considers the network’s Jacobian

A D S
@v

@x
. Nx/ (8)

evaluated at a steady state Nx. The Jacobian is then
perturbed to

QA D diagAC .A� diagA/.I C�/; (9)

where diagA is the diagonal of A and � is a
perturbation matrix, containing uncertain time-
invariant linear systems as elements.

As an alternative approach, Waldherr et al.
(2009) have suggested a structural perturbation
of the reaction rate expressions. Thereby, the
network’s Jacobian is perturbed to

QA D S



@v

@x
. Nx/C�

�
: (10)

In the case of real �, this perturbation simply
corresponds to a change in the reaction rate slopes
at steady state.

With both approaches, robustness analysis
with structured singular values can be applied
to test for changes in the local dynamics at the
considered equilibrium point. This allows to
evaluate a model’s robustness against this type
of structural perturbations and also yields non-
robust perturbations.

Summary and Future Directions

Robustness analysis of biological models is well
established in biological network theory. Math-
ematical methods rooted in systems and control
are particularly beneficial for approaching this
task.

While this entry focuses on models of bio-
chemical reaction networks given by differential
equations, the robustness analysis problem has
also been studied in other model frameworks,
for example, discrete dynamical models (Chaves
et al. 2006). Yet, beyond simulation-based stud-
ies, robustness analysis is still an open problem
in many practically relevant biological model
classes. This concerns, for example, stochastic
models or models on the cell population level.

In a similar manner, it will be important to
extend the perturbation classes that are being
considered and to include, for example, time-
varying or other perturbations that are relevant
for biological models. Concerning the biological
function, most robustness analysis methods focus
on the steady-state behavior. In the future, it
will be of interest to also take, for example, the
transient dynamics into account.

In linear systems theory, the concept of robust
performance is well established. While efforts
have been made to transfer that concept to bio-
chemical networks (Doyle and Stelling 2005),
it remains difficult to quantify performance of
such networks, thus impeding the development
of stringent robustness analysis tools. One of
the reasons for this difficulty is certainly that
biological performance is more naturally defined
in the time domain than in the frequency domain,
which narrows the conclusions that could be
drawn from a direct application of classical robust
performance analysis methods.
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Abstract

Robust quantum control theory is concerned with
the design of controllers for quantum systems
taking into account uncertainty is the model of the
system. The robust open-loop control of quantum
systems is discussed in this entry. Also discussed
is the robust stability analysis problem for quan-
tum systems, and two forms of quantum small
gain theorem are presented. In addition, the entry
discusses the design of robust quantum feedback
control systems.
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Introduction

The control of systems whose dynamics are gov-
erned by the laws of quantum mechanics is the
subject of quantum control theory. The topic of
quantum control theory is covered in the com-
panion article Petersen (2014). As in the case
of classical control theory, the models used in
quantum control are often subject to uncertain-
ties. This motivates the study of robust quantum
control, in which the quantum systems to be
controlled are modeled as uncertain quantum sys-
tems, e.g., see Mabuchi and Khaneja (2005). A
related problem is the problem of robust estima-
tion and filtering for uncertain quantum systems,
e.g., see Yamamoto and Bouten (2009). The issue
of robust stability is particularly important in the
case of quantum feedback control since in this
case, there is always the possibility of instability.
An important area of quantum control theory is
open-loop quantum control; see Petersen (2014).
Since uncertainties arise in the quantum system
models being considered, the robustness of open-
loop quantum control systems is also important,
e.g., see Li and Khaneja (2009), Rabitz (2002),
and Owrutsky and Khaneja (2012).

This entry surveys some of the important re-
search results on robust quantum control which
have arisen in various application areas. These
include some recent results on robust open-loop
control of quantum systems; see Zhang and Ra-
bitz (1994). Also considered are some recent
results on robust stability analysis results for
uncertain quantum systems, which amount to
quantum versions of the classical small gain the-
orem; see Petersen et al. (2012). Finally, the
entry looks at robust quantum feedback controller
design; see James et al. (2008) and Dong et al.
(2009).

Robust Open-Loop Control of
Quantum Systems

In the robust open-loop control of quantum sys-
tems, the quantum system is modeled in the
Schrödinger picture. The models can be given

either in terms of the Schrödinger equation for the
system state j .t/i:

i
@

@t
j .t/i D

"
H0 C

mX
kD1

uk.t/Hk

#
j .t/i (1)

or the master equation for the system density
operator �:

P�.t/ D �i
" 
H0 C

mX
kD1

uk.t/Hk

!
; �.t/

#
(2)

e.g., see Petersen (2014). In these equations, H0

is the free Hamiltonian of the system and Hk are
corresponding control Hamiltonians. In the ro-
bust open-loop control of quantum systems, these
quantities are assumed to be uncertain and the
control law uk.t/ is to be designed to guarantee
an adequate level of performance for all possible
values of the uncertainties. Here, performance is
measured in terms of the fidelity between the
actual final state or density matrix of the system
and the desired final state or density matrix, e.g.,
see Nielsen and Chuang (2000).

In the minimax optimal control approach to
robust open-loop control of quantum systems, the
uncertainties in the Hamiltonian are represented
in terms of a vector quantity w which is subject
to constraints. Then, the robust control problem
is the minimax optimal control problem

min
u

max
w
J.u;w/

where J.u;w/ is a suitable cost function, and the
problem is subject to the constraints defined by
the system dynamics (1) and the constraints on
the uncertainty w; see Zhang and Rabitz (1994).
Some standard numerical procedures have been
proposed to solve this minimax optimal control
problem with applications in chemical physics;
see Zhang and Rabitz (1994).

Related to the robust open-loop control of
quantum systems is the control of inhomoge-
neous quantum ensembles. In this problem,
the same control signal uk.t/ is applied to
a large number of quantum particles in an
ensemble. Also, the Hamiltonians corresponding
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to individual particles may have different
parameter values, and so this problem is
equivalent to a robust open-loop quantum
control problem, e.g., see Li and Khaneja
(2006). In studying this problem, the issue of
controllability has been considered (see, e.g., Li
and Khaneja 2009) as in the standard open-loop
quantum control problem; see Petersen (2014).
Also, numerical methods have been proposed
for constructing an optimal control law for
inhomogeneous ensembles, e.g., see Ruths and Li
(2012) and Owrutsky and Khaneja (2012). This
approach has arisen in applications to chemical
physics.

Robustness Analysis for Uncertain
Quantum Systems

The problem of robust stability analysis for un-
certain quantum systems was considered in the
paper D’Helon and James (2006) which was con-
cerned with the feedback interconnection of two
quantum optical systems as shown in Fig. 1. In
this interconnection, each of the quantum systems
is linear quantum optical systems described in the
Heisenberg picture by linear quantum stochastic
differential equations (QSDEs) of the form

dx.t/ D Ax.t/dt C Bdu.t/I
dy.t/ D Cx.t/dt CDdu.t/I (3)

Robustness Issues in Quantum Control, Fig. 1
Feedback interconnection of two quantum optical systems

see James et al. (2008) and Petersen (2014) for
more details on this class of quantum system
models. Here, x.t/ are vector system variables
which are operators on the underlying Hilbert
space of the system. Also, the input and output
fields are decomposed as du.t/ D ˇu.t/dtCdQu.t/
and dy.t/ D ˇy.t/dt C d Qy.t/ where ˇu.t/, ˇy.t/
denote the signal parts of the quantities du.t/,
dy.t/, respectively. Furthermore, dQu.t/, d Qy.t/ de-
note the noise parts of the quantities du.t/, dy.t/,
respectively, e.g., see James et al. (2008). Such a
system is stable and has a finite gain g > 0 if
there exist constants � > 0 and � > 0 such that

Z t

0

hkˇy.�/k2idt � �C �t

C
Z t

0

hkˇu.�/k2idt 8t > 0I

e.g., see D’Helon and James (2006) and James
and Gough (2010). Here, h�i denotes quantum
expectation.

The two quantum optical systems shown in
Fig. 1 are interconnected via beam splitters which
are described by equations

u1D �1w1 �
q
1 � �21y2I z1D

q
1 � �21w1 C �1y2I

u2D �2w2 �
q
1 � �22y1I z2D

q
1 � �22w2 C �2y1

where �1 2 .0; 1/ and �2 2 .0; 1/ are given
constants. The quantum small gain theorem es-
tablished in D’Helon and James (2006) shows
that if each of the quantum systems in Fig. 1 is
stable and has finite gains g1 > 0 and g2 > 0 re-

spectively such that
q
1 � �21

q
1 � �22g1g2 < 1,

then the feedback interconnected system will also
be stable and have a finite gain. This result can be
thought of as a stability robustness result if the
first quantum system is regarded as the nominal
quantum system and the second quantum system
is regarded as being the uncertain part of the
system subject to the given finite gain constraint.

An alternative approach to the robust stability
analysis of uncertain quantum systems considers
an uncertain quantum system described using the
.S;L;H/ description (see Petersen (2014) and
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Gough and James (2009) for more details on
this class of quantum systems). Here, the system
Hamiltonian is described in terms of vectors of
annihilation and creation operators a and a#,
respectively, as

H D 1

2

�
a	 aT

	
M

�
a

a#


C 1

2
Q�	� Q�

where M is a known complex Hermitian matrix
describing the nominal Hamiltonian,� is a com-
plex Hermitian uncertainty matrix subject to the

norm bound k�k � 2
�

, and Q� D E

�
a

a#


. Also,

E is a known complex matrix describing the
uncertainty structure. Furthermore, it is assumed
that S D I and the coupling operator vector L is

such that

�
L

L#


D N

�
a

a#


where N is a known

complex matrix. This uncertain quantum system
is robustly mean square stable if the H1 norm
bound condition

�����E


sI C iJM C 1

2
JN 	JN

��1
JE	

�����1
<
�

2

is satisfied where J D
�
I 0

0 �I


; see Petersen

et al. (2012).

Robust Feedback Control of Quantum
Systems

Schrödinger Picture Approaches to Robust
Measurement-Based Quantum Feedback
Control
A number of results have appeared which use
Schrödinger picture models (see Petersen 2014)
in robust measurement-based quantum feedback
control. These results are based on uncertain
quantum system models of the form (1) or (2) and
extend the results mentioned above by allowing
for measurements of the quantum system in order
to achieve improved robustness against uncer-
tainties in the system Hamiltonian. For example,
consider a quantum system of the form (1) with
uncertainties in the system Hamiltonian. Then a

measurement feedback robust control scheme can
be constructed which involves periodic projective
measurements on the system. In a projective
measurement of the quantum system (1), the state
j .t/i collapses to an eigenstate of H0 corre-
sponding to the measurement outcome obtained.
The sliding mode control algorithm uses open-
loop time optimal control (see Petersen 2014) to
steer the state of the system back to a specified
eigenstate of the system whenever a measurement
is obtained which does not correspond to this
desired eigenstate; see Dong and Petersen (2009).
This desired eigenstate is referred to as the slid-
ing mode domain, and the state of the system
is guaranteed to stay within the sliding mode
domain with a specified probability provided that
the measurement sampling period in the pro-
posed feedback control algorithm is chosen to be
sufficiently fast; see Dong and Petersen (2009).
In the case of two-level quantum systems, this
sliding mode control approach is implemented
using a Lyapunov method for open-loop quantum
control to steer the system back to the sliding
mode domain; see Petersen (2014) and Dong and
Petersen (2012). In all of these cases, robustness
is ensured by including uncertainty in the under-
lying quantum system models and then taking
this into account in the design of the control laws
and sampling period.

Another approach to the measurement-
based robust quantum feedback control problem
involves an extension of the robust open-loop
control results considered in section “Robust
Open-Loop Control of Quantum Systems.” In this
approach, robust open-loop control results are
extended to solve the problem of stabilization of
an ensemble of quantum particles; see Beauchard
et al. (2012).

Heisenberg Picture Approaches to Robust
Quantum Feedback Control
Consider a quantum linear system modeled in
the Heisenberg picture by quantum stochastic
differential equations (QSDEs) as follows:

dx.t/ D Ax.t/dt C Bdw.t/I
dy.t/ D Cx.t/dt CDdw.t/I (4)
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see Petersen (2014) for details on this class of
quantum system models which arises in the area
of quantum optics. In the robust quantum feed-
back control problem, the matrices A, B , C ,
D may be uncertain and a feedback controller
can be designed using the quantum H1 control
approach to ensure that the resulting closed-loop
system is robustly stable; see James et al. (2008).
In the case of measurement-based feedback con-
trol, the controller is a classical system described
by linear stochastic differential equations of the
form

dxK.t/ D AKxk.t/dt CBKdy.t/

ˇu.t/dt D CKxk.t/dt I (5)

see Petersen (2014). In the case of coherent feed-
back control, the controller is another quantum
linear system described by QSDEs of the form

dxK.t/ D AKxk.t/dt C BKdy.t/C NBKd NwK.t/
dyK.t/ D CKxk.t/dt C NDKd NwK.t/I (6)

see Petersen (2014).
In this approach to robust quantum feedback

control, the uncertainty in the quantum system
being controlled is represented by uncertainty
in the matrix A as A D QA C QB� QC where
� is a constant but unknown uncertain matrix
satisfying the bound �T� � I . The controller,
which may be either a classical controller or a co-
herent controller, is designed using the quantum
H1 approach. Then the resulting closed-loop
system will be robustly stable; see James et al.
(2008). Similarly, in the case of uncertainty in
the plant Hamiltonian matrix such as considered
in section “Robustness Analysis for Uncertain
Quantum Systems” or uncertainty in the form
of an uncertain subsystem connected optically to
the plant in feedback, also as considered in sec-
tion “Robustness Analysis for Uncertain Quan-
tum Systems,” then the quantum H1 approach
combined with the robust stability analysis results
of section “Robustness Analysis for Uncertain
Quantum Systems” shows that the quantum H1
method can also be used to design robustly stabi-
lizing controllers in these cases.

Summary and Future Directions

To date there have been only a few papers pub-
lished in the general area of robust quantum
control. The results which were considered in this
entry covered open-loop and feedback quantum
control problems along with stability robustness
analysis problems. A common theme in the re-
sults which were considered is that they were
based on uncertain quantum mechanical models.
It is expected that future research in this area will
intensify as the use of feedback control becomes
more prevalent in areas of experimental quantum
technology.
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Abstract

Run-to-run (R2R) control is a form of adap-
tive model-based process control that can be
tailored to environments where the process is
discrete, dynamic, and highly unobservable; this
is characteristic of processes in the semiconduc-
tor manufacturing industry. It generally has, at

its roots, a rather straightforward approach to
adaptive model-based control such as a first-order
linear plant model with moving average weight-
ing applied to adapt the (zeroth-order) constant
term in the model. Most of the complexity of
R2R control science lies and will continue to
lie in extensions to support practical applica-
tion of R2R control in semiconductor manu-
facturing facilities of the future; these exten-
sions include support for weighting and bound-
ing of parameters, run-time modeling of a large
number of disturbance types, and incorporating
prediction information such as virtual metrol-
ogy and yield prediction into the control solu-
tion.

Keywords

Adaptive control; Advanced process control
(APC); EWMA control; Feed-forward and
feedback control; Model-based control; R2R
control; Run-to-run control; Single-threaded
control; Virtual metrology; Wafer-to-wafer
control; Yield prediction

Introduction

The semiconductor manufacturing industry
involves the processing of semiconductor
“wafers” using a variety of physical and chemical
processes to produce dies or “chips” that contain
a number of nanometer size features organized
in layers. As feature sizes shrink, the industry
must innovate to maintain acceptable product
yield and throughput. One effective dimension
of innovation that has been utilized since the
early 1990s is model-based process control.
The use of this technology in semiconductor
manufacturing has been largely industry
specific due to unique industry requirements
and been given the name “run-to-run (R2R)
control.”

R2R control is defined as “: : :a form of dis-
crete process and machine control in which the
product recipe with respect to a particular ma-
chine process is modified ex situ, i.e., between

http://dx.doi.org/10.1007/978-1-4471-5058-9_243
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Run-to-Run Control in Semiconductor Manufacturing, Fig. 1 Input/output structure of a typical R2R control
solution

machine ‘runs,’ so as to minimize process drift,
shift, and variability” (Moyne et al. 2000). (The
“recipe” is the group of process settings for a pro-
cess or process step, e.g., temperature, flow, and
pressure.) The term “R2R control” was coined in
the early 1990s in the semiconductor industry as
the industry struggled to come up with mecha-
nisms to keep critical semiconductor manufactur-
ing processes such as chemical vapor deposition
(CVD), chemical mechanical polishing (CMP),
and reactive ion etching (RIE) under control.
The processes are highly unobservable and are
subjected to a number of disturbances. However,
many of these disturbances can be modeled or
tracked as they create measurable shifts in the
process (e.g., after a maintenance operation) or
gradual drifts in the process (e.g., chamber wall
“seasoning” of an etch process over time, result-
ing in polymer buildup on chamber walls, causes
changes to the operational effectiveness of the
tool). Process and product quality is generally
assessed through metrology measurements made
ex situ, i.e., after the process is complete; ex-
amples of post-process metrology parameters are
wafer average deposited or removed film thick-
ness and film uniformity. R2R control generally
uses statistically developed models of tool pro-
cess operation updated or “tuned” with process
metrology feedback information on a “run-to-
run” basis to keep the process under control and
process quality high, in the face of these process
drifts and shifts, as shown in Fig. 1. Note that the
granularity of control could be wafer-to-wafer, or
batch-to-batch (“lot-to-lot”), etc.

Run-to-Run Control Approach

Because the processes are highly unobservable
and dynamic, rather simple model forms are
usually employed with filtering techniques
used to track process shift and drift. The most
commonly utilized R2R controller in the industry
is the exponentially weighted moving average
(EWMA) controller. The algorithm uses a
linear model with an additional constant term.
(Equations will use the following notation:
arrays of vectors will be capitals, vectors
will be lower case, and indexing within a
vector or matrix will be lower case with
subscripts. In addition, the special subscript
“t” will be reserved for time or run number
information.)

Y D Ax C c (1)

where:
y D System output,
x D Input (Recipe),
A D Slope coefficients for equation,
c D Constant term for linear model.

Each output represents a target of control (usu-
ally measured by pre- and post-process metrol-
ogy tools), and each input represents an ad-
justable parameter in the recipe.

y1 D a11x1 C a12x2 C : : :a1mxm C c1

: : :

yn D an1x1 C an2x2 C : : :anmxm C cn (2)
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The models are generally developed by ex-
ecuting a design of experiments (DOE), where
the process area is explored with respect to the
allowed variation of the process inputs by pro-
cessing wafers with various input settings (see,
e.g., Box and Draper 1987). Statistical packages
are then used to determine the base model of
the form described in (1) at the normal process
operating point. As the processes are dynamic,
the base model is updated on a “run-to-run” basis
to compensate for model error. The algorithm
operates under the assumption that the underlying
process is locally approximated by a first-order
linear polynomial model in the form of equa-
tion (1) and that this polynomial model can be
maintained near a local optimal point solely by
updating the constant term “c.”

The control process involves updating the
model and then using that model to compute
a recipe update. The model is updated by first
comparing the actual process output, Yt, to the
model-predicted process output, AXt. Using an
EWMA filtering technique as an example, the
constant term, ct can be updated as follows:

ct D ˛.yt � Axt/C .1 � ˛/ct�1 (3)

where ’ is a weighting factor between 0 and
1, often called a “forgetting factor.” Note that
because of the additive nature of the EWMA
series, the Ct calculation only requires knowledge
(and storage) of the previous run measurements;
this, combined with its relative simplicity, led to
the widespread adoption of EWMA as the R2R
controller filter of choice in this industry during
the 1990s and early 2000s.

Once the model is updated, the process recipe
is calculated. Since there are generally more in-
puts that can be tuned than outputs measured, the
process is underdetermined and there is an infi-
nite solution space. Approaches such as Lagrange
multipliers are used to determine the solution that
is closest to the previous solution (Moyne et al.
2000).

Many extensions and alternatives to this
basic approach have been developed and
deployed over the past 10 years. These include
(1) the replacement of EWMA filtering with

other approaches such as the more general
Kalman filtering, (2) explicitly modeling drift
(termed “predictor corrector”), (3) modeling
updates to first-order terms (in the “A”
matrix), and (4) leveraging phenomenological
models that capture process knowledge in
equation forms, customized and tuned with
statistical data. Perhaps the most important
extensions to the basic approach involve
addressing the practical issues associated
with control systems application in this
area. For example, providing capabilities for
addressing bounding, weighting, and granularity
(e.g., integer) of input and output settings
often requires much more programming
effort than supporting the core algorithm
(Moyne et al. 2000).

Current Status and Future Extensions

Over the past 10 years, R2R control has evolved
from a value-added capability applied to a few
processes, to a required component to achieve
cost and productivity competitiveness in most
processes in the semiconductor manufacturing
industries (ITRS 2014). As part of this evolution,
a number of common trends in the R2R control
space have emerged:
Support for fab-wide reusable and reconfigurable
solutions for R2R control: As the benefits of
R2R control were proven across multiple pro-
cesses in semiconductor fabrication facilities, the
focus turned to reusable and reconfigurable inte-
grated “fab-wide” solutions for R2R control. The
event-based capabilities described in Chapter 9 of
Moyne et al. (2000) were leveraged to provide
these solutions as they allow for integration and
configuration of R2R control solutions to the
particular application environment. This event-
based approach has also been used to integrate
R2R control with other capabilities such as fault
detection and classification (FDC), work schedul-
ing, and “virtual metrology” (see below), to pro-
vide another level of benefits towards improved
product yield and throughput (Khan et al. 2007;
Moyne 2004, 2009).
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Movement to more granular control: The
evermore stringent requirements on product
quality are being addressed in large part by a
movement from batch-level control (often called
“lot-based control” in this domain), to wafer-
level control (usually called “wafer-to-wafer”
(W2W) control), to within-wafer (WIW) control.
Although the granularity has changed, the basic
approach to control has not. It is important to
note that the improvement in quality associated
with this trend results mostly from the use
of pre-(process) metrology to reject incoming
product disturbances, rather than post metrology
to address the dynamics of the plant model (ITRS
2014; Moyne et al. 2000).
Support for control across multiple recipes using
“single-threaded control”: Semiconductor man-
ufacturing process control systems are character-
ized by a number of disturbance types that usually
can be modeled as independent from the base pro-
cess model and from each other. Perhaps the most
common type of disturbance that is addressed
is recipe or product change. When there is a
change in product and related product recipe, a
single-process model must be adjusted to capture
this disturbance while maintaining knowledge of
process drift and/or shift. Oftentimes this pro-
cess disturbance can be modeled as a shift to
the overall process. Thus, the process model of
equation (1) can be adjusted to the following:

Y D Ax C c1 C c2 C c3 C : : :C cn (4)

where:

c1; c2; : : :cn�1 D constant terms associated
with modeled disturbances such as product

cn D constant term associated with process
dynamics (drift and shift)

c1 C c2 C : : :cn D c in Eq. (1)
Approaches have been devised for the assess-

ment of ci associated with a particular disturbance
type (Edgar et al. 2004; Zou 2013); the result is
that a single-control model can be used across
multiple product recipes and other disturbance
types.
Enhancing R2R control with “virtual metrology”:
Ex-situ metrology plays a crucial role in semicon-
ductor manufacturing as it is often the only source
of product quality data before and after a process.
However, given its high capital equipment cost
and cycle time impact on critical processes, op-
timizing metrology by minimizing wasteful use
and optimizing measurement value is important.
Virtual metrology (VM) is a new technology
rapidly gaining acceptance in the marketplace as
an efficient and cost-effective way to optimize
and augment metrology value. VM is a model-
ing and metrology prediction solution whereby
process and product data, such as in situ fault
detection (FD) information and upstream metrol-
ogy information, is correlated to post-process
metrology data. This same data can then be used
to predict metrology information when conven-
tional metrology data is not available (Cheng
et al. 2011; Khan et al. 2007).

One of the uses of VM that is expected to
become prominent over the next decade is in
support of enhanced R2R control. As shown in
Fig. 2, fault detection (FD) summary information

Run-to-Run Control in
Semiconductor
Manufacturing, Fig. 2
Virtual metrology
enhanced R2R control
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is used along with adaptive VM modeling to pre-
dict metrology information. The VM predictions
are then used to fill in the measurement gaps in
feed-forward and feedback control thus enabling
wafer-to-wafer or even within-wafer control. One
of the research challenges is to optimally tune the
control to best utilize both the real and predicted
metrology information. This requires that VM
data contain information on predicted measure-
ment data quality (Khan et al. 2007).

u.n/ Tunable process inputs
v.n/ FD summary information
y.k/ Metrology measurement data for mea-

sured wafers
Oy.n/ Predicted metrology measurements for all
wafers
˛1.n/ Feedback filter coefficient for feedback of

measured data
˛2.n/ Feedback filter coefficient for feedback of

predicted data
Movement towards interprocess and eventually
fab-wide control: The generally accepted vision
of the future of advanced process control (APC)
in general is a fabrication-wide fully integrated
solution that incorporates all of the APC ca-
pabilities (R2R control, FDC, fault prediction,
and statistical process control) as well as pre-
dictive capabilities such as predictive scheduling,
predictive maintenance, virtual metrology, and
predictive yield (ITRS 2014). Opportunities for
research and development exist with the inte-
gration of these technologies, especially as the
powers of the predictive domain are tapped. For
example, it is expected that R2R control will
eventually incorporate predicted yield as a target
with feedback to multiple coordinated process
controllers (Moyne and Schulze 2010). Thus, the
future of research in R2R control, while evolving,
should remain strong in the coming years.

Summary and Future Directions

R2R control is a form of adaptive model-based
process control that is tailored to environments
where the process is discrete, dynamic, and
highly unobservable; this is characteristic of
processes in the semiconductor manufacturing

industry. R2R control has evolved from a strictly
research effort in the early 1990s to a required
facility-wide capability in all of semiconductor
manufacturing. It generally has, at its roots,
a rather straightforward approach to adaptive
model-based control. Most of the complexity of
R2R control science lies and will continue to
lie in extensions to support practical application
of R2R control in semiconductor manufacturing
facilities of the future.

The science of R2R control will continue to
expand as the academic and industry communi-
ties look to incorporating capabilities that will
allow R2R control to continue to be an integral
part of the fabrication facility of the future. One
key research direction over the next decade is the
development of approaches for incorporating vir-
tual metrology and yield prediction into control
solutions. Other focus areas will likely include
hybrids of R2R control and continuous process
control, learning mechanisms for single-threaded
control in “high-mix” environments where there
are a large number of disturbances that should be
modeled, phenomenological R2R control mod-
els, and model libraries that combine stochastic
information with process physics and chemistry
knowledge, control solutions that are more di-
rectly optimized to financial parameters such as
yield and throughput, and R2R control solutions
that incorporate other analysis capabilities, such
as FDC, either algorithmically or via event-based
control rule approaches. Each of these topics
provides significant opportunity for research as
well as benefit in application to semiconductor
manufacturing facilities.
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