Chapter 9
Shocks as Burn-in

As described in the previous chapters, in conventional burn-in, the main parameter
of the burn-in procedure is its duration. However, in order to shorten the length of
this procedure, burn-in is most often performed in an accelerated environment.
This indicates that high environmental stress can be more effective in eliminating
weak items from a population. In this case, obviously, the larger values of stress
should correspond to the shorter duration of burn-in. By letting the stress to
increase, we can end up (as some limit) with very short (negligible) durations, in
other words, shocks. In practice, the most common types of shocks as a method of
burn-in are “thermal shock” and “physical drop”. In these cases, the item is
subjected to a very rapid cold-to-hot, or hot-to-cold, instantaneous thermal change
or the item is dropped by a “drop tester” which is specifically designed to drop it
without any rotational motion, to ensure the most rigorous impact. In this case, the
stress level (to be called shock’s severity) can be a controllable parameter for the
corresponding optimization, which in a loose sense is an analogue of the burn-in
duration in accelerated burn-in (see e.g., [1, 9].

This general reasoning suggests that ‘electrical’ (e.g., the increased voltage for
a short period of time for some electronic items), thermal and mechanical shocks
can be used for burn-in in heterogeneous populations of items. If the initial pop-
ulation is not ‘sufficiently reliable’, then the items that have survived a shock
might be more suitable for field usage, as their predicted reliability characteristics
could be better. Therefore, in this chapter, we consider shocks as a method of burn-
in and develop the corresponding optimization model. It should be noted that
several approaches (such as Environmental Stress Screening to be considered in
the next chapter) that exhibit a similar initial reasoning were already implemented
in industry as a practical tool (see, for example, [13, 16, 17].

As in the previous chapters, we will also assume that the population is the
mixture of stochastically ordered subpopulations. As before, we will consider both
discrete and continuous mixture models. Under this and some other natural
assumptions, we consider the problem of determining the optimal severity level of
a stress. Furthermore, we develop approaches that minimize the risks of selecting
items with large levels of individual failure rates for missions of high importance,
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314 9 Shocks as Burn-in

where failures can result, e.g., in substantial economic losses. We consider some
new measures for describing the corresponding optimal burn-in, which boils up in
obtaining the optimal severity of shocks. For instance, the losses that are mono-
tonically increasing with the value of the failure rate of items after burn-in are
introduced. Furthermore, focusing on the quality of relatively poor (with large
failure rates) items in the mixed population, some conservative measures for the
population quality are defined and the corresponding optimal burn-in with respect
to these measures is also investigated.

We will also consider burn-in for items that will operate (after burn-in) in the
environment with shocks. We assume that there are two competing risk causes of
failure—the ‘usual’ one (in accordance with aging processes in a system) and
environmental shocks. A new type of burn-in via the controlled (laboratory) test
shocks is considered and the problem of obtaining the optimal level (severity) of
these shocks is investigated.

9.1 Discrete Mixtures
9.1.1 General Setting

We assume in this section that a population is a mixture of two ordered
subpopulations—the strong subpopulation and the weak subpopulation. Let the
lifetime of a component from the strong subpopulation be denoted by Xy and its
absolutely continuous cumulative distribution function (Cdf), probability density
function (pdf) and the failure rate function be F;(¢), fi(¢) and 2,(z), respectively.
Similarly, the lifetime, the Cdf, pdf, and the failure rate function of a weak com-
ponent are denoted by Xw, F»(t), f>2(¢) and A,(¢), respectively. Let the lifetimes in
these subpopulations be ordered either in the sense of the failure rate ordering:

21(1) < 2a(t),for all 1 >0
or in the sense of the usual stochastic ordering
Fi(t) > F(t),for all >0,

where F;(t) =1 — F;(t), i =1,2. Assume that the mixing proportion (distribu-
tion) is given by

n(z):{n’ =2z

l—7n, z=2"

where z; and z;, z; <zp, are variables that represent the strong and the weak
subpopulations, respectively. Therefore, Z = (z1,z2) can be considered as the
discrete frailty in this case. Then the corresponding mixture distribution and the
density functions are defined as in the previous chapters:
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Fu(t) = nFy(t) + (1 — m)Fa(2),
In(t) = wfi (1) + (1 — m)fa(1),

respectively, and the mixture failure rate is

_ i)+ (1 - mh(0)
I (1) = npj )+ (1 — n);z(t)

= 7(z1|t) A1 (1) + 7(z2]t) 22 (1),

where the time-dependent probabilities are

TEFl(l)
nF (1) + (1 — n)Fa(r)’
(1= F()
nF (1) + (1 — n)Fa(1)

n(zi|r) =

n(zlt) = 1 — n(z1]t) =

Assume that at time f =0 an instantaneous shock has occurred and with
complementary probabilities it either ‘kills’ an item (i.e., a failure occurs), or
‘leaves it unchanged’. The following is the basic assumption in our reasoning:

Basic Assumption
The more frail (e.g., with the larger failure rate) the items are, the more susceptible
they are to be ‘killed’ by a shock.

Let 7,(z) denote the frailty distribution after a shock and let T and A,,,(¢) be the
corresponding lifetime and the mixture (observed) failure rate, respectively.
Denote the probabilities of failures caused by each shock for two subpopulations
as:

p1, Z=12i,
= 9.1
o= {2 0.1)
Here, in accordance with our Basic Assumption, p; < p,. It is easy to show that
(I—pym - _
ny(z) = { (1*P1(>1“+(1)(*1P2)()1*7T) =T L=
e = 1~ 2= 22
and
nfi(t) + (1 — m)fa (1) ;
ms(t) = —= = = my(z1|t) A1 (¢ s(22|t) 22(1), 9.2
e e T AT ROREACT ORI R
where
TCSF| (t)
(71 |t) = —= _
(@l =25, )+ (1 —m)E>(1) i
(1 —my)F(1)

n(zalt) = 1 — n(zt) = T (1) + (1 — 1) Fa(1)
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The corresponding survival function is given by
Fous(t) = nFi(t) + (1 — m) Fa(2).

The following initial result justifies the fact that a shock can be considered as the
burn-in procedure.

Theorem 9.1 Let p; <p».

) If M(1) < Aa(2), for all t >0, then Ayg(t) < An(t), Ve € [0, 00).
(i) If F1(t) > Fa(t), for all t >0, then F,(t) > F,,(t),Vt € [0, 00).

Proof Observe that 4,(t) and A,,(f) are weighted averages of A,(¢) and 1,(¢).
Then it is sufficient to show that 7,(z;|¢) > 7(z;|f). Note that

7'CF1 (l) . Fl (l)
() + (1 —0)FG)  Fi0) + (1/n— DE®)
is increasing in 7, and

— (1 —pyz = n(l —n)(p2 — p1)
(1 =pi)m+(1=p2)(1 —m) (1—p)a+(1—p)(1—mn) =

() =

Ty —

Therefore, 75(z|t) > n(z1]¢) and we can conclude that A,,,(¢) < 4,(¢), Vt € [0, 00).
On the other hand, F,,(¢) and F,(t) are also weighted averages of F;(¢) and
Fz(t). Then the second result is obvious from the fact that 7, > 7. O

Remark 9.1 The above result implies that reliability characteristics of a population
of items that have survived a shock have improved. This justifies the described
burn-in procedure as a measure of improving the ‘quality’ of a heterogeneous
population. Depending on assumptions, Theorem 9.1 states that the population
lifetime random variable after a shock is larger than that before the shock either in
the sense of the failure rate ordering, or in the sense of the usual stochastic
ordering. Note that individual characteristics of an item that has survived a shock,
due to our assumption, are same as before.

9.1.2 Optimal Severity for Population Quality Measures

The optimal burn-in time is the main characteristic of interest in conventional
burn-in procedures. In our model, the ‘severity’ of a shock in a way corresponds to
this burn-in time. Therefore, we will suggest now an approach for determining an
optimal magnitude of a shock that maximizes the ‘quality’ of our population after
burn-in.
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Denote the magnitude of a shock by s € [0, c0]. Assume that the ‘strength’ of
the component in a strong subpopulation is a continuous random variable, which is
denoted by U. By ‘strength’ we understand here the corresponding measure of
resistance to a single shock, i.e., if s > U, then the failure occurs. Let the Cdf, the
survival function, and the failure rate function of U are denoted by G(s), G(s), and
r(s), respectively. Similarly, let the strength of the component in a weak sub-

population be denoted by U,,. Then, in accordance with our Basic Assumption, let
U>,U,.
It is easy to see that this inequality is equivalent to
G, (s) = G(p(s)), for all s > 0, (9.3)

where G,,(s) is the Cdf of U, p(s) is an increasing function, p(s) > s for all s >0,
and p(0) = 0. It follows from (9.1) that the probabilities of failure for this case are
given by

Plas) = {521 Zaoly, ion 64

Then p; < p, holds for all s € [0,00). Under the above setting, /,,(¢) is also a
function of s and therefore will be denoted as A, (7; s):

Lo i F (1) (1 — mg)Fa(2)
i) = o m T (=m0 R0 —mRe 20
where
- (1- G
=Gt (-GN — )
e (=Gl

(1=G(s))m+ (1= G(p(s)(1 —m)

Denote the expected lifetime (as a function of s) of an item that has survived a
shock by m(s) and, by P(t,s), the probability of success (survival probability) for
a mission time t. We are interested in ‘pure’ maximization of these functions
without considering any costs or gains. Thus we want to maximize (with respect to
s) the following functions:

[e'¢} t

m(s) = / expd — / Joms (165 5)dut S, 9.5)

0 0

P(t,s) = exp —/ims(u;s)du ) (9.6)
0
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Intuitively, the first guess would be: the larger is the level of severity s, the larger
are the functions of interest, which means that formally s* = co and we understand
this notation here and in the rest of the chapter only in the described sense.
However, as the strength of the item is given by distributions in (9.3), there can be
the other non-intuitively evident possibility.

In order to investigate the maximizations of (9.5) and (9.6), consider a more
general problem—the uniform minimization of A,,(¢;s), for all fixed # >0, with
respect to s € [0, 00]. That is, find s* which satisfies

st = arg i[r(l)f ] Jms (3 5), for all fixed ¢ > 0.
s € (0,00
Denote by R(s) = [, r(u)du the cumulative failure rate that corresponds to the Cdf
G(s). Then the following result describes the optimal severity s*.

Theorem 9.2 Ler /(1) < Jy(t), for all t>0. Then the optimal s* is the value
which maximizes R(p(s)) — R(s). In particular,

(1) If r(s) is increasing and p'(s) > 1, then s* = .
(ii) If% > 1, for s<sy, and M <1, for s > sg, then s* = s.

r(s)

Proof Note again that in accordance with (9.2), A,(t;s) is the weighted average
of 2;(¢) and A(¢#) with the corresponding weights 7,(zi|t) and 73(z2|f) =
1 — my(z1]t), respectively, and

_ TESF1 (l‘) _ Fl (l)
WF 0+ (1 —m)FB()  Fi0) + (1/m — DE )

is increasing in 7. Thus, for each fixed >0, as A;(¢) < A,(¢), the minimum of
Jms(t;s) is obtained by maximizing

ms(21]1)

(1-G(s)m
(1=G(s))m+ (1= G(p(s))(1 —m)
This problem is equivalent to minimizing

1 - G(p(s))
1 —G(s)

9.7)

Ty =

= exp{—[R(p(s)) — R(s)]}-

Therefore, the minimum can now be attained by maximizing R(p(s)) — R(s).

(i) Denote ¢(s) = R(p(s)) — R(s). Then ¢'(s) = p/(s)r(p(s)) — r(s). As p'(s) > 1
and r(x) is increasing,

¢/(5) = p/()r(p(s)) = r(s) > rl(p(s)) — r(s) 20,

where assumption p(s) > s is used. Thus, in this case, s* = oc.
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Fig. 9.1 Graph for #(s) 7(s)

4
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(i1) Assume now that W > 1, for s <sg, and W <1, for s > 59. Then

¢'(s) > 0, for s<so, and ¢'(s) <0, for s > sp, which implies s* = so.
O
Example 9.1 Let r(s) =e*+1,5>0, and p(s) = /5,0<5<1/2; p(s) =s+

(1/v2—1/2,)s>1/2. The graph for n(s) = p'(s)r(p(s))/r(s) is given in
Fig. 9.1. Then it can be seen that there exists some 0 <sy < oo which satisfies

p'(s)r(p(s))
r(s)

Thus, obtaining this value numerically: s* = sq = 0.204.

> 1, for s <sy and <1, for s > s9.

Remark 9.2 In practice, obviously, there exists a maximum level of stress s, < oo
that can be applied to items without destroying the whole population or without the
non-negligible damage in the survived items. In this case, the first part of Theorem
9.2 is modified to s* = s,, whereas, for the second part of Theorem 9.2, if 57 <,
then s* = sy; otherwise s* = s,.

Let s* be the optimal severity level which satisfies

s*=arg sup F,(t;s),for all fixed > 0.
s€[0,00]

Corollary 9.1 Suppose that Fi(t) > F,(t), for all t > 0. Then the optimal s* is the
same as the value which minimizes Ay(t;s), for all fixed t > 0.

Proof Observe that F(t;s) is the weighted average of F;(t) and F,(¢):

Fus(t;s) = nFi (1) + (1 — 7)) Fa(1).
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As F(t) > F5(t) and s*, in accordance with Theorem 9.2, maximizes 7, the result
follows immediately. U

Note that maximizations of m(s) and P(t;s), which can be expressed as [see
Egs. (9.5) and (9.6)]

m(s) = [ Fous(t;5)dt,

0\8

P(t;5) = Fous(t35),

is equivalent to uniform maximization of me(t; s). Therefore, optimal s* is the
same as given in Corollary 9.1.

In the framework of our burn-in model, consider now the corresponding gains
and penalties defined for four mutually exclusive events. Denote:

g1: gain due to the survival of a strong component

c1: penalty incurred by the elimination of a strong component
g>: gain due to the elimination of a weak component

cy: penalty incurred by the survival of a weak component.

In accordance with this notation and relationship (9.4), the expected gain
resulting from the burn-in procedure performed by a shock is given by the fol-
lowing function of severity s:

(s) = 817G(s) + g2(1 — 1)G(p(s)) — c1nG(s) — e2(1 = m)G(p(s))
)+

—(mg1 +me1)G(s) + (1 = m)ga + (1 = 1)c2)G(p(s)) + g1 — (1 — 7).
(9.8)
It is clear that maximization of ¢(s) is equivalent to minimization of
(g1 +c1)G(s) + (1 = m)(g2 + e2)(1 = G(p(s)))
or to minimization of
Y(s) = wiG(s) + w2l = G(p(s))), (9:9)

where the weights w; and w; are

_ n(g1 +c1)
n(gi+ec1) + (1 —m)(g2+c2)’

Note that the probability of failure of a strong component G(s) can be interpreted
as the risk that the strong component will be eliminated by a shock. On the other
hand, (1 — G(p(s)) can be regarded as the risk that a weak component will survive
a shock. Expressions (9.8) and (9.9) imply that maximization of expected gain is
equivalent to minimization of the weighted risk. Observe that when s = 0, ¥/(0) =
wy and when s — 0o, Y(0c0) = wy.

W2:1—W1.
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The optimal severity s* should be obtained numerically, however, we can define
an upper bound for s* under some additional conditions.

Theorem 9.3 Let wi > wy, p'(s) <wi/wa, for all s > so, and r(s) is decreasing
for s > s;. Then the upper bound for optimal severity level s* is given by
max{so, s }, that is, s* <max{so, s}

Proof Observe that

V' (s) = wir(s) exp{=R(s)} — w2p'(s)r(p(s)) exp{=R(p(s))},

where R(s) = [; r(u)du. If p'(s) <wy/ws, for all s > so, and r(s) is decreasing for
s > sy, then ¥/(s) > 0, for all s > max{so,s;}. This implies that y(s) is strictly
increasing for s > max{sg,s;}. Thus the upper bound for s* is given by
max{sg, 51 }. d

Example 9.2 Suppose that w; =0.6,w, =04,r(s) =1,0<s<2; r(s) =
e2,5>2, and p(s) = 55,0<s<1; p(s) = s+ 4,5 > 1. Then, in this case, sp =
1.0 and s; = 2.0. Therefore, s* < max{so, s;} = 2.0. The graph for y(s) is given in
Fig. 9.2.

It can be obtained numerically that s* = 0.302.

9.1.3 Optimal Severity for Minimizing Expected Costs

In this section, we consider two models of determining the optimal severity
minimizing the expected cost function, which takes into account burn-in and field
operation.

Fig. 9.2 Graph for y(s) w(s)

0.5 1 1.5 2 2:5 3
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9.1.3.1 Model 1: Minimization Without Replacement During
Field Operation

An item is chosen at random from our heterogeneous population and is exposed to
a shock. If it survives, then it is considered to be ready for usage, otherwise the
failed item is discarded and the new one is chosen from the population, etc. This
procedure is repeated until the first survived item is obtained.

Let ¢, be the shop replacement cost and ¢ be the cost for conducting a single
shock. Let ¢ (s), as a function of s, be the expected cost for eventually obtaining a
component which has survived a shock. Conditioning on the event that the com-
ponent survives (or fails) a shock, the following equation can be obtained:

c1(s) = (1 = P)es + ((¢5 + ¢5r) + 1(5))P, (9.10)
where P = G(s)n + G(p(s))(1 — m) is the probability that an item from the mix-
ture population does not survive the shock. Then, from Eq. (9.10):

¢t eyl Cs + Cor

Cl(s)_ﬁ:_csr"_ 1—p . (911)

Let:

The cost ¢, is incurred by the event {7y <t} (Failure of the Mission);
The gain g, results from the event {7, > 1} (Success of the Mission).

Then the expected costs during field operation, c¢,(s), is given by
e2(8) = =g (mF1(1) + (1 = m)Fa(7)) + em(m:Fi (1) + (1 — ) Fa (1)),

where 7; is defined by Eq. (9.7). Then the total expected cost c¢(s) is

Cs + Cgr
W=al)tel) = ot S G -0
o Gl e BEI-m
(&n + ’")<6<s)n+6<p(s>><1 o O e G X ) o

Let s* be the optimal severity level that satisfies

s =arg xei[glfw]c(s).

The following theorem defines properties of optimal s*.

Theorem 9.4 Let Fy(t) > F(t), for all t > 0. If R(p(s)) — R(s) strictly decreases
for s > s, then s* <sg. In particular,

(i) If p'(s) > 1 and r(x) is increasing, then s* <oo.
(i1) If%g’)’(m <1, for s > 50, then s* <sp.
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Proof Note that ¢;(s) strictly increases from c¢;(0) = ¢, to ¢1(00) = 0. Also
observe that ¢3(s) = —(gmu + Cm)Fms(T;8) + i, Where F,(t;s) is the weighted
average of F|(t) and F,(t) with the corresponding weights ©; and 1 — 7,
respectively. If R(p(s)) — R(s) strictly decreases for s > so, then, by similar
arguments as those described in the proof of Theorem 9.2, ¢, (s) strictly increases
for s > so. This imply that c(s) strictly increases for s > sp and thus we can
conclude that optimal s* <.

(i) From the proof of Theorem 9.2, it can be seen that if p’(s) > 1 and r(x) is
increasing, then c,(s) strictly decreases for s > 0. But ¢(c0) = oo and thus

s* <oo
@) If p'(s)r(p(s))/r(s)<1, for s > so then, from the proof of Theorem 9.2, it is
easy to see that ¢, (s) strictly increases for s > so, and thus s* < so. O

Assume now that the expected gain during field operation is proportional to the
mean lifetime. Then the expected cost (i.e., the negative gain) during field oper-
ation is

o0 o0

Cz(S) =—k ns/Fl(t)dt-i- (1 — TES)/Fz(l)dl s
0

0
and the total expected cost is given by

Cs + Cyr
G(s)m +Glp(s))(1 — m)

G(s)n r 6( (N1-n) [
_k<G() + G(p(s) 1710/ i dH_i )+ G(p(s))( 177r/ 2t)dt>7

0

c(s) = —

(9.12)
where k is a constant of proportionality. Then the following corollary holds:

Corollary 9.2 Let Fi(t) > F,(t), for all t > 0. Then the properties of optimal s*
for the total expected cost function (9.12) are the same as those described in
Theorem 9.4.

The proof is similar to that of Theorem 9.4. O

9.1.3.2 Model 2: Minimization with Replacement During
Field Operation

Assume that if an item fails during field operation, it is replaced by another item
which has survived a shock at a cost ¢y > ¢,. The time intervals between two
consecutive replacements constitute a renewal process. Therefore, in accordance
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with Fs(t) = ngFy (¢) + (1 — m;)F2(¢) and Eq. (9.7), the mean time between two
consecutive replacements is equal to

o0

gs 1_n/ ! dt+_ Glo (_))(l_n) /E(r)dt.
0

0

(9.13)

Then, by the renewal reward theory argument, the expected cost rate ¢(s) is given
by

1

G(s)n G(p(s))(1
G(s)n+G(p(s)) (1 n)fF dt+_s)n+G( () (1— n)fF2

Cs + Csr _¢
. <6<s>n PR )>

where the denominator is just an expected duration of a renewal cycle given by
Eq. (9.13) and the numerator defines the expected cost incurred during this cycle
(taking into account that the expected cost during burn-in is given by (9.11) and
the replacement cost during field operation is given by c¢y).

Let s* denote the optimal severity which satisfies

c(s) =
(9.14)

§*=arg Sel[gfoo]c(s)

Then, similar to Theorem 9.4, the following result is also true:

Theorem 9.5 Let F(t) > F(t), for all t > 0. If R(p(s)) — R(s) strictly decreases
for s > s, then optimal s* < sy. In particular,

(1) pr( ) > 1 and r(s) is increasing, then s* <oo.
(ii) pr ) <1, for s > so, then the optimal s* < so.

Proof Rearranging terms in (9.14):

E‘(S) _ Cs + Cyr
) [y Fi(t)dt + G(p(s)) (1 — m) [,° Fa(r)dt
+ Cr — Cyr
Gls)r _ Glpe)( '
SEcenia Jo F1(0dr+ —5Jo Fa(0)dt

Gls)m G(ﬂ(

The first term in the right-hand side strictly increases for s > 0. Note that the
denominator of the second term is the weighted average of [;° F(¢)dr and
Jo  Fa(t)de (f,° Fi(r)dr> [ F5(r)dt) with the corresponding weights 7, and



9.1 Discrete Mixtures 325

1 — &g, respectively. Then, following the procedures described in the proof of
Theorem 9.4, we can obtain the desired result. O

Remark 9.3 In ‘ordinary’ burn-in, as discussed in the previous chapters, when the
lifetimes of items are described by the distributions with the bathtub-shaped failure
rate, the following property holds: the optimal burn-in time should be smaller than
the first change point (see, e.g., [5, 12]). In our reasoning, optimal stress levels, in
accordance with Theorems 9.2, 9.4, and 9.5, in a similar way also depend on the
properties of the distribution of strength.

Remark 9.4 In practice, the cost parameters (cy,Cyr,Cf,Cm,&m) might not be
estimated precisely, which could make the optimization procedure difficult. In this
case, the Receiver Operating Characteristic (ROC) analysis can be adopted and
effectively used to determine the optimal burn-in time which minimizes the cor-
responding cost functions. A reference for this approach can be found in Wu and
Xie [15], where the application of ROC analysis is used to remove the weak
subpopulation in burn-in problems.

9.2 Continuous Mixtures
9.2.1 The Impact of Shocks on Mixed Populations

Consider a population of identically distributed items with lifetimes
T;,i=1,2,.... Each item ‘is affected’ by a non-observable univariate frailty
parameter Z; and the lifetimes 7; are conditionally independent given the values of
parameters Z; = z;. Assume that these parameters are i.i.d with a common pdf 7(z)
and with support in [0,00). (The general support [a,b), 0 <a<b<oo can be
considered as well.) Then, obviously 7;,i = 1,2,... are also i.i.d. For conve-
nience, the sub index “i” will be omitted and, therefore, the lifetimes and frailties
for all items will be denoted by T and Z, respectively. Thus, obviously, T is

described by the mixture Cdf and pdf

Fu(1)

/ F(t,z)7n(z)dz,
0

fult) = / £t m(z)dz,
0

respectively, where F(t,z) = F(t|z) = Pr[T <t|Z = 7], f(t,2) = F'(t,z) are the
corresponding conditional characteristics for realization Z = z.
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Then the mixture (observed) failure rate A,,(¢), similar to (5.11, 5.12) is

_ Jm(1)
j-m(l‘) - Fm(l)

j’cf (t,2)m o0 (9.15)

= fo - /A 7(z|t)dz,
[ F(t,2)n(z 0
0

where
n(z|lt) =n % (9.16)
0

In the framework of the model described above, we will consider mixed popula-
tions of stochastically ordered subpopulations.

Remark 9.5 The foregoing definitions and properties describe a standard statistical
mixture (or frailty) model for an item and for the collection of items (population)
as well. However, the following interpretation can be also useful, as frailty models
were initially developed in demographic and actuarial studies as a method of
describing heterogeneity in large populations (see, e.g., [3, 11, 14]; and references
therein). Thus, we assume that heterogeneity, described by the unobserved frailty,
is a property of an infinite population. It usually means that, due to different
environments, conditions, different manufacturers, etc., the population consists of
subpopulations of items with different statistical properties. Pooling at random
items from this population results in the described mixture model.

Assume that an item is put into operation for the mission time t with the
required survival probability P,(t). If

T

exp —/im(u)du > P, (1), (9.17)

0

then everything is fine and we do not need to improve the performance of our
items. On the contrary, if this inequality does not hold, the burn-in procedure can
be performed. There are different types of these procedures and we will consider
here the burn-in that is performed via shocks that can eliminate the weak items.

Throughout this section, the impact of a shock is described by the following
general assumption:

Assumption An instantaneous shock either ‘kills’ an item with a given proba-
bility or does not change its stochastic properties with the complementary prob-
ability. The more ‘frail’ (e.g., with larger failure rate or with smaller survival
function) an item is, the larger is the probability that a shock will ‘kill’ it.
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The following burn-in procedure is employed:

® Burn-in procedure by means of shocks. An item is exposed to a shock. If it
survives, it is considered to be ready for usage, otherwise the failed item is
discarded and a new one is exposed to a shock, etc.

This setting can be defined probabilistically in the following way: Let 7,(z)
denote the pdf of the frailty Z; (with support in [0, 00)) after a shock and let A,,,(7)
be the corresponding mixture failure rate. In accordance with (9.15):

o0
Ams ( //L t,7)my(z]t)dz,
0

where, similar to (9.16), 7,(z|t) is defined by the right-hand side of (9.16) with 7(z)
substituted by 7,(z).

First, assume formally that population frailties before and after a shock are
ordered in the sense of the likelihood ratio (see Sect. 2.8):

Z> R Zs, (9.18)
which in our terms is defined as
8(2)n(z)
m5(2) = o —"—, (9.19)
Jo 8(z)m(z)dz

where g(z) is a decreasing function and therefore 7,(z)/7(z) is decreasing. As it
will be discussed in the next subsection, the function g(z) can be interpreted as the
survival probability of an item with frailty z after the shock. Therefore, the
assumption that g(z) is a decreasing function of z corresponds to our general
“Assumption”. Note that the ‘likelihood ratio ordering’ for mixing (frailty) dis-
tributions was used by Block et al. [4] for ordering optimal burn-in times in
‘ordinary’ burn-in settings (without shocks): the larger frailty corresponds to the
larger optimal burn-in time for some specified cost functions. It seems that this
ordering is natural for stochastic modeling in heterogeneous populations. The
following important theorem shows that depending on assumptions, the likelihood
ratio ordering of frailties leads either to the failure rate or to the usual stochastic
ordering of population lifetimes.

Theorem 9.6 Let relationship (9.19), defining the mixing density after a shock,
where g(2) is a decreasing function, hold.

(i) Assume that

Mty z) <Mt z2),  z21<22,V¥z1,22 € [0,00],1>0. (9.20)
Then
Jons (1) < om(2); V120, (9.21)
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(ii) Assume that
F(t,21) >F(t,22), 21<2,Vz1,22 € [0,00],1>0. (9.22)
Then
Fous(t) > Fp(1),Vt >0, (9.23)
where /,,4(t), Fs(t) are the population (mixture) failure rate and the survival

function after a shock, respectively.

Proof Note that, inequalities (9.20) and (9.22) define two types of stochastic
orderings for subpopulations, i.e., the failure rate ordering and the usual stochastic
ordering, respectively.

(i) It can be shown [10: p. 164] that:
SEGN[ Ao m(t)]
= sign / / 1) F(t,5) (A(t,u) — A(t,5)) (7 (u) 7 (s) — 705 (5)7(u) )duds, (9-24)
D>
which is negative due to definition (9.19) and assumptions of this theorem.

(i) As g(z) is a decreasing function, and the survival function F(t,z) is also
decreasing in z, it can be easily shown using the mean value theorem that

Foalt) = Fonlt) = 20 ooff(t 28 752; ft 0/ )dz>0.  (9.25)
Indeed
/ g(z)n(z)dz = g(z")
0
and

o0

/ F(t,z (z)dz,

0

where g(z*) and g(z**) are the corresponding mean values. As F(t, z) is decreasing
in z, 7** <z*. Therefore, taking into account that g(z) is a decreasing function,
(9.25) follows. Note that the usage of the mean value theorem relies on the

continuity of g(z). Alternatively, the general case (without this assumption) can be
proved similar to the proof in (i) (see also Theorem 9.7). O
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Remark 9.6 Inequality (9.20) is a natural ordering in the family of failure rates
A(t,z),z € [0,00) and trivially holds, e.g., for the specific multiplicative model:

At,z) = ZA(1). (9.26)

Remark 9.7 Theorem 9.6 means that the population quality (in terms of the failure
rate or the survival function) has improved after a shock. Thus, in accordance with
our statistical ‘frequentistic’ interpretation (see Remark 9.5) when ‘the whole
population’ is exposed to a shock, the items that have passed this test form a new
population with better stochastic characteristics. On the other hand, following our
formal initial setting, it turns out that the benefit of a non-destructive shock is of
‘informational’ type, i.e., surviving a shock has the ‘Bayesian’ effect of modifying
the posterior distribution of Z, which is Z; in our notation.

Remark 9.8 In accordance with (9.21) and (9.23), inequality (9.17) can be already
achieved after one shock, otherwise new shocks should be applied or the
“severity” of a single shock (see later) should be increased. It is also worth noting
that the replacement of condition (9.18) by the usual stochastic ordering: Z >, Z
will not guarantee orderings (9.21) and (9.23) for all 7.

9.2.2 The Impact of Shocks on an Item

Now we must consider a more specific mechanism of a shock’s impact on an item.
Let each item fail with probability p(z) and survive (as good as new) with prob-
ability ¢(z) = 1 — p(z). Here, the condition that corresponds to the general
“Assumption” in Sect. 9.2.1 is that p(z) is an increasing function of
z(0<p(z) <1). This assumption makes sense as, in accordance with (9.20), larger
values of frailty correspond to larger values of the failure rate. Therefore, items
with larger values of frailty are more susceptible to failures. Equation (9.19) reads
now

@)
~ Jy a@)n(z)de (9.27)

where 7,(z) is the pdf of Z (predictive, or posterior pdf, as it has been called in
Bayesian terminology). As ¢(z) is decreasing with z, it follows from Theorem 9.6
that the failure rate ordering (9.21) and the usual stochastic ordering (9.23) hold.

If we are not concerned about the costs (e.g., when the mission is very
important) and inequality

75(2)

T

exp —/ims(u)du > P.(1) (9.28)
0
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holds, then the burn-in is over and the item that has survived a shock can be put
into field operation. Otherwise, a shock with the higher level of severity or several
shocks should be performed for each item in order to achieve this inequality.

On the other hand, in most practical situations the costs are involved. In order to
consider the corresponding optimization, we must define the costs and probabili-
ties of interest. A convenient and useful model for p(z) (although oversimplified
for practical usage) is the step function:

_J0, 0<z<gz
p(z)—{l’ 152 (9.29)

It means that all ‘weak’ items with z > z, will be eliminated and only ‘strong’
items will remain in the population. In accordance with (9.29), the probability of
not surviving the shock in this case is

o0

P, =1l(z) = / n(z)dz, (9.30)

b

where T1I(z) is the Cdf that corresponds to the pdf 7(z). Obviously, for a general
form of p(z), this probability is defined by the following mixture

P = | p(z)n(z)dz. (9.31)
/

9.2.3 Shock’s Severity

It is clear that the parameter z; in the specific model (9.29) can be considered as a
parameter of severity: the larger values of z, correspond to a smaller severity. Now
we can deal with the issue of severity in a more general context, that is, when p(z)
is not a simple step function but a continuous function of z.

For this discussion, define the functions p(z) and g(z) as functions of the frailty
variable z and the severity parameter s € [0, 00), p(z,s) and ¢(z,s). Assume that
q(z,s) is decreasing in z for each fixed s and is decreasing in s for each z. The
assumption that ¢(z, s) is decreasing in z for each fixed s is just what was assumed
in our general “Assumption” in Sect. 9.2.1. The assumption that ¢(z,s) is
decreasing in s for each fixed z is also quite natural and implies that items char-
acterized by the same value of frailty have larger failure probabilities under larger
severity levels.

Denote the corresponding failure rate and the survival function by A, (¢;s) and

Fs(t;5), respectively. Similar to (9.19) and (9.16):
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F(t z)
fo (t,u)mg(u,s)du

(z,5) = 1&3)2E)

) = T et et I = s

In order to compare two severity levels, we need the following definition.

Definition 9.1
(i) The severity (stress) level s is said to be dominated under the failure rate
criterion if there exists another level s' such that

Joms(t;8) > Ams(t; 57, for all £ > 0.

(ii) The severity (stress) level s is said to be dominated under the survival prob-
ability criterion if there exists another level s” such that

Fous(t;s') > F(t; s), for all £ > 0.

Otherwise, the severity (stress) level s is called non-dominated.

Theorem 9.7 Assume that q(z,s) is decreasing in z for each fixed s and is
decreasing in s for each z. Consider two stress levels s and s'. Let

q(u,s")q(v,s) — q(v,s")q(u,s) <0, for all u > v, (9.32)
which means that q(z,s")/q(z,s) is decreasing in z.

() If AM(t,21) <At z2),  21<22,Vz1,22 € [0,00],1>0,
then the severity level s is dominated under the failure rate criterion.
(11) U‘F(t7 Zl) Z F(I, Z2)a 21 <22, VZ] ,22 € [07 OO], t Z Oa
then the severity level s is dominated under the survival probability criterion.

Proof
(i) Similar to (9.24):

Sign[Ams(t;8") — Ams(t;5)]

= sign / / (At u) — A(t,v)) (s (u, )7y (v, 8) — (v, 8" ) s (u, 5) ) dudy.
0

>y

=O

Thus, if (9.32) holds, then
s (u, s )mg (v, s) — mo(v, ") mg(u, 5) <0,

which implies the result in (i).

(i)

Fos(t:s') — Fs(t:5) = o F f z,8)m )C(lu)dz S F f z,5)m c(lu)dz7
0 0
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and the corresponding numerator can be transformed to

\8

/ 7)) (F(t, ) — F(1,9))(a(,5)q(v, 5) — (v, )a(u, ))dudy.
0

Vv o

u

Therefore, if (9.32) holds, then

v

Fous(t;s') — Fps(t;5) >0, for all £ > 0.

Remark 9.9 Note that although the assumption that ¢(z, s) is decreasing in z for
each fixed s and is decreasing in s for each z is not used formally in the foregoing
proof, it represents some basic ‘physical properties’ of the model and should be
checked in applications.

Remark 9.10 In accordance with Remark 9.7, Theorem 9.7 means that the pop-
ulation quality (in terms of the failure rate or the survival function) is better after
the shock with severity s’ than after the shock with severity s.

Example 9.3 Consider the following illustrative discrete example. Suppose that
there are only three stress levels: sy, s, and s3(s; <s»<s3). Let g(z,81) =
0.2¢7%+0.6,4(z,52) = 0.6e7%+ 0.2, and ¢(z,s3) = 0.2¢7% + 0.2. Then ¢(z,s;) is
decreasing in z, for each i=1,2,3. Furthermore, for each fixed ¢z,
q(z,51) > q(z,52) > q(z,53) and in this way the condition for ordering the stress
levels (s1 <s <s3) is justified. Observe that

q(z,52) q(z,52)
q(z,51) and q(z,53)

strictly decrease in z. Therefore, as follows from Theorem 9.7, the stress levels s,
and s3 are dominated and, in this case, the stress level s, minimizes the failure rate
and maximizes the survival function after a shock. Thus s, is the optimal level.

Remark 9.11 Intuitively, it can be believed that a higher level of severity results in
a ‘better population’ but it is not always true as shown in this example. A similar
observation is true for the conventional burn-in in homogeneous populations when
the larger time of burn-in does not necessarily lead to a ‘better population’. In this
case, the shape of the failure rate (e.g., bathtub) plays a crucial role in the cor-
responding analysis.

Consider again the specific case (9.29). For convenience, and in accordance
with our reasoning, let us change the notation in the following way:

17 OSZSZv
q(z,5) = {0 P (9:33)
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where z; > zy if s > s, 5,5 € [0,00). Then we have the following corollary.
Corollary 9.3 Let the model (9.33) hold and fix s' > 0.

) If Mt,21) <At,22), 721<2z2,VYz1,22 € [0,00],t >0, then the severity level s
for Vs <s' is dominated under the failure rate criterion. That is,

Joms (58) > Ams(t;87), for all £ >0, for all s <s'.

(i) If F(t,z1) > F(t,22), 21<2,Y21,22 € [0,00],t>0, then the severity level s
for Vs <s' is dominated under the survival probability criterion. That is,

Fos(t; ') > Fpo(t;s), for all t > 0, for all s <s'.

Proof 1t is easy to check that condition
q(u,s"q(v,s) — q(v,s")q(u,s) <0, for all u > v,
is always satisfied for ¢(z,s) given by Relationship (9.33) for all s’ > s. O

It follows from this corollary that the better population quality (see Remark 9.7)
can be obtained by increasing s (formally, s — oo, but the level of severity is
always bounded in practice).

Remark 9.12 In Theorem 9.7, considering general form of ¢(z, s), it was assumed
that ¢(z, s")/q(z, s) decreases in z for some fixed s" and s. If we now assume that this
quotient decreases in z for all s’ > s, then, similar to the specific case of Corollary
9.3, the better population quality can be obtained by increasing s (s — 00).

Remark 9.13 1t should be noted that there is a certain analogy between describing
the usual burn-in for heterogeneous populations during a given time period and the
burn-in via shocks. It was shown in Finkelstein [10] that, if two different frailty
distributions are ordered in the sense of the likelihood ratio and inequality (9.20)
holds, then the smaller frailty implies the smaller mixture failure rate (the better
population quality after burn-in). In the case under consideration, Inequality (9.32)
can be also interpreted as the corresponding likelihood ordering of frailties after
the shocks with two stress levels s and s', respectively.

9.2.4 The Cost of Burn-in and Optimal Problem

In field operation, items are frequently required to survive a pre-specified time
period, which is called the mission time, 7. In this subsection, optimal severity of a
shock, which minimizes the average cost incurred during the burn-in and the
operation phase will be considered.
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As previously, a new component randomly selected from the heterogeneous
population is burned-in by means of a shock. If the first one did not survive then
we take another one from infinite heterogeneous population and burn-in again.
This procedure is repeated until we obtain the first component which survives
burn-in. Then this component is put into the field operation. Assume, first, for
simplicity, that the cost of conducting a single shock ¢, = 0. Denote by c; the
expected cost of the burn-in until obtaining the first item that has survived shocks.
It is clear that

c1 =0x (1 =P)+cyP(1 = P)+2¢,P*(1 — P) + 3¢y, P>(1 = P) + - -

P 9.34
:cS,P(l—P)(1+2P+3P2+~--)=1C‘_P, (534)

where ¢, is the shop replacement cost. Similarly, when ¢z # 0

csrP + ¢
=— 9.35

C1 1—p ( )
Obviously, this function increases when P increases in [0, 1). Note that P is now a
function of the stress level s, that is, P(s) [see definition (9.31), where p(z) should
be substituted by p(z, s)] and thus, in the following, ¢, in (9.34) and (9.35) should
be also understood as a function of s, ¢ (s).

Let:

The cost ¢,, is incurred by the event {7, <t} (Failure of the Mission);
The gain g, results from the event {7, > 7} (Success of the Mission).

Obviously, the expected cost during field operation is:

C2(S) = _ngms(T;S) + Cm(l - F;;zs(f§s))

= 7(gm + Cm>Fms(T; S) + Cm.

Therefore, the total expected cost function (as a function of the stress level s) for
the burn-in and the field operation phases is given by

c(s) = c1(s) + ca(s), (9.36)

where ¢;(s) is defined in (9.35). The values cy,cy,gm,Cn are assumed to be
known. Thus the corresponding optimization problem can be formalized as

s* = arg min c(s). (9.37)

It is worth noting that condition (9.28) can also be imposed as an additional
requirement for obtaining minimum of the total costs function.

Theorem 9.8 Suppose that

F([,Z])EF(Z‘,ZQ), ZI<Z2aVZ1aZZ S [0,00},[20.
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(i) If, for any sy > s1, q(u,52)q(v,s1) — q(v,$2)q(u,s1) <0, for all u>v, ie.,
q(z,52)/q(z,51) decreases in z for all s, > s1, then there exists the finite
optimal level s* <oo for the optimization problem (9.37).

(ii) If there exists so < oo such that for all levels s > s, the level s is dominated by
so under the survival probability criterion, then s* <s.

Proof

(i) Observe that ¢ (s) strictly increases in s with ¢;(0) = ¢, to ¢;(0c0) = oo and
c2(s) can be minimized by maximizing F,(t;s). If (z,52)/q(z,s1) decreases
in z for all s, > sy, then cy(s) strictly decreases for s > 0 since F,(t;s).
strictly increases for s > 0 by Theorem 9.7. But ¢(co) = oo and thus, s* <oo.

(i) If there exists sy <oo such that for all stress levels s > sy, the level s is
dominated by sy then it is obvious that ¢(so) < c(s), for all s > so. Therefore,

s*<s0. O

Assume now that the expected gain during field operation is proportional to the
mean lifetime of an item, which is also a reasonable assumption that is often used
in practice. Then the expected cost during the field operation, c;(s), is given by

o0

k/ mv t S dl‘ fO {fo lZ dl}q Z, ( )dZ

fo u)du ’

0

where k is the proportionality constant. It is obvious that if

F(t,21) > F(t,22), z1<2,Vz1,22 € [0,00],>0,

then

/F(I,Zl de > / t, Zz 721<22,V721,220 € [0, oo]
0 0

and, as in Theorem 9.8, the same result for optimal severity level s* can be
obtained (See also the proof of Theorem 9.7-(ii)).

If our goal is only to achieve minimum of ¢(s) and a shock can be made as
severe as we wish, then no further shocks are needed. However, if the shock’s
severity beyond certain level (that is usually defined by the physical processes in
the item subject to a shock) results in a non-negligible damage in the ‘survived’
item, then we cannot go above this level of severity and should consider an option
of performing additional shocks. Note that additional shocks in the framework of
the specific model (9.29) do not improve the quality of a population. This can be
easily seen by deriving Pg)' the probability of not surviving the second shock with
the same level of z,. Using (9.27) and (9.30),
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' [ q(z)n(z)dz
@_ [, = dn BT,
P = [ mice I a@rd

On the other hand, the general model (9.31) gives a positive probability of not
surviving the second shock (with the same level of severity p(z,s)) after an item
had survived the first shock:

o0

/stns dz_f0f0 ) Q(Z,)C(é)dz>

0

Therefore, when the high level of stress can negatively affect even those items that
had formally passed it (did not fail), we can perform a more ‘friendly’ burn-in with
a lower level of stress by increasing the number of shocks as opposed to the option
of one shock.

Denote the posterior density after the nth shock by 7\")(z), where 7\ (z) =
75(z). Then, (9.27) is generalized to:

2y~ 4'(@5)n()
; (Z)——foooqn(“)n(z) o’ (9.38)

meaning that for the given g(z,s), this density tends (in the sense of generalized
functions) to the ‘one-sided’ J-function (in the positive neighborhood of 0).
Therefore, if we assume that there is no penalty (cost) for additional shocks, then
obviously, we can reach the desired level of severity (the same as with one
‘unfriendly’ shock) with a finite number of shocks. This ‘multi-shock reasoning’
can be generalized to an extended model considering the relevant costs and the
corresponding optimal problem. In essence, as all shocks are applied in a relatively
short period of time, we are treating the sequence of shocks as one ‘aggregated’
shock.

In this case, the number of shocks can be considered as a measure of severity.
Let s; denote the level of severity with i shocks, i = 1,2,.. ., that is, for example,
at level s; only one shock with severity level s is applied; at level s, two con-
secutive shocks with severity level s are applied, and so on. Let
q(z,5:)(q(z,s1) = q(z,s)) be the item’s survival probability for this ‘multi-shock
structure’. Obviously, from (9.38), we have §(z,s;) = ¢'(z, ). As

EI(Za Si+1 )
— = 4q\Z,8
q(z,si) &s)
is decreasing in z, by Remark 9.12, we can conclude that the better quality of a
population can be obtained by monotonically increasing the number of shocks.

Using this property, similar results as in Theorem 9.8 can be obtained when the
corresponding cost structure is considered.
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Example 9.4 Consider the multiplicative model (9.26) with the constant baseline
failure rate A(¢,z) = zA. This is a real-life example as, e.g., many electronic
components have a constant failure rate which is varying from component
to component due to production instability, etc. Note that ‘traditional’ burn-in
(i.e., for the specified time) for these heterogeneous populations was usually
executed by the manufacturers especially when the items had to meet high reli-
ability requirements (e.g., for military field usage).

Assume for simplicity that Z is also exponentially distributed (it can easily be
generalized to the gamma distribution): Pr(Z <z) =1 —exp{—az}. It is well
known that the mixture failure rate in this case is

J dhexp{—zityn(z)dz 7

(1) = Jo exp{-zittn(z)dz  Ar+o

(9.39)

Consider a single shock defined by the specific p(z) given by Eq. (9.29) [it is just
more convenient for this particular example to use this parameterization rather
than the equivalent parameterization (9.33)]. In accordance with (9.27):

__q@mk) 1 {n(z), 0<z<z
Jo a@)n(z)dz [’ n(z)dz | 0, 7>z

1 n(z), 0<z

_H(Zb){ 0, z>2z

7s(2)

Therefore, simple integration results in

o zhexp{—zir}n(z)dz
N —zit d
o exp{—zit}n(z)dz (9.40)
A B 2 (At + o)
At exp{zp(At+ o)} —1)°
It can be easily seen that 1 — z,(Ar + o) /(exp{zy(4f + &)} — 1) is increasing in z,
from O at z, = 0 to 1 at z, = oo, for all fixed ¢t > 0. Note that the value at z, =0
should be considered only like a limit (which obviously does not belong to
admissible failure rates). Thus, when z;, — o0, (9.40) tends to the value defined by
Eq. (9.39). It is also clear that the general inequality (9.21) holds in this specific

case. It follows from (9.30) that the probability of not surviving a shock in this
specific case is:

/lms (ta Zh) =

oo

Pla) = [ )z = exp{-az)

b

In accordance with (9.36), the corresponding total expected cost function is

c(z) = c1(zp) + c2(2),
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where

_cgexp{—azp} + ¢
c1(z) = 1 —exp{—az}

and

_ [ zp(Au + o)
o) = ~Gon o) = [ 77 (1= iy 1) [ e
0

It is obvious that ¢ (z,) is decreasing in z;, and its limits are oo and ¢, at z, = 0 and
zp = 00, respectively. On the other hand, as 1 — z,(Ar + ) /(exp{zp (At + o)} — 1)
is increasing in z, from 0 at z, = 0 to 1 at z, = oo (for all fixed ¢ > 0), c2(zp) is
increasing in z, and its limits are —g,, and — (g, + c) exp{— [; 4/ (Ju + o)du} +
Cm, at 7, = 0 and z;, = 00, respectively.

Thus, in this case, ¢(z;) has its limit

T
Cs — (gm + Cm) expy — / )“/(;“u + oc)du + Cm-
0

Consider the following illustrative numerical values: 1= 1.0,0=0.1,¢, =
1.0,¢; = 1.0, g, = 300, ¢;, = 200, and 7 = 5.0. The corresponding graph is given
in Fig. 9.3.

It follows from Theorem 9.8 that there exists a finite optimal stress level
s* < oo, which implies that in our example there exists a positive optimal z,* > 0.
For the chosen numerical values, we have: z,* = 0.165 and ¢(z,*) ~ —19.63. This
result shows that for the given values of parameters the optimal stress level is
relatively large (z,*is small).

9.3 Burn-in for Minimizing Risks

9.3.1 Discrete Mixtures

In the previous sections, it was shown that under reasonable assumptions, shocks
will eliminate weaker items with larger probabilities than strong items, and in this
way the burn-in can be performed. The optimal severity of shocks for some
population quality measures was also studied. In this section, we will apply this
methodology to the shock burn-in that minimizes the risks of selecting items (from
heterogeneous populations) with poor reliability characteristics for important
missions or missions, where failures can result, e.g., in a substantial economic loss.
This type of burn-in can be beneficial when the ‘ordinary’ time burn-in does not
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Fig. 9.3 The function c(z;) e(z,)
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make sense (e.g., when the population failure rate is increasing), which will be
illustrated by relevant examples (see also [8]). In what follows, we implicitly
assume that shocks randomly occurring during ‘normal’ operation constitute one
of the main causes of failure. Therefore, a single shock of a larger magnitude under
the assumptions to be discussed can act as a method of burn-in.

Consider now the case of n = 2 subpopulations. For convenience, we repeat the
initial setting of Sect. 9.1. First, we describe the composition of our population.
Denote the lifetime of a component from the ‘strong subpopulation’ by T and its
absolutely continuous Cdf, pdf, and the failure rate function by F(¢), fi(¢) and
A1(t), respectively. Similarly, the lifetime, the Cdf, pdf, and the failure rate
function of a ‘weak’ component are Ty, F»(t),f2(t) and Ax(f), accordingly. We
define strong and weak subpopulations in the sense of the following failure rate
ordering:

Aa(t) > A (t), t>0. (9.41)

The initial (¢ = 0) composition of our mixed population is as follows: the pro-
portion of the strong items is 7, whereas the proportion of the weak items is 1 — ,
which means that the distribution of the discrete frailty Z with realizations z; and
Zp in this case is

l—n, z=2

n(z):{n, z=12

and z1, 2 (z1 <z2), correspond to the strong and the weak subpopulations,
respectively. The mixture (population) survival function is

Fu(t) = nF (1) + (1 — m)F2(2).

Then the mixture (the observed or the population) failure rate is

_afi(t) + (1 = n)fa(t)
) = e (= n);z(t)

= 1 () (1) + ma(1)ia (1), (9.42)
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where the time-dependent probabilities are

_ nFl(t)
TCF[(I) + (1 — TC)FQ(Z‘) ’

(1 =m)Fy(1)

(1) TR+ (1R

7'(2([)

(9.43)

We adopt the same assumption as in Sect. 9.1:

Basic Assumption 1 The more frail (e.g., with the larger failure rate during
‘normal’ operation) the items are, the more susceptible they are to be ‘killed’ by a
single shock of a larger magnitude (burn-in).

Burn-in is applied in the following way:

® Burn-in procedure by means of shocks. An item from our heterogeneous pop-
ulation is exposed to a shock. If it survives, it is considered to be ready for
usage, otherwise the failed item is discarded and a new one is exposed to a
shock, etc.

Let 74(z) denote the frailty distribution after the (burn-in) shock and let J,,(r)
be the corresponding mixture (observed) failure rate. Denote the probabilities of
failures caused by each shock for two subpopulations as:

P, =21,
2) = 9.44
p( ) {p27 Z=22. ( )
Then 7,(z), ms(f) and F (1) are defined as in Sect. 9.1 [see, e.g., Eq. (9.2)].
Consider now a simple motivating example, where the shock burn-in can be
effective, whereas the ordinary time burn-in will only decrease reliability char-
acteristics of items.

Example 9.5 Let A;(r) =0.3t+ 1, 1,(¢) = 0.6t +2 and © = 0.60. Then, obvi-
ously, A2(¢) > 4;(t), >0, and the mixture failure rate 4,,(¢) given in Fig. 9.4 is
strictly increasing. Therefore, the time burn-in should not be applied for this
heterogeneous population.

Let p; =0.1 and p, = 0.8 [see Eq. (9.44)]. Then the mixture failure rate
functions before and after (lower) the shock burn-in are given in Fig. 9.5.

Therefore, the shock burn-in improves the quality (reliability) characteristics of
this population.

In the following, we consider the problem of determining the optimal severity
of the shock burn-in for suitable measures of risk in operation. Denote the mag-
nitude of a shock by s € [0, c0]. Assume that the ‘strength’ of the component in a
strong subpopulation is a continuous random variable, which is denoted by U. By
‘strength’ we understand here the corresponding measure of resistance to a single
shock, i.e., if s > U, then the failure occurs. Let the Cdf, the survival function, and
the failure rate function of U are denoted by G(s), G(s), and r(s), respectively.
Similarly, let the strength of the component in a weak subpopulation be denoted by
Uw. Then, in accordance with our Basic Assumption 1, let
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Then Egs. (9.3) and (9.4) and the corresponding reasoning employed while
deriving these equations hold.

Let an item from our population be operable at time ¢ > 0 (in field operation).
Then, if this is a weak item, the ‘risk of instantaneous failure’ is larger than that for
a strong one. Therefore, a larger penalty (loss) should be imposed to the item with
a larger risk. This allows us to define the following “point loss” at time ¢ for the
subpopulation i:

Li(t) = g((ll(t))v i= 17 27 (946)
where g(-) is a strictly increasing function of its argument.

The following criterion of optimization of shock’s severity level stems from
definition (9.46):

Criterion 1 Find s* which minimizes

2 2

L(tls) =Y L(4i(1),0)ms(2:]0) = > g(4i(t))m(zi[0), for all £ >0.  (9.47)

i=1 i=1
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Observe that L(¢|s) in (9.47) corresponds to the mean loss at time 7 of an item
which has experienced the shock burn-in with the corresponding magnitude s.
Suppose that the subpopulations are ordered as in (9.41). Then, it is easy to see that
maximization of the proportion of the strong components, 7,(z;|0) = 7, minimizes
(9.47) for all £ > 0. Therefore, as follows from (9.45), the problem is the same as
maximizing

(1-G(s)n
(1=G(s)n+ (1= Glp(s))(1 = m)’

which is the same as finding s* that satisfies

Ty =

s* = arg i[nf | Jns (3 8), for all fixed ¢ > 0.
s€[0,00

The corresponding result can be found in Cha and Finkelstein [6]:

Theorem 9.9 [6] Let A,(t) < A»(¢), for all t >0. Then the optimal s* is the value
which maximizes R(p(s)) — R(s), where R(s) = [ r(u)du. In particular,

(i) If r(s) is increasing and p'(s) > 1, then s* = cc.

(i1) If%(s/;(m > 1, for s<sy, and W <1, for s > sg, then s* = s.
Consider now the second criterion. Let t be the usage (mission) time for our

components. Then, as the point loss varies during mission time, it should be

averaged, i.e., it should be integrated for the mission interval (and then divided by

the length of the interval) to measure the ‘overall risk’ during the mission. Thus, the

average loss during the operational interval for subpopulation i can be defined as

Jo Li(t)de _ Jo &(Zi(1))dt

i=1,2.

3

)

As the selection of a component from a heterogeneous population is made just after
the shock burn-in and the corresponding proportions after the burn-in are given by
74(z;|0),i = 1,2, the mean loss for our mixture population (after burn-in) is

(o) = S HAO00 gy - 3 TS o) (oay

Criterion 2 Find s* which minimizes ¥(s).

Similar to the optimization based on Criterion 1, as the subpopulations are
ordered in the sense of failure rate ordering, Theorem 9.9 could be also applied,
which is illustrated by the following example.

Example 9 Let A(f) = 1.2 —exp{—1.2¢} 4+ 0.01¢, 4»(¢) = 1.4 exp{—0.08¢} +
1.2+ 0.01z, with 7n=m(0)=0.80. Then A (#)>7(¢), >0 and the
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Fig. 9.6 Mixture failure rate 3.57
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corresponding strictly increasing mixture failure rate 4,,(¢) is given in Fig. 9.6. Let
the failure rate of G(s) be r(s) =exp{—s}+1,p(s) = /s5,0<s<1/2;p(s) =
s+ (1/v/2—=1/2)exp(0.5 —5),s>1/2. and t = 3. Then for g(x) = x?, ¥(s) is
given in Fig. 9.7. It can be numerically shown that there exists sy such that
% > 1, for s<sy, and w <1, for s > sp, and, as illustrated by

p
Fig. 9.7, there exists the finite optimal severity level (s* &~ 0.20). Note that, as the
failure rates are ordered, minimization of W(s) in (9.48) is equivalent to maxi-
mization of the proportion of the strong components, 7,(z;|0) = n;. Therefore, the
optimal severity in this case does not depend on the value of 7 and this is also the
optimal severity level for Criterion 1.

Note that the proportion of the strong subpopulation after the shock burn-in is
my =~ 0.86. (compare with 0.80 before burn-in). In addition, it can be shown
graphically that the mixture failure rate in this case has also been decreased for all
t>0, as in Fig. 9.5.
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9.3.2 Continuous Mixtures

As in the previous parts of this chapter, consider now the case of the ‘continuous’
mixing model for a heterogeneous population, i.e.,

o0

F,(1) :/F(t,z)n(z)dz,fm(t) = /f(t,z)n(z)dz, (9.49)
0

0

where F(t,7) = F(t|2), f(t,z) =f(t|z) are the Cdf and the pdf of subpopulations
indexed (conditioned) by the frailty parameter Z and 7(z) is the pdf of Z with
support in [0, o0) Then the mixture failure rate A,,(¢) is defined as in (9.15), (9.16).

As in the discrete case, let our subpopulations be ordered in the sense of the
failure (hazard) rate ordering:

Mt,z1) <At z2), z1<z,Vz1,22 € [0,00), t>0. (9.50)

We choose an item from a heterogeneous population at random (or alterna-
tively, our item is described by the unobserved frailty parameter Z). Thus, the
mixture (population) failure rate of this item is /,,(¢). Throughout this subsection,
similar to the Basic Assumption 1, the impact of a shock is described by the
following general assumption [6].

Basic Assumption 2 A shock either ‘kills’ an item with a given probability or
does not change its stochastic properties with the complementary probability. The
more ‘frail’ (e.g., with the larger failure rate during normal operation) an item is,
the larger is the probability that a single burn-in shock will ‘kill’ it.

As we implicitly assume that shocks during normal operation constitute one of
the main causes of failure, the above assumption can be justified. Note that,
clearly, the burn-in procedure is the same as in the discrete case. The described
setting can be defined probabilistically in the following way: Let 7,(z) denote the
pdf of the frailty Z; (with support in [0, 00)) after a shock and let 4,,(z) be the
corresponding mixture failure rate. In accordance with (9.49):

wns /‘/L t, Z un Z|t dz, (95])
0

where, similar to (9.50), 7,(z|¢) is defined by the right-hand side of (9.50) with 7(z)
substituted by 7,(z).

Let g(z) be “the survival probability” of an item with frailty z after the shock.
Then 7,(z) is [10]:

ny(2) = 2O (9.52)
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where, in accordance with Basic Assumption 2, ¢(z) is a decreasing function of z
and therefore, 7,(z)/7n(z) is decreasing [the denominator of (9.52) is just a nor-
malizing constant for the density]. That is, population frailties before (7(z)) and
after (m,(z)) a shock are ordered in the sense of the likelihood ratio (Sect. 2.8)

Z > 1rZ;.

Define the functions p(z) and g(z) as functions of the frailty variable z and the
severity parameter s € [0, 00), p(z, s), and g(z, s). Assume that ¢(z, s) is decreasing
in z for each fixed s and is decreasing in s for each z. Denote the corresponding
failure rate and survival functions by A,(;s), and F(t; s), respectively. Similar
to (9.52) and (9.50):

F(t,2)
f(;)o F(t7 U)TCJ(M,S)du'

n5(z,8) = , (2, 8)1) = 75z, 8) (9.53)

NN A\t it o7
Jo_ q(u, s)m(u)du
For this continuous mixture case, the criteria defined for the discrete case can
obviously be generalized as follows:

Criterion 1C Find s* which minimizes

L(tls) = / g(A(t,2))my(z, s)dz, for all £ > 0.
0

Criterion 2C Find s* which minimizes

Y(s) = / M - m5(z, 8)dz.
0

The following example illustrates the application of Criterion 2C.

Example 9.7 Suppose that A(t,z) = 0.1zexp{0.1¢} +0.027 + 1, and let Z be
exponentially distributed with parameter § = 0.5. For brevity, we omit the graph
showing that the mixture failure rate is strictly increasing in this case. Let
q(z,5) = 0.95¢7% +0.05, t = 3.0, and g(x) = x*>. Then P(s) is given in Fig. 9.8.

Thus the optimal shock severity is s* &~ 2.03. As in Example 9.6, the shock
burn-in in this case has decreased the mixture failure rate (we omit the corre-
sponding figure for brevity), which obviously cannot be attained by the ordinary
time burn-in, as the mixture failure rate of our population is increasing. The frailty
distributions before and after burn-in are given in Fig. 9.9.

It can be seen that the frailty density before the shock is much flatter allowing
larger proportions of items with higher failure rates (weaker).


http://dx.doi.org/10.1007/978-1-4471-5028-2_2
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9.3.3 Optimal Shock Burn-in Based on Conservative
Measures

Sometimes, failures of items may result in catastrophic or disastrous events. For
example, failures in jet engines of aircrafts or those in gas safety valves may cause
fatal consequences. Similarly, failures during important missions can cause huge
economic loss. In these cases, we need to define some ‘marginal quality’ of the
population that describes in some sense the “worst scenario”. That is, if this worst
scenario quality is still acceptable then the quality of our population as a whole is
considered to be satisfactory. Thus, the marginal quality can be used as a con-
servative (safe) measure (or bound) for the quality of a population in such cases.

In this subsection, we consider the optimal burn-in procedure which optimizes
the conservative measures and modify the approach that was developed in Cha and
Finkelstein [7] (see also Sect. 8.3) for the time burn-in with respect to the shock
burn-in. Obviously, this refers only to the continuous mixtures case.

Denote by I (z, s), the conditional distribution function which corresponds to
7s(z, 5), defined in (9.53). Define the following measure:


http://dx.doi.org/10.1007/978-1-4471-5028-2_8
http://dx.doi.org/10.1007/978-1-4471-5028-2_8
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Jo(tls) = A(t, 2(als)), >0, (9.54)

where z(as) = inf{z : [1,(z,s) > a} and o is usually close to 1 (e.g., 0.9 or 0.95).
Thus, 4,(#|s) is the (residual) failure rate of an item after a shock with magnitude s,
which corresponds to the oth percentile z(«|s) of the conditional distribution of
frailty TI,(z,s). When o is close to 1, this operation describes the oth worst sce-
nario, which is the ‘ath worst subpopulation’ in the defined way. Based on the
above setting, we can define the oth worst mean remaining lifetime (MRL) of the
population after the shock burn-in with severity s:

o t

Mo = [ epl= [ dutuls)an)ar,
0

0
Therefore, the following criterion can be applied:

Criterion 3 Determine the optimal severity s* as the minimal severity s such that
M,(s) > m,, where m, is the MRL that corresponds to the ath worst scenario.

Implementation of this approach can be clearly seen while considering the
following meaningful example.

Example 9.8 Let the conditional failure rate and the mixing distribution be
A(t,z) = zand n(z) = Oexp{—0z}, respectively. It is well known (see e.g., [2] that
the mixture failure rate strictly decreases in this case. Let g(z,s) = e **), where
a(s) is nonnegative strictly increasing function with a(0) = 0 and lim,_,, a(s) =
oo. In accordance with (9.53):

[(z,5) = 1 — exp{—(0 + a(s))z}.

Then
2(ab) =~
and [see (9.54)]:
Jo(2]8) = —%, t>

The criterion for the shock burn-in is as follows: Find the minimum shock
severity such that, after burn-in, the mean (residual) lifetime of the lower (1 —
o) % quality of items is, at least, m. As the lifetimes are exponential (for the fixed
frailty), this MRL is, obviously,

M,(s) = 1/2(als) = —(0 + a(s))/ In(1 — a).
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Fig. 9.10 M,(s) for « =9, M (5)
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Letoo = 9,0 = 1.0 and a(s) = s. Then the corresponding linear function is given in
Fig. 9.10.

If, for instance, m = 1.25, then the corresponding minimum shock severity:
s* =~ 1.88.

The conservative measure (9.54) can be modified (generalized) to account for
the average of the lower (1 — o) % quality of items in the survived population after
the shock with severity s. Then, after the shock with severity s, the initial con-
ditional frailty distribution [which corresponds to 7(z) in (9.50)] for the items
whose quality is lower than (1 — o) % is given by

75(z, 5)
1 —«a

,2(afs) <z< 00,

where, as previously, z(«|s) = inf{z : [[,(z,s) > a}. Thus the conditional density
after time ¢ (in usage), which corresponds to n(z|f) in (9.51) is

(2, ) F(t,z
b= [5 Fr2) 5l de

(2, 51) ,2(afs) <z < o0,

Therefore, the mixture failure rate for the items in the survived population whose
quality is lower than (1 — o) % after the shock with severity s is obtained by

(|5, 0) = / A(t,2) Ty (2, 5]t)dz.
z(

ofs

N

Example 9.9 (Example 9.8 Continued) As z(o|s) = —In(1 —a)/(0 + a(s)) and

i T Ts (Za S) 1 0+ a(s) O+a(s)+i
F(t dz = . (1 = o) T
/ (7Z) 1 — o ¥4 (1—0() 0—|—a(s)+[ ( O() s
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we have,
ns(z, s F(t,
77:0((175“)E I(Z ) 00 F ( Z)71;(Zx)
— o L(a\v) F(t,z)5=7dz
_ Ota(s)+r
— (0+als)+1) - (1—2) 7o - exp{—(0+a(s) +1)z}.
Thus

ln(lfoc)_i_ | £>0
O+a(s) O+al(s)+t —

(s, @) = / At 2) (2, sl)dz = —

The criterion for the shock burn-in is as follows: Find the minimum shock
severity such that, after burn-in, the mean (residual) lifetime of the items whose
quality is lower than (1 — o) % is at least m. Then we have to obtain the MRL of
the items whose quality is lower than (1 — o) % after the shock burn-in at each
severity level s, which is given by

/exp —//lm(t|s, a)dr pdx,
0 0

Let =9,0=1.0 and a(s) =s and m = 1.25. Then it can be easily found
numerically that the optimal shock severity is s* = 2.47.

9.4 Burn-in for Systems in Environment with Shocks

Burn-in procedures are usually applied to items with large initial failure rate which
operate under static operational environment. Similar to previous sections, we
consider shocks as a method of burn-in, but in this section we assume that there are
two competing risks causes of failure—the ‘usual’ one (in accordance with aging
processes in a system) and environmental shocks. We also suggest a new type of
burn-in via the controlled (laboratory) test shocks and consider the problem of
obtaining the optimal level (severity) of these shocks that minimizes the overall
expected cost (burn-in + field use). Furthermore, also to minimize these costs, we
combine the conventional burn-in procedure with burn-in via shocks in one unified
model. We start with the general description of the basic stress-strength model. In
Sect. 4.7 and Sect. 4.10.3 we have already used some specific cases of this model
for discussing the operation of thinning of point processes and processes with
delay and cure.


http://dx.doi.org/10.1007/978-1-4471-5028-2_4
http://dx.doi.org/10.1007/978-1-4471-5028-2_4
http://dx.doi.org/10.1007/978-1-4471-5028-2_4
http://dx.doi.org/10.1007/978-1-4471-5028-2_4
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9.4.1 Strength—Stress Shock Model

In this subsection, we consider a rather general stress-strength shock model, which
will be used as an important supplementary result for considering burn-in prob-
lems of the subsequent subsections.

As in Chap. 4, consider a system subject to the nonhomogeneous Poisson
process (NHPP) of shocks N(¢),#>0, with rate A(¢) and arrival (waiting) times
T;,i=1,2,.... Let S; denote the magnitude (stress) of the ith shock. Assume that
Sii=1,2,... are iid. random variables with the common Cdf M;(s) =
Pr(S; <s) (My(s) =1 — My(s)) and the corresponding pdf my(s). Let U be a
random strength of the system with the corresponding Cdf, Sf, pdf, and FR
Gy(u), Gy(u), gu(u) and ry(u), respectively. For each i = 1,2, ..., the operable
system survives if S; < U and fails if S; > U, ‘independently of everything else’.

Let T be the lifetime of the system described above and r(¢) be the corre-
sponding failure rate function, which will be derived in the rest of this subsection.
Then the following theorem presents the formal and a more detailed proof of
Eq. (4.50):

Theorem 9.10 The failure rate function of the system lifetime r(t) is given by
r(1) = p(1)A(2), (9.55)
where

B R0 ) - sl
Jo~ exp{—=M;(r) [ A(x)dx}gu(r)

pt) =

Proof Observe that

P(T I|N() O<S<Z‘S1,Sz,...,SN(,))
= P(U > max{S;,S2,...,Svs»})

0/ gu(r)dr.

Thus,

n(/\(t))"

pr>n= [ (fj (M)
0

n=0

exp{—A(z )}> gu(rydr

exp{—(1 — M(r))A() }gu(r)dr

exp{—M;(r)A(r)}gu(r)dr

Il
S g O—
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where A(¢ fo u)du. The corresponding failure rate is
d
r(t) = falnP(T > 1)
_ Jo My(r) exp{—M;(r)A(t) }gu(r)dr - A(
f(fo exp{fM,« A(t)}gu(r)d

_Jo [ my(v)dvexp{— Mf(")A(t)}gU() r- At)
fo exp{ —M;(r)A(1) } gu
_Jo Joexp{=M;(r) [y A(x)dx} - g d"mf v)dv

J5-exp{ A )N(x)dx} o

O

The expression for p(7) is formally rather cumbersome, but it has a simple and
meaningful probabilistic meaning, which is shown in the following remark.

Remark 9.14 Observe that
P(T > t|N(t) = n,U = u) = P(u>max{S,S,,...,5,}) = (My(u))".
Thus,

P(T > 1,U > u) = / i(Mf(r))"—(f“S?dx> exp{_

n=0

S—__

/l(x)dx} - gu(r)dr

:\8
a
>
o
——
=
=
—
>
=
&
———
oQ
)
~~
=
o
=

and

P(U>ulT >1)= [ exp{=My(r) [y A(x)dx} - gu(r)dr

Jo” exp{=M; (r) Jo 2(x)dx}gu(r)
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Therefore, it can be seen that

p(t) = / P(U<v|T > t)my(v)dv. (9.56)
0

As U is a random strength of our system and my(v) is the pdf of the magnitude
of any shock, p(t) can be interpreted as the probability of a failure under a shock
that had occurred at time # given that it did not occur before. The important feature
of (9.56) is conditioning on the event 7 > ¢, which obviously has the Bayesian
interpretation via the updating of the distribution of the system’s strength. That is,
even though random strength does not actually change, its distribution (on the
condition that 7T > ¢) is updated as ¢ increases, which eventually yields a time-
dependent p(r). This conditioning was overlooked in Cha and Finkelstein [7],
which resulted in p = [ P(U <v)my(v)dv. Relationship (9.56) will be very useful
for our further discussion.

9.4.2 Optimal Level of Shock’s Severity

We consider a system (a component, an item) that operates in an environment with
shocks. Assume that in the absence of shocks, it can fail in accordance with the
baseline distribution Fy(¢) with the corresponding failure rate function ry(z). In
addition to this type of the ‘baseline’ failure, the environmental shocks can also
cause system’s failure. Assume that each shock, with probability p(¢) results in
immediate system’s failure and with probability ¢(¢) = 1 — p(¢) it does not cause
any change in the system. We use the same notation, as in (9.56), because p(t) in
(9.56) as an ‘overall characteristic’ can be also obviously interpreted in this way. If
the shocks follow the NHPP with intensity A(¢), then it is well known that the
survival function of the system for this setting is given by

t t

P(T > 1) =exp —/ro(u)du exp —/p(u)i(u)du

0 0
t
= exp —/ro(u)—i—p(u)}n(u)du ,1>0,
0

and thus the resulting failure rate is

r(1) = ro(1) + p(1)A(1). (9.57)
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Coming back to the burn-in setting, as in Sect. 9.4.1, we now further assume
that the magnitude (stress) of the ith shock S;,i = 1,2,... are i.i.d. random vari-
ables with the common Cdf M;(s) = Pr(S; <s) (M;(s) =1 — My(s)) and the
corresponding pdf my(s). For each i = 1,2, ..., the operable system survives if
S; < U and fails if S; > U, independently of everything else, where U is the random
strength of the system. When we apply the shock of the controlled magnitude s
during burn-in, this means that the strength of the component that had passed it is
larger than s, and the distribution of the remaining strength U, (given that the
strength is larger than s) is

Gy(uls) = PrlU<u|U > 5] =1 — G(u)/G(s),u > s.

Let T be the lifetime of the system that has survived the shock burn-in with the
controlled magnitude s. Then, in accordance with the discussion in Sect. 9.4.1 and
the result given by (9.55), the failure rate in (9.57) should now be modified to

r(t,s) = ro(t) + p(s, 1) A(t), (9.58)

where

pls,1) = Jo© Jo exp{=M;(r) [y A(x)dx} - gu(rls)drmy(v)dv
’ [ exp{—M(r) [o A(x)dx}gu(r]s)dr

I f7 exp{—y(r) p(x)dx} - gu(r)drmy(v)dv

J7 exp{ =My (r) Jy A(x)dx}gu(r)dr

and gy (u|s) is the corresponding pdf of Gy (uls), which is given by

(9.59)

)

0, ifu<s
sululs) = 8l iy > -
ul(s

Therefore, similar to (9.56), Eq. (9.59) can be written in a compact and a mean-
ingful way (via the corresponding mixture) as
o0
p(s,t) = / I(v € [5,00))P(Us <V|T > t)my(v)dv, (9.60)
0

where
[ exp{—M;(r) [y A(x)dx} - gU(r)dr.
[ exp{—M;(r) f(; Ax)dx} gy (r)dr

and the indicator /(v € [s,00)) accounts for the fact that after the shock burn-in
with magnitude s, the system’s strength with probability 1 is larger than s.

P(U;<v|T >1) =
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In order to justify the shock burn-in, we must show that p(s,7) in (9.59) is
decreasing in s for each fixed ¢. Thus, by increasing the magnitude of the burn-in
shock, we decrease the corresponding failure rate in (9.58). This property, which is
important for our reasoning, is proved by the following simple theorem:

Theorem 9.11 The function p(s,t) is strictly decreasing in s for each fixed t.
Proof Observe that

Sl ,
: (7" exp{=M;(r) J5 Ax)dx}gu(r)dr)

X [—exp{—Mf(s)//l(x)dx}gy(s)‘ /exp{—M/-(r)/l(x)dx}gu(r)dr

0 s 0

+exp{M,»(s) / z(x)dx}gu(s) - / exp{M/-(r) / l(x)dx}gy(r)dr:| <0.
0 0

K

This implies that P(U; <v|T > t) is strictly decreasing in s for all fixed v and ¢.
Observe that the indicator in (9.60) is also strictly decreasing in s for all fixed v.
Therefore, it can be concluded that p(s, 7) is strictly decreasing in s for each fixed 7.(]

Based on the new results obtained above, we now reconsider some of the
previous burn-in models.

An item is chosen at random from our population and is exposed to a shock of
magnitude s. If it survives, it is considered to be ready for usage, otherwise the
failed item is discarded and the new one is chosen from the population, etc. This
procedure is repeated until the first survived item is obtained. Let ¢, be the shop
replacement cost and ¢, be the cost for conducting a single shock. Let ¢ (s), as a
function of s, be the expected cost for eventually obtaining a component which has
survived a shock. Then

cs + ¢ G(5) cs + Cyr
C1 (S) == = —Cg = ’
G(s) G(s)

(9.61)

where 1/G(s) is the total number of trials until the first ‘success’.

Let K be the gain for the unit of time during the mission time. Then the
expected gain during field operation (until failure) is given by

o] t

co(s) =—-K /exp f/(ro(u)er(s,u))L(u))du dr

0 0

and the total expected cost c¢(s) is
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Fig. 9.11 Graph for c(s) c(s)
(Weibull G(s))
=20 /

/
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efs) = e1(s) + ()
[e'e} 1
= —csr—l—csj_ Cr_k /exp —/(rg(u)—i—p(s,u)/l(u))du dr |,
G(s)
0 0

(9.62)

where p(s, u) is given by (9.59). The function ¢ (s) is strictly increasing to infinity
and c;(s) is strictly decreasing (Theorem 9.11) to —Ku,, where p, is the mean
time to failure, which corresponds to the distribution with the failure rate ry(z).
Therefore, there should be a finite optimal severity. Then, based on (9.62), the
optimal severity level s* that satisfies

s* =arg min c(s

gsE[O,oc] ( )

can be obtained.

In the following example, the strength of a system is described by the Weibull
distribution.

Example 9.10 Assume that Gy(u) = exp{—u’},u>0,M;(s) = exp{—6s},
s>0,A(t) = 1,t >0, and ro(¢) = 0.06r + 0.2, t > 0. Let ¢;, = 0.1,¢; = 0.01, and
K =8.0.

Optimal severity in this case is given by s* = 0.86 and the corresponding
minimum cost is ¢(s*) = —23.46 (Fig. 9.11).

Similar reasoning holds when our gain is defined by the success of the mission
during the fixed interval of time t. Let:

e The cost ¢, is incurred by the event {7, <t} (Failure of the Mission);
e The gain g, results from the event {7, > 7} (Success of the Mission).

Then the burn-in costs are the same as in (9.61), whereas the expected cost
during field operation, c¢,(s), is given by
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c2(s) = —gm (exp{— / (ro(u) +p(s,u)2(u))du}) + Cm( exp{—/ ro(u) + p(s,u) A ))du})
0 0
—(gm +cm) <6Xp{ — / (ro(u) + p(s, u)/l(u))du}) + Cp-
0

It is clear that c,(s) is strictly decreasing to

T

_(gm+cm) exp —/ro(u)du + Cm;,
0

and all further considerations are similar to those when the gain is proportional to
the mean time to failure.

9.4.3 Burn-in Procedure Combining Shock
and Conventional Burn-in

In this subsection, we will deal with the combined burn-in procedures considered
in Cha and Finkelstein [7] using the results of the previous subsections. We have
two possibilities: B(b, s), the strategy when the systems are burned-in for time b
(we will call it the ‘time burn-in’) and then the shock burn-in with severity s is
applied to the systems, which survived the burn-in time b, whereas the strategy
B(s,b) applies shock first and then the survived systems are burned-in for time b.
Unless otherwise specified, we assume that, during the time burn-in, the system is
also subject to environmental shocks (as in field usage). In Cha and Finkelstein [7],
the simple case of the homogeneous Poisson process of environmental shocks with
intensity / was considered, whereas in the current setting we are able to deal with
the general NHPP case. In fact, the shock intensity during time burn-in and that
during the field operation can be different. Let 2, () be the shock intensity at time ¢
from the starting point of the burn-in and 4,(r) be the shock intensity at time ¢ from
the starting point of the field operation. Then the overall intensity function is

Al ift<b
M’)_{Af(t—b), if 1> b,

where b is the burn-in time.

Let the assumptions and notation for the burn-in strategies under consideration
be the same as before. As for the conventional burn-in procedure, assume addi-
tionally that the burn-in cost is proportional to the total burn-in time with pro-
portionality constant cg.
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Consider first, the strategy B(s, b). Let h (s, b) be the expected burn-in cost for
B(s,b) and T; be the lifetime of the system that has survived the shock burn-in. As
our shock is of the fixed magnitude s, the corresponding survival function after the
shock, in accordance with (9.58), is

t

F(t) = exp —/(ro(u)er(s, u)A(u))du |,
0

where p(s, t) is defined in (9.59). Then, by similar arguments as those described in
Cha and Finkelstein [7], we have:

hi(s,b) = co ' =y (9.63)
‘ s

On the other hand, when our system is not exposed to environmental shocks during
the time burn-in, (9.63) changes to

f F_O( )d Cy + Cyr

) = e ) T Rmee)

where Fy(t) = exp( Jo rolu) du).
Con51der a gain proport10nal to the mean time to failure in field usage, as in
(9.62). Then the total expected cost ¢ (s, b) is

cils —¢ IFS()d Cy + Cyr ¢
1(5,0) = 2 *E@an "

o0
/exp —/ (ro(b+u) +p(s,b+ u)A(b+u))du pdt |,
0

(9.64)

whereas the substitution of F(¢) by Fo(¢) and assuming that 4,(¢) = 0 corresponds
to the case when there are no environmental shocks during the time burn-in.

As Cha and Finkelstein [7] did not take into account the existing dependence of
the distribution of strength on time, the failure rate that corresponds to (9.58) was
erroneously obtained as r(t,s) = ro(t) + p(s)A for A(¢) = A. In accordance with
this equation it was stated that “the failures due to shocks during the time burn-in
do not contribute to improvement of reliability characteristics in field use, but
increase only the cost of burn-in” as time burn-in does not decrease the second
term “p(s)A”. However, the following theorem shows that shocks during time
burn-in do contribute to improvement of reliability characteristics in field use.
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Theorem 9.12 The function p(s,t) is strictly decreasing in t for each fixed s.

Proof Observe that

Gl
—P(U;<v|T >1) =

1
o (# exp{fwr).jz(x)dx}gmar)z

X |:A(t)/Mf(r)exp{Mf(r)/i(x)dx}gu(r)d% /exp{Mf(r)/i(x)dx}gy(r)dr
s 0

0 s
v

{—M,(r) /A(x)dx}gy(r)dr . /Iexp{—Mf(r) /‘)v(x)dx}gy(r)dr:|.
0 0

+ A1) / M;(r) exp

s

The numerator of the above equation becomes

as My(r) is strictly decreasing in r. Therefore, P(U,<v|T > 1) is decreasing in

tand, due to the fact that

p(s,t) = / I(v € [s,00))P(Us <v|T > t)my(v)dv,
0

p(s,t) is strictly decreasing in 7 for each fixed s.
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Therefore, the second term of the failure rate in (9.58), p(s, t)A(z) is decreasing
in ¢ for each fixed s when A(¢) is nonincreasing. Or, even if A(¢) is increasing,
p(s,1)A(t) can be decreasing in 7 (for each fixed s) in some cases. Therefore, in this
sense, shocks during time burn-in do contribute to improvement of reliability
characteristics in field use.

Similar considerations can be used for describing the strategy B(b,s). Let
hy (s, b) be the expected burn-in cost. Then by similar arguments as those described
in Cha and Finkelstein [7]:

fé’ F(t)dt . 1 . 1
7o ) T o%e T Feon)

1
hy(s,b) == — Cyry 9.65
2(s,b) ) (co ¢ (9.65)
where

t

F(r) = exp| / (ro(u) + p(0, u)A(u))du

0

Note that just after time burn-in (before performing the shock burn-in), as follows
from Remark 9.14, the initial distribution of U is

[ exp{fll_/lf(r) fé’ )v(x)dx} - gu(r)dr
Jo* exp{ ~M;(r) Jy Ax)dx pau (r)dr

and, if we further perform the shock burn-in with the magnitude s, then the
resulting pdf for U is

Gy(u;b) = P(U > u|T > b) =

)

(O, : ifu<s
gu(usb : s
Gols)’ ifu>s
where gy (u;b) is the pdf which corresponds to Gy (u; b):
—_ b N
exp{—Mf(u) Jo A(x)dx} - gu(u)
gu(u; b) =

5 exe{ <My () Jy ) fu (r)ar
B exp{—ﬁf(u) It i;,(x)dx} - gu(u)

[ exp{ () Jy in()ax} o (ar
0

In accordance with (9.59), the failure probability at the ‘field use age’ ¢ is
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plbs,1) = S S5 exp{=Mi(r) fo r(x)dx} - gu(rs b)drmy (v)dv (9.66)

[ exp{—M;(r) fot Ap(x)dx} gy (r; b)dr

Finally, from (9.65) and (9.66), the total expected cost c,(s,b) is

1 Ji b F(t)de 1 1
b =55 (CO Of(b) ) eSS T Fwee)
-K exps — [ (ro(b+u)+p(b,s,u)A(b + u))du pdr
0/ 0/

Note that, p(b,s,u) (not p(s,b+ u)) should be used in c;(s,b) above. From
Theorems 9.11 and 9.12, it is clear that p(b, s, ) is strictly decreasing in both s and
t for each fixed b, respectively. By similar procedure as before (Theorem 9.12), it
can also be shown that the function p(b,s,1) is strictly decreasing in b for each
fixed s and r.

In Cha and Finkelstein [7], two stage optimization procedures for minimizing
the cost functions are discussed. Similar approach can be applied to the modified
results of the current paper. For example, for obtaining optimal (s},5}) which
minimizes, c;(s,b) defined by equation (9.64), we can follow the following
procedure:

1. Fix b >0, then find optimal s*(b) which satisfies

c1(s*(b),b) = 021300 c1(s, b), for fixed b > 0.

Note that, as c(s, b) is eventually increasing in s to infinity for each fixed b, such
s*(b) exists for all b.

2. Find optimal b* which satisfies

1 (s*(p7),b") = min ¢(s*(D),b).

0<b<oo

Then, finally, such (s*(b*), b*) is the optimal solution of the problem. However,
in this modified model, even if we assume that ry(¢) is the bathtub-shaped failure
rate with two change points #; and t,, #; is not necessarily the uniform upper bound
for the optimal burn-in time. However, if we assume additionally that ry(z) is
increasing to infinity after t,, there obviously should be the uniform upper bound
for the optimal burn-in time and the standard numerical procedures can be used for
obtaining optimal solutions in this case.
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