Chapter 4
Neural Approaches to Economic Modeling

Abstract This chapter describes the multi-layered perceptron (MLP), radial basis
functions (RBF), and support vector machines (SVM). These techniques are then
applied to model inflation by training these networks using the maximum-likelihood
method. The results indicated that the SVM gives the best results followed by the
MLP and then the RBE. The SVM with an exponential RBF gave the best results.

4.1 Introduction

This chapter applies the multi-layered perceptron (MLP), radial basis functions
(RBF) and support vector machines (SVM) to inflation modeling. It uses economic
variables that were identified in Chap. 3 by using the automatic relevance deter-
mination method that was based on the MLP. Modeling inflation is an important
undertaking for economic planning as it impacts on areas of vital economic
activities.

Welfe (2000) applied a Bayesian framework and the Johansen method to model
inflation in Poland, while Price and Nasim (1999) applied co-integration and the
P-star approach to model inflation and money demand in Pakistan.

De Gooijer and Vidiella-i-Anguera (2003) successfully applied the multiplicative
seasonal self-exciting threshold autoregressive which factored monthly inflation
rates and seasonal fluctuations at the same time. Gregoriou and Kontonikas (2009)
modeled non-linearity in inflation deviations from the target of various coun-
tries using an exponential smooth transition autoregressive (ESTAR) and Markov
regime-switching models. They observed that the ESTAR model was able to capture
the non-linear behavior of inflation. In addition they observed a fast adjustment
process in countries that regularly under estimate inflation target while countries
that over-estimate inflation target displayed a slower revision back to equilibrium.
The ESTAR model was also observed to outperform the Markov regime-switching
model.
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Aissa et al. (2007) modelled inflation persistence with periodicity changes in
fixed and pre-determined prices models. In particular, they considered the relation-
ship between the length of the decision interval for a specified duration of prices
and the dynamic properties of inflations. They observed that higher frequency types
of information, overlapping contracts and hybrid price models forecast inflation
persistence.

Mebhrotra et al. (2010) applied the hybrid New Keynesian Phillips Curve (NKPC)
for modelling inflation in China and demonstrated that the NKPC gave good results
of inflation. A probit analysis showed that the forward-looking inflation element and
the output gap were vital inflation variables in provinces that that had undergone
market reform.

Kukal and Van Quang (2011) applied the multi-layered perceptron and radial
basis function neural networks to model how Czech National Bank handled its repo
rate when it implemented its monetary policy and observed that the MLP network
was better at modeling the repo rate than the RBF.

Choudhary and Haider (2012) compared neural networks to autoregressive
models for inflation forecasting and found that neural networks performed better
than the autoregressive models.

Diizgiin (2010) compared the generalized regression neural networks to the
autoregressive integrated moving average (ARIMA) and found that neural network
model performed better than the ARIMA model in forecasting the Consumer Price
Index.

Santana (2006) compared neural networks to exponential smoothing and ARIMA
methods for forecasting Colombian Inflation and observed that neural network
forecasts were more accurate than the forecasts from exponential smoothing and
ARIMA methods.

Binner et al. (2005) compared linear forecasting models and neural networks for
modeling Euro inflation rate. The results obtained indicated that neural networks
gave better forecasts than linear models.

Moshiri and Cameron (2000) compared neural network to econometric models
for forecasting inflation and they observed that neural networks were able to forecast
marginally better than traditional econometric methods.

Other approaches that have been used to model inflation are support vector
machines (Wang et al. 2012), genetic optimization (Huang 2012a), neural networks
(Wang and Fan 2010; Ge and Yin 2012), dynamic factor estimation method
(Kapetanios 2004), combinatorial and optimal networks (Luo and Huang 2012),
and elitist neuro-genetic network model (Mitra 2012). Other aspects of inflation
that have been modeled are the relationship between short-term and long term
inflation expectations (Jochmann et al. 2010), pass-through of individual goods
prices into trend inflation (Anderson et al. 2012), identification of post-stabilization
inflation dynamics (Dimirovski and Andreeski 2006) and medical costs inflation
rates (Cao et al. 2012).

From this literature review, it is evident that artificial intelligence methods are
viable tools for modelling inflation. The next sections will describe multi-layered
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perceptrons, radial basis functions, and support vector machines which are tech-
niques that are used to model inflation in this chapter.

4.2 Multi-layer Perceptron Neural Networks

The neural network model considered in this chapter is the multi-layer perceptron.
The MLP is a feed-forward neural network model that estimates a relationship
between sets of input data and a set of corresponding output. Its basis is the standard
linear perceptron and it uses three or more layers of neurons, also called nodes, with
non-linear activation functions. It is more effective than the perceptron because it
can discriminate data that is not linearly separable or separable by a hyper-plane.

The multi-layered perceptron has been used to model many diverse complex
systems in areas such as mechanical engineering (Marwala 2010, 2012), missing
data (Marwala 2009), interstate conflict (Marwala and Lagazio 2011), soil water
assessment (Singh et al. 2012), solid waste (Arebey et al. 2012), in biomarkers
to infer characteristics of contaminant exposure (Karami et al. 2012), collision
avoidance of a ship (Ahn et al. 2012), speech recognition (Ikbal et al. 2012), and
power transformers fault diagnosis (Souahlia et al. 2012). More relevant to the topic
of economic modeling, Tung et al. (2004) applied neural networks to build an early
warning system for banking failure, while Yiimlii et al. (2005) used neural networks
for Istanbul stock exchange prediction. Tsai and Wu (2008) applied ensembles of
multi-layer perceptrons for bankruptcy prediction and credit scoring, and observed
that the ensemble performed better than the stand-alone networks.

As described in Chap. 3, the MLP neural network is made up of multiple layers of
computational components typically inter-connected in a feed-forward way (Haykin
1999; Hassoun 1995; Marwala 2012). Every neuron in one layer is linked to the
neurons of the following layer. A completely linked two layered MLP network
is used in this chapter. A NETLAB® toolbox that runs in MATLAB® which was
built by Nabney (2001) was implemented to build the MLP neural network. The
network which was discussed in Chap. 3 can be mathematically described as follows
(Haykin 1999):

M d
Ve = fouer | D_ Wi Fimer (Z wilxi + w%) +wio @.1)
j=1 i=1
Here W;('il) and w](,2 ) are weights in the first and second layer, respectively, from
input i to hidden unit j, M is the number of hidden units, d is the number of output
units while Wyo) and w,(czo) are the weight parameters that represent the biases for the
hidden unit j and the output unit k. These weight parameters can be interpreted as
an instrument that ensures that the model comprehends the data. In this chapter,

the parameter f,,,,(*) is the linear function while f;,,., is the hyperbolic tangent
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function. As described in Chap. 3, the weight vector in Eq. 4.1 is identified using
the scaled conjugate gradient method that is premised on the maximum-likelihood
approach (Mgller 1993).

4.3 Radial-Basis Function (RBF)

The other neural network technique that is applied in this chapter is the radial basis
function. The RBF neural networks are feed-forward networks which are trained
using a supervised training algorithm (Haykin 1999; Buhmann and Ablowitz 2003;
Marwala and Lagazio 2011).

Marcozzi et al. (2001) successfully applied RBF and finite-difference algorithms
for option pricing, while Jing and Ning-qgiang (2012) applied the RBF in power
system’s damping analysis. Guo et al. (2012) successfully applied RBF to predict
financial risk of the thermal power industry. Other successful applications of the
RBF to model complex problems include controlling chaotic systems (Hsu et al.
2012), braking system of a railway vehicle (Yang and Zhang 2012) and prediction
of protein interaction sites (Chen et al. 2012b).

Golbabai and Milev (2012) solved a partial integro-differential equation problem
with a free boundary in an American option model. They applied front-fixing
transformation of the underlying asset variable to deal with the free boundary
conditions. A radial basis functions technique was applied to realize a first order
nonlinear equation and they used the Predictor—Corrector technique to solve the
nonlinear equations. The results obtained were similar to those achieved by other
numerical methods.

Yu et al. (2012) applied a hybrid of particle swarm optimization and RBF (PSO-
RBF) for predicting China’s primary energy demands in 2020. They analyzed the
energy demand for the period from 1980 to 2009 based on the gross domestic
product (GDP), population, proportion of industry in GDP, urbanization rate, and
share of coal energy. The results they obtained showed that the PSO-RBF had fewer
hidden nodes and smaller estimated errors than traditional neural network models.

The RBF is normally arranged with a single hidden layer of units whose
activation function is chosen from a class of functions known as the basis functions.
The activation of the hidden units in an RBF neural network is described by a non-
linear function of the distance between the input vector and a vector representing
the centers of mass of the data (Bishop 1995). Although related to back-propagation
radial basis function networks have a number of advantages. They train much faster
than the MLP networks and are less disposed to problems with non-stationary inputs
owing to the behavior of the radial basis function (Bishop 1995). The RBF network
is shown in Fig. 4.1 and is expressed mathematically as follows (Buhmann and
Ablowitz 2003; Marwala and Lagazio 2011):
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Fig. 4.1 Radial basis function network having two layers of Adaptive weights (Reprinted from
Marwala and Lagazio 2011 with kind permission from Springer Science + Business Media B.V)
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Here, wj; are the output weights, corresponding to the link between a hidden unit
and an output unit, M denotes the number of hidden units, {c}; is the center for the
Jjth neuron, ¢ ({x}) is the jth non-linear activation function, {x} the input vector, and
k =1,2,3,..., M (Bishop 1995; Marwala and Lagazio 2011). Once more, as in
the MLP, the choice of the number of hidden nodes M is part of the model selection
procedure.

The activation in the hidden layers implemented in this chapter is a Gaussian
distribution which can be written as follows (Bishop 1995):

(& (e =t} = exp (—Bltx} — (c)’) ) (43)

where B is constant.

As explained by Marwala (2009), the radial basis function is different from
the multi-layered perceptron because it has weights in the outer layer only and
the hidden nodes have centers. Training the radial basis function network involves
identifying two sets of parameters and these are the centers and the output weights
and both of these can be regarded as free parameters in a regression framework.
Although the centers and network weights can both be estimated at the same time,
in this chapter we apply a two stage training process to identify the centers. The
first is to use self-organizing maps to estimate the centers and, in this chapter, we
apply the k-means clustering technique (Hartigan 1975; Marwala 2009). The step of
identifying the centers only considers the input space whereas the identification of
the network weights uses both the input and output space.
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The k-means procedure is intended for clustering objects based on features into
k partitions. In this chapter, k will be equal to the number of centers M. Its aim is
to determine the centers of natural clusters in the data and assumes that the object
features form a vector space. It realizes this by minimizing the total intra-cluster
variance, or, the squared error function (Hartigan and Wong 1979; Marwala 2009):

E= Z 3 () —e)’ (4.4)

i=1x;€8;

Here, C is the number of clusters S;,i = 1,2, ..., M and {c}; is the centers of all
the points x; € S;. The Lloyd procedure is applied to determine the cluster centers
(Lloyd 1982).

As described by Lloyd (1982), the procedure is started by randomly segmenting
the input space into & sets. Then the mean point is computed for each set, and then a
new partition is created by linking each point with the nearest center. The centroids
are then recomputed for the new clusters, and the procedure is reiterated by varying
these two steps until convergence. Convergence is realized when the centroids no
longer change or the points no longer switch clusters.

After the centers have been determined, the network weights then need to be
estimated, given the training data. To realize this, the Moore-Penrose pseudo inverse
(Moore 1920; Penrose 1955; Golub and Van Loan 1996; Marwala 2009) is applied.
Once the centers have been determined, then the approximation of the network
weights is a linear process (Golub and Van Loan 1996). With the training data
and the centers determined, Eq. 4.2 can then be rewritten as follows (Marwala and
Lagazio 2011):

[vij] = [Bic] [wij] (4.5)

where [ Vi j] is the output matrix with i denoting the number of training examples,
and j denoting the number of output instances. The parameter [¢;;] is the activation
function matrix in the hidden layer, with i denoting the training examples, and k
denoting the number of hidden neurons. The parameter [wk j] is the weight matrix,
with k denoting the number of hidden neurons and j denoting the number of output
instances. It can thus be observed that to estimate the weight matrix [wkj], the
activation function matrix [¢;;] ought to be inverted. Nevertheless, this matrix is not
square and consequently it can be inverted using the Moore-Penrose pseudo-inverse
is as follows (Marwala and Lagazio 2011):

91" = (Il 6] )" *6)
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This means that the weight matrix may be estimated as follows (Marwala and
Lagazio 2011):

[wij | = [¢i]™ [i7] 4.7

A NETLAB® toolbox that runs in MATLAB® and explained in (Nabney 2001)
was applied to implement both the RBF and the MLP architectures.

4.3.1 Model Selection

Given that techniques of determining the weights that are learned from the training
data given an RBF or even an MLP model, the following undertaking is how to select
a suitable model, given by the size of the hidden nodes. The procedure of choosing
suitable model is called as model selection (Burnham and Anderson 2002). The
idea of deriving a model from data is a no-unique problem. This is for the reason
that many models are capable of describing the training data and, consequently, it
becomes difficult to determine the most suitable model. The basic method for model
selection is based on two principles and these are the goodness of fit and complexity.
The goodness of fit, basically, suggests that a good model should be capable of
predicting the validation data which has not been used to train the networks. The
complexity of the model is actually based on the principle of Occam’s razor that
recommends that the preferred model should be the simplest one.
There are vital issues such as:

* How do you choose a compromise between the goodness of fit and the complex-
ity of the model?
* How are these characteristics applied?

The goodness of fit is evaluated, in this chapter, by calculating the error between
the model prediction and the validation set whereas the complexity of the model is
evaluated by the number of free parameters in the data. As explained by Marwala
(2009), free parameters in the MLP model are defined as the network weights and
biases whereas in the RBF network are defined as the network centers and weights.
In this chapter, model selection is regarded as an instrument of choosing a model
that has a good probability of approximating the validation data that it has not been
exposed to during network training and the bias and variance are indicators of the
capability of this model to function in an acceptable manner.

The MLP is trained in this chapter using the scaled conjugate gradient technique
while for the RBF the k-means and pseudo-inverse techniques are used estimate the
free parameters (centers and weights).
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4.4 Support Vector Regression

The type of artificial intelligence method called support vector machines are a
supervised learning technique applied principally for classification and are resulting
from statistical learning theory and were first presented by Vapnik (1995, 1998).
They have also been modified to handle regression problems (Gunn 1997; Chang
and Tsai 2008; Chuang 2008; Hu et al. 2012; Orchel 2012). As described in Marwala
(2009), Pires and Marwala (2004) successfully applied support vector machines
for option pricing and additionally extended these to the Bayesian framework
whereas Gidudu et al. (2007) successfully applied support vector machines for
image classification.

Furthermore, Khemchandani et al. (2009) successfully applied the regularized
least squares fuzzy support vector regression for financial time series forecast-
ing. Chen et al. (2012a) successfully used support vector machines for seismic
assessment of school buildings, while Golmohammadi et al. (2012) used support
vector machines for quantitative structure—activity relationship estimation of blood-
to-brain partitioning behavior. Zhang et al. (2006) successfully used support vector
regression for on-line health monitoring of large-scale structures whereas Chen et al.
(2012c) applied SVM for customer churn prediction.

One of the difficulties of support vector regression is the computational load
required to train them. Guo and Zhang (2007) established methods for accelerating
support vector regression whereas Ustiin et al. (2007) visualized support vector
regression models. Other successful applications of support vector machine include
prediction of carbon monoxide concentrations (Yeganeh et al. 2012), bearing
fault detection in industrial environments (Gryllias and Antoniadis 2012), defect
recognition in SoniclR (Zeng et al. 2012), classification of small-grain weed species
(Rumpf et al. 2012), crash injury severity analysis (Li et al. 2012) and mechanical
fault condition monitoring in induction motor (Salem et al. 2012). Huang (2012b)
applied genetic algorithms and support vector regression for hybrid stock selection
model and demonstrated that the proposed method gave better investment returns
than the benchmark.

The general notion behind support vector regression is to relate the input space
to an output space. Assuming we have the training dataset with one input and one
output being taken into account: {(xy, y1),..., (x;, y;)} C x x N, where y is the
space of the input parameters and R represents the real number set. We intend to
identify a function f(x) that will relate the training inputs to the training outputs. In
Support Vector regression the objective is to identify this function that has at most ¢
deviation from the actual training targets y;. We can identify a number of functions
f(x) to relate training inputs to training outputs. These functions are called kernel
functions nevertheless these cannot just be any functions because kernel functions
have to satisfy to some principles (Joachims 1999). As described by many other
researchers we study a linear kernel function (Lang 1987):

fx)=wx)+b with wey, bed (4.8)
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Table 4.1 Common types of kernels

Kernel Type Equation
Linear k (x[,xj) = (x,v.xj)
Polynomial k (x[, xj) = (x,v.xj + c)d where d >2 and ¢ >0

(inhomogeneous)
Radial basis function k (x[, xj) = exp (—y ||x[ —Xx; ”2) fory >0
Exponential radial basis & (x;, x;) = exp (—L2 [x: —x; ||2)

function 20

. 3

Spline k (x[,xj) =1+xx; + % |x,v —xj|min(x[,xj)z + M

where (.,.) represents the dot product. Other kernel functions that can be used
include exponential radial basis function, linear spline, radial basis function and
polynomial which are shown in Table 4.1.

It is intended to identify small values for w and this can be achieved by
minimizing the Euclidean norm ||w||? (Drezet and Harrison 2001). A slack variables
£;, £;" can be included in order to ensure that particular infeasible constraints in the
minimization of the Euclidean norm can be applied and the minimization problem
then becomes (Oliveira 2006):

!
. 1 2 *
min §||w|| +C ; (E,- + & ) 4.9)
yi—{wxi)=b< e+
subject to 4 (w,x;)+b—y; < e+ §&" (4.10)
§.&> 0

where [ is the number of training points used. The constraints in Eq. 4.10 deal with
an e-insensitive loss function applied to penalize particular training points that are
outside of the bound given by & which is a value selected.

Some other loss functions that may be used include smooth non-convex loss
function (Zhong 2012) and the Huber loss function which can also be applied but
the most common one is the e-insensitive loss function which is given by (Gunn
1997):

€le = 0 kl=e 4.11)

|E| — &  otherwise

As explained in Marwala (2009), the value for C is the extent to which deviations
from ¢ are accepted (Trafalis and Ince 2000). It can be viewed as a degree of over-
fitting a function to the training data. If the value of C is set too high then the function
f(x) will be too well fitted to the training data and will not forecast well on data that
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Fig. 4.2 Linear support vector regression for a set of data (leff) and the e-insensitive loss function
(right) (Adapted from Gunn 1997)

has not seen by the training of the function. This implies that data located outside of
the bounds given by ¢ are not penalized sufficiently resulting in the function being
too well fitted to the training data (Trafalis and Ince 2000). An illustration of a linear
function being fitted to the training data can be observed in Fig. 4.2 with the bounds
displayed.

The function in Fig. 4.2 (right hand side) is applied to penalize those data points
that are located outside of the bounds (left hand side). The further a data point
is located outside of one of the bounds, the more the data point is penalized and,
therefore, it is factored less in the estimation of the function. Those data points
that are located within the bounds of the function are not penalized at all and their
matching slack variable values (§;, £;”) are assigned zero and accordingly these data
points contribute significantly in the estimation of the function f(x).

The optimization problem in Eq. 4.9 is then formulated as a quadratic pro-
gramming problem by first determining the Lagrangian multiplier and using the
Karush-Kuhn Tucker (KKT) conditions (Joachims 1999). Then the values for w
and b can be estimated so that the linear function fit the training data can be
identified. This instance of applying the constrained optimization framework is
merely applicable for a linear kernel function and the constrained optimization
framework differs for different kernel functions.

Similarly, a non-linear model can be used to satisfactorily model the data and
this can be conducted by applying a non-linear function to relate the data into a high
dimensional feature space where linear regression is conducted. Then the kernel
method is applied to handle the problem of the curse of dimensionality and for non-
linear problems the e-insensitive loss function can be used to give (Gunn 1997):
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]
max W (a,a®) = maxzol* Vi —¢)
a,a* a,a* P

l l
—a; (yi +s)—%ZZ(“?—Oli)(“;_“j)K(xhx/‘)

i=1j=1
(4.12)

subject to

D (ei—ef) =0 (4.13)

In Egs. 4.12 and 4.13, K is the kernel function and « and o* are Lagrangian
multipliers. Solving these equations provides the Lagrangian multipliers and the
regression equation can thus be written as follows (Gunn 1997):

S0 =) (@ —af) K (xi,x)+b (4.14)
SVs
i
b= —%Z(ai — o) (K (6i.5) + K (x7.%,)) (4.15)

i=1

The least squares support vector toolbox was applied for the investigation
(Suykens et al. 2002).

4.5 Applications of MLP, RBF and SVM to Economic
Modeling

In Chap. 3, the Bayesian and the evidence frameworks were applied to build an
automatic relevance determination (ARD) method. The ARD technique was then
applied to identify the relevance of economic variables that are essential for driving
the consumer price index. It was concluded that for the data analyzed using the
MLP based ARD the variables driving the CPI are mining, transport, storage
and communication, financial intermediation, insurance, real estate and business
services, community, social and personal services, gross value added at basic prices,
taxes less subsidies on products, affordability, economic growth, repo rate, gross
domestic product, household consumption and investment.



76 4 Neural Approaches to Economic Modeling

Table 4.2 Characteristics of

Attributes Number
the MLP network and the
results Input nodes 12
Hidden nodes 8
Output nodes 1
Training time  3.45
Accuracy 84.6 %
9
8 m Target

m Predicted

6
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0
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Fig. 4.3 Sample results achieved using the MLP network

Table 4.3 Characteristics of

the RBF network and the
results Input nodes 12

Hidden nodes 8
Output nodes 1
Training time  0.36
Accuracy 82.7 %

Attributes Number

In this chapter, these variables are used to predict the CPI using MLP, RBF, and
SVM. The architecture of the MLP neural network applied in this chapter is as
indicated in Table 4.2. The MLP had linear activation function in the output layer
and hyperbolic tangent function in the hidden nodes (Fig. 4.3). The architecture of
the RBF neural network, applied in this chapter, is as indicated in Table 4.3 and
Fig. 4.4. The RBF had a Gaussian basis function. The sample results obtained can
be viewed in Fig. 4.3.
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Fig. 4.4 Sample results achieved using the RBF network

Table 4.4 Different implementations of the SVM models

C e Order  Kernel Accuracy
Model 1 200 0.05 NA Exponential RBF  §9.39
Model2 200 0.05 NA Linear 87.81
Model 3 200 0.05 1 Spline 83.45
Model4 200 0.05 2 RBF 85.73
Model 5 200 0.05 3 Polynomial 88.36

71

The architectures of the different SVM networks applied in this chapter are
as indicated in Table 4.4. The C and e parameters were fixed at 200 and 0.05

respectively.

Figure 4.5 shows the sample results from the RBF based SVM.
The results indicate that for the data under consideration, the SVM models
demonstrated better results followed by the MLP then the RBF. The SVM with

the exponential RBF gave the best results.
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Fig. 4.5 Model 1 predicted CPI vs. the actual CPI

4.6 Conclusion

This chapter described the multi-layered perceptron, radial basis functions, and
support vector machines and applied these to modeling the CPI. The results
indicated that the SVM gave the best results followed by the MLP and then the
RBF. The SVM with an exponential RBF gave the best results.
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