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Preface

In Honor and Celebration of Professor Osaki’s 70th Birthday
and Retirement

Dr. Shunji Osaki is an internationally recognized researcher in the field of system
reliability engineering spanning over four decades. In 2001-2011, he worked in
Nanzan University, Nagoya, as Professor in the Department of Mathematical and
Information Engineering. Prior to 2001, Dr. Osaki was Professor (1986-2001) and
Associate Professor (1970-1986) in the Department of Industrial and Systems
Engineering, Hiroshima University from 1970 to 2001. Dr. Osaki earned a Doctor
of Engineering, a.k.a, a Ph.D. from Kyoto University in 1970. We have provided
his academic accomplishments over the last four decades, following this preface.

Thanks to Dr. Osaki’s endless contributions, system reliability engineering has
made significant advancements in Japan. Active in both research and academic, he
has built a wealth of technical networks through publications and technical
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discussions with international colleagues, scholars, friends, and students. He
published over 20 books and over 400 papers in the area of system reliability
engineering since joining the graduate program in Kyoto University in mid-1960.
He also helped and supported 8 Ph.D. students, 72 M.S. students, and 223 B.S.
students during his tenure at Nanzan University and Hiroshima University.

In honor and celebration of Dr. Osaki’s 70th birthday and retirement, this book
represents a collection of recent research topics by numerous distinguished
researchers, all of whom have been inspired by Dr. Osaki’s great contributions.
The topics include system reliability and maintenance modeling, dependable
computing, system performance analysis, and software engineering.

This book, containing both his legacy and the state-of-the-art contributions in
the technical field, will help readers explore new ideas and topics on stochastic
reliability and maintenance modeling. It will also serve as a useful guide for
researchers to apply reliability and maintenance theory to computer and commu-
nication systems.

Our special thanks to all the authors and reviewers of the respective articles
involved in this book. We would also like to thank Professor Hoang Pham,
Rutgers, The State University of New Jersey, USA, the Editor of Springer Series in
Reliability Engineering, Ms. Claire Protherough and Ms. Grace Quinn, Springer
Senior Editorial Assistants (Engineering), and Dr. Kazu Okumoto, Alcatel-Lucent
Technologies, USA. We would not have completed this book without their kind
supports and encouragements.

Once again, Happy 70th Birthday to Professor Shunji Osaki and Congratulations
and Best Wishes for a very successful retirement.

Professor Shinji Osaki’s Academic Achievements

e Earned a Ph.D. from Kyoto University in 1970. His Ph.D. thesis is “Studies on
system analysis and synthesis by Markov renewal process.”

e Joined Hiroshima University in 1970 as Lecturer and became Associate Pro-
fessor that same year in the Department of Industrial Engineering. Full Professor
in 1986, where he was responsible for research and teaching in applied proba-
bility, quality control and reliability engineering.

e Took a two-year leave of absence in 1970 to join the University of Southern
California as a Post-Doctoral Research Fellow to pursue a joint research on
applied stochastic modeling with Professor Richard Bellman.

e Returned from USC and established a laboratory in the Department of Industrial
Engineering, Hiroshima University to help and support graduate and under-
graduate students.

e Visited the Manchester University, UK in 1976-1977 as a Simon Visiting
Research Fellow.

e Joined Nanzan University, Nagoya in 2002 as Professor in the Faculty of
Mathematical and Information Engineering, in anticipation of the retirement age
at Hiroshima University.
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In addition, Dr. Osaki exhibited a wide range of research interests and con-
tinued to publish books and technical papers in the field. The following is a
summary of his research contributions.

e As a Ph.D. candidate, co-authored with Professor Hisashi Mine a well-refer-
enced book, “Morkovian Decision Processes,” American Elsevier Publishing
Company Inc. Also published three key papers on Markov decision processes in
Journal of Mathematical Analysis and Applications.

e Based on his Ph.D. thesis in 1970, published 11 papers in Japanese technical
journals and 10 papers in international journals, including IEEE Transactions on
Reliability, Management Science, and Journal of Applied Probability.

e One of his key contributions was a reliability analysis of two-unit standby
redundant systems based on Markov renewal processes. A series of work in this
technically exciting area was pursued with Dr. Toshio Nakagawa and his stu-
dents in Hiroshima University.

e Was the winner of the fourth Ohnishi Memorial Best Paper Award in 1971,
which is the most prestigious research award in the Operations Research Society
of Japan.

e These research accomplishments constitute as the fundamental theory and were
then applied to fault-tolerant computer systems. They resulted in:

— A heavily cited monograph, “Reliability Evaluation of Some Fault-Tolerant
Computer Architectures”, Lecture Notes in Computer Science, Springer-
Verlag, co-authored with his M.S. student, Toshihiko Nishio. It became a
technical base for probabilistic analyses in modern dependable computing.

e Authored two well-known textbooks:

— “Stochastic System Reliability Modeling,” World Scientific
— “Applied Stochastic System Modeling,” Springer-Verlag.

Dr. Osaki also worked on a large number of stochastic maintenance models
such as replacement models, inspection models, order-replacement models, and
shock models. In late 1970, he worked in these research areas with support from
Dr. Toshio Nakagawa and several students such as Dr. Kazuhira Okumoto and Dr.
Naoto Kaio. In early 1980, he started a research project on software reliability
modeling with his student, Dr. Shigeru Yamada, and developed several well-
known software reliability growth models such as the delayed S-shaped model,
which is often called the Yamada, Ohba, and Osaki Model. Over the last 20 years,
he was a co-author of numerous papers in this well-established research area. His
research interest in the 1990s moved on to other research topics such as financial
engineering, production/inventory analysis, neuro computing, quality control,
dynamic power management, etc. He was very sensitive and instrumental to new
research trends in applied stochastic modeling, and generated many ideas and hints
that are helpful to other researchers and students.
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He founded several international workshops during the last three decades.

e Organized the Reliability Symposium on Stochastic Models in Reliability
Theory, on April 1984, in Nagoya, Japan, with the co-chair, Dr. Yukio
Hatoyama, who was the Japanese Prime Minister during September 2009 to
June 2010.

e Served as the General Co-Chair with Professor Jinhua Cao for The China—Japan
Reliability Symposium in China in September 1987 and realized the so-called
“Moving-Events” by bringing many Chinese and Japanese colleagues in three
different places, Shanghai, Xi’an and Beijing.

e In 1993 and 1996, initiated Australia—Japan Workshop on Stochastic Model in
Engineering, Technology and Management, with Professor D. N. Pra Murthy,
and continued until the third event in 1999.

e Worked with Professors A. H. Christer, L. C. Thomas, N. Balakrishnan,
Nikolaos Limnios and Katsushige Sawaki to found the following workshops.
Effectively bridged Japanese researchers in applied stochastic modeling and
European/American researchers.

— UK-Japanese Research Workshop on Stochastic Modelling in Innovative
Manufacturing in 1995

— Euro-Japanese Workshops on Stochastic Risk Modelling for Finance, Insur-
ance, Production and Reliability in 1998 and 2002

— International Workshops on Recent Advances in Stochastic Operations
Research in 2005 and 2007.

As demonstrated above, Dr. Osaki enjoys organizing relatively small work-
shops to stimulate pure academic discussions with his colleagues/friends, apart
from politics in big academic societies.

Dr. Osaki has been a key member of several academic societies such as The
Operations Research Society of Japan, The Institute of Electronics, Information
and Communication Engineers, The Institute of Systems, Control and Information
Engineers, Japan Industrial Management Association, Information Processing
Society of Japan, Reliability Engineering Association of Japan, and IEEE Reli-
ability Society. He served as an Associate Editor or an Editorial Board Member of
several international journals such as Journal of Mathematical Analysis and
Applications, International Journal of Policy and Information, Applied Stochastic
Models and Data Analysis, Computers & Mathematics with Applications, Revue
Francaise d’ Automatique, d’Informatique et Rechereche Operationelle Recherche
Operationnelle, International Journal of Reliability, Quality and Safety Engi-
neering, IIE Transactions on Quality and Reliability Engineering, Communica-
tions in Applied Analysis, Applied Stochastic Models in Business and Industry,
among others.

Japan, August 2012 Tadashi Dohi
Toshio Nakagawa
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Generalized Logit-Based Proportional
Hazards Models and Their Applications
in Survival and Reliability Analyses

N. Balakrishnan, M. C. Pardo and M. L. Avendaiio

Abstract We introduce a flexible family of generalized logit-based regression
models for survival and reliability analyses. We present its parametric as well as
its semiparametric versions. The method of maximum likelihood and the partial
likelihood approach are applied to estimate the parameters of the parametric and
semiparametric models, respectively. This new family of models is illustrated with
male laryngeal cancer data and compared with Cox regression.

1 Introduction

Data arising from survival and reliability analyses often consist of a response variable
that measures the duration of time until the occurrence of a specific event and a
set of variables (covariates) thought to be associated with the event-time variable.
These data arise in a number of applied fields, such as medicine, biology, public
health, epidemiology, engineering, economics, and demography, and they have some
features that pose difficulties to traditional statistical methods. The first is that the data
are generally asymmetrically distributed, while the second feature is that lifetimes
are frequently censored (the end-point of interest has not been observed for that
individual). Regression models for survival and reliability data have traditionally
been based on the proportional hazards model of Cox [3] which is defined through
the hazard function % (¢ | x) of the form

h(t]%) = ho(t)exp (x'B),
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where hq (¢) is an arbitrary function of time called baseline hazard function,
x' = (xl, X p) is a vector of covariates for the individual at time ¢, and
8 = (ﬁl, ceey 5[,) is a vector of unknown parameters to be estimated. In the
case when the baseline hazard function is treated nonparametrically, then this model
becomes a semiparametric model. Instead, if we assume that the baseline hazard func-
tion is specified up to a few unknown parameters, which is usually accomplished with
a specific parametric distribution such as Weibull distribution, we obtain a parametric
proportional hazards model.

Some recent research has focused on developing extended regression models that
include Cox model as a special case. In this line, we can find the model introduced
by Etezadi-Amoli and Ciampi [4] of the form

ht| o, B,x)=exp(x'a)ho (texp (x'3)) .

where a and 3 are vectors of regression parameters. For 3 = 0, we deduce the Cox
model, while for a = (3 we obtain the accelerated failure time (AFT) model which
is also a popular model in the analysis of survival and reliability data. These authors
then show that a better fit is obtained with this new model than with the Cox and
AFT models in two examples based on artificial and real data. Nevertheless, the main
emphasis of their work is on a spline approximation for the baseline hazard function.

A different family of models with smooth background hazard or survival functions
have been proposed by Younes and Lachin [10] and Royston and Parmar [9], which
includes the proportional hazards and proportional odds models as special cases. The
class of these models is based on transformation of the survival function by a link
function g(-) of the form

g(S(t] B, %) = g(So (1) +x'B,

where S (¢) = S (¢ | 0, X) is the baseline survival function. The former tackled the
estimation problem by using B-splines to estimate the baseline hazard function while
the latter utilized natural cubic splines to model g(So (7)). Here, again the main focus
of the work was to check the advantage of a smooth modeling of the background
hazard or survival functions, respectively.

An alternative model to the Cox model is based on the hazard function

exp (X'8)

h(tllg’X)ZhO([)l—l—ex—p(X@’

(D

where the covariate effects are modeled on the logarithmic scale rather than on the
log odds scale. In spite of the simplicity of this model, it has not been studied much
in the literature. Recently, MacKenzie [7, 8] has considered this logit link-based
model with a constant baseline survival function and nonproportional hazards and
displayed its applicability, which is given by
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exp (o +x'3)

h(t|a’ﬁ’x):h1+exp(m+x’ﬁ)'

The flexibility shown by MacKenzie’s model gives us an impetus to extend the
Cox model in a similar manner. First of all, to assume that the baseline hazard model
is a constant is to limit the flexibility the model. In fact, the aim of the previous papers
was to estimate in a proper way the baseline hazard function. Secondly, to measure
the influence of the unknown parameters on a generalized log-odds scale instead of a
log-odds scale. Therefore, this model is a particular case of our models introduced in
Sect. 2 without time-dependence. The reason for not considering time-dependence
is to start with a very general family of models but then focus on its simplest form.
We hope to consider in our future study time-dependence and also to estimate the
background hazard with splines.

In this chapter, we not only study the logit link-based model in (1), but also
generalize it to a flexible parametric family of proportional hazards model based
on a generalization of the logistic distribution (see Balakrishnan [1]) called Type-I
generalized logistic model. The formulation of the model and estimation methods
for parametric and semiparametric models are then discussed in Sect. 2. Measures of
fitting this model are discussed in Sect. 3. Next, an illustrative example is presented
in Sect. 4. Finally, some concluding remarks are made in Sect. 5.

2 The Generalized Logit Link Proportional Hazards Model

The logit link-based model in (1) can be generalized by replacing the logistic
distribution function in (1) by a generalization of the logistic distribution called
Type-I generalized logistic which is given by

F)= —00 <y <o00,a>0;

(i)

see Balakrishnan [1].
By utilizing this form, we propose a proportional hazards model defined through
the hazard function

h(t]B,a,x) = ho(1)K(B,a,x), @)

with |
K(B,a,x) = Trep ) °7 0.

For two covariate profiles x; and X, the hazards are proportional and the relative
risk does not depend on ¢ as
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h(t|B, a,x)
P(Hﬁ’aﬁxiaxj) = m

1 +exp (—x;ﬂ)
1 +exp (—x/0)

Note that in the special case when a = 1, we deduce the proportional hazards model
with a logit link function in (1).
The survival function corresponding to the hazard model in (2) is

S(t | ﬁ?avx) = exp{_K (,@,a,x) HO (t)}’ (3)

where Hy(t) = fé ho(u)du is the baseline cumulative hazard function.
Equation (2) characterizes the generalized logit link proportional hazards model
with density given by

f@|B.a,x)=exp{-H(|B,a,x)}h(t|fB,a,x),

where H (t|3, a, X) is the cumulative hazard function.

At this point, we have not made any assumption about the baseline hazard function
ho(t), so that the model is parametric only for the covariate effect, and consequently
the model is semiparametric. Instead, if we assume a parametric form for the function
ho(t), the model becomes parametric. Now, we will describe the statistical inferential
methods for both these cases.

2.1 Parametric Model

We may assume that the baseline hazard function is specified up to a few unknown
parameters. This is usually accomplished with a specific parametric distribution
such as the Weibull distribution. In this case, we get a Weibull generalized logit link
proportional hazards model WGLPH with hazard function

h(t| X\, B a,x) = t"""K (B,a,x) 4)

which is fully parametric in form. This model contains as a special case the
generalized logit link exponential proportional hazards model for the case when

v =1.
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Then, the cumulative hazard is given by
H@|\Nv B,a,x)=AK (B,a,x)t”
and Eq. (4) characterizes the WGLPH with density given by

FINY.Ba,x) =K (B,a,x)y" " exp{-\K (B,a,x)17}.

Note that this is a Weibull density function with parameters v and AK (3, a, X) .

When we assume such a fully parametric form for the distribution of survival
times, the estimation of the unknown parameters of the model is by full maxi-
mum likelihood method. Consider a sample of n independent individuals with data
(t;, X;, 6;), where 6; = 1 for an event and 0O otherwise, fori = 1, ..., n. Accord-
ingly, under the assumption that the censoring mechanism is non-informative, the
full likelihood for a random sample of n individuals is given by

LB.a)=[]th|B ax)}" (S| B, ax)}.

i=1

For the Weibull baseline hazard, the log-likelihood function simply becomes
LAy, B,a) =In(L (A7, B, a))

=S5 1n b K B.aux)) — AK Boax) ]
Z{[(ﬂn{)«ytl K@B.ax)} -2k B.axof]. ©

To obtain the maximum likelihood estimates, the log-likelihood function in (5)
must be maximized numerically by using a procedure for constrained optimization.
In order to maximize (5), we obtain its first derivatives with respect to all the para-
meters which are presented in Appendix A.

Observe thatin this case, the corresponding survival function can then be estimated
as

S(t|5\, q, B a,x) = exp {—K (B, a, X) S\I"A’} .

2.2 Semiparametric Model

On the other hand, when we assume an unknown functional form for the baseline
survival function, the estimation of the unknown parameters of the model is done by
maximum partial likelihood method. Consider a sample of n independent individuals
with data (#;, x;, 0;) as before and when the censoring mechanism is non-informative.
In this case, the partial likelihood for a random sample of n individuals can be
written as
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;i
n
K (B, a,x;)
L(B,a) =
l.ljl > K(B.ax)
= LieR®)
where R(t;) is the risk set at time ;.
Then, the partial log-likelihood function is given by
L(B,a) =In(L(B,a))
n
=> 6 [In(KB.ax)-In| D K@Bax)||. (©

i=1 IeR(t;)

For the purpose of maximizing (6) and obtaining the partial maximum likelihood
estimates, we use numerical methods for carrying out the required constrained opti-
mization. Its first derivatives with respect to all the parameters are presented in
Appendix B.

Once we have fitted a generalized likelihood proportional hazards model, it may be
of interest to estimate the survival probability. The estimator of the survival function is
based on Breslow’s estimator of the baseline cumulative hazard rate, which proceeds
as follows:

Let the full likelihood function be

n

L (B, a,ho®) = [ [ tho (1) K (B, a, x)}" {exp[—K (B, a,x;) Ho (1)1}

i=1
D
[T{ro (1) KB, a,x)) H{exp{ K (8,a,x) Ho (1)1},

j=1 i=1

where j = 1, ..., D correspond to the times without censoring. We then obtain
D n
L(B.a,ho) =[] ho (t;) K(B.a.x;)exp l— > K (B.a.x) Ho (1;)
j=1 i=1
Defining Hy(t) = > ho(t*), and supposing that 3 and a are fixed, we have
t*<t
D n
L (o) =[] ho () KB, a.xj)exp § = D K (B.a,xi) [ D ho(t)
j=1 i=1 1 <t;

Taking ho(t) = 0 when the event is censored, then we get
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D
L (ho(1)) = Hho ) K(B.a.x)) | exp Zhoa, 2. K@.ax)
I€R(t})
D
=[ho (1) KB a,xpyexp { —hot)) D K(B.a,x) ¢,
j=1 i€R(1))
so that

D
L (ho(h), -+ ho(tp)) o [ [ o (1)) exp § —ho(tj) D K (B, a,%)

j=1 i€R(1))

For the determination of the maximum likelihood estimate, we take the derivative
with respect to ho(t;) which is given by

oL
Oho (1))

= exp § —ho(t)) Z K (B,a,x;)

i€R(t))

+ho(tpyexp 1 —ho(tj) D K(B.ax)t{— D K(B,a x)

i€R(1)) i€R ()

Upon equating this to zero, we obtain the maximum likelihood estimate to be

“ 1
ho(tj) = ,
)= S K Boaxo
icR(t))
and consequently
N 1
Hoh) =3 — ol

t*<t

where w(t*) = >, K(B,a,x)).
IeR(t*)
Since

So(t) = exp [~ Ao |

is the estimator of the survival function of an individual with covariate vector x = 0,
for estimating the survival function of an individual with covariate vector x = x*,
we use the estimator

$(t1B.a.x = x*) = {So(r)}K(ﬂ’&’xzx*) . ™
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In both cases of parametric and semiparametric setting, the variance of the
estimated parameters @ = (\, 9, 3,a) and @ = (3, a) obtained by maximizing
Egs. (5) and (6), respectively, can be estimated as

var (8) = diag (1 (9)).

where [ is the observed information matrix.

3 Measures of Fit

After fitting several possible models for a given data, we will need to compare the
fit of each model for selecting the best one. When we fit several non-nested models,
we may use the Akaike information criterion (AIC) to choose the best one among
them. The AIC is defined as

=21 (@) + 2(number of model parameters).

Essentially, we compare the AIC scores for different models and then select the one
with the smallest AIC score.

Another popular criterion for model selection among parametric models is the
Bayesian information criterion (BIC). The BIC is given by

=21 (é) + (number of model parameters) log(sample size),

and in the same way as with AIC scores, we select the one with the smallest BIC
value.

On the other hand, to describe how well a model fits the observed data, we can
do tests of goodness-of-fit for the estimated survival function. Such tests summarize
the discrepancy between observed values and the expected values for the survival
function under the model. We will use two well-known statistics for this purpose,
the first one is the lack of fit sum of squares (SS) given by

Z(observed value; — fitted Valuei)z,

1

and the second is the Kolmogorov—Smirnov statistic (KS) defined as

max |observed value; — fitted value;|.
1
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4 Numerical Illustration

We illustrate the use of the family of proposed models by analyzing death times of
male laryngeal cancer patients. Kardaun [5] reported data on 90 males diagnosed
with cancer of the larynx during the period 1970-1978 at a Dutch hospital. Times
recorded were the intervals (in years) between the first treatment and either death or
the end of the study. Also recorded were the patient’s age at the time of diagnosis
and the stage of the patient’s cancer, wherein the stage is a factor of four levels.
The larynx data have been used by Klein and Moeschberger [6] to illustrate some
techniques in survival analysis. The larynx data can be obtained from the MKsurv
Package of the R software package.

4.1 Fit of a Fully Parametric Model

First, we fit the fully parametric proportional hazards model by means of three specific
models, namely, the Weibull proportional hazards model (WPH), the Weibull logit
link proportional hazards model (WLPH), and the WGLPH. To get a good fit of
these models, we do a grid {0.5, 1.0, ...,4.5,5.0} x {0.5, 1.0, ...,4.5,5.0} for the
initial values of the parameters A and ~ for the required maximization of the three
specified models. Moreover, a = 1 is used as the initial value for the parameter a of
the WGLPH model.

In the fitting of the WGLPH model, we found that the numerical methods, used to
determining the maximum, in fact, find local maxima that can be far away from the
global maximum. We therefore adopt a profile full log-likelihood method to solve
this problem.

Let the profile log-likelihood function be

pla = supl(\~v,8,4a).
A8

We then calculate this function for a € {5.0, 6.0, 7.0, 8.0, 9.0} and the same grid for
initial points of A and ~ as mentioned earlier. Finally, we found the value of ¢ = 8
to be the choice of a that maximized the profile full log-likelihood (WGLPHaF).
The parameter estimates (Est) and their standard errors (SE) so obtained for the four
fitted models are presented in Table 1.

Now, we compare the empirical survival function with the estimated survival
function for each of the four fitted models. The empirical survival function was
calculated by Kaplan—Meier estimator, while the survival function of the WLPH,
WGLPHaF, and WGLPH models were estimated with the corresponding function
(3) of the parametric model. InFig. 1, we have shown a plot of these estimated survival
functions. To assess the goodness-of-fit of these models, we calculated the SS and KS
statistics to compare the empirical survival function with the corresponding estimated
survival function for all four models (WPH, WLPH, WGLPHaF, and WGLPH).
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Table 1 Fit of the four fully parametric models

WPH WLPH WGLPHaF (a = 8 fixed) WGLPH
Variable Est SE Est SE Est SE Est SE
A 0.01855 0.01893 0.32468 0.11235 3.16696 4.94242 2.56534 6.59244
¥ 1.13020 0.13843 1.09364 0.13413 1.13038 0.13832 1.13034 0.13847

Age 0.01973 0.01420 -0.01638 0.00810 0.00740 0.00751 0.00785 0.00755
Stage I  0.16633 0.46111 -0.04115 0.60885 0.04320 0.15510 0.04406 0.16261
Stage III 0.66255 0.35545 0.75535 0.56191 0.23229 0.16294 0.24550 0.21569
Stage IV 1.74530 0.41471 11.26756 96.80031 0.73511 0.41099 0.79024  0.75908
a — s — — — — 7.74186 3.94820

Survivor Function Estimation

(=]
= — Klapan-Meier estimator
WPH model
P —— WLPH model
@ | —— WGLPHaF model (a=8 fixed)
= . WGLPH model
o« _| h .
b= -
@ \
< |
(=]
o™
(=]
e |
(=]
T T T T T

Fig. 1 Survival functions of the four fitted parametric models and the Kaplan—-Meier estimator

In Table 2, the values of the SS and KS statistics obtained for these four fitted
models are presented.

Also, in Table 3, two comparisons of these four models are made based on the
(AIC) and the BIC.

All these results show that the WGLPH, with the parameter a determined by the
profile likelihood method, provides overall the best fitting model for the considered
data.

Table 2 Goodness-of-fit statistics for the four fitted fully parametric models
WPH WLPH WGLPHaF WGLPH

SS 0.035 1.034 0.034 0.034
KS 0.057 0.289 0.071 0.073
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Table 3 AIC and BIC values for the four fitted parametric models

WPH WLPH WGLPHaF WGLPH
AIC 294.8468 300.4143 294.7641 296.7652
BIC 309.8456 315.4131 309.7630 314.2639

4.2 Fit of a Semiparametric Model

Now, we fit the proportional hazards model (PH), the logit link proportional hazards
model (LPH), and the generalized logit link proportional hazards model (GLPH) in
a semiparametric framework. In order to get the best fit for the GLPH model, we do
a grid for the initial value of the parameter a in {0.5, 1.0, 1.5, 2.0} and we look for
the maximum value of the partial log-likelihood function in (6).

As in the parametric case, we consider a profile partial log-likelihood method
maximizing the function

pl(a)=sgpl(ﬁ,a)-

We calculate this function for a € {1,2,...,8,9, 10} in GLPH with a fixed and
we get a = 8 that maximizes the profile partial log-likelihood function (GLPHaF).
In Table 4, we present the parameter estimates (Est) and their standard errors (SE)
for the four fitted models. Note that we obtain similar estimation for GLPHaF (a = 8
fixed) and GLPH models, but we reduce substantially the SE in GLPHaF, as the para-
meter a is fixed in this case. Furthermore, we compare the empirical survival function
and the estimated survival function for each of the four models. The empirical sur-
vival function was calculated by Kaplan—Meier estimator, the Breslow’s estimator
was used to estimate the survival function in Cox PH model, while the survival func-
tion of LPH, GLPHaF, and GLPH models were estimated with the corresponding
function S(#) of the semiparametric model in (7). In Fig. 2, we have presented a plot
of these estimated survival functions. In Table 5 we present the values of the SS and
KS statistics to compare the empirical survival function and the estimated survival
function for each of the four fitted models (PH, LPH, GLPHaF and GLPH).

Table 4 Fit of the four semiparametric models

PH LPH GLPHaF (a = 8 fixed) GLPH
Variable Est SE Est SE Est SE Est SE
Age 0.01890 0.01425 -0.01568 0.00828 0.00570 0.00565 0.00574 0.02170

Stage I  0.13856 0.46231 -0.07464 0.61227 0.03047 0.12829 0.03060 0.14502
Stage III 0.63835 0.35608 0.75403 0.57134  0.18337 0.12140 0.18453 0.67040
Stage IV 1.69306 0.42221 7.93424 19.34429 0.55128 0.23583 0.55537 2.35490
a — — — — — — 8.95955 22.95138




12 N. Balakrishnan et al.

Survivor Function Estimation

o
- T — Klapan-Meier estimator
. PH model
i —— LPH model
g _ Lul —— GLPHaF model (a=8 fixed)
i = GLPH model
@ _|
o
[0}
b
(=]
o
(=]
o |
(=]
1 I I I 1
0 2 4 6 8 10
t

Fig.2 Survival functions of the four fitted semiparametric models and the Kaplan—-Meier estimator

Table 5 Goodness-of-fit statistics for the four fitted semiparametric models

PH LPH GLPHaF GLPH
SS 0.014 0.517 0.008 0.011
KS 0.029 0.182 0.033 0.033

Table 6 AIC and BIC values for the four fitted semiparametric models

PH LPH GLPHaF GLPH
AIC 384.3589 389.2912 384.3173 386.3173
BIC 394.3581 399.2905 394.3165 398.8163

In Table 6, the comparisons of the four fitted models are made based on the
AIC and the BIC. From all these results, we draw the general conclusion that the
generalized logit-link proportional hazards models are good competitors for the Cox
model.

5 Final Remarks

The family of proposed models is quite flexible and seems to provide a good
competitor for the Cox model. We derive the likelihood function and the partial
likelihood function for the parametric and semiparametric models, respectively, for
obtaining the parameter estimates and their standard errors. The estimated survival
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function of a member of the proposed family of models fits the empirical sur-
vival function better than the Cox model. Furthermore, this generalized logit-based
proportional hazards model is the one with minimum AIC and BIC.

There are still some unresolved issues in this regard. First of all, the asymptotic
properties of the parameter estimates have to be established, and associated statistical
inferential issues need to be studied in detail. Another problem of interest is to intro-
duce time-dependence in the models. In this case, the proposed models will provide
an extension of [7, 8] models in two ways, with one coming from the non-constant
hazard function and the other arising from the generalized logit-link function.

Appendix A: Derivatives of the Log-Likelihood Function
in a Fully Parametric Model

To maximize (5), we obtain its first derivatives with respect to all the parameters as

ol (\,v,B,a) = [6 Ly
T—Z X_K(ﬁvaaxl)ti ,

i=1

AN, B a) :i

di (l + ln(fi)) —AK (B,a,x) 1] ln(ti):| )
Oy L\

i=1
ol (N, ’y ,8 a) ! axl] (6 — AK (B, a,x) 1)
1 +exp(x;3) ’

i=1L

forj=1,..., p,and

M Z (1 +exp (—xB)) (MK (B, a,x) ] = 5)].

To obtain the corresponding information matrix 7(\,, 3,a), we need the
Hessian matrix H (), v, 3, a) which is the matrix of second derivatives of the log-
likelihood function in (5) with respect to its parameters.

We obtain them readily as follows:

9L\, v, B, a) 1| <
ool PICY L

9L\, v, B, a)

_ 9l
v ZK(,B a,x;) 1] In(t;),

i=1
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9?1 (N, v.B.a) _ zK(ﬁa Xi) 1] xij

ONB; 1+exp(x/3) W=
W = ; K (B,a,x) ] In (1 +exp(—x;3)),
le@é—zzﬁ,a) _ Zn; [_% “\K (B.a.x)1] (1n(r,~))2] :
0l ((;;ﬂjﬁ a AZ K ([Bla+ Z;)pt(:g()tl)xu’ with j =1, . p,
PLO. . Ba) (g%’aﬁ’ Y _ ) Z K (B.a.x) 1) In(t) In (1 + exp(—x3)) .

i=1

forj=1,...,pandl=j,---,p,

9*L (N, v, B, a) B -
3,00 az

s

|:61 eXP(X /B)le-xll +AK (B, a, Xl)t XijXil \a ( exp(xfﬂ))j|
(1 4 exp(x ﬂ))
L\ v.B.a) i |:(5,-x,-j — XK (B,a,x)t]xij {1 —aln(1 +exp(—x;ﬁ))}j|

9B;j0a — 1+ exp(x;3)
%1 (), -
(a+ﬂa) —)\ZK(ﬁ a,x;) ] {In (1 4 exp(— xﬂ))}

i=1

Appendix B: Derivatives of the Partial Log-Likelihood
Function in the Semiparametric Model

To maximize (6), we obtain its first derivatives with respect to all the parameters as

ol (B.a) _ Z Xij 1 Z x; K (B, a,x)

0 —
9b; ’ i=1 I +exp(xi3) > KB ax) 1 + exp(x)3)

1€R() leR()
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ol(B,a) ~ ,
5o =2 (e (x9)

1 !
" > K (B,a,x)) le%i) K (B,a,x))In (1 + exp (_Xzﬂ))

leR(1;)

Now, to obtain the information matrix, we need the second derivatives of the
partial log-likelihood function (6) for j = 1,---, pand m = j,---, p, which are
as follows:

PL(B,a) _ f:d[—fmﬁéﬂhﬁﬂm__awdmvﬂh)—wﬂﬂhmﬁﬂ}’
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where

wt)= D K(B,ax),

IeR(1)

Z K (/37 a, xl)xlj

vj () = 1+ exp(x;8) ’

IeR(t)

Yim(®) = Z K (B,a,X)) x1jXim (fl - EXP(X}ﬁ))’
leR(t) (1 + CXp(Xl,@))
ut)= D" K(B.a.x)In(1+exp(—x;3)).

leR(t)

N K (B, a,x) x;; {In (1 + exp(—x;3))}
w0= 2 1+ exp(x;8) '
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Design of Reliability Test Plans: An Overview

E. A. Elsayed

Reliability prediction of new components, products, and systems is a difficult task
due to the lack of well-designed test plans that yield “useful” information during
the test and due to the stochastic nature of the normal operating conditions. The
accuracy of the reliability prediction has a major effect on the warranty cost and
repair and maintenance strategies. Therefore, it is important to design efficient test
plans. In this chapter, we present an overview of reliability testing with emphasis on
accelerated testing and address issues associated with the design of optimal test plans,
stress application methods, and reliability prediction models. We further discuss the
concept of equivalence of test plans and how it could be used for test time reduction.
Finally, we present accelerated degradation modeling and the design of accelerated
degradation test plans.

1 Introduction

The high rate of technological advances and innovations are spurring the continu-
ous introduction of new products and services. Moreover, the intensity of the global
competition for the development of new products in a short time has motivated
the development of new methods such as robust design, just-in-time manufactur-
ing, and design for manufacturing and assembly. More importantly, both producers
and customers expect the product to perform the intended functions satisfactorily
for extended periods of time. Hence, extended warranties and similar assurances of
product reliability have become standard features of the product and serve as implied
indicators of the product’s reliability. Likewise, recalls of products and recent fail-
ures of systems, such as air traffic control systems and autos (sudden acceleration
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and brake failures) and products have emphasized the importance of testing. For
example, a recent recall of a popular car is attributed, by the manufacturer, to lack
of thoroughness in testing new cars and car parts under varying weather conditions,
as demonstrated by the recently recalled gas-pedal mechanism that tended to stick
more as humidity increased [40].

Careful reliability testing of systems, products, and components at the design
stage is crucial to achieving the desired reliability at the field operating conditions.
During the design stage of many products, especially those used in military, the
elimination of design weaknesses inherent to intermediate prototypes of complex
systems is conducted via the test, analyze, fix, and test (TAFT) process. This process
is generally referred to as “reliability growth.” Specifically, reliability growth is the
improvement in the true but unknown initial reliability of a developmental item as a
result of failure mode discovery, analysis, and effective correction. Corrective actions
generally assume the form of fixes, adjustments, or modifications to problems found
in the hardware, software, or human error aspects of a system [20]. Likewise, field
test results are used in improving product design and consequently its reliability.

The above examples and requirements have magnified the need for providing more
accurate estimates of reliability by performing testing of materials, components, and
systems at different stages of product development.

There is a wide variety of reliability testing methodologies and objectives. They
include testing to determine the potential failure mechanisms, reliability demonstra-
tion testing, reliability acceptance testing, reliability prediction testing using acceler-
ated life testing (ALT), and others. This chapter focuses on ALT, reliability prediction
models and the design of the ALT plans.

Testing under normal operating conditions requires a very long time especially for
components and products with long expected lives, and it requires extensive number
of test units, so it is usually costly and impractical to perform reliability testing under
normal conditions.

In many cases, ALT might be the only viable approach to assess whether the prod-
uct meets the expected long-term reliability requirements. ALT experiments can be
conducted using three different approaches. The first is conducted by accelerating
the “use” of the unit at normal operating conditions such as in cases of products
that are used only a fraction of a time in a typical day which includes home appli-
ances and auto tires. The second is conducted by subjecting a sample of units to
stresses severer-than-normal operating conditions in order to accelerate the failure.
The third is conducted by subjecting units that exhibit some type of degradation such
as stiffness of springs, corrosions of metals, and wear out of mechanical components
to accelerated stresses. The last approach is referred to as accelerated degradation
testing (ADT).

The reliability data obtained from the experiments are then utilized to construct
a reliability model for predicting the reliability of the product under normal operat-
ing conditions through a statistical and/or physics-based inference procedure. The
accuracy of the inference procedure has a profound effect on the reliability esti-
mates and the subsequent decisions regarding system configuration, warranties, and
preventive maintenance schedules. Specifically, the reliability estimate depends on
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two factors, the ALT model and the experimental design of the ALT test plans.
A “good” model can provide an appropriate fit to testing data and results in achiev-
ing accurate estimates at the normal conditions. Likewise, an optimal design of the
test plans, which determines the stress loadings (constant-stress, ramp-stress, cyclic-
stress, . ..), allocation of test units number stress level, optimum test duration, and
other experimental variables, can indeed improve the accuracy of the reliability esti-
mates. Indeed, without an optimum test plan, it is likely that a sequence of expensive
and time-consuming tests results in inaccurate reliability estimates. This might also
cause delays in product release, or the termination of the entire product as has been
observed by the author.

We describe briefly the methods of stress application, types of stresses, and focus
on the reliability prediction models that utilize the failure data at stress conditions to
obtain reliability information at normal conditions. We begin by describing the three
important methods including two of the most commonly used prediction models
that relate the test results at stress conditions to failure rate at the normal operating
conditions.

2 Reliability Prediction Models Using ALT Data

Many ALT models have been developed and successfully implemented in a variety
of engineering applications. The important assumption for relating the accelerated
failures to those at normal operating conditions is that the components/products oper-
ating at the normal conditions experience the same failure mechanisms as those at
the accelerated conditions. Elsayed [14] classifies the existing ALT models into three
categories: statistics-based models, physics-statistics-based models, and physics-
experimental-based models, as shown in Fig. 1. In particular, the statistics-based
models are generally used when the relationship between the applied stresses and
the failure time of the product is difficult to determine based on physics or chemistry
principles. In this case, accelerated failure times are used to determine the model
parameters statistically after assuming either a linear or nonlinear life-stress rela-
tionship.

The statistics-based models can be further classified into parametric models and
semiparametric/nonparametric models. The most commonly used failure time dis-
tributions in the parametric models are the exponential, Weibull, normal, lognormal,
gamma, and extreme value distributions. The underlying assumption of these mod-
els is that the failure times of the products follow the same distributions at different
stress levels. In reality, however, when the failure process involves complex and/or
inconsistent failure time distributions, the parametric models may not interpret the
data satisfactorily and the reliability prediction will be far from accurate. Conse-
quently, semiparametric or nonparametric models appear to be attractive and more
suitable for reliability estimation due to their “distribution-free” property. We briefly
review the two most commonly used ALT models as they will be used in the design
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Fig. 1 Classification of ALT models [14]

of the ALT plans and describe a third model which relaxes the assumptions of the
two models.

2.1 Proportional Hazards Model

Multiple regression models can be used to predict the time to failure (TTF) of a com-
ponent under multiple covariates. A similar regression-based model that is widely
used is the proportional hazards (PH) model introduced by Cox [8]. The PH model
is generally expressed as:

M1:2) = ho() exp(Bz)

where z = (z1, 22, ...zp)T is a column vector of covariates (for ALT, it is the
column vector of stresses and/or their interactions that components experience).
B = (B1, B2, ...Bp) is a row vector of the unknown coefficients. Ao(¢) is a baseline
hazard rate function. Unlike standard regression models, the PH models assume that
the applied stresses act multiplicatively, rather than additively, on the hazard rate—a
much more realistic assumption in many cases [11, 16, 18]. The PH model is a class
of models with the property that the hazard functions of two units at two different
stress levels z1 and z; are proportional to each other. In other words, the ratio of their
hazard rates does not vary with time.

One of the advantages of the PH model is the ability to include time-dependent
covariates. Let z; (¢) be the covariate vector at time ¢ for the ith individual unit under
study, then the associated hazard rate function can be expressed as:

At zi (1)) = do(1) exp(Bz; (1))

where the hazard rate at time ¢ depends only on the current stress level z; (¢), and
there is no effect caused by the previous stress history.
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2.2 Accelerated Failure Time Models

Another widely used class of ALT models is accelerated failure time (AFT) models.
For many products, there are well-established acceleration models that perform satis-
factorily over the desired range of stresses. For instance, for temperature accelerated
testing, the Arrhenius model has gained acceptance because of its many successful
applications and general agreement of laboratory test results with long-term field
performance. In an AFT model, it is assumed that for a unit under the applied stress
vector z, the log-lifetime ¥ = log T has a distribution with a location parameter
1 (z) depending on the stress vector z, and a constant scale parameter o > 0 in the
form of:
Y=logT =ux)+oe

where ¢ is a random variable whose distribution does not depend on z. The location
parameter w(z) follows some assumed life-stress relationship, e.g., w(z1, 22) = 6o +
01z1 + 62z2, where z1 and zp are some known functions of stresses. The popular
Inverse Power law and Arrhenius model are special cases of this simple life-stress
relationship. The AFT models assume that the covariates act multiplicatively on
the failure time, or linearly on the log failure time, rather than multiplicatively on
the hazard rate. The hazard function in the AFT model can be written in terms of the
baseline hazard function Ag(-) as:

At 2) = ho(ePer)eP?

The main assumption of the AFT models is that the TTFs are inversely propor-
tional to the applied stresses, e.g., the TTF at high stress is shorter than the TTF at
low stress. It also assumes that the failure time distributions are of the same type. In
other words, if the failure time distribution at the higher stress is exponential then
the distribution at the low stress is also exponential. Therefore, a general cumulative
distribution function CDF for a two-parameters Weibull distribution under an applied

stress vector z is
B
t
Fit;2)=1—expl —| —
(1 2) p( (G(Z)))

where S is the shape parameter and 0 (z) is the scale parameter as a function of applied
stresses which can be expressed as 6(z) = 6y + Z?Zl 0;z;, where 0; is a coefficient
of the covariate z;. We illustrate the use of Weibull distribution for the true linear
acceleration case in which the scale parameter at normal conditions 6, is linearly
related to the scale parameters at accelerated conditions 6 using an acceleration
factor Ar. The relationship between the failure time distributions at the accelerated
and normal conditions can be derived as

Fty=1—¢&" 1>08,>1,6>0 (1)
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where f; is the shape parameter of the Weibull distribution at stress conditions.
The CDF at normal operating conditions is:

P Bs ) Bo
F,(t) = F; (AL) =1- e_(m) =1- e_(%) )

F

As stated earlier, the underlying failure time distributions at both the accelerated
stress and operating conditions have the same shape parameters, i.e., B, = B,
and 6, = AF6;. If the shape parameters at different stress levels are significantly
different, then either the assumption of true linear acceleration is invalid or the
Weibull distribution is inappropriate to use for analysis of such data.

Let B; = B, = B > 1. Then the probability density function at normal operating
conditions is

B—1 Y
fo(r)=Afe (A;Q) ) 206,20 3)

The MTTF at normal operating conditions is

MTTF,=6/T (1 + %) 4)

The failure rate at normal operating conditions is

B t VT wo
holt) = AFbs (AFOs) Al )

2.3 Extended Linear Hazard Regression Model

The PH and AFT models have very different assumptions (failure rate proportional-
ity or failure time proportionality, respectively). The only model that satisfies both
assumptions is the Weibull model. Assuming PH or AFT for a particular data set may
lead to different results. Therefore, a simultaneous treatment of the two is of practical
importance especially when the assumption regarding the PH or AFT is difficult to
justify or does not hold. Ciampi and Etezadi-Amoli [6] propose the extended hazard
regression (EHR) model which encompasses both the PH and AFT models as special
cases. To further enhance the capability of modeling ALT, Elsayed et al. [18] propose
a more generalized model - the extended linear hazard regression (ELHR) model
by incorporating the time-varying coefficient effect into the EHR model. The ELHR
model is expressed as:

M(t:2) = ho(re PPNz plaot etz (6)
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The ELHR model encompasses all previous models—PH, AFT, and EHR as special
cases. It incorporates the time-changing effects, proportional hazard effects, as well
as time-varying coefficient effects into one model. The ELHR model outperforms the
PH model and other extended models (e.g., Shyur et al. [35]) in that it can better inter-
pret physical failure processes thus providing a better model fit to the corresponding
failure time data. Furthermore, the ELHR model is essentially “distribution-free”,
and thus has a significant potential of dealing with complex failure processes. For
example, by assuming the baseline hazard function Ag(-) to be a quadratic function
MoW@) = yo + yiu + yzuz, the model can be expressed as:

At ) = yoe(oto-i-alt)z + ylte(é)o—i-@lt)z + )/ztze(w0+w't)z (7)

where 6y = ag + Bo, 01 = a1 + B1, wo = ag + 2P0, @1 = a1 + 2B;. Then, the
associated reliability is given by

R(t;2) = exp(—=A(t;2))

t
= exp (_/ )/Oe(oto+a1t)z + ylte(90+(~)1t)z + 7/2[2e(a)o+a)1l)zdu)
0

where A(t; z) is the cumulative hazard rate function. One of the drawbacks of the
ELHR model is the number of parameters of the model. As the number increases it
is likely that the accuracy of the estimated parameters decreases which might result
in inaccurate reliability prediction at normal operating conditions. This drawback
becomes more acute when the failure time data are small.

3 Accelerated Life Testing Plans

A detailed test plan is usually designed before conducting an accelerated life test.
The plan requires determination of the type of stress, methods of applying stress,
stress levels, the number of units to be tested at each stress level, and an applicable
ALT model that relates the failure times at accelerated conditions to those at normal
conditions. Of course, a clear objective of the test plan needs to be defined. We begin
by the type of stresses followed by methods of stress loading.

3.1 Types of Stresses

In order to determine the type of stresses to be applied in ALT it is important to
understand the potential failures of the components and the causes of such failures.
This is usually based on engineering knowledge of the component’s materials, func-
tion, and the stresses that induce such failures. A simplified design of experiments
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approach is usually conducted to study the effect of the type of stresses by using two
levels of each stress (low and high). The high level of stress is the highest level that
can be applied without causing a different failure mechanism other than that likely to
occur at normal operating conditions. Therefore, a clear understanding of the physics
of failure is necessary and testing such as highly accelerated life testing (HALT) is
conducted to verify the failure mechanism and the magnitude of the highest stress.
HALT subjects the test unit to vibration with random mode of frequency coupled
with high temperature and shock in order to induce failures. The failure mechanism
is investigated and the stress type and its maximum applied levels are determined
accordingly.

In general, the type of applied stresses depends on the intended operating condi-
tions of the product and the potential cause of failure.

We classify the types of stresses as:

1. Mechanical Stresses: Fatigue stress is the most commonly used accelerated test
for mechanical components. Fatigue is the cause of failures of all rotating mechan-
ical components. When the components are subject to elevated temperature, then
creep testing (which combines both temperature and static or dynamic loads)
should be applied. Shock and vibration testing is suitable for components or prod-
ucts subject to such conditions as in the case of bearings, shock absorbers, cell
phones, tires, and circuit boards in airplanes and automobiles. Corrosion is another
cause of failure of most ferrous material and is induced due to humidity and cor-
rosive environment. Units that are subject to corrosion should then be tested using
humidity and other corrosive environments as a stress. Wear out is another cause
of moving mechanical parts. Depending on the actual use of the unit at normal
operating conditions an accelerated test that mimics these conditions needs to be
designed but with increased loads to cause significant wear out of the unit.

2. Electrical Stresses: These include power cycling, electric field, current density, and
electromigration. Electric field is one of the most common electrical stresses as it
induces failures in relatively short times as well as its effect is significantly higher
than other types of stresses. Thermal fatigue which is induced by temperature
cycling is another major cause of failure of electronic components.

3. Environmental Stresses: Temperature and thermal cycling are commonly used for
most products. As stated earlier, it is important to use appropriate stress levels
that do not induce different failure mechanisms than those at normal conditions.
Humidity is as critical as temperature but its application usually requires a very
long time before its effect is noticed. Other environmental stresses include ultra-
violet light which affects the strength of elastomers, sulfur dioxide which causes
corrosion in circuit boards, salt and fine particles and alpha rays which cause
the failure of the read access memory (RAM) and similar components. Likewise,
high levels of ionizing can cause electrons in outer orbits to be free which results
in electronic noise and signal spikes in digital circuits. Therefore, radiation is an
environmental stress that should be applied to the units subject to deployment in
space and other similar environments.
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3.2 Stress Loadings

Traditionally, ALT is conducted under constant stresses during the entire test dura-
tion. The test results are used to extrapolate the product life at normal conditions.
In practice, constant-stress tests are easier to carry out but need more test units and
a long time at low stress levels to yield sufficient degradation or failure data. How-
ever, in many cases the available number of test units and test duration are extremely
limited. This has prompted the industry to consider different types of stress loading.
Figure 2 shows examples of various stress loadings as well as their adjustable para-
meters. Some of these stress loadings have been widely utilized in ALT experiments.
For instance, static-fatigue tests and cyclic-fatigue tests [23] have been frequently
performed on optical fibers to study their reliability; dielectric-breakdown of thermal
oxides [18] have been studied under elevated constant electrical fields and tempera-
tures; the lifetime of ceramic components subject to slow crack growth due to stress
corrosion have been investigated under cyclic stress by NASA [7]. These stress load-
ings are selected because of the ease and convenience of statistical analyses and
familiarity of the existing analytical tools and industrial routines without following
a systematic refinement procedure. Due to tight budgets and time constraints, there
is an increasing need to determine the best stress loading in order to shorten the test
duration and reduce the total cost while achieving an accurate reliability estimate. In
the literature, most research has been focused on the design of optimum test plans
when the stress loadings are given. However, until recently, fundamental research
on the equivalency of these tests has not yet been investigated in reliability engi-
neering literature. Without the understanding of such equivalency, it is difficult, if
not impossible, for a test engineer to determine the best experimental settings before
conducting actual ALT.

Furthermore, as is often the case, products are usually exposed to multiple stresses
in actual use such as temperature, humidity, electric current, electric field, and various
types of shocks and vibration. A typical example is automotive electronics located
under the hood, where significant temperature fluctuation, vibration, corrosive gases,
and dust contribute to various types of degradation leading to failures, such as cracks
in solder joints, loss of connection of connectors, and sensor degradation. It is of
interest to know with high confidence what the mileage of normal driving conditions
is equivalent to each hour on test under accelerated conditions. Likewise, cellular
phones are subject to different environmental conditions, shocks, and vibration. To
study the reliability of such products, it is required to subject test units to multiple
stresses simultaneously in ALT experiments. For constant-stress tests, it might not
be difficult to extend the statistical methods for the design of optimum test plans for
single stress to multiple stress scenarios. However, many practical and theoretical
issues have to be dealt with when time-varying stresses such as step-stresses are
considered. In a multi-stress multi-step test, when and in what order the levels of
the stresses should be changed become challenging and unsolved problems. Figure 3
illustrates two example experimental settings out of thousands of choices as one can
imagine in conducting a multi-stress multi-step ALT. In general, an arbitrary selection
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Fig. 3 Two example settings of an ALT involving temperature, humidity, and electric current.

a Setting 1. b Setting 2

from combinations of multiple stress profiles may not result in accurate reliability
estimates, especially when the effects of the stresses on the reliability of the product
are highly correlated. Therefore, methods for tuning the high-dimensional decision
variables under the constraints in time and cost need to be carefully researched and

investigated.
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3.3 Design of ALT Plans

An ALT plan requires the determination of the type of stress, method of applying
stress, stress levels, the number of units to be tested at each stress level, and an
applicable ALT model that relates the failure times at accelerated conditions to those
at normal conditions.

When designing an ALT, we need to address the following issues: (a) Select the
stress types to use in the experiment; (b) Determine the stress levels for each stress
type selected; and (c) Determine the proportion of devices to be allocated to each
stress level Elsayed and Jiao [17] and Elsayed [15]. In this chapter, we present an
approach for designing test plans. We refer the reader to Meeker and Escobar [25],
Escobar and Meeker [19] and Nelson [28-30] for other approaches for the design of
ALT plans.

We consider the selection of the stress level z; and the proportion of units p;
to allocate for each z; such that the most accurate reliability estimate at use con-
ditions zp can be obtained. We consider two types of censoring: Type I censor-
ing involves running each test unit for a prespecified time. The censoring times
are fixed and the number of failures is random. Type II censoring involves simul-
taneously testing units until a prespecified number fails. The censoring time is
random while the number of failures is fixed. We define the following notations:

In natural logarithm

ML maximum likelihood

n total number of test units

ZH, ZM,» 21 high, medium, low stress levels, respectively

ZD specified design stress

P1, P2, p3 proportion of test units allocated to zy,, zps and z;,, respectively

T prespecified period of time over which the reliability estimate is of

interest at normal operating conditions
R(t;2) reliability at time 7, for given z
f(t;2) PDF at time ¢, for given z
F(t;2) CDF at time ¢, for given z
A(t; 2) cumulative hazard function at time ¢, for given z
Lo(t) unspecified baseline hazard function at time ¢
‘We assume the baseline hazard function Ao () to be linear with time:

ho(t) =yo + nit
Substituting A (#) into the PH model described above, we obtain:
A5 2) = (yo + y1t) exp(Bz)

We obtain the corresponding cumulative hazard function A(t; z), and the variance
of the hazard function as
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2
t
A(t;z) = (Vot + le) P

VarlGo + pieP 2] = (Varljol + Varljnli?)eX ¢+ Verthie)
T 2BVBIE VP ) g 402

3.3.1 Formulation of the Test Plan

Under the constraints of available test units, test time, and specification of the min-
imum number of failures at each stress level, the objective of the problem is to
optimally allocate stress levels and test units so that the asymptotic variance of the
hazard rate estimate at normal conditions is minimized over a prespecified period
of time 7. If we consider three stress levels, then the optimal decision variables
(z7. 2y PT» P53 p3) are obtained by solving the following optimization problem
with a nonlinear objective function and both linear and nonlinear constraints [15].

T

Min / Varl(Po + pro)ePordr
0
Subject to

>

O<pi<l, i=1,23

3
Zl?i =1
i=1

ZD <ZL <ZM < ZH
np; Prlt < t|z;] > MNF, i=1,2,3

where, MNF is the minimum number of failures and > is the inverse of the Fisher’s

information matrix.

Other objective functions can be formulated which result in different designs of
the test plans. These functions include the D-Optimal design that provides efficient
estimates of the parameters of the distribution. It allows relatively efficient determi-
nation of all quantiles of the population, but the estimates are distribution dependent.
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3.3.2 Numerical Example

An accelerated life test is to be conducted at three temperature levels for MOS
capacitors in order to estimate its life distribution at a design temperature of 50 °C.
The test needs to be completed in 300h. The total number of items to be placed
under test is 200 units. To avoid the introduction of failure mechanisms other than
those expected at the design temperature, it has been decided, through engineering
judgment, that the testing temperature should not exceed 250°C. The minimum
number of failures for each of the three temperatures is specified as 25. Furthermore,
the experiment should provide the most accurate reliability estimate over a 10-year
period of time [15].

Consider three stress levels, then the formulation of the objective function and
the test constraints follow the same formulation given in the above section. The plan
derived that optimizes the objective function and meets the constraints is shown as
follows:

2z, = 160°C, zpy = 190°C, zg =250°C

The corresponding allocations of units to each temperature level are:

P11 = 0.5, P2 = 0.4, p3 = 0.1

3.3.3 Equivalent Accelerated Life Testing Plans

In design of ALT plans, estimate of one or more reliability characteristics, such as the
model parameters, hazard rate, and the mean TTF at certain conditions are common.
Accordingly, different optimization criteria might be considered. For instance, if the
estimate of the model parameters is the main concern, D-optimality which maxi-
mizes the determinant of the Fisher information matrix is considered an appropriate
criterion. When estimate of the time to quantile failure is of interest then the vari-
ance optimality that minimizes the asymptotic variance of time to quantile failure
at normal operating conditions is commonly used. Meanwhile, different methods,
e.g., maximum likelihood estimate (MLE) or Bayesian estimator can be used for
estimation of the model parameters. However, each method has its inherent statisti-
cal properties and efficiencies. In light of this, we discuss equivalent test plans with
respect to the same reliability characteristics and optimization criterion then deter-
mine equivalent test plans using the same inference procedure. In this chapter, we
propose two possible definitions of equivalency as follows:

Definition 1 Two test plans are equivalent if the absolute difference of the objectives
for reliability prediction is less than under the same set of constraints on the number
of test units, expected number of failures, or total test time.
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Definition 2 Two test plans are equivalent if they achieve the same objective for
reliability prediction under the same constraints on the number of test units, expected
number of failures, or total test time within a margin.

According to the above definitions, the equivalent test plans are not unique. There-
fore, we recommend the following procedures for constructing equivalent plans [46].

The first step of the approach is to obtain an optimal baseline test plan. Since
constant-stress test is the most commonly conducted ALT in industry and its statistical
inference has been extensively investigated, we propose to use an optimal constant-
stress plan as a baseline [45].

Suppose an optimal baseline test plan can be determined from the following
general formulation:

Min fp (x)
s.t. Lb<x<Ub (8)
C(x) <0, Ceg(x)=0

where fp (x) is the objective function (e.g., the asymptotic variance of mean TTF)
and x is its decision variable which can be expressed as either a vector or a scalar,
Lb and Ub are the corresponding lower and upper bounds of x. C (x) < 0 and
Ceq (x) = 0 are the possible inequality and equality constraints, respectively.

The second step is to determine the equivalent test plan based on Definitions 1 or
2 using formulations (8) or (9), respectively. Formulation (9) is given as follows:

Min IT; (y)

st.lfp(x)— fEODI =8

Mj(x)—Tj(y) =0 )
L <y < UV

C'(y) <0, Ceq'(y) =0

where fp (x) and fg(y) are the base and equivalent objective functions on reliability
prediction, respectively, and y is the decision variable of the equivalent test plan.
I1(-) represents the constraint of the total number of test units, expected number of
failures, or the test time. When IT;(y) is the total number of test units, IT;(y) can
be the censoring time under Type-I censoring or expected number of failures under
Type-II censoring and vice versa. The idea is to set the allowed difference between
objective values as a constraint as well as seek other merits.

Similarly, based on Definition 2, the optimal equivalent test plan can be determined
as,
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Min IT; (y)

st fe(x) = fE(y) =0

T (x) =TT (y)| <8 (10)
L <y <Ub

' (y) <0,

Ceq' () =0

An example that demonstrates these methods and develops equivalent step-stress and
ramp-stress test plans and the baseline constant-stress test plan is given in Zhu and
Elsayed [46].

4 Accelerated Degradation Testing (ADT)

In this section, we present the concept of degradation, degradation modeling, and
the design of accelerated degradation test plans.

4.1 Degradation Models

There are many instances where few or no failures are observed even under accel-
erated conditions making reliability inference via failure-time analysis significantly
inaccurate, if not impossible. However, if a product’s performance indices related
to failure mechanism experience degradation over time, degradation analysis may
be a viable alternative to traditional failure-time analysis and ALT. Indeed, degra-
dation data may provide more reliability information than would be available from
traditional censored failure-time data.

In general, degradation testing can be conducted by observing the degradation of
the units at normal operating conditions and use appropriate models to predict the
reliability of such units. Alternatively, if the degradation rate is “small” then an ADT
is conducted instead. Again, an appropriate prediction model is needed to relate
degradation data at stress conditions to reliability estimate of the units at normal
operating conditions.

Moreover, to save time and cost, ADT experiments are commonly conducted
to provide immediate degradation data for predicting the reliability under normal
operating conditions. However, in ADT analysis, an inaccurate prediction will result
unless an appropriate degradation model and a carefully designed test plan are used.

An appropriate ADT model is the one that accurately accounts for the influences
of the stresses (covariates) on the degradation process based on the product’s physical
properties and the associated probability distributions. Nelson [27] briefly surveys
the degradation behavior of various products and materials subject to degradation,
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ADT models, and inference procedures. He also presents basic accelerated degra-
dation models under constant stress. Meeker and Escobar [25] provide a review
of degradation and describe the applications of ADT models. They propose math-
ematical models to analyze ADT data and suggest methods for estimating failure
time distributions, distribution quantiles, and their confidence intervals. A part of the
following is based on Liao [21].

Elsayed [14] provides areview of the degradation models and classifies ADT mod-
els into two types: physics-statistics-based models and statistics-based model. Fur-
thermore, he classifies statistics-based model into two categories: parametric models
and nonparametric/semiparametric models. This classification is summarized as fol-
lows.

1. Physics-statistics-based models
Nelson [26] analyzes the degradation of an insulation material at different stress
levels. He assumes that the temperature is the only acceleration factor that deter-
mines the degradation profile over time and presents a relationship among the
absolute temperature, the median breakdown voltage, and time. He then esti-
mates the lifetime distribution based on the performance degradation model.
Based on Carey and Tortorella [4], Carey and Koenig [3] utilize ADT at higher
temperature levels to infer the reliability of an integrated logic family, a compo-
nent of a generation of submarine cables, at normal operating condition. They
assume that the maximum propagation time delay (maximum degradation) and
the absolute temperature are related by the Arrhenius law. The maximum like-
lihood estimator is then utilized to estimate the parameters of the Arrhenius
relation, which is used for predicting the maximum degradation at normal oper-
ating conditions. Whitmore and Schenkelberg [41] model accelerated degrada-
tion process by a Brownian motion with a timescale transformation. The model
incorporates the Arrhenius law for high stress testing. Inference methods for
the model parameters based on ADT data are presented. Meeker et al. [24]
use the Arrhenius law to describe the impact of temperature on the rate of a
simple first-order chemical reaction and obtain a scale accelerated failure time
model (SAFT). Approximate maximum likelihood estimation [33] is used to
estimate model parameters. Confidence intervals for time-to-failure distribution
are obtained by simulation-based methods. Chang [5] presents a generalized
Eyring model to describe the dependence of performance aging on accelerated
stresses in a power supply. The tests considered involve multiple measurements
in a two-way design. The mean TTF of the power supply at the normal operat-
ing condition is estimated. Sometimes, the degradation indices (or rates) can be
measured directly or by using surrogate indicators or by conducting destructive
testing on the units.
2. Statistics-based models

Statistics-based models consist of parametric models and nonparametric mod-
els. The parametric models assume that the degradation path of a unit follows a
specific functional form with random parameters, or the degradation measure fol-
lows an assumed distribution with time-dependent parameters. Moreover, these
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models assume that there is only a scaling transformation of the degradation paths
or the degradation measure distributions at different stress levels but their forms
remain unchanged. The nonparametric models relax the assumption about the
form of the degradation paths or distribution of degradation and establish them
in a nonparametric way. The models have greater flexibility in contrast to the
parametric regression models, but they may not have explicit physical meaning.

a. Parametric models
Based on the degradation paths, Crk [9] extends the methodology of the
general degradation path approach to the development of the multivariate,
multiple regression analysis of function parameters with respect to applied
stresses.
Tang and Chang [36] model nondestructive accelerated degradation data
as a collection of stochastic processes for which the parameters depend
on the stress levels. The model adopts the independent increment concept
by assuming the incremental degradation within a time interval At is i.i.d
random variable with mean u; At and variance afAt. The constants p;
and al.2 are the parameters under the ith stress level, which are linked with
applied stresses by a linear regression approach. The actual degradation path
is the summation of these increments, whose first passage time to a threshold
level D follows Birnbaum-Saunders distribution when D > u; At. If the
independent increment is s-normally distributed, then an inverse Gaussian
distribution is used as it is a statistically more accurate model as discussed
by Bhattacharyya and Fries [1] and Desmond [10].
Among the approaches of degradation modeling by Brownian motion,
Doksum and Hoyland [12] discuss ADT models for the variable-stress
case and introduce a flexible class of models based on the concept of
accumulated decay. The variable-stresses considered are simple-step-stress,
multiple-step-stress, and progressive stress. The proposed model is a time-
transformed Brownian motion with drift model, which assumes that certain
deterministic stress level imposes the same scaling effect on drift and Brown-
ian motion terms. Pieper et al. [32] propose a different model for the first
passage time distribution under simple-step-stress condition. They also dis-
cuss an interesting extension that the time change point is random variable.
However, the expression for the first passage probability density in this case
cannot be obtained in an explicit form.

b. Nonparametric models
Shiau and Lin [34] present a Nonparametric Regression Accelerated Life-
stress (NPRALS) model for some groups of accelerated degradation curves
(paths). They assume that various stress levels only influence the degradation
rate but not the shape of the degradation curve. An algorithm is proposed
to estimate the components of NPRALS such as the acceleration factor. By
investigating the relationship between the acceleration factors and the stress
levels, the mean TTF estimate of the product under the normal condition is
obtained.
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The nonparametric regression models bear the degradation-path-free prop-
erty in contrast to the parametric models. They relax the specification of
the form of the degradation path and perform much better than paramet-
ric models, if the assumed path function is far from true in the parametric
modeling. However, nonparametric models require more data to obtain the
same accuracy as that of the parametric models assuming that the parametric
models are correct. In other words, the efficiency of nonparametric models
is relatively low. Moreover, the time scaling assumption is important since it
is required for predicting the form of degradation curve under normal oper-
ating conditions, but this assumption is rather weak. Moreover, to utilize
the nonparametric regression model, the span of degradation curve under
normal condition has to be covered by that of the accelerated degradation
data after time scaling, and ADT must be conducted until test units fail.

Another nonparametric/semiparametric approach is to utilize the degrada-
tion hazard function. Eghbali [13] proposes an ADT model called propor-
tional degradation hazards model (PDHM) assuming the logarithm of the
degradation hazard is a linear function of the stress covariates z, that is,

s(x;1,2) = so(x; 1) exp(B'z)

where so(x; 1) = go(x)qo(t) can be expressed as two positive separable
functions go(x) and go(#) of the degradation measure and the time, respec-
tively. MLEs are utilized to obtain the model parameters. The model is
applied to the ADT data of light emitting diode (LED) subject to accelerated
temperature and current to predict reliability at normal operating conditions.

4.2 Design of ADT Plans

Design of ADT plans is similar to the design of ALT plans as both require the determi-
nation of the stress type, stress level, and allocation of test units to stresses. However,
ADT plans require the identification of the degradation indicators, the frequency of
measurements (sometimes the degradation can only be assessed via destructive test-
ing). Of course, both ADT and ALT plans require the identification of the decision
variables, constraints, and an optimization criterion such as the asymptotic variance
of time to failure (TTF) estimate, variance of the reliability estimate, or variance of
the estimated 100pth percentile of the lifetime distribution, etc. Although the opti-
mization problem may be feasible, the obtained optimum test plan cannot correct the
bias of a degradation model, therefore, a test plan is inappropriate if the degradation
model is not accurate. We briefly discuss the common test plans.
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4.2.1 Constant-Stress Degradation Test Plans

Boulanger and Escobar [2] present a method to determine the stress levels, sam-
ple size at each level, and observation times. However, their method is discussed
under a predetermined termination time. Tseng and Yu [39] propose an intuitively
appealing method for choosing the time to terminate a degradation test by analyzing
the asymptotic convergence property of MTTF estimate but the termination rule is
approximate since no constraint has been considered. Park and Yum [31] develop
an optimal ADT plan under the assumptions of destructive testing and the simple
constant rate relationship between the stress and the product performance. By solv-
ing a constrained nonlinear programming problem, the stress levels, the proportion
of test units allocated to each stress level, and the inspection times are determined
such that the asymptotic variance of the MLE of the MTTF at the normal operating
conditions is minimized. Yu and Tseng [44] design an optimal degradation experi-
ment under the constraint of the total experimental cost. They assume the degradation
path can be transformed to a simple form. The optimal decision variables, sample
size, inspection frequency, and termination time are determined by minimizing the
variance of the estimated 100pth percentile of the lifetime distribution. As an appli-
cation, Yu and Chiao [43] design an optimal degradation experiment for improving
LED reliability. Wu and Chang [42] investigate the Nonlinear Mixed-effect Model
and propose a step-by-step enumeration algorithm to determine the optimal sample
size, inspection frequency, and termination time under the cost constraint. The vari-
ance of the estimator of percentile of the failure time distribution is minimized. They
also study the sensitivity of the optimal plan to the changes of model parameters
and cost. It shows that the optimal solution is slightly sensitive to the changes in the
values of model parameters. Recently, Liao and Elsayed [22] propose the Geometric
Brownian Motion Degradation Rate (GBMDR) model and inference procedure to
estimate field reliability for a population and a specific individual unit.

4.2.2 Variable-Stress Degradation Test Plans

Since conducting a constant-stress ADT is costly due to the test duration, it may not be
applicable for assessing the lifetime of a newly developed product because typically
only a few test units are available. To overcome this difficulty, a variable-stress such
as step-stress ADT experiment can be carried out. Tseng and Wen [38] provide an
illustration of a statistical inference procedure for a step-stress ADT using a case
study of LEDs. However, in the literature, variable-stress degradation test plans are
rare. Tang et al. [37] investigates planning of an optimum step-stress ADT experiment
where the test stress is increased in steps from a lower stress to a higher stress during
the test. Based on the maximum likelihood theory, the asymptotic variance of TTF
estimate at the normal operating conditions is then derived and used as a constraint
instead of an objective function. The optimum testing plan which minimizes the
testing cost gives the optimal sample size, number of inspections at each stress level,
and number of total inspections. It is important to note that in such step-stress testing
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the sequence of load application has a significant impact on the reliability prediction
at normal operating conditions, a fact that is rarely considered by researchers.

5 Summary

Reliability prediction of new components, products, and systems is a difficult task
due to the lack of well-designed test plans that yield “useful” information during the
test and due to the stochastic nature of normal operating conditions. The accuracy
of the reliability prediction has a major effect on the warranty cost and repair and
maintenance strategies. Therefore, it is important to design efficient test plans. In
this chapter, we present an overview of reliability testing with emphasis on accel-
erated testing and address issues associated with the design of optimal test plans,
stress application methods, and reliability prediction models. We further discuss the
concept of equivalence of test plans and how it could be used for test time reduction.
Finally, we present accelerated degradation modeling and the design of accelerated
degradation test plans.

Dedication

This chapter is dedicated to my colleague and friend Dr. Shunji Osaki on his 70th
Birthday for his contributions and leadership in the field of Reliability Engineering.
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Maintenance Outsourcing: Issues
and Challenges

D. N. P. Murthy, N. Jack and U. Kumar

Abstract All products and systems are unreliable in the sense that they degrade and
fail. Corrective maintenance (CM) restores a failed item to an operational state and
effective preventive maintenance (PM) reduces the likelihood of failure. These main-
tenance actions can be done either in-house or can be outsourced to an external agent.
We focus on the maintenance being outsourced and look at the issues involved from
the perspectives of the owner of the asset and the agent providing the maintenance
service.

1 Introduction

Every business (mining, processing, manufacturing, and service-oriented businesses
such as transport, health, utilities, communication) needs a variety of equipment to
deliver its outputs. Equipment is an asset that is critical for business success in the
fiercely competitive global economy. Equipment degrades with age and usage and
ultimately becomes non-operational. Rapid changes in technology have resulted in
equipment becoming larger, more complex, and expensive. Businesses incur heavy
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losses when their equipment is not in full operational mode—delays in delivery of
goods lead to higher customer dissatisfaction and loss of goodwill.

Maintenance activities are actions to reduce the likelihood of equipment becoming
non-operational and to restore non-operational units to operational state. For most
businesses, it is no longer economical to carry out the maintenance in-house. There
are a variety of reasons for this including the need for a specialist workforce and
diagnostic tools that often require constant upgrading. In these situations, it is more
economical to outsource the maintenance (in part or total) to an external agent through
a service contract. Campbell [7] gives details of a survey where it was reported
that 35 % of North American companies had considered outsourcing some of their
maintenance.

Governments (local, state, or national) and private businesses own infrastructure
(roads, rail, and communication networks, public buildings, dams, etc) that were
traditionally maintained by in-house maintenance departments. Here also, there is a
growing trend toward outsourcing these maintenance activities to external agents so
that the owners can focus on their core activities.

In maintenance outsourcing the maintenance of an asset (equipment or infrastruc-
ture) owned by the first party (the owner or customer) is carried out by the second
party (the service agent who is also referred to as the “contractor” in many technical
papers) under a service contract. In this chapter, we look at maintenance outsourcing
from both the owner and service agent perspectives and discuss the issues involved,
review the literature, and discuss some of the challenges for future research.

The outline of the chapter is as follows. We start with a brief discussion of
maintenance and of outsourcing in Sects.2 and 3, respectively. Section4 reviews
the current status of maintenance outsourcing and gives a brief literature review.
In Sect.5 we propose a framework to study maintenance outsourcing and discuss
several relevant issues. Section6 deals with the game theoretic approach to main-
tenance outsourcing and Sect.7 looks at Agency Theory and its relevance to main-
tenance outsourcing. We deal with the criteria for the selection of service agents to
carry out maintenance in Sects. 8 and 9 deals with some topics for future research.
We conclude with some comments in Sect. 10.

2 Maintenance

Maintenance actions can be broadly divided into two categories.

Corrective Maintenance (CM): These are maintenance actions performed when
the asset has a failure (in the case of equipment) or has degraded sufficiently (in the
case of infrastructure). The most common form of CM is “minimal repair” where the
state of the asset after repair is nearly the same as that just before failure. The other
extreme is “as good as new” repair and this is seldom possible unless one replaces
the failed asset with a new one. Any repair action that restores the asset state to
better than that before failure and not as good as that of a new asset is referred to as
“imperfect repair”.
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Preventive Maintenance (PM): These are actions carried out to fix minor problems
in case of infrastructure (e.g., small potholes in a section of a road) or components
that have degraded in the case of equipment due to age and/or usage. The policy used
for initiating such actions can be age, usage, and/or condition. As a result, there are
several different kinds of PM policies and in the context of equipment some of the
well-known ones are the following:

e Age-based maintenance
e Clock-based maintenance

e Opportunistic maintenance

e Condition-based maintenance

The more investment made in PM actions the more likely CM costs are reduced.
But, for any asset there is an optimal level of PM effort that will achieve a proper
balance between these costs. Most books on maintenance [4, 26, 28] include models
to obtain the optimal PM effort.

Maintenance of an asset involves carrying out several activities as indicated in
Fig. 1 (adapted from Dunn [9]).

The three key issues are:

e (D-1): What (components) need to be maintained?
e (D-2): When should the maintenance be carried out?
e (D-3): How should the maintenance be carried out?

3 Outsourcing

Businesses (producing products and/or services) need to come up with new solutions
and strategies to develop and increase their competitive advantage. Outsourcing is
one of these strategies that can lead to greater competitiveness [11]. It can be defined
as a managed process of transferring activities performed in-house to some external
agent. The conceptual basis for outsourcing (see, Campbell [7]) is as follows:

1. Domestic (in-house) resources should be used mainly for the core competencies
of the company.

work | —N] work | —N]  woRrk
IDENTIFICATION |—— /| PLANNING [—— /| SCHEDULING
DATA g — DATA L[ woRrk
AnALysis N\ —— RECORDING [\ ——| EXECUTION

Fig. 1 Activities in asset maintenance
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2. All other (support) activities that are not considered strategic necessities and/or
whenever the company does not possess the adequate competences and skills
should be outsourced (provided there is an external agent who can carry out these
activities in a more efficient manner).

However, there are some disadvantages of outsourcing the maintenance and these
are indicated below.

e Dependency on the external party carrying out the activities.
e Cost of outsourcing.

e Loss of maintenance knowledge (and personnel).

e Becoming locked into a single external party when the cost of switching is high.

4 Maintenance Outsourcing: Current Status
and Literature Review

Outsourcing of maintenance involves some or all of the maintenance actions (PM
and/or CM) being carried out by an external service agent under a service contract.
The contract specifies the terms of maintenance and the cost issues. It can be simple
or complex and can involve penalty and incentive terms. We look at the issues in
outsourcing from both the owner and service agent perspectives.

4.1 Owner Perspective

4.1.1 Outsourcing Equipment Maintenance

The advantages of outsourcing maintenance are as follows:

Better maintenance due to the expertise of the service agent.

Access to high-level specialists on an “as and when needed” basis.

Fixed cost service contract removes the risk of high costs.

Service providers respond to changing customer needs.

Access to latest maintenance technology.

Less capital investment for the customer.

Managers can devote more resources to other facets of the business by reducing
the time and effort involved in maintenance management.

For very specialized (and custom built) products, the knowledge to carry out
the maintenance and the spares needed for replacement must be obtained from the
original equipment manufacturer (OEM). In this case, the customer is forced into
having a maintenance service contract with the OEM and this may result in a non-
competitive market. In the USA, Section II of the Sherman Act [16] deals with this
problem by making it illegal for OEMs to act in this manner.
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When the maintenance service is provided by an agent other than the OEM often
the cost of switching prevents customers from changing their service agent. In other
words, customers get “locked in” and are unable to do anything about it without a
major financial consequence.

4.1.2 Outsourcing of Infrastructure Maintenance

As mentioned above, it used to be the case that infrastructures were owned and
operated by governments. Recently, there has been a growing 