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Preface

This book arises from the motivation of bringing to attention how adaptive methods
and techniques can benefit people with special needs in their everyday lives.
Assistive technologies, adaptive systems and context-aware applications are three
well-established research fields. There is, in fact, a vast amount of literature that
covers HCI-related issues in each area separately. However, the contributions in the
intersection of these areas have been less visible, despite the fact the potential impact
of such synergies may have on improving daily living. In this context, the workshops
on “User Modeling and Adaptation for Daily Routines: Providing Assistance to
People with Special and Specific Needs (UMADR)”, held at UMAP’2010 and
UMAP’2011, respectively, sought to increase the visibility of these challenging
works. The interest generated by these two editions gave the initial impulse of this
book.

The works presented in this book seek to reduce the obstacles encountered by
individuals with special needs. Furthermore, they share two particular characteris-
tics: (1) they provide assistance by means of interactive computer systems that can
be adapted or adapt themselves to their current users; and (2) they focus on daily
life routines rather than virtual access and interaction. We expand the definition of
special needs in such a way that the reader can find works that impact on users
traditionally considered with special needs, such as those with psychological or
cognitive limitations, or elderly people, as well as people facing unusual routines
such as health treatments.

Regardless of the application-domain, the main goal here is to be able to provide
a customizable assistance to users according to their context, that is, considering
their capabilities, their preferences and needs, their location, or the available
resources and devices (PDAs, smart phones, laptops, etc.). Clearly, modeling user’s
capabilities, situations, limitations and needs is an essential task for adapting the
activities to each user. Thus, this is also one of the key topics of discussion.

This book pursues a comprehensive review of state-of-the-art practices on user
modeling and adaptation for people with special needs, as well as the challenges
to be addressed in order to achieve their actual deployment. Therefore, the book
topics include analysis, design, implementation and evaluation of adaptive systems
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vi Preface

to assist users with special needs to take decisions and fulfill daily routine activities,
with special emphasis on major trends in: modeling user features, limitations
and special needs; representing daily activities, including potential difficulties and
decisions to be taken; designing and building adaptive assistants for daily routines;
and evaluating the use of this type of assistants.

Structure of This Book

The first chapter presents a succinct review of adaptive systems related with disabled
people. The reader can get an idea of the related research work in this area,
extracting the main opportunities and challenges. Next, the book is structured in
three parts: Models and Theories, Design, Prototyping and Implementation and
Evaluation.

The first part Models and Theories focuses on modeling different features (e.g.
the user’s personal traits, including the affective state; the task to be done; the user’s
context; etc.). Sometimes, these features are well-known when the user is located at
a familiar environment. However, users can do sporadic interactions in unforeseen
situations. In this case, the adaptation of the activities is performed by combining
previous information from the same user in other environments or by inferring the
user needs taking into account the knowledge about previous interactions of similar
users in the same situations. These users’ features will be considered to assist them
in performing daily routines, both at home and in outdoor environments. Therefore,
the integration and sharing of user’s models, as well as deriving conclusions about
them, are key factors when users can be in different environments and use different
devices.

The second part presents how to “design, prototype and implement applications”
for people with special needs. One of the most important challenges of adaptive
systems is to define the key user features to be considered for adaptation, taking into
account the activity to be done and the context where the user will carry it out. The
variety regarding the type and potential ranges of disabilities makes it difficult to
use the term “average disabled user”. Thus, it is complicated to find which features
would be more appropriate to be taken into account for task personalization. The
awareness of the user needs, their capabilities, and limitations is necessary for a
correct interface design, as well as for assisting the user in the task accomplishment.
Bearing these factors in mind during system design leads to more usable systems,
whose interfaces fit the user needs better, making the time needed to learn how to
interact with it shorter. On the other hand, currently, one of the most popular types
of adaptive systems are recommender systems, which try to deliver information to
the users according to the interests, preferences and needs of each individual at
every time. Related to the scope of this book, many current research works deal
with recommender systems that assist people with special needs in health-related
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aspects during their daily lives. In this direction, the last chapter of this part presents
a review of recommender systems emphasizing the design and implementation of
health recommender systems.

Adaptive applications have the potential to assist users with special needs.
However, evaluating the usability of such adaptive applications tends to become
very complex. The “evaluation” part of this book is focused on the evaluation of
usability from different points of view and applications. There are several evaluation
procedures and metrics oriented to non-impaired users. However, understanding
the behavior of people with special needs presents its own particularities. This
difference is accentuated in field studies where traditional metrics (time to complete
a task, errors made, workload, etc.) may not provide useful information.

Following this direction, the first chapter of this part presents a discussion of
the challenges of field evaluation with impaired populations, explained through
the experience of a research study with cognitively impaired people receiving
mobile assistance while travelling. The next chapter is centered in the evaluation of
recommender systems, covering a variety of tried and tested methods and metrics.
Following with the topic of recommender systems for health, a case study that
investigates the applicability of a suite of recommender algorithms in a recipe
recommender system aimed to assist individuals in planning their daily food intake
is presented. Finally, a proposal for automated usability evaluation of model-based
adaptive user interfaces is presented in the last chapter of this book. This approach
can be used at an early stage of the developments. User interactions are simulated
and evaluated by combining a user model with other user interface models from
a model-based development framework, which is capable of providing different
adaptation alternatives based on the user attributes and the context of use. As a
result, different design alternatives and adaptation variants can be compared under
equal usability evaluation criteria.

Audience

This book targets technological and social researchers interested in user modeling
and adaptation for people with special needs, enterprises who want to develop
personalized technological products for everybody, practitioners who are interested
in applying adaptation strategies for supporting people with special needs in their
daily lives and HCI-oriented Ph.D. students working on the area of user modeling
and adaptation for people with special needs. In addition, this book will be useful
for the academic curriculum and will hopefully stimulate new research findings to
advance the knowledge of how to help people with special needs in their life by
providing the best adaptation to support their usual activities.

Madrid, Spain Estefanı́a Martı́n
August 2012 Pablo A. Haya

Rosa M. Carro
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Chapter 1
Adaptation Technologies to Support Daily
Living for All

Estefanı́a Martı́n, Pablo A. Haya, and Rosa M. Carro

Abstract The goal of this chapter is to bring light about how adaptation
technologies can ease daily living for people with special needs. Assistive
technologies, adaptive systems and context-aware applications are three well-
established research areas whose findings can be interestingly merged. In particular,
adaptation methods and techniques support the adaptation of existing software to
better suit each user’s need. In the last years, the need of building applications
that allow the inclusion of people with special needs in different fields has been
emphasized. Along this chapter, we present different research works that contribute
to the integration of this collective, by providing means to support either their
personal development or the accomplishment of their daily tasks. The technological
solutions chosen for this chapter are mainly related to three areas of application:
activities of daily living, health and education. This chapter also summarizes the
most widely used adaptation features and processes in this context.
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Departamento de Lenguajes y Sistemas Informáticos I, Escuela Técnica Superior en Ingenierı́a
Informática, Universidad Rey Juan Carlos, c/Tulipán s/n, 28933 Móstoles, Madrid, Spain
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Assistance to People with Special Needs, Human–Computer Interaction Series,
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2 E. Martı́n et al.

1.1 Motivation

Human-computer interaction studies have focused, since their origins, on making
systems more usable and useful, aiming at providing users with experiences that
fit their background knowledge and objectives [40]. In particular, the needs of
people with disabilities, as well as those of the elderly [51], have been some of
the main concerns of research on human-computer interaction. Universal access
has become a mainstream issue and topic for accessible computing research [89].
The main goal can be summarized as providing an accessible interaction with
products, applications, and services by anyone, anywhere, and at any time [94].
Technology and user diversity involves tempting challenges that have been attracting
a multidisciplinary group of people with both academic and industry background.

Designing human-computer interfaces for users with disabilities is a complex
task [7]. Brajnik [10] grouped the WCAG 1.0 guidelines by their impact on specific
user groups: blind, low-vision, deaf, color blind and physical handicapped users,
as well as people with cognitive disabilities. Currently, practitioners can access
valuable guidelines [76] and handbooks [52, 75, 92] to ensure that systems are
designed targeting as many users as possible. It is worth considering that the
potential user population extends beyond users with special needs to all those people
showing individual or cultural differences, for instance, or those in extraordinary
situations [55]. Therefore, when designing systems and interfaces for all, both
special and specific needs should be addressed.

There are two main approaches to implement universal design within computer-
based systems in order to fulfill the user needs. The first one consists on designing
unique interfaces for all, trying to address the needs of as many collectives as
possible within the same interface. On the opposite, adaptive interfaces are those
dynamically generated according to each user’s needs, so that the most suitable
interface is built for each of them according to their particular needs or preferences,
also considering the adaptation criteria specified at the design phase. User modeling
[57] and adaptation techniques are critical to provide suitable solutions for all the
users, including disabled people [93].

Adaptation methods and techniques contribute to adapt existing software to better
suit each user’s needs [11], represented in user models [12]. This implies an effort
to design products and applications that can adapt to suit the broadest possible
end-user population. The initial contributions of adaptive methods and techniques
focused on supporting adaptive access to multimedia contents through the Internet
[29, 73]. Some of the first adaptive applications, supporting adaptive contents and
adaptive navigation, were Web-based educational systems, information systems,
help systems and institutional information systems [11].

Adaptation methods and techniques can be used with different purposes. They
can be incorporated in any application to support, for example, individualized
assistance or personalized recommendations, among others. It can be provided not
only through personal computers, but also through mobile devices, in different sit-
uations. Nowadays, that the development of handheld devices has quickly evolved,
and the access to wireless networks is more feasible, the number of persons that
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use online applications through mobile devices is growing exponentially. Mobile
adaptive techniques facilitate the generation of individualized application interfaces
on the fly, which can be delivered through the Internet to diverse users with different
devices in a great variety of situations. These applications can be related to leisure,
working or learning, among others.

Adaptive systems show a great potential for users with special needs. The first
system that incorporated adaptive techniques to ensure accessibility and high-
quality interactions for all the potential users was AVANTI [39]. It aimed to
address interaction requirements of individuals with diverse abilities, skills, needs
and preferences, using Web-based multimedia applications and services. Another
example is presented in Kurhila and Varjola [61]. This adaptive e-learning system
provides adaptation to users with problems in mental programming (i.e., showing
difficulties in organizing tasks or in figuring out problem solving strategies).
Regarding social abilities, Sc@ut [46] has been used for improving social
integration of people with temporary or permanent communication difficulties,
specifically autistic children. More recently, adaptive applications able to assist
users with limitations in different activities of their daily living have been developed.
Each day, all of us are involved in many activities related to housework, study or
working tasks, urban-life, and so on. Within the day, there are a lot of decisions to
be taken, either in regular situations or in unexpected ones. However, while some
people can take these decisions easily, this may be difficult for others (for example,
for those with physical or cognitive limitations).

Computer-based training applications can help people to improve their abilities
(e.g., motor, sensory, memory, reasoning, communication, social, or emotional skills
among others). As a complement to this training process, personalized assistants can
help them to accomplish their activities in daily life, with the aim to overcome the
specific difficulties that some people may have to manage them. Some examples
of expected and unexpected issues that people daily face are: indoor and outdoor
navigation; information searching, reading and understanding; daily schedule and
task prioritization; health and personal care; cleaning or eating habits; mathematics
in daily life; tool and device manipulation; safety and security issues; working tasks;
sustainable habits; or living in society.

The first task to be carried out to build adaptive systems in this context relates
to the identification of the main difficulties and potential solutions for helping the
users to carry out routine tasks. More specifically, the first aspect to be decided is
which user attributes (capabilities, preferences, personality, cognitive limitations,
motor disabilities, affective states, context, etc.) should be taken into account to
assist to users in their daily routines, considering different contexts (housework,
learning, work, transport, leisure, etc.). In this direction, the user features, as well as
the routine tasks and contexts, must be modeled somehow to be considered by the
adaptive systems. Another question to be answered is which adaptation methods and
techniques are more appropriate for providing adaptive assistance in daily activities,
and how adaptive assistants and systems will be implemented and evaluated. Last
but not least, adaptive systems’ potential trade-offs, such as privacy, proactivity or
predictability should also be managed. All these represent challenging issues to be
addressed in this context of adaptive assistants for daily routines.
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1.2 Adaptive Systems for People with Special Needs

Regarding the domain of adaptive systems focused on people with special needs,
we can classify them in three different areas: activities of daily living, health and
education. Next, some research works of each area are presented, emphasizing the
adaptation features to adapt the systems for each user, and how to perform the
adaptation process.

1.2.1 Activities of Daily Living

Independent living is a key requirement for many people with special needs. It can
represent a significant increase in their quality of life, reflected on both social and
private aspects of the individual. Many research works address issues appearing in
daily-living situations. According to the location where the activities take place, we
can distinguish between indoor and outdoor activities.

The home environment is the place where most of the basic activities essential for
an independent living are performed (ex. personal hygiene, dressing, self-feeding,
etc.). Smart homes [26] are technology-enhanced environments that constitute the
basic hardware and software infrastructure for assisting people in their home [5].
Building smart environments that exhibit specific forms of social interaction is the
goal of Ambient Intelligence [1]. Smart environments should be able to recognize
the inhabitants, and adapt themselves to their individual preferences, capabilities,
behaviors [21] and context [33].The combination of Ambient Intelligence and
assistive technologies is also known as Ambient Assisted Living (AAL).

Caregivers and patients alike face the challenge of making medical decisions
in dynamically changing environments, using whatever resources are available at
home. The rapid and constant growth of senior population has targeted many
of these AAL efforts to provide services for elderly people [59, 104]. Thus,
home healthcare solutions are becoming, by necessity, more prevalent [88]. In
addition there is also a social dimension of AAL that empowers awareness and
communication, avoiding the isolation derived from living alone [44]. This social
dimension can also be complemented by means of social robots [41] that act as both
companions and mediators between the user and the smart environment [28].

Regarding outdoor activities, the widespread use of smart phones has created a
new opportunity to address the daily challenges faced by those with disabilities.
Handheld devices combined with appropriate middleware enable ubiquitous ser-
vices for universal access [2]. Specifically, mobile applications developed with an
understanding of the needs of a diverse set of users can be customized individually
based on specific requirements [9].

Within mobile applications, cognitive assistants are commonly chosen solutions.
These systems facilitate the performance of everyday activities either by reminding
the user to do any task, or by supporting the execution of a complex one, or a
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combination of both. Complex activities can be broken up into elementary steps that
the user should execute sequentially in order to accomplish the task. However, this
division poses several issues for people with cognitive impairments. They may have
difficulties on remembering even simple task splitting. Additionally, something like
food preparing, for instance, can be performed in multiple manners. This further
complicates the decision of which is the next step to follow. With this in mind,
it becomes clear that skills training, such as meal preparing, have received plenty
of attention [62]. Computers and, in particular, handheld devices can be used as
virtual prompters, reducing the need of external prompts from a caregiver [98]. An
example of such approach is given by Davies et al. [30], reporting the use of a
visual assistant that enhances self-direction of persons with cognitive disabilities in
performing community-based vocational tasks. In a similar vein, Gómez et al. [49]
have experimented on how adaptive manuals can be successfully used for assisting
people with acquired brain injury.

However, one drawback to consider in these works along with many others
[72] is the use of bespoke applications hindering personalization and reusability.
A promising approach is developing end-user tools that allow caregivers to define
the sequence of steps that compose a task of everyday living, and to describe the
instructions that should be followed in each step. During the task accomplishment,
the system guides the cognitively disabled user reproducing the instructions for
each step. A notable example is MAPS (Memory Aiding Prompting System) [17], a
system that consists of a multimedia editing tool and a context-responsive handheld
prompter.

A successful guidance in this direction implies overcoming several problems
such as detecting the beginning and ending of a task, determining whether a step has
been correctly accomplished, and deciding whether the user can finish the task even
skipping some intermediary steps. There are no restrictions to suit a task sequence
for each user, although caregivers may find it cumbersome when the number of
users and/or tasks is high. A more challenging approach is allowing the caregiver to
define a canonical task division, and the system intelligently adapts the sequence of
steps to the user abilities and context.

One immediate issue arising from the need of delivering personalized instruc-
tions deals with selecting the correct mode to interact with each user. This is
particularly important in both indoor [97] and outdoor [50, 85] wayfinding appli-
cations. The most common alternatives are audio, video, pictures or text. There are
several studies focused on testing which interaction mode is more suitable for people
with cognitive disabilities. The results are varied. Fickas et al. [38] studied different
modes of prompting in route-following assistance, and reported that travelers with
cognitive impairment performed best when given prompts via speech-based audio
instructions. Likewise, GUIDE tested an auditory-verbal interface that simulates
normal conversational prompting using voice recognition with positive results [77].
However, in González et al. [50] the visual interface worked better, in general, than
the audio one when guiding a group of cognitively limited users through a university
campus, with the aim to find out which type of interface better suits each user needs
in relation to the scores obtained by them in different parts of the WAIS test (e.g.,
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verbal or manipulative abilities). Chang and Wang [23] experimentally compared
video and picture prompts reporting that travelers performed better using video
prompts than audio ones but feeling slightly more rushed. Finally, Liu et al. [65]
used a Wizard-of-Oz technique for testing three different modalities (images, audio,
and text) of prompting directions. In this case, the three modalities were tested by
all the users. They did not find a modality that was preferred over the others. On
the contrary, they highlight that the difference on performances and preferences
were due to individual differences rather than to the modality. All of these findings
indicate the high variability on user preferences, and in turn, the necessity of
incorporating personalization mechanism in this kind of systems. This variability
is accentuated if the users are physically disabled. To mitigate this heterogeneity
problem, one possible approach is to support a multimodal interaction [16].

Other relevant aspect to take into account is the autonomy and independence
necessarily to entail the access to a job. For many people with disabilities, com-
muting can be a major issue that, at the end, may constitute a great barrier for their
integration into the working world. Likewise, the difficulties to use public transport
may also affect to their spare time [25]. Many of the studies and systems presented
are part of wayfinding applications. These works focus on how the presentation
of route information can be adapted to the user. Another important part that may
require adaptation is the route calculation [3, 81], since the shortest path is not
always the most suitable one. For instance, a user with motor disabilities should
avoid a transit using an underground station if the premises are not accessible.

To conclude, user modeling and personalization techniques are critical research
areas in the creation of these socio-technical environments that support daily living
activities [18]. The outcome of this research produces theories and models about
user behavior and needs in everyday life that, in turn, become an essential part of the
adaptive systems. Nonetheless, despite the variety and quality of the aforementioned
works and many others [47], it is also clear that there is still a significant need
for upstream research in this field. As LoPresti et al. [68] summarized in their
review of assistive technology for cognitive rehabilitation, there is still very little
knowledge about the relationship between the clinical characteristics and the most
suitable interventions. Similarly, de Joode et al. [34] call for “matching user
demands and suitable technology to optimize the therapeutic effect”. An emerging
field of research that can benefit the realization of accurate user models is the
automatic evaluation of adaptive applications at runtime [83]. This technique is
based on evaluating the feasibility of different adaptation alternatives by means of
the combining different user models and adaptation paths in a simulation.

1.2.2 Health

Adaptive systems have been applied successfully in medicine to inform patients
about their conditions, to enable them to take decisions or to persuade them to be
compliant with care plans. Different diseases such as diabetes [6], cardiovascular
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disease [31], and cancer [22] have been addressed by these systems. Depending
on the target users of each health adaptive systems, they can be classified in two
different types: recommender systems for doctors, nurses and caregivers; or adaptive
systems to recommend treatments to people with specific diseases.

The goal of adaptive systems for health professionals is to provide personalized
information to them according to the features and needs of their patients. Owing to
the diversity of disabilities and features to be taken into account in each of them,
building user models for these systems is complex.

The user model for this type of systems usually stores information related to
the user personal data, personal health records, diagnoses or allergies. For example,
PULSE [31] and PIGLIT [22] combine information from personal health records
with adaptive Web-based presentation techniques to provide personalized learning
materials. However, with the goal to provide personalized health recommendations
concerning disabled people, adaptive systems need detailed and exhaustive user
models and clinical guides that take in mind the specific aspects of many ex-
isting disabilities. In order to model the information managed by these systems,
international terminologies and classifications are used to aid the users on what
they ask for. One option for building user models for these systems is using
the “International Classification of Functioning, Disability and Health” (ICF)
established by the World Health Organization, which organizes health domains
[104]. This classification includes aspects related to body functions (e.g. mental
functions, sensory functions), structure (e.g. nervous system, eye), and social
features such as communication, interaction or interpersonal interaction, among
others. Furthermore, general documents about safety response, concerning the
disabled, knowledge provided by expert health professionals or knowledge acquired
from the associations of disabled people, can be used with the aim to extract basic
rules about how to communicate and behave with disabled people such as blind,
deaf, or mute people, and how to transport motor-impaired persons in emergency
situations such as fires. Chittaro et al. developed an adaptive system whose user
model combine personal information, personal health records, allergies, diagnoses,
ICT features and expert health knowledge [24].

Some examples of adaptive systems that support personalized information and
diagnosis are PRESYDIUM [24], EMSAVE [15] or DMSS-R [64], among others.
The two first systems are focused on the domain of emergency medical assistance
for disabled people. PRESYDIUM (Personalized Emergency System for Disabled
Humans) is an adaptive information Web-based system that provides tailored
operating instructions in the field, for helping medical first responders. In addition,
this system allows health professionals, the disabled people themselves, and their
families to accessing and managing personal medical profiles. The personalized
instructions are provided thanks to the detailed patient model along with the expert
medical knowledge basis. EMSAVE (Emergency Medical Services for the disAbled
Virtual Environment) is a virtual reality system for training users in emergency
medical procedures concerning disabled persons. In a first stage, this system does
not contain adaptation. However, the authors are working to include adaptive
modules that can automatically generate scenarios starting from the guidelines
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for the different disabilities. Moreover, the adaptive modules will suggest the
procedures and disabilities with worst results so that the learner works on them.
Finally, DMSS-R is a revised version of DMSS (Dementia Management Support
System) [63] that supports clinical routines and reasoning processes as performed
by individual health professionals in daily practice when they suspect cases of
dementia. Data related to the user profile, activities used in the diagnosis process,
expert knowledge about the types of dementia, and the interventions associated
with each type of patient are managed by the system. The adaptation process
is supported by a rule-based mechanism with structures and ontologies based on
formal argumentation theories and activity theoretical analyses of clinical practices.

Regarding the adaptive systems intended to recommend treatments to people
with specific diseases (e.g. diabetes, asthma, cancer) or to help to improve eating
habits, different techniques are used in order to suggest items for specific users
[67]. In the health domain, the most popular techniques are content-based filtering
to recommend items similar to others, collaborative filtering, which considers the
success of the recommendations previously made to users with similar interests,
or hybrid approaches, combining these or other recommendation techniques [14].
Depending on the target user, it could be interesting to use certain techniques.
Content-based filtering can be appropriated for people with chronic diseases such
as diabetics or celiacs, since the recommended items will be similar or even the
same. However, if the system tries to recommend different healthy products, not
oriented to chronic patients, collaborative filtering could be a better option, since
recommendations are more diverse in this case.

Some examples of recommender systems for people under treatments or for
those hoping to improve healthy habits can be found in López Nores et al. [67]
and De Rosis et al. [35], respectively. López Norés et al. present iCabiNET, whose
goal is to promote medication adherence in contexts of daily life [66]. This system
combines information about the user’s prescription from personal electronic health
records and his context. When the user is located at home, the user context can be
obtained in two different ways: (a) automatically, with sensors-enhanced medicine
containers that monitor whether the user has taken the medicines or (b) manually,
when the user must annotate by him when he takes the drugs. When the user is
outside, the system uses GPS technology and mobile devices. Once the system
knows the required information, in the case that the user did not take his medicines,
it generates issue warnings (e.g. reminder: you must take the pill for the diabetes)
or provides alerts if the context of the user could be in conflict with the medicines
he is taking (e.g. do not take alcohol in a restaurant if you have taken antibiotic). De
Rosis et al. present the use of an embodied conversational agent in order to change
dietary behaviors [35]. Many governments have made advertisements and efforts to
encourage people to eat healthy (e.g. the consumption of fruits and vegetables play
a key role in cancers, reduce the risk for heart disease and hypertension, or prevent
the obesity [8, 103]). By understanding the food preferences and assisting users to
plan a healthy and appealing meal, it is aimed to reduce the effort required from
users to change their diet [42]. The system presented by De Rosis et al. focuses
on recognizing the user mental state and providing healthy recommendations by
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adapting the dialog between the user and an agent accordingly. The information
required to perform the adaptation is stored in the user and agent models. Depending
on the user state, the agent’s emotional reaction will be different. The system tries to
detect whether the user behavior is right or wrong, the intention of the user to change
non-appropriated behaviors, whether the internal and external conditions favor the
change of this behavior, the user knowledge related to the dietary plan, and the level
of achievement in following the healthy plan. When a wrong behavior is detected,
the agent tries to persuade the user in order to change his eating habits. It suggests a
personalized plan and offers support during its execution.

1.2.3 Education

Computer-based educational applications have shown to be a useful complement
for learning since their creation. Internet brought the possibility of deploying Web-
based educational applications to be spread all over the world. The development of
collaboration technologies allowed the implementation of collaborative and cooper-
ative learning environments too. There is a wide range of educational applications
to support different theories and methodologies of teaching and learning.

On one hand, and focusing on users with special needs, technology offers them
new opportunities to learn, share information and gain independence [87]. On the
other hand, adaptation methods and techniques can be incorporated within learning
applications to build enhanced learning environments that better suit each user
needs [11]. Adaptive hypermedia has been widely used to support personalized
learning. Web-based adaptive environments allow individualized learning, so that
each user receives the instruction in the most suitable way according to his particular
needs or preferences [13, 20, 32]. In addition, adaptation has been used to propose
different collaborative activities to groups of users [19, 45]. Later, pervasive and
ubiquitous computing has changed the ways that we will learn throughout our lives
[54]. Students can access to digital learning contents using different devices from
anywhere. Therefore, one of the key aspects is to allow learning to students on
their own pace independently of the physical place and the device used. Some
examples of mobile learning adaptive systems can be found in [27, 100] and [70].
Finally, with the peak of social networks, the social learning environments offer
new opportunities to students. These environments must support the learner finds the
right content, the student connect with the right people and increasing the motivation
for learning [99].

According to Brusilovsky and Millán [12], the most popular features modeled
and used by adaptive Web systems are the user knowledge, interests, goals, back-
ground, individual traits, and context of work. Specifically, the user’s knowledge
of the subject being taught and the users’ individual traits (e.g. learning styles,
cognitive factors, personality, emotional state, etc.) appear to be the most important
user features in the context of adaptive learning environments, although other
features can be included in the user model as well. For example, the user context
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(e.g. device used, physical place, environmental noise, etc.) is an interesting feature
to consider when individuals use mobile devices [70]. All this information about the
users must be captured and stored in the user model. The most traditional approach
consists of using questionnaires [37, 53], more recently shortened adaptively
according to the user answers [78]. Other approaches deal with inferring the user
features from his actions. For example, information about the user learning style
can be extracted from his interactions within the learning environment itself [91,
101]; data of his personality can be inferred from his interactions within social
networks [48, 79]; and information about the user emotional state can be obtained by
analyzing his writings through natural language processing techniques [71, 80]. All
these features are relevant for adapting the systems to the users. In particular, recent
research has pointed out the fundamental role that emotions play in human behavior.
The emotional state of a user at a certain time can influence the way in which he
interacts with the systems, as well as his particular needs at that time. According to
the experts on cognitively impaired people training, one of the main limitations of
this population relates to emotion identification and control. Therefore, providing
them assistance adapted to their emotional state is crucial.

When the potential users of a system are people with special needs, some
additional considerations must be done in order to provide effective adaptation.
On the one hand, when users have physical disabilities (e.g. visual impairment,
motor dysfunction or hearing impairment), the system interface, as well as the
contents delivered, must be adapted to the user capabilities. Some examples deal
with supporting voice recognition for users with limited mobility [82, 84]; text-
to-speech [60] or haptic interfaces [95] for blind users; or changing the audio
material for textual transcriptions for deaf users [58]. On the other hand, usually,
users with cognitive disabilities have deficits or difficulties with memory, literacy
skills, attention and problem solving [90], and often visual or motor impairments.
People with cognitive limitations have troubles to comprehend and to perceive the
environment. They have difficulties with the processes of learning acquisition and
consolidation. For this reason, some activities, such as problem solving, should
be contextualized to help learners to extrapolate knowledge to real situations.
Furthermore, new concepts must be presented in a repeated and flexible way in order
to facilitate their assimilation. Finally, they can feel frustrated and disoriented if the
activities are monotonous or if their level of difficulty is higher than their capabilities
to solve them. Therefore, unnecessary items should be deleted from the learning
environment, and the difficulty of the tasks must be adapted to their knowledge and
capabilities. Keates et al. [56] address the impact that cognitive and learning difficul-
ties have on the user’s ability to interact with information technology systems. Some
guidelines related to the design of activities for cognitively disabled people can be
found in [4] and [43]. In the context of educational environments for people with
special needs, there exist two main types of systems: (a) flexible educational systems
based on previous adaptation engines that include some accessibility facilities, and
(b) ad-hoc adaptive applications, whose goal is domain-specific and are oriented to
a specific disability.
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e-Adventure [96] is a prototypical example of an adaptive educational learning
environment that supports accessibility. Their authors have introduced recently
interaction profiles for different stereotypes of users: unknown disabilities, limited
vision, blindness, and reduced mobility. eAdventure includes a game adaptation
engine that can modify the game experience according to the user profile [74].
If the user has limited vision, the graphical user interface is adapted, enabling
a high contrast mode. Users with limited mobility will use the voice interface,
and blind people use both voice and keyboard interface. Furthermore, e-Adventure
also provides some support for people with cognitive disabilities (e.g. removing
educational contents that are too challenging). Other example of adaptive learning
system that considers some accessible capabilities was presented by Roldán et al.
[86]. They show how to adapt individual and collaborative activities in inclusive
learning environments using multitouch tabletops. The adaptation mechanism takes
into account both personal user’s information and collaborative aspects. The per-
sonal features are stored in the user model, which comprises both static information
(e.g. background information, previous experience, motor functionality, visual
impairments or index scores representing the major components of intelligence
[102], etc.) and dynamic information (e.g. physical location of the users, activities
performed, results obtained, etc.). The adaptation is based on a recommendation
mechanism previously developed for adaptive mobile learning systems [70]. For
disabled users, the adaptation mechanism allows to define the adaptation of both
content visualization (e.g. multimedia elements will be enlarged if the user has
visual impairments) and interaction modes (e.g. in pair-matching activities, gestures
such as drag-and-drop can be simplified by clicking in the source and destination
elements). Furthermore, the adaptation of collaborative activities is necessary when
users are working together for solving them. In this work, an aggregation policy
determines how group features are obtained as a combination of the individual ones
and how they affect to the adaptation.

On the other hand, there are some adaptive ad-hoc training applications oriented
to disabled users, more specifically, to cognitive disabled people. One example is the
game “The big party”, whose goal is to promote the development of social skills and
personal autonomy for people with intellectual disabilities (e.g. Down syndrome)
[36]. This game was developed within the eduWAI platform, which includes Moodle
2.0 for managing the educational courses. The game trains users for a social event
organized by the company where they are working. To complete the game, the
student must achieve five different goals related to personal hygiene, clothing,
etiquette principles, principles of good behavior, and use of common resources.
Each goal is split in a set of sub-objectives, each of them mapped to an assessment
rule. Educators of these students can provide different levels of information in order
to give the most suitable feedback to students. The student gender is used to adapt
the game regarding the clothes and the hygienic items to be shown. Some students’
interactions can modify the flow of the game depending on the achievement of
the objectives. Figure 1.1 shows a screenshot from this game when the student is
working on personal hygiene. Clicking in each item of the bathroom, the student
can learn the functionality of each item.
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Fig. 1.1 Screenshot of “The big party” game

The second example was presented by Martı́n et al. [69]. This game is focused
on learning how to travel within the Madrid underground network. Users are trained
to achieve simple tasks regarding travel planning. They can also learn to plan more
efficient and effective trips. Furthermore, their decision making ability is expected
to improve by interacting with the game when unexpected situations are simulated
(e.g. there is a breakdown in a certain line). Activities of different complexity
are proposed to distinct types of users, taking into account issues such as the trip
duration or the number of stations and transfers involved. The game adapts the
learning tasks to the users’ personal abilities and needs, especially considering their
cognitive disabilities and their progress during the game. The game adaptation is
performed by means of a rule-based mechanism. Figure 1.2 shows two screenshots
from different levels of this game.

1.3 Discussion

The collective of users with special needs embraces people under treatment (e.g.
chronic patients), people with physical impairments, and cognitive disabled people,
including the elderly. Depending on the user type of need, different adaptive support
may be needed.

People under treatment, with no physical or cognitive impairment, can receive
the corresponding instructions according to their disease and treatment. However,
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Fig. 1.2 Game for trip planning and decision-making using Madrid underground

the adaptation of either the language used in these instructions or the navigational
guidance is not required in this case, since they should be able to understand the
instructions and follow them.

In the case of people with physical impairments, adaptive systems should provide
different accessible user interfaces according to the user capabilities (e.g. text-
to-speech for blind users). Furthermore, additional help can be incorporated (e.g.
shortcuts to the most popular actions for expert users and blind people, sounds to
enhance feedback for people with motor impairments or blind users, high contrast
or option to enlarge elements for users with limited vision, and so on).

The adaptation process for cognitively disabled people is more complex, as they
may also have some physical difficulties. Focusing on the cognitive limitations, the
navigational guidance should be direct, so that the information is provided step by
step. The user knowledge and skills are other key factors to consider, since these
users may get very frustrated if they find a task excessively difficult for them, and
may feel bored and unmotivated if it is too easy. The suitability of a system for
this collective depends not only on the success of the content adaptation and the
navigational guidance, but also on content clarity and simplicity.

Regarding the application fields, most of them center on supporting the users’
personal autonomy in their daily life. In the previous section, adaptive applications
dealing with activities of daily living, health and education have been presented.
In these approaches, user limitations (physical impairment, cognitive disability and
people under treatment) have been considered in different ways. On the one hand,
both physical impairments and cognitive disabilities have been tackled in diverse
research works dealing with providing adaptation for activities of daily living.
Adaptive applications for cognitively disabled people to improve their personal
autonomy through educational games or trainers have been developed (e.g., those
related to hygiene, clothes, good behavior, travelling planning or decision-making).
Finally, most of the adaptive solutions intended for chronic patients or people with
eating disorders are implemented as recommender systems for healthy habits. Next,
we summarize the most widely used adaptation features and processes for each area
presented in the previous section.
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In the context of activities of daily living, adaptation requirements can be
found in two levels. First, the presentation of information appears as a main
concern independently of the application domain. On one hand, visual and hearing
impairments limit the election of the interaction mode, yet it should be adjusted
according to the grade of disability. On the other hand, people with cognitive
impairments have access to a broader range of interaction modes. However, there
is less agreement than what it might be expected regarding which is the best
manner to present the information. These results suggest that adaptive techniques
should occupy a prominent role on assistive technologies for people with cognitive
disabilities. Second, task sequencing allows the variation of the number of steps that
must be given to accomplish a task, as well as of the order in which these steps must
be executed. Some steps can be skipped as the user gains proficiency with the task,
or depending on the user’s background and grade of disability.

Related to health systems, nowadays people are getting more and more concerned
about the importance of both their health and following healthy habits. A well-
balanced diet contributes to reduce the probability of serious illnesses such as a heart
disease as well as to prevent obesity. Owing to this fact, the number of health-related
recommenders has increased during the last years. The goals of these systems can
be summarize as: (a) informing the patients about their conditions, enabling them
to take decisions and persuading them to be compliant with care and health plans;
and (b) providing personalized information to physicians depending on each patient
in order to help them within clinical routines, reasoning processes or training in
emergency situations, especially when they are interacting with different types of
disabled people.

Building user models for these recommender systems is complex, due to the di-
versity of disabilities and features to be taken into account for providing appropriate
diagnosis, treatments, care and health plans. International standards, terminologies
and classifications are required to share information between physicians from
different countries. To support personalized recommendations, a detailed user
model including user general data, personal health records, diagnosis, allergies,
and prescriptions, is required. Recent research works incorporate the user physical
location or his mental state to the user model. Apart from this model, recommender
systems require an exhaustive domain model to describe the different illnesses,
diagnostics or interventions, in order to provide the most appropriated treatments
or plans in each case. Domain models can be built from the knowledge of
health experts and professionals or even from that of the associations for disabled
people. Finally, different recommendation algorithms and techniques, such as rule-
based mechanisms, ontologies, Bayesian networks, recommendation algorithms or
inference mechanisms, are used by health recommender systems. Since chronic
patients, disabled people and people with eating disorders need different types of
recommendations, the most suitable algorithms, techniques or hybrid approaches
are used in each case.

Regarding educational systems, although many of them are not specifically
designed for people with cognitive limitations, they use powerful adaptation engines
that, sometimes, receive as input the course to be delivered, the types of users to
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which it is intended, and the adaptation criteria. This fact allows using these systems
for training users with cognitive limitations, converting them into accessible and
adaptive applications for this collective. In this case, the user models store the type
of disabilities to be considered. In addition, the corresponding adaptation criteria
must be specified to adapt both the contents and the training tasks to be presented at
each time to each user.

On the one hand, contents should be adapted for each specific disability. In order
to support content adaptation to diverse physical disabilities, the information should
be available in different formats (e.g. audio for blind users or text for deaf people)
and appropriated interfaces must be available to allow human-computer interaction
(e.g. voice recognition should be supported for users with limited mobility). The
designers of contents for people with cognitive disabilities should pay attention to:
(i) the specific language used within the activity instructions, guarantying that it is
clear and easy to read, (ii) the multimedia material used to present the information
in a visual way, rather than using texts, and the possibility of combining different
material formats to help users to process the information, (iii) the context of
the activity in real situations, to facilitate knowledge transference and concept
abstraction, and (iv) the difficulty of the activity, which must fit the knowledge and
capabilities of the user, to avoid frustration when big challenges are proposed and
to avoid user boredom when the task is too easy.

On the other hand, adaptive navigational guidance will lead each user with
cognitive limitations to the most suitable training tasks to be accomplished at
each time. For these users, the guidance between activities should be direct, and
unnecessary elements must be removed from the interface, so that they do not
lose the attention focus. Furthermore, repeating the same tasks several times under
different variants using different information contributes to concept assimilation.

1.4 Conclusions

The goal of this chapter has been to show how adaptive methods and techniques can
benefit people with special needs in their everyday lives. Assistive technologies,
adaptive systems and context-aware applications are three well-established research
fields. In the last years, the research community has emphasized the need of
building applications that allow the inclusion of people with special needs in
different fields. Furthermore, some adaptive systems targeting at this collective
start to emerge, combining the previous knowledge from two main areas: human
computer interaction, and adaptive and recommender systems. Along this chapter,
some examples of adaptive systems focusing on people with special needs have been
presented. Interdisciplinary researchers join efforts in all the works presented, with
the goal of creating adaptive systems that fit these user needs.

Next, the following chapters of this book present a comprehensive review of
state-of-the-art practices on user modeling and adaptation for people with special
needs, and bring up the challenges to be addressed in order to achieve useful and
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usable environments. The book topics include analysis, design, implementation and
evaluation of adaptive systems to assist users with special needs to take decisions
and fulfill daily routine activities, with special emphasis on major trends in:
modeling user features, limitations and special needs; representing daily activities,
including potential difficulties and decisions to be taken; designing and building
adaptive assistants for daily routines; and evaluating the use of this type of assistants.

The book is structured in three parts: “Models and Theories”, “Design, Proto-
typing and Implementation” and “Evaluation”. In every part, current trends and
solutions in each of these directions are presented. Furthermore, it is discussed
whether the knowledge from previous research, including existing models and
technologies, are useful for these target users or, otherwise, new models, methods
or techniques should be developed in order to provide adaptation to this collective.

We expect that the contributions presented in this book bring light about how
adaptation technologies can ease daily living for all, and promote the research in
this direction to support sustainable high-quality healthcare, demographic ageing
and social/economic inclusion.
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Chapter 2
Extending In-Home User and Context Models
to Provide Ubiquitous Adaptive Support Outside
the Home

Amaia Aizpurua, Idoia Cearreta, Borja Gamecho, Raúl Miñón,
Nestor Garay-Vitoria, Luis Gardeazabal, and Julio Abascal

Abstract Ubiquitous Computing has proved to be an excellent way of providing
technological support for the daily life of people within its range. Ambient Assisted
Living (AAL), which is largely based on Ubiquitous Computing, aims at tutoring
and supervising elderly people and users with physical, sensory or cognitive
disabilities in the performance of routine household activities. AAL’s main aim is
to increase the autonomy of dependent people in their daily life by providing them
with supportive instructions for everyday routines and warnings about home safety
issues. This concept can be extended to public spaces, where ubiquitous accessible
services allow people with disabilities to access location-dependent web services
(providing maps, addresses, transport schedules, etc.) and local intelligent machines
(such as information kiosks or ATMs). This approach allows existing knowledge
about the users, their common activities, and their environment to be used to extend
the in-home AAL concept to the support of common routines performed outside
the home. This chapter surveys the modelling techniques used inside the home
and discusses the methodologies required for their extension for out-of-home use,
including interoperation and sharing of models.

2.1 Introduction

In recent years, considerable effort has been devoted to research on systems
that support dependent people so that they can live at home independently. The
main objectives of supportive systems are to provide the information needed
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to autonomously perform common everyday tasks and to detect situations that
might compromise the users’ safety. Obviously both objectives depend on people’s
location and therefore its solution is based primarily on context-aware computing.
The indoor location of people is achieved through various types of sensors that
can determine people’s position more or less accurately. The context-sensitive
help requires models that gather information about users, the tasks they perform
and where they perform these tasks. These models may include restrictions on
certain actions in certain places, as well as information about potentially dangerous
situations. If there is a risk, specific actions need to be generated for the control of
safety. Personalized interaction is also required because, depending on her or his
characteristics, each user may need individual tutoring to perform a specific task in
a specific place.

Most systems that support dependent people are designed to be installed in
the home. All potential users are registered in the system and their characteristics
are well known, so that accurate user models can be built and used. The support
provided to dependent people can be extended to spaces outside the home that are
provided with ubiquitous technology, such as public service buildings (e.g. day care
centres). If the user is registered in these places the same modelling schema can
be used as that adopted at home. However, the expansion of ubiquitous technology
suggests the extension of support for dependent people to places where services for
unregistered users are provided; e.g. smart environments in malls or administration
buildings, where a number of services are ubiquitously offered to all potential
users within its scope. These are also context-dependent services where, unlike
in the previous cases, the users are occasional. In these cases the system does not
have a model of each user because they have not previously been registered. This
situation decreases the ability to provide personalized tutoring suited to the needs
and characteristics of each person.

A more valuable extension of in-home support to out-of home support would
require each ubiquitous service provider system to be able to access each model
(e.g. user, task or context) or at least the part that is relevant to each specific
interaction. This chapter presents and discusses diverse approaches for sharing
models between in-home and out-of-home supportive environments. To begin, the
following paragraphs briefly survey the equipment needed to set up an intelligent
environment.

2.1.1 Technology for Supportive Ubiquitous Interaction

It is well known that Ubiquitous (or Pervasive) Computing aims to integrate into
the environment computers and software that are carefully adjusted to provide
discreet assistance for the activities taking place within that context. This aid
should be “proactive” but not intrusive. Ubiquitous Computing spaces require
some underlying technologies, principally the processors and sensors deployed
in the environment that can interact with each other and with mobile devices
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through wireless or wired networks. Since most of these elements (including
network protocols, operating systems, etc.) are heterogeneous, a new layer of
software (called middleware) is required to ensure interoperability1 between them.
One particular interoperability problem is the inclusion of incoming devices in
the system. Pervasive computing allows the provision of ubiquitous services to
mobile computers when these are located within the range of the system. It is
therefore necessary to have a way of managing the discovery, presentation, and the
integration into the system of unknown mobile processors entering the pervasive
space. Universal accessibility of ubiquitous services requires the use of open and
compatible interoperability frameworks2.

One of the most important characteristics of Ubiquitous Computing is context
awareness. According to Dey, a system is context-aware if it uses context to
provide relevant information and/or services to the user, where relevancy depends
on the user’s task [18]. Both in-home and out-of-home supportive systems are
context dependent. In the first case, diverse contextual parameters (temperature,
state of windows, doors, lights, gas, etc.) are collected by sensors deployed in the
environment. The indoor location of people is achieved through various types of
sensors that can determine people’s position more or less accurately, depending on
the requirements of the system. The triangulation of diverse types of radio-frequency
signals (including RFID, Bluetooth and Wi-Fi), mobile phones3, and the processing
of video images are technologies4 commonly used for this purpose.

When the user is outside, his or her location depends exclusively on general-
purpose location systems. Currently, a mobile device can be located with varying
degrees of precision by means of diverse technologies, such as: the Global Posi-
tioning System (GPS), General Packet Radio Services/Global System for Mobile
Communications (GPRS/GSM), and Radio Frequency Identification (RFID)5. The
context models have to take into account that outdoor location is usually less
accurate than indoor location. However, it is generally sufficient to supervise the
expected type of tasks performed outside the home, such as orientation, finding lost
people, etc.

1Interoperability requirements are essential because Ubiquitous Computing involves a large
diversity of hardware and software, which implies dealing with different combinations of devices,
protocols and services. It cannot be forgotten that interoperability failures typically lead to
problems that users will not be able to solve [31].
2Many European projects in the area of supportive intelligent environments have adopted
URC/UCH (Universal Remote Console/Universal Control Hub), which is an ISO standard that acts
as a middleware for ubiquitous interaction: Universal Control Hub 1.0 (DRAFT), http://myurc.org/
TR/uch
3For instance, Taher et al. [54] propose an indoor wayfinding support system that includes using
personal mobile phones.
4For more information about indoor location systems the Survey of Indoor Positioning Systems by
Gu et al. [25] can be consulted.
5More information about outdoor people location technologies can be found in the book “Location-
based Services: Fundamentals and Operation” by Küpper [38].
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Up to now we have reviewed the technology used to support dependent people
at home. The current challenge is how to extend the same type of support to out-of-
home intelligent environments. In order to give an idea of the type of user interaction
envisaged in this chapter let us propose an illustrative scenario.

2.1.2 Supporting People at Home and Outside the Home:
A Possible Scenario

Antonia is an elderly person with poor memory, acquired hardness of hearing and
slightly reduced vision. These restrictions present major challenges to her as she
carries out her everyday activities. She lives alone at home in the same city as
her children. To minimize the problems she encounters in living autonomously
and to support her with her daily routines, her home has been equipped with
supportive ubiquitous technology. A network of diverse sensors locates her position
in the house and detects her body posture (standing, sitting, lying). In addition,
some physical constants such as her heart rate and blood pressure are periodically
measured. The information collected by these sensors is used to provide warnings
and to trigger alarms when something unexpected or unauthorized happens. The
system is also able to provide her with assistance with everyday tasks such as
cooking or using home appliances. Reminders for routine tasks (meals, medicines,
etc.) and for her personal schedule (visits to the doctor, calls to the family, etc.)
can be also generated. The system also helps her to use communication and
entertainment services such as chat and video chat with family and friends, and
television and radio services. These are all provided via natural user interfaces
adapted to Antonia’s characteristics, needs and likes, based on the information
collected about her in different models.

When she leaves home, the situation is different. She can access generic services
(such as guidance and orientation, information on public transport, smart ticketing,
etc.) through her mobile device (e.g. a smartphone). When she accesses these
services the interface is automatically adapted to her capabilities either by using
the profile that has been previously stored on her mobile device or by importing it
from a repository in “the cloud”. For instance, once a week she goes to the outpatient
clinic using public transport. The underground station is equipped with an intelligent
environment that provides various services, such as interactive transport maps,
metro ticket dispenser, and arrival information. All these services are announced on
her mobile device and Antonia selects the service she wants to use: “to buy a ticket”.
The appropriate interface is then downloaded to her mobile. The user interface
has been adapted to her, using the profile information contained in the user model
provided by her own device. The outpatient clinic is also equipped with several
ubiquitous services. The system retrieves Antonia’s profile from a centralized health
information repository in order to adapt the services that are provided to her.

Thus, the intelligent support provided to Antonia is seamless: all these adapta-
tions are transparent to her. Her device interacts with the intelligent environment



2 Extending In-Home User and Context Models to Provide Ubiquitous. . . 29

without interrupting her. After leaving the house and encountering new ubiquitous
services, Antonia has the same user experience that she has at home.

Therefore a key issue in seamless adaptive support is how to obtain, maintain and
use the information about the user. The next two sections describe the modelling
techniques used inside and outside the home respectively. In Sect. 2.4 the different
proposals for changing from in-home to out-of-home use are described.

2.2 In-Home Context-Aware Modelling

Closely related to Ubiquitous Computing, the Ambient Intelligence (AmI) paradigm
focuses on providing intelligent support to users by means of environment-
embedded devices. “AmI systems are sensitive and responsive to the presence
of people” [1]. One of the most promising areas within the paradigm of AmI is
Ambient Assisted Living (AAL), which is focussed on helping people with special
needs (mainly elderly people) to pursue an autonomous life. Smart Homes designed
using AAL principles cover the private context, while other AAL implementations
are used for shared spaces.

This section focuses on modelling the different features used by smart environ-
ments to assist users in performing daily routines in their own homes. In this case
the users and the places are known, allowing the design of systems tailored to their
needs. However these techniques are not restricted to in-home systems. Modelling
of known users is also valid for other intelligent out-of-home environments where
users are previously registered. The next section covers sporadic interaction with
environments where users are not known.

The most common requirement of the projects surveyed in this section is to
support the elderly in the performance of everyday routines. As a consequence, the
design for home support must devote special attention to key issues such as usability,
utility, social acceptance, privacy protection, low cost and non-requirement for
administrative tasks. It is also necessary to bear in mind that household activities
are different from those performed in the workplace [19]. In particular, Meyer
and Rakotonirainy note that household activities are informal, not necessarily
structured, and focus on tasks that make people’s lives safer, convenient, enjoyable,
entertaining, relaxing, etc. [43].

The following subsection describes a number of proposals that meet these
criteria, analysed from the modelling point of view.

2.2.1 Context-Aware Modelling for Ambient Assistive Living

Let us review the proposals and results of a number of AAL projects and research
papers, in relation to the models used for Smart Homes.
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Amigo6 (2004–2008): The Amigo project developed a middleware layer that
dynamically integrates heterogeneous systems to achieve interoperability be-
tween services and devices. For example, home appliances, multimedia players
and renderers, and personal devices are connected to the home network to work
in an interoperable way [23, 55].

Easy Line C7 (2007–2009): This is a European project aimed at creating prototypes
of home devices that try to compensate for the loss of cognitive or physical
abilities of older people. It includes the creation of an AmI kitchen that can be
adapted to the user, to avoid the frequent home accidents involving white goods
appliances [11].

Semantic Matching Framework (SMF): Although this framework was not de-
signed for an in-home AAL project, it is relevant to our survey because it deals
with daily routines at home for people with special needs. Ontologies are used
in SMF to describe user model semantics using the OWL-DL (Web Ontol-
ogy Language – Description Logic) language. These ontologies also represent
devices (e.g. doors, windows, sensors, etc.) as “effectors”, each containing a
set of characteristics defined as environment attributes. In SMF, adapting the
environment to people with special needs is based on detecting handicapping
situations that limit users’ capabilities and providing adapted processes to
personalize service delivery [30].

VAALID8 (2008–2011): The VAALID project (Accessibility and Usability Val-
idation Framework for AAL Interaction Design Process) aims at creating a
framework to model and validate the AAL. It provides tools for authoring AAL
models and simulating these models for further validation. It allows editing and
configuration of the user, environment and device models and also handles the
interaction [46, 47].

SensHome9 (2010–2011):As Frey et al. comment, SensHome is an attempt to create
an infrastructure and a methodology for recording, modelling, annotating and
analysing activities in Smart Environments, initially focusing on Smart Homes.
The result of this effort is the SensHome Activity model. Two real and virtual
environments were created that are synchronized with each other, representing a
house and a kitchen. Standard models are embraced to define the context [21, 53].

SOPRANO10 (2007–2010):This is a European project that evolved to OpenAAL11.
SOPRANO (Service-Oriented Programmable smart environments for older Eu-
ropeans) developed an AAL system aimed at enhancing the lives of frail and
disabled older people. The project uses a middleware called SAM (Soprano
Ambient Middleware), which is used to control the home context for people who
need assistance [33, 51, 58].

6http://www.hitech-projects.com/euprojects/amigo/
7http://www.easylineplus.com/
8http://www.vaalid-project.org/
9http://www.dfki.de/senshome/
10http://www.soprano-ip.org/
11http://openaal.org/

http://www.hitech-projects.com/euprojects/amigo/
http://www.easylineplus.com/
http://www.vaalid-project.org/
http://www.dfki.de/senshome/
http://www.soprano-ip.org/
http://openaal.org/
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Table 2.1 Mapping of projects and research papers to the reviewed models

Project
Target
population Room User model Task model

Context
model

Amigo A Generic X X X
Easy-LineC E and D Kitchen X – –
SMF D Kitchen and

Living room
X X X

VAALID A Generic X X X
SensHome A Kitchen and

Living room
– X X

SOPRANO E Generic X X X

E elderly people, D people with disabilities, A all people

When analysing and classifying the various projects and research papers pre-
sented in recent years there is a clear differentiation between those aimed at
providing a solution to the problem of heterogeneity of devices and services,
as explained in Sect. 2.1.1 (Amigo, SOPRANO), and those that are intended to
provide a more seamless user experience necessary for the scenario in Sect. 2.1.2
(SensHome, VAALID, Easy LineC). While the first group focuses on issues such
as middleware and interoperability between different networks in a Smart Home,
the main aim of the second group is to best define the world around the users of
Smart Homes, following the principles of “calm technology”. These differences are
also reflected in the models presented in the types of works for each, although they
generally contain the same elements: person/user, environment/location, behaviour,
activity/task, device/service/sensor, etc. Each project expands each of these fields
in greater depth (and with more attributes) depending on which aspects are more
relevant to the project. Table 2.1 summarizes the main characteristics of the surveyed
research.

The names, structure and composition of the diverse models vary greatly between
the different approaches. Some systems maintain separate models, while others tend
to combine all the information available in a single model. Although the models vary
greatly and depend very much on the characteristics and purpose of the system, they
include some common structures. In the following paragraphs some of the most
notable features of the models reviewed are briefly discussed.

2.2.1.1 User Modelling

User modelling12 is a well-known technique that is essential for user-adapted inter-
action. According to Carmagnola et al. [9], the user model is a key component of

12The seminal paper [35] can be consulted for a deeper insight into the User Modelling. In this
paper Kobsa describes the purposes of generic user modelling systems, their services within
user-adaptive systems, and the different design requirements. Brusilovsky provides details on the
application of user modelling to adaptive hypermedia in another influential paper [7].
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an adaptive system. It maintains the user’s properties, such as preferences, interests,
behaviours, knowledge, goals and other events that are relevant to user adaptation.
Adaptive applications usually have a specific user-modelling component, which is in
charge of incrementally constructing a user model by storing, updating and deleting
entities and supplying the other components with assumptions about a user. In fact,
the quality of personalized services provided to the user depends largely on the
characteristics of the user models, including their precision, the amount of data
stored, whether these data are up to date, etc.

For users with disabilities, or elderly users, some of the user features are
permanent (e.g. the type of disability), while others may gradually change (e.g. the
ability to use a specific input device). In addition, certain user features can change
quickly over short periods of time, such as dexterity, strength, motivation, mood,
and interest. This is similar to the Ser and Estar models presented in Chap. 3 of
this book [10]: Ser refers to essential user characteristics, while Estar refers to the
condition or potentially temporary attributes. The user model must be able to cope
with all the changing characteristics in order to provide a well-adapted interaction.
For instance, in Chap. 4 of this book, De Carolis et al. [17] state that modelling
cognitive and affective human factors is essential in order to provide assistance to
elderly people in smart environments. They propose an embodied social agent NICA
(Natural Interaction with a Caring Agent), which acts as a virtual caregiver, to assist
elderly users in a smart environment.

In the field of Ambient Assisted Living, the user model can contain diverse types
of data, such as:

• Demographic data.
• Physical, sensory and cognitive characteristics (including disabilities and restric-

tions).
• Preferred Language (but also including other languages known).
• Likes and preferences (e.g. temperature, lighting, schedules, etc.).
• Interests, moods.
• User location.
• Allowed and restricted tasks (which can include indication or restriction of the

place and time they can be performed).
• Preferred mode of interaction (voice, text, icons, signed video, etc.).
• Specification of devices (operating system, browser, processor, memory, etc.)

used to interact with the system.
• Specification of networks (bandwidth, range, etc.) used to interact with the

system.
• Etc.

The user model implemented for home support is quite similar in the different
projects that have been reviewed. Unfortunately, detailed information about the
models is not always available, but there is information on how they are built.
Most projects start from existing studies on older people. For instance, Casas et al.

http://dx.doi.org/10.1007/978-1-4471-4778-7_3
http://dx.doi.org/10.1007/978-1-4471-4778-7_4
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use data obtained information from statistics published by Eurostat13 [11]. They also
use interviews to extract the most relevant information for the context. Vildjiounaite
et al. use, as a starting point, stereotypes of the characteristics of a specific user, to be
completed with other users’ personal information [55]. Another method is to adopt
one or more Personas14. Many projects have used Personas to model the users acting
in a particular environment; e.g. Casas et al. [11] and I2Home15. In order to build
their user model, Mocholı́ et al. [46] use the “Design for All” ICT Guidelines for ICT
products and services of the ETSI16; the International Classification of Functioning,
Disability and Health (ICF17); and the Common Accessibility Profile (CAP18).

2.2.1.2 Task Modelling

Task models19 are logical descriptions of the activities to be performed to achieve
users’ goals. Although they were predominantly created for user interaction design,
they can be useful for characterizing, monitoring and supporting the user in his/her
everyday activities.

In the field of Ambient Assisted Living, the task modelling can include:

• User’s goals and objectives.
• Description of the steps to perform each specific task (including the information

that can be provided to help the user to perform that task).
• Ability to perform each task (which can change quickly over short periods of

time) can be used for “mixed initiative” or “shared control” task scheduling.
• Etc.

It is important to model the user’s behaviour to predict his/her next move or to
validate the current task. The support for everyday routines requires checking that
every task is being performed correctly. In this sense, Frey et al. [21] use an extended
model of Leontiev’s Activity Theory [40] to model activities, actions and operations.
This leads to a model for controlling the behaviour and the tasks performed in
system. The Amigo project [55] keeps an interaction history in order to monitor
the status of a task by means of Machine Learning techniques, while Naranjo
et al. use Workflow technology with the same purpose [47]. These two projects

13http://epp.eurostat.ec.europa.eu
14“Personas are not real people, but they represent them throughout the design process. They are
hypothetical archetypes of actual users” [15].
15http://www.i2home.org/
16http://www.etsi.org
17http://www.who.int/classiffications/icf/en/
18Common Accessibility Profile is the basis of the ISO/IEC 24756:2009, http://www.iso.org/
19Paternó presents the main concepts underlying task models and discusses how they can be
represented and used for designing, analyzing and evaluating interactive software applications [50].

http://epp.eurostat.ec.europa.eu
http://www.i2home.org/
http://www.etsi.org
http://www.who.int/classiffications/icf/en/
http://www.iso.org/
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use dynamic modelling to keep information about user behaviour and preferences.
There are also attempts to model tasks at the user interface level; e.g. Stahl et al. used
an implementation of ANSI/CEA-201820 to describe the tasks required to cook food
in a kitchen [53].

2.2.1.3 Context Modelling

Context modelling21 includes gathering, evaluating and maintaining context infor-
mation within a formal representation, which is necessary for consistency checking,
as well as ensuring that sound reasoning is performed on context data. According to
Bettini et al. [6], the overall goal of formal context information modelling is to de-
velop evolvable context-aware applications. Since context-modelling maintenance
is expensive, the reuse and sharing of context information between context-aware
applications should be also considered.

Context models applicable to Ambient Assisted Living can include data on:

• Conditions that affect the interaction in specific places (noise, light, privacy, etc.).
• Places allowed and restricted (with indication of the possible tasks and time).
• Parameters collected by the environmental sensors.
• Etc.

An important issue in modelling to support dependent people is the guarantee of
connecting the hardware layer and the ubiquitous applications with the rest of the
system. There are two important aspects to be addressed:

1. The abstraction of the different sensors that can be found (brand, model, family,
etc.). This is the case with the SensHome system presented by Frey et al., which
introduces a platform that provides a model-based approach to represent home
devices and services [21]. Similarly, the OpenAAL consortium uses a set of
ontologies to model the characteristics of the sensors (given the wide variety of
brands and types that exist). These models can be used in the sensor fusion layer
to establish the basis of the context modelling of an AAL system [58]. This is also
similar to the SMF system, where an environmental model ontology specifies
devices as effectors, each containing a set of characteristics for environmental
attributes [30].

2. The interoperability between the different technologies (UPnP: Universal Plug
and Play, WSDL: Web Service Description Language, etc.) through which
devices are supported and services are provided in a ubiquitous environment.

20ANSI/CEA-2018 (American National Standards Institute/Consumer Electronics Association)
defines an XML-based language for task model descriptions. http://www.w3.org/2005/Incubator/
model-based-ui/wiki/ANSI/CEA-2018
21For more details about context modeling, the paper from Bettini et al. [6] discusses and compares
the requirements that context modelling and reasoning techniques should meet.

http://www.w3.org/2005/Incubator/model-based-ui/wiki/ANSI/CEA-2018
http://www.w3.org/2005/Incubator/model-based-ui/wiki/ANSI/CEA-2018
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To solve this problem the Amigo project extended a previous service model
for interoperability, with syntactic and semantic descriptions as well as
non-functional properties associated with services [23]. Another example of an
interoperable architecture that includes the use of models for sharing information
between different technologies is SAMBA (Systems for Ambient Intelligence
enabled by Agents) [5].

The set of sensors provides the information necessary to ensure proper monitor-
ing of user behaviour and the information about the task that they are performing.
The use of models helps context-aware systems to create an abstract layer that
provides a structured path to the information obtained through the sensors.

2.2.1.4 Reasoning with Models

The models can be provided with rules that allow inconsistencies to be detected and
probably solved, new data to be inferred, or decisions to be taken when a specific
combination of entries occurs. For example, the reasoning in SMF uses a set of first
order rules involving user and environment characteristics to infer all handicapping
situations and personalize services [30]. The reasoning module iteratively processes
semantic matching rules and OWL-DL user and environment class instances in order
to update the values of handicapping situations.

As previously mentioned, context-sensitive support uses models that gather in-
formation about users, the tasks they can perform and where they can perform them.
These models can include restrictions on certain actions in certain places, as well
as information about potentially dangerous situations. Table 2.2 shows a fragment
of reasoning using information from the user, environment and task models used
in the PIAPNE (Prototype of Ambient Intelligence for People with Special Needs)
environment [2]. By applying the rules provided by the user/task/context models to
the information provided by the sensors, the system is able to infer the tasks that
are being performed by the user (washing up, watching TV). The set of rules in
the user model indicates any incoherence between one of the tasks and the user’s
location. This allows the detection of possible dangers (potential flooding) and the
implementation of contingency actions (alarm generation).

2.2.2 Discussion

In AAL, Smart Homes are intended to ensure the quality of life of elderly people
who often also have some disabilities. As described in the previous section, in recent
years many projects have been working on platforms capable of monitoring tasks
and daily routines, and have suggested different solutions to these problems.
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Table 2.2 Reasoning with PIAPNE models

Model Status Parameter/rule

User model:
Sensors Time

16:00 Time daytime

Context model:
Sensors Kitchen

Tap is turned on
Light is switched on

Tap on, Light on

Context model: Sen-
sors Living room

TV is switched on
Light is switched on

TV on, Light on

Context model:
User Location

User is at: Living room
Posture: sitting

User location living room
User posture sitting

Task model: inferred
task

Washing up Washing-up (Sensors Kitchen: Tap on,
Light on, Gas off, Time daytime)

Task model: inferred
task

Watching TV Watching TV (Sensors Living room:
TV on, Time anytime)

User model: inferred
danger

Medium level danger
(potential flooding)

If Task (washing-up) and Not
[User location
(kitchen)] ! trigger danger
(severity: medium, type: flooding)

User model: action Generate warnings and/or
alarms

Trigger alarm (severity: medium, type:
flooding, warning: flooding message)

There have recently been initiatives (AALOA22) to unify and defragment this
situation. The impact it could have on the acceptance of specific models by the
scientific community in AAL is still unknown, but it is worth analysing the types of
models and projects included in these initiatives [20]. The most interesting project
is perhaps UniversAAL23 [26], which involves consolidation and standardization to
obtain an open platform for AAL. This platform is based on completed European
projects, such as SOPRANO and PERSONA. UniversAAL includes the previously
mentioned OpenAAL, an open source framework available for download, which is
able to implement context-aware environments for AAL.

SmartHouse uses modelling for both the user and the available services, but
context-aware performance also requires other models. It is necessary to have a task
model (and other models) to store accurate data about the tasks: location, time etc.
It is also necessary to have a behaviour model that is able to record user activities
and to relate these to the other models. The extension of model and the pathways
between models (including those that may exist outside the home) will provide more
complete information, which is essential in order to avoid blind spots in monitoring
daily routines.

22AAL Open Association http://www.aaloa.org/
23UniversAAL, UNIVERsal open platform and reference Specification for Ambient Assisted
Living http://www.universaal.org/

http://www.aaloa.org/
http://www.universaal.org/
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2.3 Modelling Out-of-Home Ubiquitous Support

In this section, models designed for intelligent environments deployed outside the
home are reviewed. This analysis is focused particularly on user modelling for
ubiquitous systems that do not require previous registration. Similarly to the in-
home systems in the preceding section, their objective is to support dependent
people in performing routine tasks, but on this occasion in environments containing
ubiquitous computer-based services.

Context is also a key factor in out-of-home systems, but a differentiating
characteristic is the uncertainty about the services available. In in-home contexts
the services and devices available to the user are well known and therefore the in-
formation required to adapt them to the user can be adequately modelled. In contrast,
the services offered and requested outside the home are sporadic and it is therefore
more complex to model the context of user interaction. In this case the applications
and services are much more varied and there are also many more dynamic factors
related to the physical environment that need to be modelled and taken into account
(e.g. meteorological factors, noise, outdoor location, lighting, etc.).

2.3.1 Out-of-Home Context Modelling

The supportive out-of-home approach is based on three main areas: support for daily
routines, ubiquitous computing and access to information for people with special
needs. Few studies have been found that take into account these three areas of
research and report on how to build their corresponding models. In this section,
some of the works that best fit this approach are briefly described. These works
have been ordered from greatest to least connection with the proposed approach.
Table 2.3 summarizes the relationships between the areas of research and each
model studied.

Table 2.3 Mapping the research areas and reviewed models

Daily routines
Ubiquitous
computing

Support for people
with special needs

Sus-IT X X X
INREDIS X X X
Affinto X X X
ViMos X X –
CALA-ONT X X –
Mobiday X X –
mPersona X – –
Ontology-based

context model
– X –
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2.3.1.1 Sus-IT

The Sus-IT project24 was intended to generate new knowledge to understand
changes due to aging, as well as linking these changes to the flexibility provided
by information technology. Its aim was to investigate current and potential barriers
to a sustainable and effective use of ICT by the elderly and to explore possible
solutions in relation to socio-technological barriers. Sloan et al. [52] highlighted the
difficulties encountered by the elderly as their skills become progressively worse
over time. They proposed automatic or semi-automatic accessibility adaptations
as a possible solution for the particular challenges they encounter. The authors
established the need to model a user profile for this purpose. This profile needed to
include a precise description of the individual, taking into account the capabilities
of the users and their changes over time, their preferences, the level of experience
of the system and certain social characteristics. Atkinson et al. [3] proposed a set of
guidelines for an outdoor pervasive environment and pointed out the relevance of
the context, which should include features such as the physical environment, light
and noise levels, the capacities of users, their preferences and their devices. They
also state that the diverse accessibility adaptations must be modelled and related to
different interaction modalities. They consider four areas of interaction: auditory,
visual, motor and cognitive. They also take into account two other communication
parameters: time (since the devices can impose restrictions and users may have
disabilities that alter the time required or available for certain interactions) and the
volume of information (because the restrictions and conditions may alter the amount
of information a user can receive or process).

2.3.1.2 INREDIS

The INREDIS25 project aimed at creating a platform to provide ubiquitous access
to ubiquitous services adapted for people with disabilities. While the Sus-IT project
focused on the elderly, INREDIS took into account users with different disabilities.
The main scenario was an intelligent environment where users with disabilities were
able to access various services provided by local machines (such as information
kiosks, vending machines, ATMs, etc.) using their own, appropriately adapted,
mobile devices.

The generation of tailored interfaces in INREDIS was based on modelling
techniques that use a Knowledge Base (KB) formed by different ontologies [45]
in OWL. The KB was responsible for storing the ontologies and using rule-based

24Sus-IT project. Using ITs for a better and more independent future. http://sus-it-plone.lboro.ac.
uk/
25INREDIS project: INterfaces for RElations between Environment and people with DISabilities.
http://www.inredis.es/Default.aspx

http://sus-it-plone.lboro.ac.uk/
http://sus-it-plone.lboro.ac.uk/
http://www.inredis.es/Default.aspx
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reasoning on existing information to extract new knowledge. There were three main
ontological models:

1. User model: containing information about the capabilities of users, their possible
types of interaction, interests, hobbies and preferences, and socio-demographic
data.

2. Context model: including the user’s goals, the task, the environment, socio-
cultural environment, the space-time environment and the services available in
that context.

3. User device model: split into hardware (screen size, peripherals, etc.) and
software (mark-up languages supported, programs installed, etc.).

2.3.1.3 Affinto

The Affinto ontology allows the creation and access of user and context models from
different services provided by ubiquitous environments, as explained by Cearreta
[12]. According to her, people very often perform routine tasks using interactive
systems. Therefore, these interactions should be as natural and intuitive as possible.
The inclusion of emotions can improve the interaction by increasing a user’s
level of understanding and decreasing the ambiguity of the messages (as happens
in human conversations). The use of multi-modal interfaces makes it possible
to include affective cues in the messages emitted by the system. Similarly, it is
possible to recognize the users’ emotions and to adapt the interactions to their actual
circumstances. This allows a choice to be made on the best mode of communicating
with users with communication restrictions (e.g. people with certain disabilities).

The Affinto ontology models interactions between users and systems by means
of the OWL language, also taking into account emotional and modality issues.
Affinto is built on a generic ontology base. The ontology thus defines the context
as a whole, including the following properties: context subject (for both the user
and the system), environment, social, task, and spatial-temporal. It must be noted
that the subject property corresponds to any physical, cognitive or affective property
of the subject:

• Physical properties: these define the communication parameters used by the
subject (for example voice parameters).

• Cognitive properties: sensory (e.g. auditory) and perceptual (e.g. speech percep-
tion) processes that the subject can use.

• Emotional properties: these define and classify the emotions of the subject (using
different theories and classifications of emotions, such as dimensional theory).

A specific version of Affinto for emotion recognition in multimodal systems
was developed taking this generic ontology as the start point [12]. Subsequently,
an updated version was built to support adaptive interaction based on users’
capacities [13].
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2.3.1.4 ViMos

Hervás and Bravo presented an interesting model for both user and context in
ubiquitous systems [29]. This model defines the context from two perspectives:
information visualization and ambient intelligence. The first viewpoint refers to
perceptual and cognitive aspects, as well as graphical attributes and data properties.
The second perspective includes characteristics of the environment and the display
of information. Three OWL ontologies were created to model all these aspects:

• User ontology: describing the user’s profile, the status (including location,
activities, roles and objectives, among others).

• Device ontology: formally describing relevant devices and their characteristics,
associations and dependencies.

• Physical environment ontology: defining the physical space.

These ontologies allow the establishment of communication between the user
environment and the user interfaces. According to these authors, the information that
can be found in people’s everyday environment comes from several heterogeneous
sources. It is therefore important to determine the best way to deliver and display this
information. For this purpose, it is necessary to identify and describe the previously
mentioned features in connection with the user and the context. They propose a
framework called ViMos (Visualization Mosaics) that analyses the user context in
order to provide a suitable interface, which is dynamically generated.

2.3.1.5 CALA-ONT

CALA-ONT is a Context Ontology Model for Ubiquitous Learning Environments.
This model, proposed by Cho and Hong, described an ontology-based conceptual
architecture and a context model, aimed at providing context-aware learning ser-
vices in ubiquitous environments [14]. It was used to supply user-centric pervasive
education services in smart schools provided with several embedded interoperable
computing devices that enable learning whenever and wherever.

The context ontology model proposed consists of four upper classes and
subclasses. It contains 12 main properties that describe the relationships between
individuals from the upper class and their properties. The CALA-ONT model
defined: individuals (Person), sites, activities, and computational entities in a top-
level class. The Person class, which defines the general characteristics of the person,
has a student, teacher and office worker as sub-classes. The Place class, which
defines the general properties of a site, has an outdoor campus and an indoor
campus as subclasses. The Activity class, which defines general school activities,
contains a formal activity and other activity subclasses. The ComEntity class defines
entities and contains general computing device, application software, and content as
subclasses.
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2.3.1.6 Mobiday

Mobiday [39] is a system implemented in a hospital to improve the effectiveness
of communication between patients and doctors. Its aim was to assist the user
in the tasks carried out in a day hospital. Mobiday used ubiquitous technologies
and contextual information in an oncology unit to provide up-to-date updated
information to patients and to allow context-dependent access to information on
their status. The ultimate goal was that users learn from their actions and acquire
certain routines. In order to carry out this approach, Mobiday takes into account
the user’s location using RFID technology, identifying their location (in key
hospital rooms such as the waiting room or the laboratory) and recognizing their
current activity. Based on this information, the system can decide if the context
is appropriate for the user to receive certain messages. The flow of tasks carried
out in a day hospital is modelled to guide the patient and to provide information
about the next step to be followed. The system also uses other data, such as
demographic information and information about diseases. The next version of the
system is intended to take into account the patient’s psychological status and to
collect feedback on this [59].

2.3.1.7 mPersona

mPersona [49] is a web portal personalization system for wireless users, based on
user modelling. It is aimed at mobile rather than ubiquitous environments. The
system uses mobile agent technology to provide personalized content according
to the user preferences and the local environment. It takes into account not only
the users’ profile but also their mobile devices. Users can thus get personalized
wireless portals, based on their preferences and interests, which are adapted to
the capabilities of their mobile devices. Its architecture includes a component for
user registration and profile management. The user profile is split into two parts:
“theme profile” and “device profile”. According to the authors, the creation and
management of these profiles is implementation specific. In the case of “theme”, the
profile can be created simply using a collection of keywords that represent thematic
interests or using a complicated schema based on the user history. mPersona
adopted the keywords approach. In relation to the device profile, there are two
options: a simple collection of device features or a standard format such as CC/PP
(Composite Capability/Preference Profiles). mPersona took the first option. Apart
from modelling the user, the system requires that the content of web sites be
described in some way. The structure of the website content provider in the wireless
environment is usually a hierarchy of information types, represented by a tree
structure. Users can thus get personalized wireless portals based on their preferences
and interests and adapted to the capabilities of their mobile device.
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2.3.1.8 An Ontology-Based Context Model in Intelligent Environments

Gu et al. presented a context model based on an ontology written in the OWL
language [24]. This model enables semantic representation of context by defining
an upper common ontology for general background information and a series of
low-level ontologies that can be applied in different sub-domains. The context
ontology defines a common vocabulary to share context information in a ubiq-
uitous computing environment. By sharing the interpretation of the structure of
context information between users, devices and services, semantic interoperability is
achieved. Building a large ontology by integrating different ontologies that describe
portions of the broad context enables the reuse of domain knowledge. The upper
ontology defines basic concepts such as Person, Location, Computational Entity
and Activity. The details of these basic concepts are defined in domain-specific
ontologies that can vary from one domain to another. The authors defined all the de-
scendant classes for a specific-use case, which is a Smart Home environment. They
also classify a variety of contexts in two main categories: direct and indirect context.
The direct context is acquired from a context provider, which can be an internal
source (indoor location provider) or external source (weather information server).
The direct context can be classified into perceived context and defined context. The
perceived context is obtained from physical sensors, while the defined context is
often specified by a user. The indirect context is obtained by performing context
aggregation and reasoning processes to the direct context.

2.3.2 Discussion

Having reviewed the literature we can conclude that there are few works that
combine all the aims: to support the elderly or people with disabilities in performing
routine tasks in ubiquitous environments outside their homes. Only three of the pre-
viously mentioned eight research works directly address the issues: Sus-It, INRE-
DIS, and Affinto. For instance, the user models of these different projects could be
extended to describe the user capabilities (as in the INREDIS project) and these user
capabilities could be related to different adaptations (as in the Sus-IT project).

All of the works model both the user and the context, but they follow different
approaches. Some works model the user, the mobile device and the context
separately; e.g. INREDIS. Others include both the user and the device within a
global context (e.g. Sus-IT and Affinto). In other cases, task modelling is necessary
in order to provide the user with the appropriate information for the current activity
(e.g. CALA-ONT, Mobiday). Unfortunately, most papers focus on describing the
purpose and implementation of the system rather than explaining the aspects of
modelling. Thus, important details about the implementation of the models are
lacking: such as structure, technology used, information storage, etc.

The diversity in the modelling is largely due to the lack of standards and the de-
pendence on the application domain. When designing for out-of-home interaction,
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very diverse applications and services can appear. The variety of approaches taken
leads to different requirements for information about the user and the context of
interaction. Despite this, and based on the previously mentioned classification, it
is clear that some are application-oriented models designed for a particular system
(e.g. mPersona and Mobiday), while others (such as the work of Gu et al. in [24] or
Affinto) are general purpose ontology-based models. Specific application-oriented
models are usually implemented using simple structures such as a set of keywords,
as in mPersona. This may work for specific context-sensitive applications, but it
is not suitable for ubiquitous access to different applications or services. In this
line, some recent projects (such as INREDIS and Sus-IT) have attempted to go
beyond the model for a given system. Instead of designing a model for a specific
application, user and context, these projects have tried to use models that are valid
for various services provided by a common architecture. In this regard ontology-
oriented modelling might be the best approach, because it provides a high level of
expressivity and formality based on Semantic Web technologies. These models can
potentially share knowledge and are capable of reasoning using context information.
This type of context modelling seems promising for advancing in the development
of ubiquitous systems. This applies not just to offering services ubiquitously within
the same architecture, but also to going further and ensuring access to ubiquitous
services belonging to different environments and different ubiquitous architectures.

Supporting out-of-home routine tasks requires the modelling of new elements
that were not present in in-home support.

• Modelling the user: Out-of-home sporadic interactions with ubiquitous services
require dynamic user modelling that can include collecting information about
the user, which may be obtained either from his or her access device or from a
remote repository. In addition to expanding the parameters used at home, such
as likes and preferences, the extended user model needs to include information
about allowed and restricted spaces (including how far the user can go without
generating an alarm). Similarly, the list of allowed and restricted tasks needs to
be adapted.

• Modelling the context: The way in which certain activities are performed and
the permissions to do them or warnings against doing them depend on the
characteristics of the place where they are performed. Out-of-home interaction
requires an extension of the context modelling to include detailed descriptions of
the physical and social constraints, in order to determine the feasibility of each
task. For instance, specific environmental conditions (such as lighting or noise)
could make it impossible to read or hear instructions. Therefore the way in which
the interaction is performed needs to be adapted to these conditions.

• Modelling the user device (or access device) is important in order to ensure
that the out-of-home interaction is interoperable. In order to establish suitable
interactions, the user device has to provide a complete description of its tech-
nical (hardware and software) characteristics. This includes modelling hardware
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aspects26, such as the size of the screen, or the software installed (e.g. the web
browser). Most systems include modelling the user device in other models, such
as the context model, avoiding the need for creation of a specific model for this
purpose.

• Modelling other features: some projects mention the need for modelling other
key features. For instance, the Sus-It project claims that accessibility adaptations
must be modelled and related to the users’ modalities.

Focusing on modelling for the elderly to support them in ubiquitous out-of-home
environments, it must be borne in mind that the context changes may be frequent. In
addition a large number and wide range of services may be accessible. It is therefore
important that the model is both extensible and dynamic; i.e. the model must allow
new information to be added and the information currently contained to be updated.
The users must also have access to the information contained about them in the
models.

2.4 Combination and Extension of In-Home Models
for the Provision of Out-of-Home Services

The extension of in-home support systems to out-of-home ubiquitous support
services requires that the models be enhanced and expanded in order to contain
sufficient information, for instance, about: the users’ characteristics and preferences
outside the home (when these are different to those at home); the new tasks that can
be carried out by the user; the characteristics of the environments where they are
performed; and any rules that condition or restrict these activities. In most cases this
requires models to be shared between different supportive ubiquitous systems. In
fact, this is one of the major challenges for out-of-home ubiquitous environments.
Heckman uses the concept of Ubiquitous User Modelling to refer to the modelling
and exploitation of user behaviour data when interacting with a variety of systems
to share their models (see Fig. 2.1) [27]. For example, let us imagine an elderly
user with sight restrictions who uses a home support service to control the oven via
voice. There is probably a basic model that contains information about his or her
capabilities. If this same user wants to use a support system to control an elevator
outside the home it would be very useful if the two supportive systems could share
their user models. In this way, the user would not need to again communicate his/her
preference for using voice, for example, to interact with the system. If the two
systems were able to communicate with each other, or the user models of both
systems were interoperable and capable of exchanging information, the user would
be able to use the elevator with complete transparency. Even if the latter did not have

26For instance, CC/PP is a RDF-based data exchange language that allows representing information
about the user’s device. http://www.w3.org/TR/CCPP-struct-vocab/

http://www.w3.org/TR/CCPP-struct-vocab/
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Fig. 2.1 An abstract view of Ubiquitous User Modelling, aimed at modelling, sharing and
exploiting user data [27]

a user modelling component it could exploit the model provided by the first system
(see box 2 in Fig. 2.1).

It is therefore necessary to understand how the systems can exchange heteroge-
neous user data or models so that they do not have to provide information about
their characteristics or preferences each time they first use services outside the
home. To achieve this it is necessary that the models and the data are interoperable.
Carmagnola proposed two approaches to achieve interoperability, depending on
whether or not the different systems share a single model [8]. A summary of these
two approaches is presented in the next subsection.

2.4.1 Two Approaches for Achieving Interoperability

Carmagnola identified two main approaches to achieving syntactic and semantic
interoperability, shared format and conversion. A third approach would be the
combination of both approaches [8].

2.4.1.1 Shared Format Approach

The shared format approach utilizes user profiles to represent and exchange data
from the user model and thus achieve a unified user profile. This unified profile is
easily interchangeable between and interpretable by different systems. To achieve
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this, Carmagnola proposed standards such as vCard [16], FOAF27 or various
Semantic Web languages, such as RDF28 and OWL29. Semantic Web languages
provide extended representation to include several important aspects of the user,
together with a broad representation of domain knowledge. For instance, GUMO
(General User Model Ontology) is a user model available via the Internet that can be
shared by several systems [27]. GUMO classes and properties are used in a language
called User Modeling Markup Language (UserML) that supports the exchange of
user model data between systems.

In summary, the exchange of information in the shared format approach is
possible when both systems use a unified user profile. However, it is frequently
impossible to create a unified user profile and to impose systems that adhere to
a shared vocabulary. Carmagnola proposed an alternative conversion approach for
these cases.

2.4.1.2 Conversion Approach

This approach excludes the use of a semantic or shared representation for the user
model. Instead, algorithms and techniques are created to convert the syntax and
semantics of user model data used in a system for use in another system. In this
line, Carmagnola highlights the work of Berkovsky et al. [4] who defines hybrid
recommendation algorithms to bootstrap user models in a system using information
from other systems. However, this approach does not consider the semantic richness
and the domain-specific knowledge on the user that the different systems have
accumulated.

2.4.1.3 Combined Approach

Carmagnola proposes a solution combining the benefits of both approaches to allow
flexibility in representing user models and to provide semantic mapping of user data
from one system to another. The author developed a user model interoperability
framework that does not impose sharing a common model [8]. The systems have
the freedom to represent their models according to their specific requirement.
However, to ensure interoperability they have to adhere to a standard in order to
be able to exchange semantically rich data. The RDF language is used for this
purpose. Carmagnola also considers that system providers (i.e. systems that the user
encounters outside the home) should be required to participate in the interoperability

27FOAF: Friend of a Friend vocabulary specification 0.91 2007. http://xmlns.com/foaf/spec/
20071002.html
28Resource Description Framework (RDF). W3C Recommendation, 10 Feb 2004. http://www.w3.
org/TR/rdfconcepts/
29Web Ontology Language (OWL) - W3C Recommendation, 10 Feb 2004. http://www.w3.org/
2004/OWL/

http://xmlns.com/foaf/spec/20071002.html
http://xmlns.com/foaf/spec/20071002.html
http://www.w3.org/TR/rdf‐concepts/
http://www.w3.org/TR/rdf‐concepts/
http://www.w3.org/2004/OWL/
http://www.w3.org/2004/OWL/
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Fig. 2.2 Architecture framework for user model interoperability [8]

effort in order to maintain a shareable user model. This model should include
some basic pieces of the user model that can be shared with other systems (in this
case, using RDF statements). These fragments can only be shared if the user has
previously given consent. In the presented scenario (Fig. 2.2) and depending on
the interoperability process proposed, a “receiver” (R) application may request data
about the user “user” (U) from other system “providers” (P). To this end a sharable
model is linked to a domain ontology. When a system R needs to keep information
about the user an interoperability process is performed: firstly it retrieves the shared
model for the suppliers A, B and C, so that the system can interact with the
fragments SA, SB and SC, and then the specific data needed from these fragments is
searched for.

Ontologies are well-suited to the creation of user models because they provide
sufficient mechanisms for incorporating semantics in these models. In addition,
ontology definition languages (e.g. RDF, OWL) are highly recommended in order to
achieve interoperability between the models (to be able to exchange information).
Thus, the idea of semantic mapping proposed by Carmagnola can be applied using
ontologies (i.e. ontology mapping).

In the following paragraphs two architectures for performing ontology mapping
are presented. They differ in whether or not upper ontologies are used.

2.4.2 Architectures for Ontology Mapping

According to Mao, “ontology mapping is finding correspondences between similar
semantic elements in different ontologies” [42]. If these elements correspond to
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Fig. 2.3 Ontology mapping via an upper ontology [42]

concepts, partial mapping will be obtained. However, complete mapping will be
achieved if, in addition to concepts, similarities between their relationships are
searched for [41]. In Mao’s work, the authors propose two architectures (centralized
and decentralized) for searching for correspondences between ontologies.

2.4.2.1 Centralized Architecture

The centralized architecture uses upper ontologies for mapping heterogeneous
ontologies. There are several upper ontologies that use very general taxonomies,
universal and independent of the domain, which are able to guarantee the expressive-
ness and representation of concepts in any domain, precisely due to their generality.
These ontologies have two main objectives: to help building specific ontologies
based on general concepts and, principally, to assist in the union, mapping or
integration of two independent domain ontologies. The latter is possible because,
although they are independent, their root (and maybe other) concepts coincide with
some of the general concepts of the upper ontology. It is thus possible to know the
semantics of the union and exchange information between two or more ontologies.

These domain ontologies can use the same terms but with different meanings
because of the context they come from. Alternatively, they may use terms that are
different but refer to the same concept. Therefore, ontologies such as WordNet [44]
can be used for union and consistency, maintaining the semantics and the coherence
of the initial ontology. Figure 2.3 shows a simple example of the mapping of three
ontologies using the same upper ontology. The mapping between these ontologies
can be established via interlingua information provided by the upper ontology.
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Among the suitable upper ontologies the following can be highlighted. DOLCE
(Ontology for Linguistic Description and Cognitive Engineering) [22], OpenCyc30,
and SUMO (Suggested Upper Merged Ontology) [48]. The latter was created by the
IEEE Standard Upper Ontology Working Group. Although in the beginning it was
considered an upper ontology, its main objective was to build a single, consistent
and complete ontology (now combined with a mid-level ontology called MILO31)
and several other domain ontologies (such as the Communications and Economics
ontology [28]). SUMO is composed of about 1,000 well-defined and documented
concepts, which are linked within a semantic network with a large number of
axioms, using the OWL language. Krüger et al. developed an ontological model
of user context and situations (called UbisWorld). This can represent any part of
the real world, be it an office, shop or an airport, or it can represent people, objects
or locations, or time or events, and the properties and characteristics of all these
entities [37]. This ontology therefore conceptualizes any real world entity, but it
also integrates a mid-level ontology (the above mentioned GUMO) to represent the
concepts related to the user.

Thus, starting from an upper ontology such as SUMO, concepts related to a more
specific area such as user modelling can be specified and detailed.

There are ontologies or middle-level models, such as GUMO, representing
the user and context but still remaining independent of a specific domain, thus
facilitating the search for similar items. In some cases GUMO is considered an upper
ontology. It is often not easy to categorize models as high-level or more specific
based on their generalization, since many models cover broad areas but are also
able to represent specific domains. GUMO uses OWL as the ontology language, but
has been designed following the approach of the UserML language. The idea is to
identify the general concepts of the user model using upper or mid-level ontologies.
The previously mentioned SUMO and UbisWorld ontologies are suitable choices
for this purpose. The representation of more specific knowledge could be left to the
existing specific ontologies. This view leads to a modular approach, which is a key
feature of GUMO. The reason for Hechman proposing this upper ontological user
model was the lack of adequate alternatives at that time [27].

As we have seen, relating different ontologies to the same upper ontology can fa-
cilitate mapping. However, a suitable upper ontology may not be found or is simply
not wanted. Mao therefore defines a second architecture, which is described below.

2.4.2.2 Decentralized Architecture

An alternative approach involves a decentralized architecture, which, instead of
using an upper ontology interlingua, performs mappings by using different types of

30OpenCyc ontology, http://www.opencyc.org/
31MILO (Mid-level Ontology), http://sigmakee.cvs.sourceforge.net/viewvc/sigmakee/KBs/Mid-
level-ontology.kif

http://www.opencyc.org/
http://sigmakee.cvs.sourceforge.net/viewvc/sigmakee/KBs/Mid-level-ontology.kif
http://sigmakee.cvs.sourceforge.net/viewvc/sigmakee/KBs/Mid-level-ontology.kif
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Fig. 2.4 IF-Map scenario for ontology mapping [32]

information from diverse ontologies. Mao provides several examples of these types
of information: structural information (e.g. subclass and superclass relationships,
domain properties, etc.) can provide an idea about the ontologies; lexical informa-
tion (e.g. names, definitions, etc.) can help to re-rank the results of the mapping;
auxiliary information (e.g. WordNet) provides semantics for the ontology elements;
and, finally, instance information, if available, is especially useful for learning
techniques which require training data. To accomplish this decentralized approach,
the author proposes five mapping methods: heuristic and rule-based, machine
learning-based, graph-based, probabilistic, and reasoning and theorem proving.

Other Ontology Mapping Techniques

With regard to the term ontology mapping, and depending on how we represent
the result of the mapping, we can find other definitions such as integration,
merging, articulation, alignment, morphism, logic infomorphism, etc. [32, 41].
Based on the logic infomorphism term, Kalfoglou and Schorlemmer developed an
automatic method, called IF-Map (Information-Flow-based method for ontology
mapping), to perform ontology mapping between a variety of different ontologies in
a distributed environment. Figure 2.4 shows the IF-MAP scenario for establishing
such mappings.

“Local ontology 1” and “Local ontology 2” are existing ontologies, populated
and used by different communities, while “Reference ontology” is an agreement
that promotes the exchange of knowledge and is supposed not to be populated.
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The purpose of the reference ontology would be similar to an upper ontology but
more specific than it, in order to facilitate the mapping. “Global ontology” is an
ontology that does not exist, but that will be built “on the fly” to perform the
merging.

Wang et al. propose a similar approach, using a reference ontology to handle
service-oriented ontologies [56]. The proposed reference ontology is specified in
such a way that it facilitates the mapping of ontologies. The main objective of the
proposed methodology is to use a basic knowledge of the industrial domain. This
knowledge is included in the reference ontology to improve the performance of the
ontology mapping process. In this way, we first map the terms from the different
local ontologies to the terms defined in the intermediate reference ontology, with
subsequent mapping based on the semantic relationship of the intermediate terms.

2.4.3 Discussion

One of the main challenges presented in this chapter is to find the best way for
systems to communicate with each other in order to exchange information about the
user. The systems can then interpret this information and even deduce new features
to avoid the user being continuously requested for data.

Sharing user models would improve the support provided by the various support
systems in ubiquitous environments. Some of the information needed about the user
by new ubiquitous services may already be stored in the user model for the home
environment. This information can therefore be reused by the systems found outside
the home, whenever these are interoperable.

Therefore, a highly recommended option is the use of languages that can add
semantics to data and, also, the use of ontologies for representing these data. The
communication needed for the exchange of information can then be carried out by
mapping ontologies.

Returning to our earlier example where an elderly user with sight restrictions
wants to use an elevator outside the home. As presented in this section, the procedure
would be for the model of the supportive system for the lift to communicate with
(i.e. to be mapped to) the base model previously created by the home system. An
example of this communication is described below. The aim of this example is to
show the most common characteristics used for modelling in-home and out-of-home
activities. Some of the characteristics match up in both models; i.e. they have the
same meaning but they are represented using different terminologies. The use of
different terminologies for referring to the same concepts is something that often
happens when the models are created by different service providers. The example
could be also useful for explaining the process of reusing the information from an
in-home model in an out-of-home model.

Some of the characteristics corresponding to the in-home model for an elderly
user with sight restrictions could be the following (see Fig. 2.5): the user’s likes
have been described taking some contextual features into account. For instance,
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Fig. 2.5 An in-home model’s instance that corresponds to an elderly user with sight restrictions

the user likes certain temperatures in each room (he/she likes a higher temperature
in the living room, but a lower temperature in the kitchen). This can be described
using the floor plan included in the context model. The user’s preferences are also
described. In this case, the characteristics of interaction modalities and tasks are
considered. Thus, different methods of receiving and transmitting information can
be indicated, depending on the task to be performed by the user. In this specific case,
he/she prefers to use voice as the mode of interaction in almost all the tasks.

The characteristics relating to in-home models are usually more personalized
and custom designed. Thus, the preferences about modalities of interaction can
be directly indicated. However, in out-of-home modelling the ubiquitous services
must provide a more extended model for describing the preferences and abilities
of extremely diverse users. For instance, Fig. 2.6 shows an out-of-home model that
includes some user abilities in order to describe the way that the user can interact
with the assistance service of an elevator. In addition, a system that automatically
generates interfaces could offer a tailored interface based on the characteristics
provided by the model. Apart from the user’s abilities, the model could describe
the functionalities offered by the services (e.g. knowing which floor the elevator is
on or indicating which floor the user wants to go to) and the contextual features (e.g.
environmental noise), since these could change the way of interacting.

Communication between the service model and the user model must then take
place in order to automatically create an instance of the interface for the user with
sight restrictions using the elevator. As we can see in Figs. 2.5 and 2.6, each model
describes, using its own terminology, the way that the user has to interact with the
services. As stated earlier in this section, it is possible to map these models using
different types of techniques. Thus, the component of the system responsible for
performing this communication and generating a tailored interface would be able to
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Fig. 2.6 An example of an out-of-home service model

deduce that the user is unable to see (or, at least, that he/she does not usually use the
visual modality of interaction). It can also deduce that the user is able to hear and that
he/she prefers to use voice as the modality of interaction for accessing the service’s
functionalities. Therefore, when the user requires this service it will transmit voice
(for example, to indicate which floor the elevator is on). The description of some
contextual features could also be useful, for instance to provide the information at a
suitable volume because there is a lot of environmental noise.

Another important issue is where or how to store the results of the mapping
between the different domain models. Two main approaches are possible: (a) the
models are stored on a server that can be accessed from different ubiquitous
environments and the necessary information extracted; (b) the information is stored
in the user’s device. In the latter approach, the user device can share the user model
with ubiquitous services. For the implementation, either a user ontology can be
designed that retains information each time a different service is used, or multiple
distributed ontologies can be designed that store information about each of the
domains.

The storage of models leads to ethical and legal responsibilities that must be
respected. This includes provision of the necessary measures to ensure data security
and privacy [36].

2.5 Conclusions

Diverse implementations of the Ubiquitous Computing paradigm allow the pro-
vision of context-aware services to people with mobile devices. These intelligent
environments have proved to be extremely valuable in helping people with different
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degrees of physical, sensory or cognitive disabilities to live autonomously. For
instance, a number of European projects working in the area of Ambient Assisted
Living have demonstrated its validity in extending the length of time that elderly
people are able to continue to live at home.

It is expected that the availability of out-of-home Ubiquitous Computing services
will increase rapidly. These environments will provide very diverse context-aware
services to occasional users. It is very likely that many of these services will prove
to be supportive to users with disabilities. For instance, they may provide access
to a range of intelligent machines that are currently unavailable to people with
disabilities because their interfaces are not accessible. The provision of access
to these services through the user’s own mobile device would overcome most
accessibility barriers.

In order to ensure their accessibility, access to any type of ubiquitous service
requires the provision of user-adapted interfaces, based on modelling diverse factors
such as the tasks, the environment and the user’s own characteristics. In-home
intelligent services create and maintain their own models, thus providing better and
better adaptation to the user. In contrast, occasionally accessed out-of-home services
do not have accurate models to adapt to each user. The most promising approaches
to resolving this issue are:

• Adaptation for sporadic simple interactions can be resolved by the creation of
standardized profiles that are stored in the user’s mobile device and are uploaded
to the ubiquitous service provider in order to obtain an adapted interface.

• More complex interactions may require the creation of standardized larger
models available “in the cloud”.

In both cases, two main problems must first be solved. Firstly, the structure of
the models must be standardized in a way that allows the knowledge collected
and stored to be understood, shared and utilized. The recent works published
by Carmagnola et al. [9] on user model interoperability may provide significant
guidance in this challenge. Secondly, this information must be shared in a way that
ensures the privacy of the user. Recent research in this field by Wang and Kobsa [57]
and Knijnenburg and Kobsa [34] show very promising approaches for the creation
of privacy-aware model disclosure.

Abbreviations

AALOA AAL Open Association
ANSI/CEA American National Standards Institute/Consumer Electronics

Association
CAP Common Accessibility Profile
CALA-ONT Context Ontology Model for Ubiquitous Learning Environments
CC/PP Composite Capability/Preference Profiles
DOLCE Ontology for Linguistic Description and Cognitive Engineering
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FOAF Frienf Of A Friend
GUMO General User Model Ontology
ICF International Classification of Functioning Disability and Health
IF-Map Information-Flow-based method for ontology mapping
INREDIS INterfaces for RElations between Environment and people with

DISabilities
MILO Mid-level Ontology
NICA Natural Interaction with a Caring Agent
OWL-DL Web Ontology Language – Description Logics
PIAPNE Prototype of Ambient Intelligence for People with Special Needs
SAMBA Systems for Ambient Intelligence enabled by Agents
SMF Semantic Matching Framework
SOPRANO Service-Oriented Programmable smart environments for older

Europeans
SUMO Suggested Upper Merged Ontology
UniversAAL UNIVERsal open platform and reference Specification for Ambient

Assisted Living
UCH Universal Control Hub
URC Universal Remote Console
UserML User Modelling Markup Language
VAALID Accessibility and Usability Validation Framework for AAL

Interaction Design Process
ViMos Visualization Mosaics
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Chapter 3
Diagnostic and Accessibility Based
User Modelling

Stefan P. Carmien and Alberto Martı́nez Cantera

Abstract This chapter discusses application driven user modelling by dividing user
model applications into two broad categories: to provide access for the user with a
device and to derive conclusions about the user. Both imply different requirements
and different algorithms. The chapter starts by reviewing user modelling literature.
Next, the chapter focuses on a discussion of design work in providing accessible
documents to deliver accessible educational materials to students, matched to their
needs and the capabilities of the device that they are using, so modelling components
need to be considered. Next is a presentation of user models supporting the diagnosis
of cognitive states, employing a user model that is expressed as fusion of sensor data.
With a baseline created, the system captures sensor data over time and compares it
with ‘normal’ pattern, to identify indications of Mild Cognitive Impairment (MCI).
Finally, a novel framework for User Models design is shown, dividing user data into
static and dynamic types.

3.1 Introduction

Our chapter will discuss application driven user modelling. Here we will discuss
application based modelling in contrast to generic user modelling [23]. Context
and location dependent applications, typically, will require the sort of specialized
partitioning of the user models discussed here; however much that is said in
application based user modelling can be applied to generic user modelling systems.

In this chapter we will look at user models as task driven systems, driven by
the pull of the application and the availability of content. Because these models
are used as terms of selection or as the source for classification their structure is
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pre-determined rather than emergent and any inferences should be drawn solely
from the user data itself.

We will discuss user model applications in two broad categories: User models
used to provide access for the user with a device and user models used to derive
conclusions about the user. Each of these has different requirements and uses
different algorithms to accomplish their goals. We will discuss each of these
approaches in terms of a worked out example.

Finally the chapter will close with a novel way to approach user models from
the perspective of changing user attributes. This is driven by a relational database
approach to users and contexts, and inspired by several experiences with projects
and models where the two were conflated. By keeping data that never changed in
the same ‘table’ as attribute values that change frequently, the system is forced to
either keep multiple copes of a user model for a single person, or to constantly
change the model as the context of use changes. In the chapter we will discuss the
ramifications of these approaches.

3.2 Theoretical Background

User models have been used as diagnostic tools when combined with reasoning
engines in expert systems [23], as configuration aids in systems with stereotype
patterns [12, 31], as recommender systems in collaborative filters [27], and as
tools for properly fitting assistive technology to real users needs [20]. User models
that provide support for interface presentation, in terms of what, how, and when
information is presented [12] are well suited to presentation of educational materials
as discussed in Sect. 3.3.

The initial uses of user models supported simple lists of attribute value pairs
and some kind of logic formalism. Stereotypes made user modelling possible by
limiting the vocabulary that the user was described with thus allowing inferences
and contradiction detection [25]. Some user models did consider the difference
between static and dynamic user model attributes [19], but from the perspective
of the user as a solitary unit, not part of a dynamic system. There has been a
great amount of work done on user model servers, along with the architecture
of the system to modularise the functions as well as supporting reuse [24]. The
great advantages of these systems, abstraction and generality, is a shortcoming in
designing systems that are context and history sensitive, because they typically
do not retain the changing states of the users interactional and current context. In
general, user modelling systems [22] need to:

• Store information about users in a non-redundant manner.
• Provide support for classification of users as belonging to one or more of these

subgroups, and the integration of the typical characteristics of these subgroups
into the current individual user model;
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• Support recording of users’ behaviour, particularly their past interaction with the
system.

Additionally, user modelling systems often have these characteristics (from Fink
and Kobsa [11]):

• Expressiveness and strong inferential capabilities
• Support for quick adaptation.
• Extensibility.
• Import of external user-related information.
• Management of distributed information.
• Support for open standards.
• Load balancing.
• Failover strategies.
• Transactional consistency.
• Privacy support.

There are several kinds of architecture that support novel kinds of user modelling,
particularly in the field of ubiquitous and mobile computing where numerous
environmental and usage history data drive the systems output to the user. In
some cases having a central server provides too much reliance on robust network
connection, on the other hand local devices may not have computational resources
to provide real-time system response. At times, in response to security concerns,
using a local desktop computer for specific data processing is the only (secure) way
to guarantee the privacy and intimacy of personal information, so the decision of
what/how to protect this critical information must be tackled ad hoc and agreed to
by the end user and legal stakeholders.

User models can also be a support for interface presentation, in terms of what,
how, and when information is presented [12]. This approach is well suited to
presentation of educational materials as discussed in Sect. 3.3.

The World Wide Web Consortium [28, 49, 50] has provided several useful
frameworks for integrating user, device and content. Substantial thought and
prototyping effort has been done to produce systems [46–48] that (1) are standards
based and (2) use robust technologies (RDF, existing device metadata) that formed
a basis for much of the thought in Sect. 3.3.

Probably one of the most complex fields for user modelling is related to the
daily activity user profiling. To tackle this challenge several projects were started
on the second half of last decade: MavHome project [53], the Gator Tech Smart
House [15] the iDorm [8], the Georgia Tech Aware Home [1], and the University
of Colorado Adaptive Home [33]. This type of user modelling is based on sets of
sensors of various types deployed across an unconstrained environment where the
person performs his or her daily activity, which allows knowing what the person
is doing at any moment, specially regarding activities of daily living (ADL [21]).
The environment consists of various smart objects and a human being and the
interactions amongst which constitute different events. The sequence of these events
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can tell us the when, what with and how, i.e. the person is cooking, taking breakfast,
personal care, tiding the house or just sleeping. Events may have strong dependence
on preceding events over multiple durations [34], and this really compounds the
daily routine. A majority of previous approaches for activity representation requires
explicit modelling of activity structure [32, 40]. Because such models are not at
a hand or existing a priori, representations that can encode activity structure with
minimal supervision are needed [14]. To this end, there has been recent interest in
extracting activity structure simply by computing their local event-statistics (see e.g.
[41], using Vector Space Model [37, 54]; using Latent Semantic Analysis [7], and
[13]; using n-grams [29] respectively), but there the concept of activity is closely
related to automatic document processing, natural language processing or video
imaging processing, which are most times far from the peculiarities that human
activities of daily living might show. Also, by adapting Latent Dirichlet Allocation
graphic models [4] and Author-Topic Models from document interpretation to out-
door human activity analysis, some authors have generated plausible explanations
for the similarity of some parts of the data (topics) obtained from cell phones and
Bluetooth devices [10, 42]. More complex but also more accurate for human activity
recognition for this kind of user modelling is the use of Markov models which can
better accomplish the successful detection of ADL initiation and completion. While
this method is effective at distinguishing between simple tasks, handling real-world
task recognition is more challenging [39]. The CASAS project [38] added some
temporal information to the models to make the models more robust. Based on
Markov Models and Finite State Machines, Aztiria et al. developed an algorithm
to obtain frequent behaviours by means of learning user’s patterns taking into
account the special features of intelligent environments [3]. Based on this algorithm,
Aztiria et al. propose in [2] a process to discover sequences of user actions in a
system based on speech recognition. In this approach, patterns are used not only
to automate actions or devices, but also to understand users’ behaviour and act
in accordance with it. The speech recognition system allows user to interact with
the patterns in order to use his/her acceptance to automate actions. This learning
machine for frequent behaviours while performing activities of daily living is a
common topic in both Aztiria’s research and BEDMOND project [30] but with a
different interpretation focus on the user model created: Aztiria’s work deals with
automated assistance for implementing personal preferences (frequent activities),
while BEDMOND project looks for changes in those personal preferences to be
interpreted with neurology criteria. Due to those important similarities and the
ability of Markov Models for ticketing and activity classification (in general) the
BEDMOND project decided to follow this technique for user modelling in regard
to activities of daily living.
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3.3 User Models for Content Accessibility

A current topic in European research is systems supporting universal access to
distance learning1,2,3, the specifics described here came out of initial design work
in the EU4ALL project [9]. These projects emphasise the use of content fitted
to stereotypical sensory, and to a lesser degree, cognitive disabilities. Adding to
the complexity of the problem is the rising popularity of mobile platforms, where
previously a reasonable assumption was that the material would be accessed through
‘typical’ PCs, now material may be presented on screens as small as a smartphone
and in the pad format. The rise of ubiquitous and embodied computational services
adds to the complexity of delivery of the right content, in the right way, and via the
right medium [12].

This kind of personalization is a special case of a broad range of applications and
systems that will be tailored to a user’s needs and capabilities and with respect to
the context at the time and place of use. Scenarios of use may include searching
and accessing schedules and real-time location of buses in transit services non-
visually on a smartphone [43]; reading medical records on a wall display closest
to the users current location and printing them on the nearby printer; locating a
friend in a crowded shopping district, locating a film centre nearby and purchasing
tickets, and using a mobile pad to present a text version of a lecture given as part of
a distance learning university course.

This kind of deep personalization is dependent on three things: the end user,
the context (which includes the device used for input and output) and the content.
Each end-user presents a unique set of abilities and needs; sometimes this may be
as broad as a preferred language or as deep as sensory and motoric disabilities
with preferred alterative presentation mode (e.g. low visual acuity & synthesized
text) and preferred input mode (i.e. voice commands, scan and select input). The
context of the application has two dimensions: the actual environment, including the
history of the users interactions with the computer (in general) and earlier sessions
with this application; and the device with which the user interacts with the system,
including the device constraints (i.e. small screened smartphones) and the device
capabilities (i.e. speakers, text synthesiser). The third part of the personalization is
the content that is presented to the user; this may be one of a set of identical ‘content’
expressed in different modalities, or a server that adapts the content to the needs and
capabilities of the user/device.

Although this chapter and book is focused on user models, it is difficult to discuss
a system that uses user models without considering the context in which the user
models provide leverage. Here we will start with considering the user herself, the
User Model (UM). While the specifics discussed here are concerned with the needs

1http://www.aegis-project.eu
2http://adenu.ia.uned.es/alpe/index.tcl
3http://www.eu4all-project.eu/

http://www.aegis-project.eu
http://adenu.ia.uned.es/alpe/index.tcl
http://www.eu4all-project.eu/
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and abilities that differ from ‘typically’ abled users, looking at the problem with
this lens makes it easier to highlight the salient issues for all users. Each person
brings to the problem space a unique set of abilities and needs, and it is important to
consider both the disability and the preferred mode of adaptation that this user has.
Because of the unique set of attributes that the user brings to the application the use
of simple stereotypes, while initially appealing, may cause a poor fit (due to the too
large granularity of the stereotype) between document, applications and user. For
these reason these user models have attributes that describe discretely individuals
to the adaptation system. Examples of these discrete attributes may include various
levels of visual disability, where describing their visual sense with a binary blind/not
blind may not capture the large percentage of partially sighted persons who could
gain some advantage from a custom form of visual interface. Similarly motoric and
cognitive disabilities both require a wide range of attribute-value pairs to describe
them. Further, a given person may have a combination of sensory/motoric/cognitive
abilities that makes them unique. Ontologies and hierarchical description schemas
may be useful, both as a support for attribute names but also in that nodes that are
not leafs may also provide goals for places to base accessibility support. Finally, this
part of the user modelling system should only concern itself with those attributed to
the user which never change, or change very slowly monotonically down an axis of
ability. By this we mean that if a user condition pertinent to the application waxes
and wanes, in contrast to only decreasing over time, this should be captured as a part
of the context/device model as described below.

The next element in this user modelling system is the device model (DM), which
in a larger sense is the context. By this we mean several things: (1) the actual context
which includes the current time and place and various other details that constitute
the environment (2) the device used to access the material and (3) the changing
attributes of the user. To describe the actual physical context existing ontologies and
frameworks may prove both useful and a way to access existing data sources. Part
of the captured context includes resources as well as static descriptions, i.e. network
accessibility, temperature, light. Chapter 2 of this text nicely lays out the advantages
of device modelling in discussion the problems of interoperability.

Device as context makes sense if you talk about context as everything on
the outside of the user that affects, or is pertinent to, the user. In the case of
the users device this provides an inventory of capabilities to the system. The
inventory of device abilities can include local availability of resources (i.e. printers,
Java, browser) I/O capabilities such as a list of compatible mime types [16] and
input affordances (touch screen, speech synthesiser and verbal recognition). These
qualities can be represented in existing schemas (frameworks or ontologies) such
as UAProf and CC/PP [35, 49]. A more dynamic approach for device description
can be taken with systems like the examples of V2 [44] and URC [45], or the
aria initiative [51] where the device can self configure to match the needs of the
applications user controls.

Finally context can be considered as the history of the user and application.
History as context can be built from system history, application history, and

http://dx.doi.org/10.1007/978-1-4471-4778-7_2
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users history (as captured for example in bookmarks and previous preferred
configurations). The user modelling system can use these as both local support for
making inferences, i.e. he is doing this task and has just finished this subtask, and
as a basis for inferring conditions of importance to the successful completion of the
goal-at-hand. An example of this could come from a task support application [5]
where the user may have paused for a long time at this point in previous trials (and
might trigger additional help from the system) or where the user is going over the
sub task prompts very rapidly, from which the application may infer that the user
has these sub-tasks memorised in a chunk and therefore might flag compression
of many prompts for a set of sub-tasks into one single prompt for a larger
sub-task.

The last part of this user modelling system is the content itself. It may be easier
to think of the content as a participant in the accessibility process to talk about it
in process terms. In this case we could use the term Digital Resource Description
(DRD), a set of metadata associated with documents. In the educational example
we are discussing every document or ‘chunk’ of digital material in an educational
process has a DRD record. This approach comes out of the work that has been done
in learning object metadata (LOM – IEEE 1484.12.1-2002 Standard for Learning
Object Metadata) [17]. A LOM is a data model, usually encoded in XML, used to
describe a learning object (a chunk of content).

The provision of appropriate material results from this set of attributes and values
fitting together with the needs of the user as expressed in her user model and the
capabilities of the user current device as express in the DM. This approach can
take two forms: selection and delivery, and adaption. Both of these have network
bandwidth requirements for successful use, which are part of the information on the
DRD record. The selection and delivery approach finds the existing right content
based on the user and device/context and presents this to the user. The adaption
approach takes a meta document representing the content and creates the accessible
content on the fly.

Select and deliver requires the system to create and store different versions of
the same material, and this leads to authoring and on-going revision problems. The
advantage of replacement it that it is relatively easy to implement, after the matching
infrastructure in the UM and DM are in place. The problem with this approach is
that content authors have the burden of many adaptations and later modifications
of material will make sets of the same content out of synch. Adaptation forces the
author to write in a kind of markup language, which may be mitigated by authoring
support tools. Adaptation also requires another layer of software to take the marked
up content as input and produce the appropriate content; this may either be done
on the server or at the client. Also adaptation may support interface adaptation
like ARIA [51] and URC/V2 [18], taking motoric issues in accessibility into
account.

Adaption, while a complete solution, requires standardizing and built-in func-
tionality like cascading Style sheets (CSS), which have been used in this fashion
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Table 3.1 Existing
personalized distance
learning standards

LOM (IEEE)
Dublin Core (DC-education extensions)
IMS

ACCLIP
ACCMD

ISO 24751�1,2,3
DRD, PNP

with some success. Select and deliver can use existing systems but adaptation
requires a whole new infrastructure, and more relevantly, the adoption of this
infrastructure by all content developers.

Having described all the parts of the user modelling for accessibility system we
can now describe it in short hand as:

UM C DM C DRD D CP

which we will call the Content Personalization formula.
Where UM is the user model. DM refers here to the Device Model, remembering

that we have included context and history in the DM. The DRD refers to the
metadata that describes the content that we have, which may take many different
forms pointing to the same concepts. Finally the CP stands for content personalized
for the user and context. In order for this to work we must have a tightly controlled
vocabulary which is often domain specific, so that UM and DM and DRD must have
matching attributes and ranges of values. It is important to ensure adoption of such
systems by building on existing standards such as shown in Table 3.1.

Here are existing standards that we use in the following example:

• User Modelling (UM): PNP (personal needs and preferences from part 2 ISO
24751 draft 2007)

• Device modelling (DM): CC/PP (from W3C Composite Capabilities/Preference
Profiles: Structure and Vocabularies 2.0 (CC/PP 2.0))

• Content Metadata: DRD (from Part 3: Access for All ISO 24751 (draft 2007))

So the content personalization formula then becomes:

PNP C CC=PP C DRD D CP

Here is an example of the process, in our prototypical remote learning accessi-
bility system (Fig. 3.1). First there is a request for content object (CO) in learning
process, to do this the user agent (browser) uses a proxy that inserts device model
ID into the header of http request containing the request for a CO in the form of
the device identifier. Then the virtual learning environment (VLE) passes these
(the content ID, the UM-ID and the DM-ID) to a content personalization module
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Fig. 3.1 Content personalization flow in select and deliver model

(using web service calls from here to the return to the VLE). Content personalization
module then gets:

1. User profile from user modelling subsystem
2. Device profile from device modelling system
3. CO accessibility metadata-digital resource description (DRD) from Learning

Object Metadata Repository
4. It matches them and returns the right one (if there is one)

An alternative process flow, using the adaptation model is below (Fig. 3.2).
Following that are examples of both the select and deliver approach and the adapt

approach; to deliver accessible educational materials to students, matched to their
needs and the capabilities of the device that they are using. To effect this the three
parts of the CP equation need to be considered. This can be expressed as shown in
Table 3.2.

This process is further broken down in Tables 3.3, 3.4, 3.5, 3.6, 3.7, 3.8, 3.9, and
3.10a. Table 3.3 showing the Adaption Preference from PNP; Table 3.4 containing
Preferences from PNP; Table 3.5 giving an example of DM Attributes from CC/PP;
Table 3.6 laying out the pars of a Media Meta Record from DRM; Table 3.7
explicating how Table 3.6 is comprised of the Access Mode Record Template;
Table 3.8 expand on Table 3.7 into an Adaptation Template; Table 3.9 illustrates the
use of the Adaptation Template; and finally Table 3.10a showing the whole process
in the Content Selection Matrix.

The PNP record in the user model stores the users preferences of content
presentation. The index into the preferences table:
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Fig. 3.2 Content personalization flow in adaptation process
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Table 3.2 Three parts of CP equation

No. Table Example Orig. access mode (s) Adaptation type

1a Auditory Tape of talk Audio Transcription
1b Visual Text of lesson Text Audio tape
2 Visual Physics lecture

on video tape
Visual and Auditory-Two entries in metadata

pointing at the same original content object:
Visual and Auditory

2visual Visual Demonstration
part of above

Visual part Audio description

2auditory Visual Lecture part of
video

Auditory part <none > NOTE: this is
an *.avi

3 Visual Photo caption Visual OCR
4 Visual Text (a book) Visual Text to audio DM

transformation

Table 3.3 Adaption Preference from PNP

Attribute Allowed occurrences Data type

Adaptation pref. Zero or more per Content Adaptation Preference

The preferences table:

Table 3.4 Preferences from PNP

Attribute Allowed occurrences Data type

usage Zero or one per Adaptation
Preference

Usage vocabulary Pg. 80

adaptation type Zero or one per Adaptation
Preference

Adaptation type vocabulary
Pg. 64

original access mode One per Adaptation Preference access mode vocabulary pg. 63
Adaptation preference

ranking D not DM
or DRD

Zero or more per Adaptation
Preference (i.e. multiple
adaptation types for the
same original access mode
could exist)

Integer – the preference rank
of the possible adaptation

Having gotten the user needs from the above, the personalizing process continues
with the Device Model (in this simple case there are no context or historical data,
but this is where they would go). Here the DM is based on the CC/PP record from
UAProf [52]:
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Table 3.5 DM attributes from CC/PP

Attribute Description Sample values

Mime Type List of the IANA mime type(s) that
can be ‘played’ on this device

“Audio.MP3” See IANA mime
type listings for vocabulary

AT-Transformation
type

A bag of literal each literal
represents a given
transformation (scenarios)

Could be integers could be
audio-to-text

where the mime types are:

• .aif audio/aiff
• .aos application/x-nokia-9000
• .asm text/x-asm
• .eps application/postscript
• .gif image/gif
• .html text/html
• .java text/plain
• .jpg image/jpeg

and the transformation type could be:

• Text ! audio
• Audio ! text
• HTML ! correct colour contrast

Finally we have the metadata attached to each chunk of content. This is taken
from the ISO 24751 part 3, the DRD record template. The media META record:

Table 3.6 Media meta record from DRM

Attribute Allowed occurrences Data type

Media Object ID One time per Access For All Resource EU4ALL Identifier
access mode statement Zero or more per Access For All Resource Access Mode Statement
has adaptation Zero or more per Access For All Resource EU4ALL Identifier
is adaptation Zero or one per Access For All Resource Is Adaptation
adaptation statement Zero or more per Access For All Resource Adaptation Statement
Mime type – DM Zero or more per Access Mode Statement IANA Mime type

An Access Mode Record:

Table 3.7 Access mode record template

Attribute Allowed occurrences Data type

original access One per Access Mode Statement access mode vocabulary
access mode usage Zero or one per Access Mode Statement access mode usage vocabulary
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Fig. 3.3 A more complex example of selecting content

An ‘is adaptation’ record:

Table 3.8 Is adaptation template

Attribute Allowed occurrences Data type

is adaptation of One per Is Adaptation EU4ALL Identifier
extent One per Is Adaptation – extent vocabulary

And finally, the Adaptation Statement (AS):

Table 3.9 Adaptation template

Attribute Allowed occurrences Data type

adaptation type Zero or one per AS adaptation type vocabulary
original access mode One per AS access mode vocabulary
extent Zero or one per AS extent vocabulary
Mime type Zero or more per AS Mime type vocabulary from IANA site –

Putting them altogether we have:
Here is a more complex example requiring multiple adaptations. In this example

there is a video of a physics lecture and a demonstration (Fig. 3.3). The video has
two parts: audio and visual:

Finally, an example using device based transformation (Table 3.10b):
The above brief introduction to the complex domain of personalized content de-

livery is but one of many possible implementations of the UM C DM C DRD D CP
formula. In this authors opinion the content selection and delivery approach is
seriously flawed due to the authoring and updating requirement. By this I mean
that although a given ‘chunk’ of content may exist in many different media,
covering most possible needs and disabilities, any updating of the content requires
simultaneous updating of all variations, a condition that has a very low probability
of happening. On the other hand the adaptation approach, while complete, requires
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Table 3.10b Content transformation example

Disability Visually impaired

Example Text (a book etc.)
Orig. access mode Screen reader
Adaptation type Orig. access. Mode D Text

Adaptation type D Audio representation
Adaptation preference ranking D 1

PNP attribute/values In the adaptation stanza
Orig. access. Mode D Text
No matching Adaptation type

DRD attribute/values In the adaptation stanza
Orig. access. Mode D Text
No matching Adaptation type

DM attribute/values DM has transformation attribute that maps from text
to audio (i.e. has jaws or the like)

the adoption of a meta-language and adaption engines across the domain, which
requires an integrated system to be designed, implemented and widely adopted.
Because of the difficulty of doing this current efforts are typically focused on the
select and deliver approach.

3.4 User Modelling for Diagnosis (the BEDMOND Project)

3.4.1 Project Background

The BEDMOND project uses user modelling with a very specific focus: how to
early detect neurodegenerative diseases on the basis of human behavioural changes.

Despite controversies in neuro-cognitive and neuropsychological research, there
is a general consensus that cognitive decline (CD) occurs in a high proportion of
the older population (10–20%) causing discomfort in their daily performance and
influencing negatively their quality of life. Though this CD can be considered a
normal consequence of ageing process, it sometimes manifests in a pathological
manner, progressing beyond the MCI state, which is considered to be a boundary
stage between ageing and dementia. Persons with MCI have a higher risk of devel-
oping Alzheimer’s Disease (AD) compared with older persons without discernable
cognitive impairment [36]. When CD becomes pathological and transforms into
a neuro-generative disease, it produces very high expenses to our Public Health
Systems and Services, expenses that could be vastly diminished if the disease were
detected at its earliest stage (Fig. 3.4).

The study of the early detection of neurodegenerative diseases is being widely
carried out by investigating the root and causes of the brain degeneration, through
several biomedical brain-centred fields, namely through genomic and proteomic
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Fig. 3.4 Early stage of neurodegenerative diseases (MCI) can be detected through behaviour
pattern changes

fields and modern ICT-based equipment for neuro-imaging. These fields of scientific
research are still in initial phases and quite far from providing useful diagnostic
tools efficacious in the short term. On the other hand, much less has been done in
the detection and analysis of different early symptoms (prodromes) that can show
externally, through behavioural changes in the person, the consequences of its affect
on the cognitive domains of executive function (memory, disorientation, in-home
activity, social affairs, etc.). These symptoms are related to specific mood changes
and behaviours that strongly influence the performance of the activities of daily
living. The severity of these symptoms are fairly well classified and range across
several international scales for CD screening, running from a typical elder profile
up to a pattern with very severe CD.

Using user models to diagnose medical/cognitive states is in its infancy, but
consequently, if we are able to build a behavioural pattern for the person while being
at home and still cognitively intact, which afterwards we can use in monitoring daily
activity and matching it against the baseline pattern – and it is at that time user mod-
elling becomes be crucial. In this way a system would be able to track the divergence
from the original pattern. Then, these deviations are classified into different levels
of danger and this classifying of the severity of the changes detected may be used
to inform the doctor periodically with intelligent warnings (the intelligence must be
provided by the health professional expertise to correctly interpret detected changes
and deviations). This way, the doctor can get real-time objective information about
the possible appearance of a neurodegenerative disease at its earliest stage.

A complete set of symptomatic behaviours, detailed by health professionals as
to appear at MCI stage, where collected at the requirements specification phase
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of BEDMOND. Some of those symptomatic behaviours are related to activities of
daily living and others to specific moods and behaviours not closely concerned with
daily living (oversights, disorientation issues, etc.). For both groups of symptomatic
behaviours, some of them, where feasible, can be detected through a home sensor
network, taking into account that these sensors had to be necessarily low-cost and
unobtrusive devices.

BEDMOND platform intelligence progresses through three main sequential steps
before the last level, machine based intelligent inferences. Following is a presen-
tation of this three-step processed information for quick understanding and easy
interaction, and consequently for real usefulness and acceptance. These three steps
proceed through layers of raw and derived data for knowledge processing before
an early diagnostic result can be produced: (1) data acquisition, (2) situation
recognition and (3) situation interpretation. All three steps rely on user modelling
for daily activities.

This process uses a user model that is expressed as sets of sensor data. With a
baseline created, the system captures sensor data over time and compares it with
‘normal’ events expressed as sensor data sets and uses them to classify indications
of MCI.

In this first step the user model is made of a sequence of daily activities which
all together build the daily routine pattern of the person. It is built from sensor
events information, so this is the first step. Algorithms for user modelling and
deviation calculation have been developed, pending of adjusting and optimizing the
daily activity pattern for some relevant activities (meals taking, personal care). Also
algorithms for deviation interpretation and user interface for presenting information
to the doctor are tested and ready to be used. Four sheltered houses for field trials
have been equipped with the complete infrastructure. They will serve for real testing
of BEDMOND platform for about 6 months.

3.4.2 Modelling and Intelligence

Here we will describe in detail the process for creating and using user modelling in
BEDMOND.

3.4.2.1 First Step: Data Acquisition

The sensors used within the smart home network for activity detection are
commercial-off-the-shelf and low-cost, namely conventional Konnex (KNX) home
automation sensors [26] and other wireless sensors with a proprietary protocol.

The system uses primarily low-cost and off-the-shelf sensors to monitor pres-
ence, pressure, furniture (open/close, reed switches), power consumptions (mainly
for white and brown goods) and technical alarms (water, gas leak). A phone call
detector for incoming and outgoing calls and a piezoelectric sensor for pressure
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Table 3.11 List of sensors and home location

Room Furniture Sensor

Bathroom Presence/motion sensor
Cabinets and drawers Reed switch
Shower panel Reed switch/temperature sensor
Toilet (floor) Pressure sensor
Plug (shaver, hairdryer) Power plug sensor

Kitchen Presence/motion sensor; smoke sensor
Refrigerator, freezer Reed switch
Microwave and oven Power plug sensor/reed switch
Cooker, toaster, : : : Power plug sensor
Washing machine Power plug sensor
Cupboard and drawers Reed switch

All Chairs Pressure sensor
Bedroom Presence/motion sensor

Bed Pressure sensor
Wardrobes and drawers Reed switch

Living room Presence/motion sensor
TV, VCR, DVD, CD Power plug sensors
Sofa, chairs Pressure sensor
Phone Phone sensor

Hall Presence/motion sensor
Drawers, entrance door Reed switch

detection which also allows tracking the heart and respiratory rates while resting in
bed are examples of some new sensors developed and integrated within an off-the-
shelf telecare system, are part of the platform. The acquisition of a base line, let’s
call it the behavioural pattern for daily activities, is a complex process, partially
automatic and partially manual. First, a large amount of sensor event data must
be produced and stored from a real user in a real environment. Then, a manual
classification and ticketing process must be applied, just to gather those events
related to each of daily activities, and finally the routine or ‘standard’ sequence of
activities. With part of that event data, typically 60–70%, a first behavioural pattern
for daily activities is generated. The rest of data are later used to confirm and adjust
the behavioural pattern up to the moment we get an optimized pattern, what means
that about 90% of real data (events) confirm the pattern designed.

Table 3.11 lists some of the inexpensive and non-invasive sensors integrated in
the current BEDMOND acquisition system prototype.

3.4.2.2 Second Step: Situation Recognition

The reasoning layer deepens into several levels, regarding the different sensors
involved and the information provided by them. As shown in next Fig. 3.5, first
raw description divides the set of rules of the BEDMOND system into a couple of
main blocks: low level and high level layers, two consecutive reasoning steps.
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Fig. 3.5 Basic level of reasoning for situation recognition

Low level layer is related to information retrieved directly from sensor events or
a basic data fusion. It is what BEDMOND calls the basic step in “Situation Recog-
nition” phase. Some specific sensor events are able to provide relevant information
by themselves; this is the case, for example, for the events triggered by the technical
alarms (smoke and water leak). A single alarm event is informative enough to make
the system react automatically to prevent the user about a potentially risky situation.
A next level of processing could include counting of the number of alarm events
registered; for example, if the system receives a certain number of alarms in a certain
period of time, the system could reason in this way to detect a hazardous behaviour
of the person living at home based on this “basically processed data”. Another
sub-level in this basic main block concerns the combination of data provided from
several sensors. With a pressure sensor detecting the person in the sofa and a power
consumption plug sensor activated by the TV set, the BEDMOND system can
determine that the person is currently watching TV at that moment (“combining
raw unprocessed data”). If those events are further processed, for example taking
into account the moment of day when they are triggered and their repetition during
several days of the week, a type of sub-activity of daily living being performed by
the person can be inferred (“combining basically unprocessed data”).

3.4.2.3 Third Step: Situation Interpretation

The previous steps are not enough to build a model or pattern of the daily activity
of the person. In BEDMOND’s scope, a daily routine pattern is highly relevant and
thus has to be built – any single deviation might be useful support for the physician
to make an early diagnosis of a neurodegenerative disease.
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Fig. 3.6 Basic level of reasoning for situation recognition

Fig. 3.7 Intelligent layer for situation interpretation with clinical criteria during pre-diagnosis
stage

This is implemented in the highest level layer of reasoning, which BEDMOND
calls the “Situation Interpretation” layer. It is divided into two main blocks: on
the one hand, behaviour modelling and tracking (layer 1, in Fig. 3.6) and, on
the other hand, behaviour interpretation and actuation. This latter main block
supports generation of modules for both the pre-diagnosis assistance phase (layer 2,
in Fig. 3.7) and the treatment assistance phase (layer 3, in Fig. 3.8).

Rules regarding the first main block can be considered as “software developers”
rules whilst the second one is directed to the health professional’s knowledge and
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Fig. 3.8 Intelligent layer for situation interpretation during treatment stage

experience. Both include several sub-levels. As shown in Fig. 3.6 and starting from
the previous basic reasoning level, BEDMOND learns and sets up an activity of
daily living (ADL) profile like, for instance, having breakfast. This concrete ADL
is made up of a sequence of several sub-activities: open the cabinet and take a
cup ! open the refrigerator and take the bottle of milk ! : : : This reasoning level
for ticketing the sub-activities and subsequent ADL is really relevant for the early
detection of a neurodegenerative process because any change on the sequence or the
duration of certain sub-activities in such ADL may provide salient information for
the doctor. In a similar way the next step of BEDMOND reasoning is built up with
a high level model of the daily routine of the person as a new sequence of ADLs
(sleep ! get up ! breakfast ! personal care ! home tiding ! lunch ! : : : ), tak-
ing into account that any deviation, change or even disappearance of an ADL in the
daily routine sequence is a prodrome or early symptom of MCI too.

After this level of information interpretation, the behavioural pattern is created.
Then, the daily tracking starts, getting the whole set of daily events from sensors
and once known how to classify them into daily activities integrated in the pattern.
Deviations from the pattern and trends from the daily monitoring are obtained as a
last step at layer 1.

However, a second level, a set of rules, is designed to support the goals to which
this project is aimed: MCI detection as the indicator of the onset of a pathological
cognitive decline. As shown in next Fig. 3.7, this level will try to interpret the
deviations amongst the patterns and daily performance.

When matching the daily information obtained from the home sensor net-
work against the pattern BEDMOND proceeds to the “situation interpretation”
stage. This matching includes inferring the existence (or not) of each sub-activity
and daily activity, the duration of each and the sequence. The intelligence to



82 S.P. Carmien and A.M. Cantera

interpret parameters (when a sub-activity or activity is missing, when an activity
duration is shorter or longer, or when the sequence is altered), is provided by
the doctor and introduced in the platform through the configuration module for
behaviour interpretation. Depending on the user model and the expertise of the
health professional, any change or deviation that has appeared in any of these
parameters can be relevant for the early diagnosis. For a timely interpretation,
the doctor is provided with three ranges or severity indexes, to present the
processed information using a traffic-light colour strategy: green meaning there’s
nothing of concern happening, yellow means a warning and a recommendation of
investigation of a slight deviation and red indicates that a strong deviation has been
detected.

Apart from some changes in the daily routine (the aforementioned deviations),
some specific behaviours of the person are considered as potential MCI symptoms
too. This detection is not directly correlated with deviations in a behaviour pattern,
though some of them can be attributed, to a certain extent, to changes in the way
that some ADL are performed. There is no behavioural pattern for reminding
appointments, for example, but this kind of forgetfulness may allow an early
detection of MCI. This level is linked to sensor data fusion and to an imaginative
but reliable way of detection. For example, BEDMOND algorithms detect the
“loses things” behaviour (memory and/or disorientation problem) by considering
a kind of erratic or compulsive period of search: many room presence detectors
triggered, joint to many drawers opening / closing actions, in a short period of time
or prolonged for a long while. The third level of reasoning for this first main block
deals with the deviation calculation when comparing the behavioural pattern versus
the daily tracking, which is a statistical matter.

The next level occurs after measuring deviations over the pattern, initially
regarding the interpretation of those deviations and finally the actuation required
after such interpretation. Health professional criteria are now brought into the
generation of rule settings. These rules define the domains of the personality related
to the executive function where the changes or deviations should be included
(memory, disorientation, social affairs, etc.) but comprise setting the limits for the
deviations in order to be considered in a range from mild to critical. This is the most
complicated but flexible reasoning layer in BEDMOND platform.

There is also another level of intelligence in BEDMOND platform – as shown in
next Fig. 3.8, which is related to consequences that could be automatically applied
after deviation interpretation but it is not a matter of this chapter.

Next Fig. 3.9 recapitulates the whole set of reasoning levels approached by
BEDMOND platform.

Next steps are to take into account seasonal changes of patterns due to the
relevance that this segmentation might provide. This means that new patterns in
future work will not be represented as a simple mean value but as a curve or
a graph with mean values per month. BEDMOND is just a first approach to
check the importance of the information provided, but surely not as profound as
it can be.
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Fig. 3.9 Whole set of reasoning levels addressed by BEDMOND platform

3.4.3 Algorithmic Approach

We decided to work on ruled-based coding due to the complexity of rules to apply
for some daily activities. Perhaps one of the most interesting patterns to describe
relates to the “having lunch” activity. First, we had to rule out similar activities like
occasional snacking (taking a piece of fruit) and others with low levels of meal
preparation. Basically, in terms of cognitive deterioration, we wanted to determine
if the person is starting to eat with a lower level of planning, shortening preparation
activities or just rejecting some of them. We consider as relevant nutrition activities
those related to (1) taking and using cutlery, (2) getting food items, (3) heating
a meal and (4) sitting on a chair to eat. All of these are sensorized, though not
in a very precise manner. Algorithms take events from sensors when those four
activities appear in a sequence over a certain period of time. We take into account
the sequence, time of day, number of times, and duration of events. Additionally we
also consider what we call a ‘confidence indicator’ for each of those four activities.
This confidence indicator reveals a likeliness of the activity appearance correlated
with the “having lunch” activity and increases and decreases with triggers and time
respectively, in a weighted way (not linear). Finally we apply a global confidence
indicator for the whole group of partial indicators. All these indicators have been
set up and validated through real experimentation. To detect deviations, the global
indicator obtained at daily monitoring is compared with that one at the model. Then,
each of the partial ones are considered to exist or not and compared with their
correspondents in the general pattern. Certain ranges of deviations are interpreted
as warnings for the doctor.
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3.5 Ser and Estar Models

One common design problem encountered by user model systems is not distinguish-
ing between user model attributes that represent the users ‘being’ and the users state.
This leads to unnecessary data duplication and can migrate up to the user interface,
causing confusion in the system’s end-user. Looking at the whole of user modelling
data, it basically falls into two kinds of models, which we will label as the ser and
estar types of user models.

I have chosen to use two Spanish verbs that express to be as essential qualities
and acquired qualities because their use roughly corresponds to the two kinds of
data: one uses Ser to refer to the essential characteristics of things that you
are, your name, your gender; Estar is used to refer to descriptive, potentially
temporary attributes, the condition, like I am walking. The Ser user model contains
the information about the users – these essential characteristics form the static
user model. In Ser models changes occur very infrequently over time and they
are typically independent of context. The Estar user models, in contrast, contain
changing values that model the current condition of user; this dynamic user model
may change over time, or there may be multiple copies that are linked one at a time
to the ser model of the user. Estar models are often context dependent or reflect
the different devices that are used at different times. Estar data type is used to keep
histories of user actions.

This novel user model framework is driven by a relational database approach to
users and contexts (i.e. normalization [6]), and inspired by several experiences with
projects and models where the two were conflated, with problematic consequences.
By keeping data that never changed in the same ‘table’ as attribute values that
change frequently, the system is forced to either keep multiple copes of a user model
for a single person, or to constantly change the model as the context of use changes.
Also, conflation of the two types makes keeping histories complicated and causes
redundant data to be stored. In the chapter we will discuss the ramifications of these
approaches. This is not a ‘new’ approach per se (see the discussion of stable and
temporary user characteristics in Chap. 4 and also in the discussion of modelling
users with disabilities in Chap. 2 of this text), but by explicitly creating a framework
that holds these two models design and performance advantages can be accrued.

Another advantage of discriminating between ser and estar models is that this
provides a nice way to separate the actual data, so that applications with large
amounts of sensor data can store it locally, making a mobile system less dependent
on reliable high bandwidth connectivity.

3.6 Conclusion

Section 3.4 described a two part user model that comprises the ser user model for
biographical modelling of the end-user and the estar part of the model stored with
the device model. It is intended to be used by very many users simultaneously, and

http://dx.doi.org/10.1007/978-1-4471-4778-7_4
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transparently deliver appropriate content in real-time. In contrast with this is the
system in Sect. 3.3, which is designed to be used by only one person at a time
(with the potential of multiple simultaneous systems in use). After a baseline is
collected the application uses current and historical data form sensors to classify
blocks of behaviour as normal, in need of a further look, and probably MCI. From
this description the baseline data, which represents ‘normal’ sensor interaction, will
be duplicated as long as the end-user remains cognitively in a normal range, is ser
data. The tuples of sensor data that are the object of classification constitute estar
data.

Why is it useful to make this discrimination in both applications? In the
educational content delivery system the separation of the Device Model supports
the end-user seamlessly utilizing different interface devices in differing conditions
(e.g. network bandwidth). In the MCI diagnostic system the baseline ADL classified
sensor signatures are conceptually easier to use to build up generic ADL signatures
and these sets of sensor data (not just the attributes and values but also sequence
of these tuples forming the classification of ADL sub-routine states) can then be
used to create diagnostic systems for new individuals. As the classification model
becomes more refined the generic model that instances the system always points to
the latest, most accurate and representative set.

Another advantage of separating user and context/device models is the ability to
have cross system reusability of the user model, speeding up the configuration and
propagating the current user information across relevant applications.

3.7 Further Work

As was discussed in Sect. 3.3, further implementation of select and deliver
architecture needs to be designed and used across several domains, starting with
distance education and in those that rely on presentation of digital content. More
challenging but in the end more important are the development of content adaptation
systems, first as stand alone applications for narrow niche domains and then for
generic use. Authoring tools for either the select and deliver or transform approaches
need to be developed, with a focus on ease of use and adoptability. An associated
problem, tied to the transformation problem is the design of meta data schemas for
such a system.

In the case of the diagnostic system described in Sect. 3.4, many things can be
done beyond this first approach. Our first feeling is that we could incorporate more
emerging (but non-low-cost) technologies that, on the on hand, better characterize
activities of daily living, for example, sounds detection and interpretation. On the
other hand, the personal health condition must be widely monitored to complement
the activity performance. Beyond physical condition monitoring, emotional or
affective computing is another important clue to learn about the real state and
health condition of the person, and not only for specific mood detection but also to
know how speech expression or postural movements are degrading. New learning
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processes for the automatic adjusting of the model must be implemented and
some other intelligent elements can also be applied to learn about real clinician
interpretation.

Finally, more thought and exploration of the ser and estar approach in user
modelling would be most welcome.
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Chapter 4
User Modeling in Social Interaction
with a Caring Agent

Berardina De Carolis, Irene Mazzotta, Nicole Novielli,
and Sebastiano Pizzutilo

Abstract Ambient Intelligence solutions may provide a great opportunity for
elder people to live longer at home. When assistance and care are delegated to
the intelligence embedded in the environment, besides considering task-oriented
response to the user needs, it is necessary to take into account the establishment
of social relations. To this aim, it becomes crucial to model both the rational and
the affective components of the user state of mind. In this chapter we mainly focus
on the problem of modeling the cognitive and affective variables involved in the
definition of a user model suitable for this domain. After providing an overlook of
the state of the art, we report about our experience in designing NICA (as the name
of the project Natural Interaction with a Caring Agent), a social agent acting as a
virtual caregiver able to assist elderly people in a smart environment for taking care
of both the physical and mental state of the users.

4.1 Introduction

The development of Ambient Intelligence (AmI) solutions to provide assistance to
elders for improving their quality of life is a very fervid research field [9, 52, 72].
In this vision, assistance and care are delegated to the intelligence embedded in the
environment that should act as a virtual caregiver. Obviously, technology should
not represent a further obstacle in achieving the user goals and therefore, besides
providing efficient infrastructures for managing domestic automated services, it is
necessary to put the emphasis on human-technology interaction. Then the environ-
ment should provide an easy and natural interface in order to make service fruition
effective and adapted to the user needs. This becomes of particular importance
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when the users are elderly or people with special needs. Moreover, when assistance
and care of users are delegated to the intelligence embedded in the environment,
besides considering task-oriented response to their needs, it is necessary to take into
account the establishment of social relations, which become particularly relevant
when media are not boxed in a desktop computer but are integrated pervasively
in everyday life environments. In this case, according to Reeves and Nass [64]
work on the media equation, in which they report how people react to media as
if they were social actors, there is a growing interest in on-screen agents and robotic
characters that are endowed with human-like behaviour. Embodied Conversational
Agents (ECAs) and Social Robots, if properly designed and implemented, may
improve the naturalness and effectiveness of the interaction between users and
smart environment services [55, 56]. They have the potential to involve users
in a human-like conversation using verbal and non-verbal signals for providing
feedback, showing empathy and emotions in their behavior [30, 53, 59, 65]. Due
to these features, embodied agents can be employed in the assisted living domain
where it is important to settle long-term relations with the user.

In this chapter we describe our experience in this domain and we propose the use
of a social agent that acts as virtual caregiver in a smart home, taking care of the
user. After providing an overlook of the state of the art in the domain, we will report
on the importance of modeling the user from both cognitive and affective points of
view. As an application example we will describe our experience in designing and
implementing NICA (as the name of the project Natural Interaction with a Caring
Agent), a virtual caregiver able to assist elderly people in a smart environment.

4.2 Background: State of the Art and Motivation

The problem of taking care of the elderly is becoming of great importance:
significant demographical and social changes affected our society in the last decades
and population between 65 and 80 will increase significantly over the next decade.
The aging of the population has severe consequences for both society and elderly:
on one hand, there is a growing demand for caregivers; on the other hand, elderly
ability to live independently becomes more difficult to achieve. Moreover, the
elderly usually prefer to live at home or in an environment they feel comfortable
in. In this perspective, research in Ambient Assisted Living (AAL) provides a great
opportunity to improve the life quality of elderly needing special care and assistance,
by providing cognitive and physical support and access to the environment services
[7, 50, 72].

The use of intelligent technology to support people at home for enhancing an
independent lifestyle is an issue addressed in several AAL research projects [40, 58,
60]. For instance, the AMICA system aims at increasing the quality of life of people
suffering from Chronic Obstructive Pulmonary Disease (COPD) by monitoring their
health situation using un-obtrusive sensors (e.g., small wireless sensor to track the
data about the daily activity and the vital parameters of the elderly) so as to prevent
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diseases and provide help when needed [23]. Yet, the aim of the SOPRANO project
[7] is to develop highly innovative, context-aware, smart services with natural and
comfortable interfaces for aging people in order to significantly extend the time they
can live independently in their homes. Finally, the PERSONA project [71] also aims
to help the elders at home in the loss of skills due to the normal aging process, by
providing a set of services supporting social inclusion, daily life activities, health
monitoring and risk prevention. The BEDMOND project [13] aims at developing
an ICT-based system for an early detection of Mild Cognitive Impairment in elderly
people living at home. In this project, the model of the user’s daily activities is built
in order to detect signals of the disease degeneration.

The main focus of these projects is to develop technological platforms that
allow on one side to monitor the health state of the user and on another side to
provide natural and pleasant interfaces to the smart environment services. However,
according to Nijholt et al. [54], one consequence of embedding technology in our
everyday life environments is that it will be continuous in time and will involve
a disparate range of devices providing support for different types of services.
According to the ubiquitous computing vision, these devices will disappear in the
background and the user will relate dialogically to the environment.

Since people already have a tendency to attribute human like properties to
interactive systems [64], it is expected that implementing human like properties
in such environment dialog systems will have an important impact on the user–
system interaction. The use of embodied agents, then, could give to the users the
feeling of cooperating with a human partner or having a companion rather than just
using a tool [65]. However, if the social agent behavior is not properly designed and
implemented there could be the risk of creating unrealistic expectations on the part
of the users, and to lead to wrong mental models about the system’s functionality
and capacity [10]. On the other side, several studies report successful results on how
expressive ECAs and robots can be employed as interaction metaphor in the assisted
living domain and in other ones [6, 33, 47] where it is important to settle long-term
relations with the user [4, 5, 19]. For instance, ROBOCARE [18], Nursebot [61],
Care-o-bot [39] and CompaniAble [20] are projects aiming at creating assistive
intelligent environments for the elderly in which robots offer support to the user
at home. In some of these projects the robot, besides assisting the elderly user
in daily tasks, has a companion role. Yet, several studies have been conducted to
investigate the human-robot interaction and their results show how robots can be
successfully employed as a good interaction metaphor when acting in the role of
assistant, companions, therapeutic and socially assistive robots [25, 36, 37, 58, 77].
For example, van Ruiten et al. [75] conducted a controlled study using I-Cat, a
robot developed in order to study personal robotic applications and human-robot
interactions [74]. They confirmed the results, shown in [17], about the fact that
elderly users like to interact with a social robot and to establish a relation with it (see
[11] for a comprehensive review). The reason of the success of socially intelligent
agents is probably due to the fact that interaction between human and machine has
a fundamental social component [51, 64]. While not being particularly indicated
in the achievement of information provision tasks (the presence of the face may
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cause distraction in the users and thus could prevent them from remembering the
information provided), embodied agents have been particularly appreciated by users
when employed in social tasks where they appear to be reliable and believable [3].
Moreover, robots have two additional properties with respect to ECAs: (1) they have
a real presence that is important since it is not the user who enters in a virtual world,
but the robot that participate into the real life, so that the users can interact with
a physical counterpart [38, 69]; (2) they can move around, follow and observe the
user in the environment, which is fundamental when designing such an interaction
scenario with elderly people [67].

In the following section we discuss the issue of endowing conversational agents
with user models that involve the consideration of both cognitive and affective
components of the user state of mind, in order to enable the adaptation of the agents
behavior to both physical and emotional user needs.

4.3 Modeling the User Cognitive and Affective State

As far as AAL is concerned, Aizpurua et al. [1] suggest that the user model should
contain data about preferences, interests and cognitive characteristics. Besides these
data, the modeling of the user’s affective state is a key factor for the development
of affect-aware systems. In particular, computer science recently began, with
success, to endow user interfaces with emotions. User modeling allows socially
intelligent systems to adapt to the users’ behavior by constantly monitoring it and
by continuously collecting their direct and indirect feedback.

Since the early Ekman and Friesen [35] classification of facial expressions
according to the six basic emotions (anger, disgust, fear, happiness, sadness, and
surprise), a plethora of research studies has been conducted in the domain of the
affect recognition and modeling and the term affect is now employed to refer to a
wider range of affective states.

According to Scherer’s classification [69], affective states vary in their degree of
stability, ranging from long-standing features (personality traits) to more transient
ones (emotions), while others (such as moods or interpersonal stances are in the
middle of this scale). Researchers have widely investigated the complete range of
affective states by employing recognition and modeling approaches according to
the main goal of their studies. In particular, middle-term affective states are usually
influenced by the stable user features, such as the gender or the personality traits.

A user model is the fundamental component of an intelligent assistance system.
It allows the system to capture and interpret the signals of the human users’ behavior
useful for inferring their goals, intentions, affective states and needs. To model the
user cognitive and affective state the system has to wait to get knowledge about the
user attitudes (values, interests, goals, etc.) before planning the behavior to adopt in
a given situation and to observe the user feedback to the system behavior in order to
revise it by correcting inappropriate choices. In the perspective of socially adaptive
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intelligent systems, the problem of modeling the user’s state of mind commonly
involves the following main types of knowledge:

(a) Stable and known subject characteristics, such as background;
(b) Gender, that may initially determine specific affective states;
(c) Dynamic context characteristics, describing the situation the user is in;
(d) Dynamically evolving cognitive and affective components of the user’s state of

mind, such as variables describing moods, emotions, interpersonal stances, etc.;
(e) Evidences about the user behavior in the multimodal interaction with the

system: collecting evidence about the user’s behavior during the interaction is
fundamental to infer the cognitive and affective state components of her state of
mind.

To build a user model that includes consideration of such variables means to:

• Define and test a method for recognizing the user’s cognitive and affective state
by means of the analysis of her behavior;

• Integrate the results of such analysis into a framework that dynamically collects
these evidences and combines them with context variables and the stable user’s
feature in order to recognize and monitor her affective state, consistently with the
task of the interaction.

Due to the uncertainty typical of emotion modeling, probabilistic approaches are
very often used for user affect modeling tasks.

Klein et al. [43] propose an experimental study aimed at evaluating interfaces
that implement strategies for affectively supporting users experience with negative
moods and emotions by showing empathy and by actively supporting them. Results
show how the affect-support settings of the experiment was effective in relieving the
user negative affective states, with particular focus on frustration they experience in
interacting with the computer.

Along this perspective we find the work by Prendinger et al. [62] in the scope
of the Empathic Companion project. The authors developed and described an
embodied agent developed in the scenario of job interviews that is able to recognize
physiological data of users in real-time, to interpret this information as affective
states, and to respond to affect by employing an animated agent. The emotions are
represented in a two dimensional valence-arousal space and are inferred through
a probabilistic decision models, which includes consideration of evidences about
nodes represent the user physiological parameters collected through sensors, the
agent choices and the agent’s utility function.

A probabilistic model is used also by Conati [21] to monitor a user’s emo-
tions and engagement during the interaction with educational games. Conati’s
Dynamic Decision Network includes the consideration of dialogue related variables
representing possible causes for the user’s emotional state (e.g. the state of the
interaction) and observable variables representing the bodily expressions caused by
the emotional arousal, that is the effects of the emotions experienced by the users.
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The result of the evaluation of the user affective state is used by pedagogical
agents to generate the most appropriate agent’s behavior to foster both user’s
learning and engagement in interacting with educational games. In particular, a
decision-theoretic agent has been developed, that is able to select the most effective
action to perform with respect to this goal.

In the learning domain, we find the work by Conati and Maclaren [22] about
integrating the output of physical sensors in a more complex model based on the
OCC (Ortony, Clore & Collins [57]) theory of appraisal of emotions. In the same
domain, D’Mello and Graesser [31] consider the student facial expression and body
posture to predict student’s emotions.

Similarly, Arroyo et al. [2] combine evidences about multiple channels of
physical behavior such as facial expressions, skin conductivity, posture, and pressure
with contextual features in tutoring environment.

Moreover, Sabourin et al. [68] present a study about designing pedagogical
empathic virtual agents in a narrative-centered learning environment. Authors adopt
a cognitive model, structured as a Bayesian network, which includes personal
attributes of users (i.e. personality and goals of students), environment variables
(i.e. dynamic attribute capturing a snapshot of the student’s situation and activity)
and physiological data about the user behavior (i.e. biofeedback parameters such as
heart rate or galvanic skin response).

de Rosis et al. [32] propose a way for integrating linguistic and acoustic analysis
for inferring the social attitude of users while interacting with a virtual agent acting
as a therapist in the diet domain. In their probabilistic framework, authors integrate
evidences about lexical choices and acoustic features in order to recognize the
user friendly (or unfriendly) attitude towards the agent, with the long-term goal of
adapting its behavior accordingly.

De Carolis and Cozzolongo [25] describe how the prosodic analysis of the
user’s utterance can be successfully employed to disambiguate the meaning and
the valence of user’s feedback in human-robot interaction.

Multimodal analysis is also the focus of the study by Caridakis et al. [12].
They rely on a combination of facial expression detection and prosodic parameters
to recognize the user emotional state in naturalistic interaction. Recognition is
performed using neural networks, due to their efficacy in modeling short-term
dynamic events that characterize the facial and acoustic expressivity of users. Once
again, the discrete emotion labels are mapped onto a two-dimensional scheme
describing valence and activation level.

Table 4.1 summarizes the main characteristics of the surveyed research.
A detailed review on methods and approaches adopted in literature for performing
user emotion modeling may be found in [44].

In the following section we describe our approach to modeling the user in a smart
environment, by taking into account a combination of her stable features, attitudes
and beliefs, as inferred by an integration of both linguistic and acoustic analysis.
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4.4 NICA as An Example of a Socially Intelligent
Caring Agent

In order to show how the considerations outlined in the previous sections can be
successfully employed in designing and implementing a social agent able to act as
an emotion-aware virtual caregiver (see [18, 42] for a review), we have developed a
framework in which adaptation of the services provided by the smart environment
is combined with the assistance provided by a Social Agent named NICA (Natural
Interaction with a Caring Agent).

In particular, NICA combines the interpretation of the user behavior (i.e.
sentences, actions, etc.) with the sensors data (i.e. room temperature, presence in
a room, etc.) in order to provide proactively and reactively the needed assistance
by acting as a social interface between the user and the home services. To this
aim, it is crucial for the agent to maintain a user model in which several kinds
of information are included: stable user characteristics, temporary user traits or
attitudes, beliefs about the user preferences and interest, beliefs about the user
affective states. Moreover, in order to react appropriately to the events occurring
in the smart environment, the agent has to keep in its memory information about
which are the antecedents of emotions for the user, that is what trigger the emotions
(events, situations, thoughts, etc.) [15].

NICA’s reasoning then has to be able to interleave a deliberative and a reactive
behavior. To this aim NICA has been modeled as a BDI (Belief, Desire, Intention)
agent [63]. In particular, the belief and goal processing cycle has been developed
as a simplification of the one presented by Castelfranchi et al. [16]. This model
is particularly suitable for the purpose of our study since it is based on the
identification of the role of supporting beliefs on goal dynamics, showing how
beliefs regulate goal processing and determine intention revision. In fact, actions of
NICA are regulated by relations between beliefs about the user and the environment
and goals. In particular, at each stage of the goal processing it is important to
understand which beliefs about the user or the environment state support or trigger
a goal and whether the fate of a goal is compromised because a specific supporting
belief has been threatened. To this aim, the agent has to take care of the physical
and emotional state of the user as well as to manage possible unexpected situations
triggered by contextual factor or events (either desirable or not). NICA uses a meta-
level reasoner to interpret the context and to understand when to interrupt the current
behavior in order to handle the new situation: it monitors user’s cognitive and
affective state of mind during the interaction and, when necessary, it reacts properly.

For successfully achieving its goal of taking care of the user, NICA is able to do
the following activities:

• To pursue the main goal of performing the tasks included in the daily schedule,
preserving the user’s health and comfort, trying to avoid a user’s negative attitude
and reacting to unexpected situations appropriately;

• To interact with humans in a natural way;
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Fig. 4.1 NICA’s architecture

• To behave in the appropriate way by eventually communicating and conveying
social and affective signals according to the current situation.

In particular, NICA implements a life cycle based on the following steps (see
Fig. 4.1):

• Perception: this phase allows collecting data from sensors present in the environ-
ment and to handle the user input (speech or actions in the environment).

• Interpretation: this module evaluates changes in the world and user state that are
relevant to the agent reasoning and transforms them into a set of agent’s beliefs.

• Goal Activation: in this phase, goals are triggered on the basis of the current
beliefs.

• Planning and Execution: once a goal has been triggered it is achieved through
the execution of a plan that is most appropriate to the situation.

In order to effectively solve the problem of adapting the robot’s behavior to the
user’s needs and preferences, NICA’s mental state reasons on and stores different
types of knowledge:

• The World Model that represents a set of relevant beliefs about the current
environment context. Example of variables included in this knowledge base
are collected by diverse sensors: the environment temperature, the weather
conditions, the time, the date, the list of relevant events such as birthdays,
holydays, etc.

• The User Model that contains the representation of diverse beliefs about the
users. In particular, we model long terms factors concerning stable user data (i.e.
sex, age, chronic diseases, allergies, main personality traits, interests, etc.) and
short-term factors concerning belief about the current user context [see 1 in this
book for more details], physical and affective state, health conditions, etc.
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• The ToDoList that represents the agenda of scheduled daily activities that should
be performed by the user and by the agent. This agenda is planned everyday and
it is revised when new events have to be scheduled.

• The Agent Social Memory stores structured information about feelings associated
with an event [45]. It holds not only information about when, what and how an
event happened, but also tags concerning ‘arousal’ and ‘valence’. It is used to
learn relations about events and the user affective state. The importance of this
piece of knowledge in the agent’s mind is related to the need of establishing
empathy with the elder person and this was outlined several times by the human
caregivers during the data collection phase.

As the agent reasons and updates its beliefs, infers goals, plans actions and
executes them, it keeps an image of this process in its mental state. In order to
deal with the uncertainty typical of this domain (e.g. dealing with exceptional
situation or with the smooth evolution of the user’s affective state over time), we
employ probabilistic approaches in the formal representation of beliefs, intentions
and goals their probability to be true. Using probabilistic models, NICA decides
which behavior to adopt, that is the most appropriate set of actions to perform
for achieving the inferred user’s goal. These actions may be either activation of
services in the environment or execution of communicative goals. In the following,
we describe in detail how we collected the information for building the knowledge
bases used by NICA.

At the moment we simulate and test the behaviors of NICA in different situations
using a toy house equipped with a robot (Lego MindStorm with sensors for detecting
its position in the house), light, temperature and presence sensors. We simulate
the interaction with the user using a vocal interface. Moreover, we developed an
interface for setting some parameters concerning the world state and some other user
data that are the moment we are not capturing in real time (i.e. facial expressions,
hands movements, physical parameters such as fever, blood pressure, etc.). We
do not consider this a strong limitation of our approach since a lot or wearable
and wireless devices are coming out on the market and therefore in a real setting
we will be able to receive these data. We are aware that in real settings a the
appearance of Lego Mindstorm could provoke a negative effects in the user, but
before testing the system in smart home environment we wanted to be sure that
the agent’s mind was reasoning in a reliable and consistent way and therefore we
employed the toy house scenario. Our research group has used the AIBO robot
[25] or the ECA Valentina [27] in other projects and they could be used also in
this case in future experiment with elderly users. From the implementation point
of view changing the embodiment of our agent is not a problem since we adopt
the mind-body architecture developed in a previous project [28]. Therefore the plan
computed by the “mind” module contains the meaning to express and the “body”
has to convey these meaning according to its communicative capabilities. In order
to decouple meanings from signals we use the APML mark-up language [28].
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4.4.1 Data Sets: Collecting Data from Human Caregivers

To define and implement feasible behaviors of NICA, we adopted a mixed approach
in collecting data from which to extract the information to formalize and model in
NICA’s knowledge bases.

To this aim, we integrated data collected from human caregivers with the
guidelines that they follow in assistance of elderly people. To collect data relevant
for building the NICA’s knowledge bases and behavior model, we asked two human
caregivers to record their experience during the assistance of two elder women, both
affected by chronic diseases during a period of 1 month. These women lived alone
and had a son/daughter who could intervene only in case of need and for solving
relevant medical and logistic problems.

Data have been collected using a paper-diary. Everyday the caregiver had to
annotate her paper-diary with two kinds of entries: (1) the schedule of the daily
tasks and (2) the relevant events of the day, using a schema like the one reported in
Table 4.2.

In particular, each row of the Table 4.2 represents a relevant event with the
attributes for describing it and the action performed by the caregiver when this event
occurred.

For example, let’s consider the second row: at 10.45 (time) Maria is worried
(event). The caregiver inferred Maria’s state since she is moaning, saying “Oh my,
oh my” and tapping fingers on the table (signs) because she had to go to the doctor
(reason). The caregiver recognized Maria’s anxiety (recognized affective state).
Hence, she went toward Maria (action) trying to encourage her by saying “Come
on, don’t worry! You will not have any problem for sure.” (communicative action).
After this action she noticed that Maria was less anxious (effect).

From the collected data, we extracted the knowledge needed to build the
reasoning strategies of the agent, so as to make its behavior believable.

Overall, we collected a corpus of about 900 entries, which we used for:
(1) understanding which are the events and context conditions relevant to goal and
action triggering; (2) understanding when considering affective and social factors is
important during the interaction in real-life scenarios; (3) defining situation-oriented
action plans and dialogue strategies; (4) collecting example dialogues between
elderly people and human caregivers useful for testing NICA behavior.

4.4.2 Representing Goals and Beliefs

In order to guide NICA’s behavior, according to a set of supergoals representing its
mission, we explicitly formalized, in the agent’s mental state, the relation between
beliefs about the user and the environment and goals.

As far as goals are concerned, the agent’s mental state stores Persistent and
Contingent Goals. The Persistent Goals (P-GOALs) never change because denote
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the agent’s nature, its mission, and guide its reasoning (i.e. keep the wellness of the
user). Their achievement is then interleaved with the fulfillment of contingent goals
that are triggered by the situation (i.e. call the doctor because the user is sick). The
current goals to achieve are saved into the Goal Stack that is updated according to
the evolution of the situation.

Goals are related to Beliefs that, in order to handle goal processing and dynamics,
are classified into the agent mental state as:

• Maintenance Beliefs, a set of beliefs supporting P-GOALs. These beliefs must
be kept true with a high level of certainty in order to support the mission and
motivations of the agent. For instance, believing that the user is in a comfortable
situation supports the P-GOAL of keeping the wellness of the user.

• Triggering Beliefs that are used to denote changes in the world that may trigger
new contingent goals or may be related to maintenance beliefs. For instance, the
fact that the user has high fever triggers the contingent goal of calling the doctor.

4.4.3 Reasoning on Beliefs About the User

Due to the uncertainty in the interpretation of data coming from sensors, typical of
this domain, we denote with (BEL A f p) a belief of an agent A about f, denoting a
fact about the world, that is true with a probability p.

In our application scenario, let’s denote with N NICA and with U the User. Let’s
indicate variables in small letters and constants in capitals. Predicates, initiating with
a capital, denotes a fact about the user or the world. In particular, the followings
maintenance beliefs have been identified as being relevant for the mission of
NICA:

• (BEL N (Feel(U, comfort)) 0.75): “NICA has to believe, with a good degree of
certainty, that the user is in a quite comfortable situation”.

• (BEL N (Has(U, Normal(health state))) 0.75): “NICA has to belief with a good
degree of certainty that the user is in a normal health condition”, i.e. the value of
the diabetes, blood pressure and heart beats are in a normal range.

• (BEL N NOT (Is(U, Negative(affective state))) 0.75): “NICA has to belief that
the user is not in a negative affective state”.

The probability values of these beliefs can be inferred starting from a set of
perceptions about the user and context state, or trough a dialog with the user.

Beliefs may be either elementary or complex structures. The former are derived
simply by data collected by the sensors. For instance, the belief that the (BEL N
(Has(Maria, fever)) 1) can be derived directly by the body temperature sensor.

The complex ones require an inference process that starts from a set of data
perceived by the agent through the sensors. For example, if we consider the belief
about the user’s affective state, the information that may be used to infer it, with a
certain degree of uncertainty, are measures about:
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• the user’s behavior and situation (i.e. emotional actions, physical situation, etc.),
• the fact that the current event already caused a positive/negative affective state in

the past;
• information extracted from the linguistic and acoustic analysis of the user’s

spoken input during the dialog with NICA.

To deal with the uncertainty typical of the modeling of such subjective phenom-
ena, as well as to cope with the problem of incompleteness of data, we decided
to implement a probabilistic approach to reasoning. In particular, we adopted the
formalism of Dynamic Belief Networks (DBNs) to calculate the probabilities of
the inferred NICA’s beliefs. DBNs [41], also called time-stamped models, are local
belief networks (called time slices) expanded over time; time slices are connected
through temporal links to constitute a full model. Belief Networks are a well-
known formalism to simulate probabilistic reasoning in directed acyclic graphs
whose nodes represent random variables and whose oriented arcs represent any
kind of relationship among variables [41]. A probability distribution is assigned to
the variables associated with the ‘root nodes’ of the network (those which have
no parents) and a conditional probability table to the other nodes. The method
allows dealing with uncertainty in the relationships among the variables involved
in inference process.

When dealing with modeling of affective phenomena we have to take into
account the fact that affective state smoothly evolve during the interaction, from
one step to the subsequent one [14]. As a consequence, the affective state should be
monitored and modeled as a temporal phenomenon, whose value at every time of
the interaction depends on the value it assumes in the previous dialogue turn. For
this reason, the DBN formalism is particularly suitable for representing situations
that gradually evolve from a dialog step to the next one.

At this stage of the project there is a DBN for each complex maintenance belief of
the agent. Figure 4.2 shows an example of DBN in which low level beliefs, deriving
from perceptions, can be used to infer beliefs about the affective state of the user.
In particular this network can be used to infer the probability that the user is in
a negative, neutral or positive affective state or the probability that the user feels
a particular emotion. In this model we consider only sadness, anxiety, anger and
happiness that are relevant for the purpose of the system since were reported in the
diary of the human caregivers.

This dynamic model allows us to take into account the influence of the
user’s state at the previous step. For instance, in the DBN in Fig. 4.2 this is
expressed by a temporal link between the Bel(AffectiveState)Prev variable and the
Bel(AffectiveState). Analogously, the evidences and the probability values of the
root nodes of the BN may be extracted from other modules. This allows to manage
the complexity of the network and to integrate in the model evidences deriving from
different modules performing different and independent analysis.

For example, the Voice node in Fig. 4.2 is evaluated according to the results of the
acoustic analysis of the users’ utterances. Research in emotional speech has shown
that acoustic and prosodic features can be extracted from the speech signal and used
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Fig. 4.2 Inferring low-level beliefs from perceptions’

to develop models for recognizing emotions and attitudes [46] In fact, the effects of
emotion in speech tend to alter the pitch, timing, voice quality, and articulation of
the speech signal [76] and reliable acoustic features can be extracted from speech
that vary with the speaker’s affective state [73]. We used Praat functions [8] in order
to perform a macro-prosodic or global analysis and to extract from the audio file of
each move features related to:

• The variation of the fundamental frequency (f0): pitch minimum, mean, maxi-
mum and standard deviation, slope;

• The variation of energy (RMS): min, max and standard deviation.
• The variation of harmonicity: min, max and standard deviation.
• The central spectral moment, standard deviation, gravity center, skewness and

kurtosis.
• The speech rate.

The sensors responsible for capturing the speech classify the user’s affective
state and attitude towards the system, adopting an approach analogous to the one
described in De Carolis and Cozzolongo [25]. At present, our classifier exploits the
Nearest Neighbor with generalization (NNge) algorithm [48] and recognizes the
valence with an accuracy of 89 %, evaluated on a dataset of 4 speakers and 748 user
moves overall. The accuracy of the classifier has been validated with the ten-fold
Cross Validation technique.

The aim of the model described in Fig. 4.2 is twofold: on one hand the model is
employed to guess which specific emotional state the user is experiencing at every
step of the interaction; on the other hand it is used to monitor the overall evolution
of the user’s affective state (i.e. the belief of the agent about the positive or negative
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Fig. 4.3 A screenshot of NICA monitor window

affective state of the user). In particular, every time a new user move is entered, its
linguistic and acoustic features are analyzed with respect to the context variable and
the resulting evidence are introduced and propagated in the network to recognize the
user’s emotion and the overall polarity of her affective state. The new probabilities
of individual emotions are read and contribute to formulate the next move of the
agent; the probability of the dynamic variable (Bel(AffectiveState)) representing the
valence of user’s affective state is employed by the agent to check the consistency
between its persistent goal of maintaining the user in a positive affective state and
the actual emotional state the user is in at the time t, thus causing the activation or
the revision of high-level planning of the agent’s behavior. Then, the values of the
node Vocal Input derive from a module that integrate the linguistic content of the
user move with the recognition of its acoustic feature to recognize the actual user’s
communicative goal [25].

At present we concentrated on spoken interaction and we are not working at the
recognition of facial expressions, gestures, postures and so on. For this reason the
initial probability values of the other nodes Event, Physical Situation and Emotional
Action, of the network in Fig. 4.2, are simulated using the framework shown
in Fig. 4.3. For instance, it is possible to set parameters for running a scenario
simulation like the one that will be described later on.

4.4.4 Reasoning on Goals

As mentioned previously, the mission of NICA is guided by P-GOALs. Accordingly,
every day NICA plans the ToDoList and executes the scheduled actions concerning
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Table 4.3 NICA’s persistent goals

Persistent goal Maintance beliefs supporting goals

keep the wellness of the user (P-GOAL N (BEL N (Feel(U,comfort))))
(P-GOAL N (BEL N

(Has(U,normal(health state)))))
(P-GOAL N (BEL N

NOT(Is(U,Negative(affective state)))))
schedule daily ToDoList (P-GOAL N (Int-To-Do N Plan(N ToDoList)))
execute actions in ToDoList FORALL z element of ToDoList: (P-GOAL N

(Intend-To Do N z))

the tasks and social actions. The agent, at each stage of its life cycle, evaluates
whether there have been changes in the environment or in the user’s state that may
cause a change in the planned behavior by triggering new goals and/or by modifying
the schedule of the planned actions.

Table 4.3 shows the set of persistent goals valid in the considered scenario. These
goals are the ones that human caregivers indicated as the most important ones in
their daily assistance. In our case, the goal revision process is triggered whenever
a change in the environment causes the need for the activation of new contingent
goal ‘on demand’. For example, when a too high value is detected by the sensor
that monitors the house temperature, the contingent goal of restoring a comfortable
temperature is activated on-demand.

In order to decide what goal to activate, the agent reasons on the utility of an
action in a certain situation. For this reason, starting from the beliefs about the
current state and taking into account the agent’s persistent goals using a set of
reasoning rules the model selects the influence diagrams describing the possible
utility of pursuing possible contingent goals in the current context. Influence
Diagrams (ID) [41] have been selected as modeling formalism since the agent has to
reason on the utility of pursuing a goal in the current context. In particular it models
the relation between goals, random uncertain quantities (e.g. context situation) and
values (e.g. utility of the goal). In an ID, the square box denotes a decision, the
round nodes are chance variables, like in a BN, and the rhombus nodes represents
the expected utility of a decision threatens one of the persistent goals of the agent
(e.g. a negative attitude of the user is detected).

Among the several aspect of the goal triggering implemented by NICA, in this
paper we decided to focus on the reactive revisions of the agent’s socio-emotional
goals. Therefore, in the next section we will show an example of how the activation
of a goal is performed, with respect to a socially intelligent reaction of our agent to
a negative affective state of the user.

Figure 4.4 shows an example of ID for deciding the utility of pursuing one of the
goals listed in the decision node of the diagram in order to change the affective state
of the user. In this figure, the square box denotes the decision about selecting a goal
Gk at time ti given the current affective state of the user. This decision influence the
affective state at time tiC1; the utility value is computed considering the probability
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Fig. 4.4 An example of goal activation

of an improvement in the user affective state when one state value of Gk is selected
and the correspondent plan will be executed. Each goal will have a utility, which
defines how much it is worth to be pursued. The Evaluation Phase then decides
whether or not active goals can in principle be pursued, according to the beliefs in
the mental state of the user. After this checking, goals with the maximum utility
are selected. In this stage of the project we did not implement a complex goal
prioritization and conflict resolution mechanism. When there active goals of the
same type, we use a priority function P: G-> N, where G is the set of active goals
and N is a number expressing the priority level. The priority is computed as follows:
initially each goal has a static priority that is assigned in the agent knowledge
based according to the goal importance, this priority can be changed according to
contextual factors and therefore according to the utility of pursuing that goal in that
context. For a classification of goals according to their importance we considered
the priority level indicated by human caregivers during the data gathering phase.
For instance, let’s suppose that there are two social goals G1 and G2 with the same
utility in the same context C (say 1,85) but two different static priorities p1 D 1 and
p2 D 2 then P(Gi) D u(Gi,C)*pi. Then, in this case G2 will be pursued.

In this example, since the most probable emotion, recognized from the user
behavior, is anxiety, the encourage goal should be triggered. In fact, looking at
Fig. 4.4, it should be the most effective one since it has the highest utility.

At present the agent has a limited set of IDs that correspond to the monitoring of
the maintenance beliefs supporting NICA’s P-Goals.
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4.4.5 Representing Plans

Plans may concern the execution of tasks, actually related to the ToDoList, or dialog
moves including social and affective actions, driving in this way the communicative
behavior of the agent. In both cases a plan is represented as context-adapted recipe
described by a set of preconditions, the conditions that have to be true to select
the plan, the effect that the plan achieves and the body, the conditional actions that
constitute the plan. After the execution of each action in the plan the correspondent
effect is used to update beliefs in the agent’s mental state. The following is an
example of a portion of plan for scheduled actions in the ToDoList:

<Plan name D “SendSMSToSomeone”>

<SelectCond > <Cond var D “goal” valueD “send message”/></SelectCond>

<Body>

<Act name D “Request” toD“PhoneAgent” varD“SendRemind(X, fact)”/>
</Body>

</Plan>

In particular this plan is used to achieve the goal to send a message to someone
(‘X’) about ‘fact’ by requesting this action for instance to the agent controlling the
telephone device. In the < SelectCond > tag, precondition for selecting the plan are
specified. The following is an example of a portion of instantiated communicative
plan:

<Plan name D “Encourage”>

<SelectCond><Cond var D“affective goal” valueD”encourage”/></SelectCond>

<Body>

<Act name D “Move” toD”U”/>
<Cond varD”Feel(U,Anxious)”>

<Act name D “Express” toD”U” varD” Sorry-for(NICA,U))”/>
</Cond>

<Cond varD”know reason” p-downD”0” p-upD”0,49”>

<Act name D “Ask” toD”U” varD”Why(U,Is(U,Anxious))”/>
</Cond>

<Cond varD”know reason” p-downD”0,5” p-upD”1”>

<Act name D “Inform” toD”U” varD”Understand(NICA,U)”/>
</Cond>

<Act name D “Express” toD”U” varD”Encourage(NICA,U)”/>
: : : : : : : : :

</Body>

</Plan>
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The tag < Cond > allows selecting actions on the basis of the current
situation. For instance, the action < Act name D “Express” toD”U” varD”
Sorry-for(NICA,U)/> expressing the sorry attitude of the agent, will be performed
only if the user is in a negative affective state. In the same way, the action “Ask”
about “Why Maria is anxious” will be performed only if the agent does not know
with a certainty higher than 0.5 why the user is in the current state. Moreover,
if the action is complex, then it is specified in a subplan describing elementary
agent behaviors. Each communicative act in the plan is then rendered using simple
template-based surface generation technique [66]. These templates are selected on
the basis of the type of communicative act and its content and are expressed in
APML [28] that is then interpreted and executed by the agent’s body. Plans and
surface generation templates have been created and optimized combining actions
on the basis of pragmatic rules that were derived from the corpus dataset.

4.5 An Example Scenario

In this section we show an example of socially intelligent behavior of NICA in a
typical interaction scenario. From the analysis of collected data we depicted the
following scenario, which was present, with slight differences, in the diaries and
that we envisaged as a suitable one for testing our agent framework:

Maria is an old woman living alone in her smart house equipped with smart sensors and
devices typical of an AmI system. She suffers of diabetes and a mild form of heart disease.
Her daughter lives in another town and she is quite busy. NICA is a social robot that has
the role of taking care of Maria. NICA, in order to perform its tasks, can take advantage of
the AmI system capabilities. For instance, NICA may detect and communicate an alarming
state of affairs. NICA, for instance, can ask the AmI system to call immediately a medical
specialist, or the daughter according to the urgency of the situation.

We work on a simulation of this scenario that allows us to abstract from many
technological issues, raised by the use of devices that are outside the main scope of
this paper. Hence, for our purposes, all the AmI devices are embedded in software
agents that are integrated in a multi-agent system, as discussed in De Carolis et al.
[26]. In fact, in this scenario we want to outline the importance of integrating the
social aspects of taking care of a person with task-oriented assistance.

As a running example for our simulation scenario we will consider the following:

Maria has to go to the doctor in order to discuss the results of blood tests. NICA’s selected
plan is made up of the following actions correspondent to the daily ToDoList: to remember
Maria about the appointment, to suggest about the dressing according to the weather
situation, and to send a reminder to Maria’s daughter about the medical visit of her mother.
For performing the last action NICA has to ask to the agent controlling the telephone device
to send a remind message to the daughter. Suddenly Maria, sitting on a chair waiting for her
daughter, starts whispering and moaning and says: “Oh My : : : oh my : : : ”.

This utterance is recognized as having the meaning expressing an affective state
and its prosody identifies a negative state and, in particular, the recognized emotion
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is anxiety. NICA does not know that the event medical visit causes anxiety in Maria,
since it is the first time that this happens.

The values of the initial probability of the nodes Voice and Vocal Input are
derived automatically by the speech recognition module of NICA, while the
setting of the other values of the root nodes in the DBN is done through the
framework interface (Fig. 4.3). These evidences are propagated in the DBN
and the belief about the affective state of the user has a negative valence
with a high probability (66, 89), as shown in Fig. 4.2. This fact threatens
one of the maintenance beliefs for the persistent goal: P-GOAL N (BEL N
NOT(Is(U,Negative(affective state)))), then the agent decides
whether a reaction is needed to restore the belief. To this aim, according to the
category of the threaten maintenance belief, the appropriate influence diagram is
applied. As it is possible to observe in Fig. 4.4, the most convenient goal to pursue
in this situation, since it is the one with the highest priority, is the “encourage” one.
Then, the most appropriate plan is selected according to its precondition (in this
case the plan named “Encourage” in the previous section) and the execution of its
actions begins. The plan includes the following actions since NICA does not know
why the user is anxious and it will ask the user about it:

MoveTo(N,MARIA)
Express(N,Sorry-for(N,MARIA))
Ask(N,MARIA,Why(MARIA,Anxious))
Express(N,MARIA,Encourage(N,MARIA))

Figure 4.5 shows the simulation of this scenario in the toy house. Maria starts
moaning and NICA shows empathy toward Maria’s behavior. Then, there are
different action sequences that NICA may take. If NICA does not know why Maria
is anxious, then the agent decides to ask the reason of this affective state. The user
answer is evaluated and, if the active goal keeps its validity than the current plan
execution proceeds, otherwise the goal is dropped, actions in the list are cancelled
and a new goal is triggered. The new beliefs related to the affective sphere that are
acquired by the agent during the interaction with the user are stored in the Social
Memory. NICA will remember that the event “medical visit” is associated to the
affective state “being anxious”. An example of how this information is stored in
NICA’s KB is reported in Table 4.4. This information can be used by NICA in
the dialogue with the user for preventing this state. As a consequence, from now
on NICA knows that ‘medical visit’ is an event that has a negative valence and
generates ‘anxiety’ in Maria.

4.6 Evaluation

A preliminary evaluation of the system behavior in testing and refining the reasoning
strategies of the agent in order to improve its performance has been performed.
In this phase of the project we decided to perform a quantitative evaluation of
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Fig. 4.5 A simulation of NICA’s behaviors in the toy house when Maria starts moaning

Table 4.4 An entry in NICA’s Social Memory

Subject Event/action Target Feeling Where When

Maria Medical visit – Anxiety Home –
Maria Visit Lucia Joy Home Sunday

the decisions and plans executed by the agent, compared to the behaviors of the
human caregivers. In particular, we conducted an experimental evaluation to test
whether NICA’s behavior properly reflects the behavior of the human caregivers as
described in the diary. Using the toy house to test the system performance allowed
us to evaluate also the real-time behavior of the agent.

To this aim we randomly split our corpus into 70/30 training/test partitions. For
each item of the test set, we formalized the corresponding scenario in order to set
the evidence on the simulation interface graphically described in Fig. 4.3. Then,
we observed NICA’s behavior in terms of the physical and communicative action
selected: the behavior of NICA is classified as ‘correct’ if it matches the choice of
the human caregiver, as ‘incorrect’ vice versa.

Results of the evaluation are encouraging and indicate that the system perfor-
mance is quite good since the choices of the agent match the human actions in the
dataset in the 79% of cases.

Using the toy house to test the system performance allowed us to evaluate also
the real-time behavior of the robot, which answers in a timely fashion.
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4.7 Final Remarks and Conclusions

This chapter presented issues concerning the importance of taking into account both
cognitive and affective factors when modeling the user in social interaction with a
caring agent. In our opinion, besides assisting the elderly user in performing tasks,
the agent has to establish a social long-term relationship with the user so as to
enforce trust and confidence. The underlying idea of our work, in fact, is that endow-
ing the agent with a socially intelligent behavior is fundamental when the devices
of a smart home are integrated pervasively in everyday life environments. As an ex-
ample, we illustrated the design and implementation of NICA, a social agent acting
as a caring assistant for elderly people living in a smart home. NICA’s behavior has
being modeled according to the analysis of a corpus collected by human caregivers
that contains the description of their experience during the assistance of two elder
women. The annotation has been organized in form of a diary in which we collected
900 items describing daily tasks and the relevant events of the day.

Though, there is still room for improvement and we have to be cautious. We
are aware of the main limitations in the use of a robot as the one described in the
present study. First of all, the use of anthropomorphism might have negative effects
in the interaction with the system. So far, we have not performed any experiment on
the effect of NICA’s embodiment on elderly users, since we evaluated the agent’s
behavior using Lego Mindstorm in a toy house. We adopt this Therefore, until now
we could not evaluate the effectiveness of the non-verbal communication because it
considerably limits the agent’s expressivity (e.g. possibility to show a human-like
face expressing an ‘Happy-for’ or a ‘Sorry-for’, and so on). In the next future, we
plan to perform shortly an experiment aiming at assessing the impact of the use of a
social robot vs. seamless interaction with the environment services. In this way we
could also evaluate the effects agent’s behavior on the affective state of the user.

Moreover, NICA’s behavior is modeled according to the assumption that NICA
is an empathic agent. Though, while studying the behavior of human caregivers in
the early stage of the project, we observed that they play an ‘educational’ role and
therefore, they do not always reciprocate the user’s attitude. For example, if the user
keeps on moaning without a clear reason then NICA should try to adopt a more
assertive behavior, instead of keeping on expressing that she is sorry-for the user,
trying in this way to spur the user to react the situation. In this perspective, we will
include in NICA a more sophisticated reasoning on the triggering of the agent’s
affective state, as described in Carofiglio et al. [14] as well as a persuasion module
[49] to strengthen NICA’s actions in supporting and motivating the user.

Another important issue to be addressed in our future work is the interpretation
of multimodal human communicative actions. For instance, understanding the user
attitude from facial expressions, postures and gestures can be important in order
to understand properly the semantics of the communicative act. In De Carolis
et al. [29], we describe our preliminary steps towards the recognition of the user
social attitude from a combination of spoken and gestural communication using a
probabilistic approach that allows accommodating for the uncertainty typical of this
domain.
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Chapter 5
AGILE Interface for ‘No-Learning
Nor Experience Required’ Interaction

Santiago Martinez, Antonio L. Carrillo, Kenneth C. Scott-Brown,
and Juan Falgueras

Abstract The wide variety of technological devices is a barrier to satisfactory
usage and learning over all. Different types of interface element distribution and
dissimilarities of their functionalities, even in the same category of products under
the same brand, can steepen the learning curve to effective device operation.
Interface design can be understood as a mechanism for the adequacy of the
technological environment to substantially improve performance, satisfaction and
life of the user with special requirements. Based on an inclusive paradigm, we aim
to improve the usability, accessibility and satisfiability of the interface for a specific
group of users, such as novice elderly, to benefit all types of users in their daily
lives. The requirements derived from a holistic analysis of user, goals and context
lead to the introduction of the AGILE Interface (Assisted Guided Interaction with no
Learning nor Experience required). This interface is the pillar of a new interaction
style designed to assist and guide users with specific needs owing to age and non-
Information and Technology experience. In the context of present-day technology
interactions, the ultimate goal of this work is to move beyond out of date user
stereotypes to tailor appropriate interface design adapted to realistic and specific
user demands.
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5.1 Introduction

5.1.1 What Is AGILE

AGILE (Assisted Guided Interaction with no Learning nor Experience required)
is an assistive interaction style for optimal performance of a digital transaction
without requiring previous learning of how to use the interface, and designed for
users with no technological experience. AGILE is the acronym of Assistive Guided
Interaction with no Learning nor Experience required. The name is similar to the
AGILE Software Engineering methodology [10]. They have in common the iterative
design typical of any user-centred interface design. Beyond that feature, there is
no inspiration or relationship between the two terms. The benefits of the AGILE
type of interaction is reflected in its interface, designed to improve the performance,
satisfaction and life of users with distinctive requirements, with special mention to
the novice elderly. The interaction style is designed to assist and guide inexperienced
user throughout the interaction process of a regular digital transaction. Its ultimate
goal is to tailor appropriate interface design adapted to realistic and diverse user
demands.

A clear classification and representation of the target user is necessary to
effectively design for their needs. First, we will visit a concept presents on user
classifications related with interface design. Second, we will look the traditional
interaction styles over to select what relevant features could be useful to be
incorporated to the new interaction style. At the end of this section we will describe
in depth our intended target users, elderly users with no technological experience,
described as novice elderly users.

5.1.2 The Misleading Concept of the ‘Average User’

Our starting point in this chapter is to discuss whether the stereotype of an average
user is convenient to fairly represent the heterogeneous spectrum of users in general,
and any special type of user in particular. In the case of users with no Information
and Communication Technology (ICT) experience, it does not seem to be the case.

5.1.2.1 Research Question: Is the Average Able-Bodied User a Useful
and Fair Concept for Interface Design?

It is common to find that system interface requests are generally constructed on the
assimilated concept of an average user (Norman alludes to it as “the representative
user” [42]). This representation is meant to illustrate a prototype of the intended
user of the application interface. As a result of that, the design cycle of technology
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interaction has been predominantly evaluated from the perspective of a homoge-
neous user stereotype. However, continuous introduction of new technologies alter
and extend prevalent scenarios of use, increasing the number of target users and,
more importantly, diversifying those prevailing user types. This means that, at
present, traditional user profiles do not entirely reflect a spectrum of users constantly
growing in variability, requiring a fairer analysis of user needs and their context
where technology use occurs. Whilst it is true that the incorporation of Accessibility
[1, 34, 61, 63] and Usability [16, 17, 44] principles of design have increased
heterogeneity in design for users in mainstream technology, in comparison, there is
still a reduced number of effective applications developed for specific target users,
such as elderly, children, disabled, or any with special needs [29, 31]. Quoting
Langdon and Thimbleby [27]:

Much of the accepted research [on usability work], is likely to be inadequate for informing
user interface design in the future, and certainly inadequate for informing inclusive design
of user interfaces.

On the other hand, fields such as Universal Design [12] and Inclusive Design [52]
deservedly attempt to equilibrate the User Interface (UI) research scene, increasing
the quality and number of designs for those special types of users, laying aside the
traditional marginal approach of supposed user uniformity.

Different categories of software, hardware and context of use may easily derive
a different average user representation for each one; because what average user
definition means in one context may differ in another. For instance, an average
user of an old typewriter with an analog and mechanical interface does not exactly
fit into the same parameters as an average user on a daily shopping trip to the
supermarket, using a Self-Service Checkout with a touch interface. The experience
of the user in the first scenario, may or may not translate to the context of the
second, but both users could be the same. In addition, rapid changes in device
technology make it difficult to say if the traditional computer model based on the
average user is applicable for other devices, or other types of users, or different
contexts of use. Besides, device technology evolution also requires developments
in the accessibility, ubiquity and interaction techniques of such devices, and always
considering a realistic target set of users. This leads the authors to have doubts about
the utility of the average user concept in UI design. These issues clearly suggest that
a relationship between the cognitive and physical human aptitudes, in conjunction
with new types of devices and their scenarios of use have to be devised.

5.1.3 A Fairer Approach: Understanding Users
and Their Limitations

The variety in type and number of the range of different disabilities makes it difficult
to use the term average disabled user. In this work, we pursue the Inclusive Design
[52] paradigm, which implies that it is the diversification not the homogeneity



122 S. Martinez et al.

that should lead research decisions in the context of specific types of users to
therefore apply the results to the widest number of users with or without the
same characteristics. Awareness of user needs in unison with capabilities and
limitations are necessary for a correct interface design. However, the reasons for
such importance are rarely described. Intrinsic advantages are: more usable systems,
more appropriate interfaces, less trial and error in use and design, and reduced user
training [48]. The study of the user limitations with their context of use has to
be done considering the technology interaction as a cognitive process, involving
multitude of different actions such as perception, attention, recognition, reasoning,
thinking, use of memory, etc. It is important to know their mechanisms and intrinsic
limits of operation to properly adapt design methodologies. Thus, the Cognitive
Psychology discipline is becoming more important in the identification of problems
users have when they use technology, based on their profile and context. Along the
same line of thought, the mentioned discipline’s approach, Inclusive Design, tackles
problems found when ‘less-able’ users face technology. It pursues two goals: to
reduce the exclusion on target users and the frustration able-bodied users find using
the same products. This work applies the intersection of both disciplines, Cognitive
Psychology and Inclusive Design, to contribute with guidance and methods that lead
the design of optimal interactive products.

5.1.4 Our Target User Group: Novice Elderly Users

HCI user models have not traditionally considered the user with specific require-
ments in the same classification where able-bodied users were commonly described
[55]. Whether these users are described, they belong to differentiated and separated
set. While it is true that they do not share the same characteristics of able-bodied
users (i.e., they would not probably present the same tendency of knowledge
progression, as it will be described in Fig. 5.1), usage may coincide in terms of
goals. From an Inclusive Design perspective, we accept that all users have needs.
The issue is to find those needs that can be covered and solved by the design of
an effective interface. We argue that a true usability and accessibility approach for
a specific subset of users is thus transferable to all users. The improvement can be
appreciated by target users but also for those outside the scope originally considered
(i.e., able-bodied with no experience nor time to learn, cognitive mild impairments,
etc). Quoting Newell [37],

Designing interfaces that benefit users with special needs can benefit all users.

In this work our target users are the novice elderly users, those users above 55-
years old and with not enough ICT experience to undertake a digital transaction with
a sufficient threshold of knowledge and confidence. These users have further special
requirements due to deteriorated cognitive processes created by age, which are
essential to be considered in the UI design. The following list shows the senses and
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Fig. 5.1 Knowledge progression of the able-bodied user of a system: x-axis denotes accumulated
experience of use; y-axis learning about application domain and functionality of the system. The
region A (left-hand side on both graphs) represents where the knowledge is rising with the use
and the highest progression tendency. The region B (middle on both graphs) represents where the
knowledge rate is reduced, resulting in a digressive progression. The region C (right-hand side on
both graphs), where the progression tends to disappear and the knowledge remain constant. Point
1 is where the knowledge reaches the peak. Point 2, where the knowledge progression ends

cognitive skills typically affected by the involutional process of aging [15, 60, 61]
and examples of their associated limitations:

• Vision, i.e., low vision, blindness
• Sound, i.e., hearing impairment, deafness
• Touch, i.e., haptic disruption, paraplegia
• Reading, i.e., illiteracy, dyslexia
• Attention, i.e., attention deficit disorder
• Emotion, i.e., anxiety, depression, autism

AGILE is focused on enhancing the interaction on vision, touch and sound
channels. Age introduces sense deficits affecting not only the sensory data, but
also the cognitive processes associated with them. For instance, response time and
cognition processes are gradually and negatively affected with the age progression.
Attentional focus and shifts are difficult to maintain, operate and equally to learn.
Previously learned skills, together with long term memory and reason are still well
exercised. However, capabilities likely to be involved in unfamiliar or first time
tasks, are more impaired with increasing age: instantaneous reasoning, working
memory and executive control (adapted from [27]).

In the following sections we will thoroughly introduce a new guided interaction
style for users with no ICT experience, and with no learning required for its first
use, with novice elderly as target users. In Sect. 5.2, we will describe the literature
relating to elderly users, focused on inclusive methodologies. In Sect. 5.3 we will
describe the AGILE fundamentals, selecting relevant information to conform new
experimental variables. In Sect. 5.4 the new interaction paradigm, AGILE, will be
presented. We will describe the evaluation of the AGILE interface in Sect. 5.5.
Finally, in Sect. 5.6, we will discuss the overall conclusions in the context of
interface design, user models and future work.
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5.2 Literature Review

5.2.1 The Undeserved Double Exclusion

Many technological designs are created by people between 20 and 50 years old, who
lack practical knowledge about the challenges experienced by younger and older
user groups, as well as knowledge of the interaction style most suitable for them
[7]. Thus, historically, designers have ignored users who do not fit the intended
target, such as those who have physical disabilities or are functionally illiterate
[37]. In response to that marginal approach, differences created by age have been
reported by studies on interaction styles for user groups with different age [26, 65].
Furthermore, styles of interaction widely accepted [68] and seen as revolutionary
paradigms for interface design, such as WIMP (windows, icons, menus, pointer)
(WIMP GUIs were popularized by the Macintosh in 1984 [64]), were putting aside
the consideration of possible exclusion. For instance, blind users had to see the items
to effectively interact with them (i.e., for interactions such as item selection, drag
and drop, etc) [37].

Taking into account the fact that young people have a natural tendency to use
technologies and can easily adopt new ones, most marketing investments are driven
to engage those users with high expectations of using new devices and services
related. However, elderly users do not usually have easy access to and usage of
technology. It was well stated by Pieper in 2002, on his concept of the Digital
Divide about the divergence between those users who can access the technology
and those people, potential users, who do not or cannot [14, 46]. For instance, in
2008, there were more people over 60 years old than fewer than 16 in the U.K. [26].
Demographics of aging anticipate research near future direction, showing a 7% of
population older than 65 years old in 2008, with expectations to be doubled in the
next 30 years [26].

5.2.2 Validity of Inclusion

Research on universal technology access has been mainly focused on user groups
with special needs (SN users). Usually, these special needs are represented by
different factors such as speech, motor, hearing, and vision impairments; cognitive
limitations; emotional and learning disabilities; as well as aging and environmental
factors [41]. Fields that addressed computer access for the disabled started in the
early 1970s, where methods for keystroke reduction were of interest to rehabilitation
engineers. There have been many designs for older or disabled people, which
led to mainstream products. For instance, in 1985, anticipating the direction of
Inclusion Design, a predictive interface to reduce typing effort was demonstrated
to be beneficial for people with no obvious disability other than problems with
spelling [62]; talking calculators designed for blind were useful for eyes-busy
tasks and low luminance conditions; less ‘wordy’ or ‘verbose’ interfaces with
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mostly visual content designed for people with language dysfunction were valuable
for multilingual environments [37]; the first cassette tape recorder was designed
specifically for blind people, and because of the poor sound quality, there were no
expectations for it to be a universal product as it eventually became [38]; the large
button telephone produced by British Telecom, was an example of a commercially
successful product with both visually-impaired and mainstream customers; etc (see
[49] for an extended list).

5.2.3 Inclusive, Task and Cognitive Models Examples

Inclusive models are the newest across the user models existing in the literature.
Generally speaking, they consider the user as a wide set of features categorized
in several levels, such as cognitive, perceptual and physical. Their goals pursue
adaptation for user with special requirements and inclusivity projection for the
wider spectrum of users. For instance, Jacko and Vitense made reference to specific
cognitive, perceptual and physical abilities to draw a capability classification. They
were interested in age related degeneration of the retina and constructed a user
profile based on the information of loss of central vision. Importantly they stated
some guidelines in order to overcome and bring an adaptation to the new state of
user vision. Those guidelines involved font size, colour background and input and
output speech [23]. Newell and Gregor broke the traditional UI design and gave
priority to cognitive and physical needs of non standard user to later accommodate
mainstream design in that process, understanding non-standard user as that one
with requirements beyond the user profile erroneously considered average (adapted
from [40]). Langdon et al. analyzed processes of cognition from the information
processing models perspective. Their empirical studies pointed the high levels of
adaptation that a user model will have to gather, and for that the user had to be
necessarily studied based in a holistic awareness of their capabilities [28]. Hanson
revisited the digital divide situation, describing the interconnectivity between older
adults, network services and technology on computers and mobile platforms [13].
Another interesting approach is the Universal Access Reference Model (UARM)
focuses on the accessibility of the interaction between users and systems. It is
aimed to discover the common knowledge and abilities shared between users and
systems reducing their handicaps. It used the Common Accessibility Profile (CAP)
to describe user profile disabilities [9].

Tasks models are valuable for synthesizing the transactions into stages that can
be built and analyzed. For instance, ConcurTaskTrees (CTT) [36] is a notation for
model specification. It has a hierarchical structure of tasks, graphical syntax, con-
current notation and is task-centred. However, it is a notation mainly focused on the
analyst’s work, which will use it to design a solution based on tasks. Unfortunately,
the user is not taking part on that solution building. The specification and interaction
type result of that process is plain, without distinguishing between user types or their
requirements. So, a novel user will have been alienated at the same level as an expert
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user. This can bring some problems into the overall performance and experience not
on the model, otherwise in the satisfaction and effectiveness of the interaction built.

Regarding cognitive models, the work of GOMS (Goals, Operators, Methods,
Selection) [5] has had great influence in this work. From there is taken the concept
that the main goal is to guide and drive user, step by step, in a progressive
fashion over a hierarchical predefined goal structure. To accomplish these goals
in a satisfactory way, tasks and actions have to be conducted in the same way
they were described. Consecution mechanisms should be simple and coherent in
all moments and using the user interface. In fact, parallel works are being carried
out by authors to develop specification tools that extend and improve the NGOMSL
(Natural GOMS Language) notation [25].

Other main standard with influences in this work has been ISO 9241-171,
including some guidelines used in the AGILE interactions style, such as suitability
for the widest range of use, provide text label display option for icons or provide
user-preference profiles [21].

5.2.4 Why the Mainstream Misfits Novice Elderly User Needs

UI Design has traditionally used two key factors to shape the able-bodied user:
experience and learning. These factors are commonly assumed in a sufficient level
to not consider explanations of how to use the interface, which can consume time
and disturb the experienced user in prospective use of the interface. Nowadays,
some applications include tutorials and demonstrations (which visualization can
be voluntary or obliged) to show how to use the interface. The number of such
applications is still reduced, particularly in the case of non-experienced users or
those with special requirements, such as elderly.

To build a successful interaction style, it is important to understand the relation-
ship between user, their experience and learning about technology. For this, we need
to study why traditional models do not reflect these special users. Under normal
conditions of cognition and no physical limitations, we analyze how experience of
the same or analogue technology affects the knowledge a user acquires. Figure 5.1
shows this influence in a graph where the x-axis represents the accumulated
experience of use, while the y-axis sets up the learning about the application domain
and functionality of the system. It can be observed how the knowledge-progression
about the system starts from a maximum and decreases as the use of the system
grows (Fig. 5.1, region A). This situation remains until a specific point is achieved
(Fig. 5.1, point 1), after which the knowledge progression is digressive. This point
represents the moment where the user has reached sufficient knowledge about the
application, and subsequent use of the same system will provide little knowledge
compared with previous sessions (Fig. 5.1, region B). This fashion will end up at
the point where no more sessions will provide any new knowledge about the system
(Fig. 5.1, point 2).

The previously discussed average user (previously seen in Sect. 5.1, second
paragraph) would be hypothetically placed in the centre of the curve (region B),
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representing the set of users with an average experience of the system. The region
B described delimits other two different sets of users outside the central region of
the distribution (region A and region C). Unfortunately, novice elderly users or any
other user with special needs do not fit into the latter regions (B or C). The dynamic
diversity of elderly users makes the traditional user-centred paradigm incomplete
[67], based on homogeneous groups of user testing [45]. The key point is how to lead
a user in the correct use of an interface, increasing motivation through a didactical
approach to demonstrate its use from the very first and ensuing times (region A).

This idea of knowledge associated with previous experience and expected future
uses of the same interface, explains the lack of success on the one-time user
interface, or any of those where the user is unfamiliar with them. Their design is
many times based on the assumption of the future sessions with the same interface
that will provide the sufficient knowledge to improve the interaction. This trial and
error exploration process, apart from non-optimal, fails when we talk about users
with no experience or users unfamiliar with the interface faced. This is why there
is a clear misfit between the models applied to average users and those applied to
elderly or special needs users. The result is that misfit users perceive the inadequacy
of interaction, and many times feel fear of technology use or see themselves as
incompetent users.

5.3 AGILE Fundamentals

5.3.1 The Importance of the Environment

In this work, we are focused on users with specific limitations occasioned by age,
which result in their subsequent needs, presented too when they interact with tech-
nology on their daily lives. These interactions occur in specific scenarios, and they
matter at least as much as the technology itself. The environment has to be accounted
as another key element in the equation of design. Citing J.A. Whiteside [65]:

[ : : : ] There is nothing absolute about user characteristics; they are only meaningful within a
context. Removing individuals from the context destroys the meaning of the characteristics
used to classify them.

To illustrate the consequence of the mismatch between the user’s needs and
abilities regard the environment, we introduce here the definition of “handicap”
(The International Classification of Functioning, Disability and Health (ICF), 1983),
which expressed disadvantage for a given individual due to impairment or disability,
but from the perspective of the interaction with and adaptation to the person’s
surroundings [30]. For instance, a person could have impairment and a disability
but at the same time avoid the handicap: a wheelchair user could avoid the
handicap issue whether the environment propitiates inclusion for such impediment,
for instance, through the use of dropped kerbs to allow easy access from sidewalk
to street (adapted from [42]). Thus, a strong correlation is found between the extent
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of how the environment accommodates to user’s needs and the resulting avoidance
of a handicap.

In addition, it is important to work towards how the environment fits the
users’ needs in a given situation to compensate so user’s deficits in relation with
such environment. There is a translation of responsibility from the user with
specific needs to the environment and its designers, acknowledging the necessity
of adaptation. We do not refer to limitations or capacities in isolation; it is a
holistic approach to focus on how the environment can help to achieve user requests,
including the dependency between their condition and the environment. Thus, it is
the environment, not the person, which is seen as the disabler, noting the importance
of the interaction between the individual and the environment [47].

5.3.2 User Participation

One problem a user usually confronts on everyday interactions is that their success is
depending of how well (or bad) designed is the interface they have to face. To more
finely describe this situation, we use some qualifiers created by the World Health
Organisation’s International Classification of Impairment, Disability and Handicap,
ICIDH [66], and are the following:

• Capacity, describes an individual’s ability to execute a task or action, without
personal assistance or use of assistive devices;

• Performance, describes what an individual does in their current environment in a
life situation, including personal assistance or use of assistive devices;

• Environmental Factors establishes the distinction between environmental ‘barri-
ers’ and ‘facilitators’, as well as the extent to which an environmental factor acts
in one way or another [24].

Thereby, we could say there could be different performance for same capacity,
depending on the adaptation of each environment the user develops in. In Fig. 5.2,
we can observe a common situation on interface use. In the figure on the left
(Fig. 5.2a), the user performance is depending on each interface design, which
is not homogeneous and together with other environmental factors involved may
provoke the same transaction be successful in one case and fails in another. In
contrast, AGILE methodology pursues the goal of augmenting user performance
across a guided and self-explained interface, using consistency and permanency on
the interface style and designed elements across the different types of interfaces in
consonance with the environment (see Fig. 5.2).

5.3.3 Process of Adaptation for Novice Elderly Users

Traditionally, adaptive interfaces have been focused on a series of selected elements
to build up the adjustment of the interface during their usage. Brusilovsky and
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Fig. 5.2 (a) The graph shows the traditional approach of User Interface design ignoring enviro-
mental factors that result into different performance for the same user’s capacity. (b) The other
graph shows the new AGILE interface approach, which encapsulates the environmental factor to
offer a unified and augmented performance for the same user and their capacity

Millán [4] reviewed the five most popular features to be considered in adaptive web
systems as well as how to model the context of user’s work. Following, we will
describe those features that appertain with some considerations to novice elderly
users. In that article, the authors presented the Knowledge as the understanding
of the subject being taught or the domain represented by the system. It was
a changeable feature by learning (increased) or forgetfulness (decreased), from
session to session or even in the same session. This last particular feature of variance
of the knowledge depending on the learning process involved in the interface use
and on the memory functioning applies straightforwardly to elderly users. Goals
represented what the user wants to achieve, and they were catalogued to let the
system recognize them. Goal and task hierarchy follow this line of research and
are a central part of the AGILE interface. Background constituted a set of features
related to the user’s previous experience outside the core domain of a specific web
system. In our particular case of novice elderly users, only the minimum information
necessary to be understood and used across the variability of possible backgrounds
is shown. Inside the Individual Traits they included Cognitive and Learning styles
[4]. The former affected the way information was organized and presented, the
latter the way people preferred to learn. Both components are used in the new
style presented, but conveniently modified for the specific target users. That is, the
presentation and organization of the information is simplified as much as possible
and the learning requirements are minimal. Regarding the Context of work, it also
applies to the new style in the form of the environment and human dimensions.
About the environment dimension, the physical context around the user plays a vital
role during the whole interaction process, becoming another part of the interaction.
The human dimension contained the important feature of cognitive load, taken into
account in the design of the interface. In conclusion, all these features presented
above are a starting point for the construction of a new interaction style suitable for
novice elderly users and then presented.
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5.3.4 Specific Variables for Novice Elderly User

The proliferation of new contexts of use and technologies require a redefinition
of the relationships between users and machines. Transactions are no longer only
about data extraction, they are often interactions for different goals such as buying
a ticket in a train station ticket machine, scanning a passport at the airport, a web
transaction for first time, etc. A novice elderly person is a type of user with no
Information and Communication Technology (ICT) experience. They have even less
incentive to learn than one-time users (i.e., a user who uses an interface only once in
a lifetime). Anecdotal evidence suggests that they are likely to say: “I am too old to
learn new skills” [38]. Their cost of learning is increased because the time to acquire
new skills is higher compared with younger population with undegraded cognitive
skills. Consequently for elderly users, the cost and motivation of learning is the first
serious obstacle to successful use of same technology in the near future, an easier
task and common incentive for younger users. We argue that assistive information
and communication technologies can play a vital role in the issue of traditional
exclusion to elderly users from the mainstream.

Hence, they may not have interest in any fine details of software or hardware,
and so their motivation for such use can be only increased by didactical and guided
methods. Guidance during the process, assistance in case of error and demonstration
of goal achievement are the core of the interaction for this type of users. Even if
successful learning of the use of the interface is achieved, the future use, if any,
should be considered as ‘first’ in terms of memory and functionality recalling. A set
of relevant variables related with such technology use is described below:

1. Motivation: reason that triggers the use of the system.
2. Familiarity: user’s acquaintance of the interface and analogous systems.
3. Skill level: the capability that the user has regarding employing of technology in

general or computer related systems in particular.
4. Cost of learning use: the effort necessary to achieve a sufficient level of

knowledge to use the interface.
5. Learning procedural aspects: the requests for the user to learn methodical aspects

in order to satisfactorily use the system.

Two additional variables associated with time are critical in understanding the
novice elderly user: experience on the interface and frequency of prospective use.
The former identifies the prior experience the user has with the interface. In case of
occasional use, such as the one of novice elderly, the value is near zero. This means
that whether the user has had an encounter with the same or analogous technology,
the difficulties they experience on learning and, in many cases, their absence of
motivation, make it unwise to rely on user memory recall as the sole mechanism
to recognize how to use the interface. It is recommended to consider that the user,
then, faces an unknown interface. The latter variable, frequency of prospective use,
is an explicit reference to the probability or guarantee about the use of the same
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system by the same user in the near future. Because the likelihood of use in the
future of the same interface cannot be inferred with fair level of probability, this
constrains the probability to be always less than 1, and in terms of implications to
design for learning, very near to zero. In conclusion, the ranges of values for the
two factors (variables associated with time) are characteristically defined for novice
elderly users: experience on the interface (� nil) and the probability of prospective
use (0 � P(prospective use of same interface) <1).

5.3.5 Design Variable Values for Novice Elderly Users

Once described the user variables involved in design of the AGILE interface, we
need to specify their values. Considering all said until now, for the novice elderly
user those values are:

• motivation: very low or none
• familiarity: very low or none
• skill level: very low
• cost of learning use: high or very high
• learning procedural aspects D f(AGILE interface implementation)
• experience on the interface: none
• capacity: inherent to the user
• performance D f(capacity, environmental factors)
• environmental factors D f(AGILE interface implementation) C others not

considered

We explain the values selected for the target users. In the first instance, the
motivation value has been already argued that it is very low or none, a distinctive
feature of elderly users. Motivation to use new technology is not present unless it
is well explained the purpose, benefits and eased the attached learning of how to
use it. Familiarity with the interface or analogous systems and skill level values are
also very low, also or none in the former variable, typical of novice users. About
the cost of learning value of high or very high it has been also described as a
characteristic of elderly users, due to their cognitive limitations or deteriorations
by age. The value of the learning procedural aspects, that means the request of
the interface for the user to learn methodical aspects of use, it is in dependency
of the AGILE interface implementation. Experience on the same interface is none
due to the challenge of first time users we want to face; capacity value is inherent
and intrinsically determined by the specific user; and performance’s value is a
function of the capacity of the user together with the environmental factors. In the
evaluation shown later, the only environmental factor studied is the implementation
and effectiveness of the AGILE interface.
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5.3.6 Implications of the Variables and Their Values
on Designing for Novice Elderly Users

The previous selection of the variables and their values has several important
implications in the interface design and interaction.

(a) Learnability: the interface should be developed taking into account the fact that
the number of sessions the same user is going to perform is limited to 1. This
means that possible future interactions are not accounted for. Mechanisms
of learning functionalities of the interface, by retention, or by repetition, are
extremely limited. Better than expecting the user to acquire how to use the
system, it is recommended to spend time and effort in showing the user how
to achieve their required goals. A recommendation would be the correct use
of the metaphor to establish intuitive links with the real world elements (see
Carroll’s work on the metaphor [6]).

(b) Guidance: where possible, efficient mechanisms of guidance through the
interaction should be provided. This aspect is addressed to compensate the
deficiency of the learnability. For instance, in each stage of the process a clear
map of steps achieved and possibilities of the interaction flow would be valuable
for inexperienced user in general.

(c) Assistance: there should be an effective help system, valuable to demonstrate
critical points in the interaction in terms of complexity or novelty. This system
should also be useful in any case of error or impossibility to achieve a goal. This
aspect is related straight away with user’s feedback, and will have an influence
on the notion user takes from the interaction process and the system.

The adaptation process is therefore applied in the design stage. Firstly, there is
an adaptation of contents, where only elements relevant for the user interaction are
shown in the interface. The purpose is to reduce at minimum distractions that can
induce time waste during irrelevant inspection or meaningless interpretation of such
elements. Secondly, the adaptation occurs in the guidance system employed. There
will be an appreciable area dedicated for the guidance system, responsible of direct-
ing user’s attention to the interactive interface elements in each transaction’s step.
Finally, mechanisms of assistance will provide user with procedures to be helped
and amend information in an effortless way. This approach could be seen as a cross-
adaptation process in terms of the adaptive presentation and adaptive navigation
support that Brusilovsky [3] used in the taxonomy of adaptive hypermedia methods
and techniques, but placed in a static fashion in the interface design stage.

5.3.7 Goals as Determinants of User Behaviour

Newell and Simon [39] described user’s goals as the determinants of user behaviour.
User interaction is motivated and driven by goals, applying their knowledge and
limited by the task architecture and their cognitive capacity:
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He [the user] attempts to accomplish his goal as effortlessly as possible, within the
constraints imposed upon him by the structure of the task, by what he knows, and by his
own information-processing limits.

For Moran [35], all the actions a user performs are impelled to accomplish
a goal. He enumerated four different factors that determine and help to predict
user behaviour. These determinants can be altered to improve user performance
in a given situation (and presumably, to increase user satisfaction and reduce user
frustration): altering user interface ! changing the task structure; instructing the
user ! teaching to increase their knowledge; assistance for user’s limitations !
efficient error recovery; automation of subtasks ! to ease the accomplishment of
major tasks.

He gave an example describing two common issues on the human user:

Two examples of processing limits are the human’s limited short-term memory capacity and
his tendency to make errors occasionally (for a variety of reasons). These limits covertly
manifest themselves in the human propensity to break larger tasks down into smaller tasks,
which puts fewer demands on memory and which tends to limit the scope of errors.

5.3.8 The Immediacy of the Goal in the Occasional Use

Occasional interactions with technology have defined characteristics, which should
be taken into account during their design. Among others, the unfamiliar environment
where they take place; whether the interaction occurs outdoors introducing external
factors such as noise, distractions or weather conditions; etc. Above all, in this work
we highlight goal achievement as a determinant factor to shape and underpin the
interaction with technology in our everyday lives. The importance of achieving
the goal in every interaction imposes restrictions at all levels. In the case of an
occasional use, such as buying a ticket in a train station in a ticket machine, or
scanning a passport at the airport, learning how to perform the transaction correctly
cannot rely on future uses of the interface as seen on desktop programs (i.e., next day
or session). Novice elderly users should be considered in this aspect of occasional
use, because even whether they learn how to use the system in a diary repetitive
task, it can be easily forgotten.

The case of a user travelling everyday by train could be considered as an example.
Would a user who has to take occasionally a train and thus use a ticket machine
be considered as an occasional user? What about the first time they use the ticket
machine? In this particular situation, the probability of prospective use could be
inferred to be greater than zero. However, in the first use of the machine the user
has no previous knowledge accumulated through the experience, and the learning in
future uses cannot be helpful in the actual transaction, maybe only in the future ones.
The same circumstances occur in the subsequent transactions. In every transaction
with a ticket machine, getting a ticket from the machine is an immediate goal, which
cannot rely on the future use of the interface in the next session. So, every user of
these types of machines should be catalogued as occasional, no matter the number of
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future sessions, which are interpreted as none during a specific transaction. Desktop
applications can rely on the difficulty of finding the specific option hidden in some
menu in a finite, but greater than one, number of sessions. There, error is assumed
and expected to be improved in next try. Goal achievement is as important as
learning the best ways to perform functions, and in case of error, solution cannot
be relied on learning in future uses. Performance on every interaction should be
maximized. In the case of an everyday user of a self-service ticket machine, the
transaction’s goal and time are critical, more than to learn how to do it in the
best way.

In this chapter we argue that novice elderly users in transactions succeed the
premises of an occasional user, with learning, memory and interactivity issues
accentuated by the elder state of such users.

5.4 AGILE Model: Assisted Interaction with No Learning
Nor Experience Required

5.4.1 Philosophy

In this work, a new interaction style is proposed, based in the hierarchical task
analysis and namely AGILE Interaction. It pursues the ease of use, but taking into
account the lack of traditional mechanisms of learning by repetition or retention.
This style sacrifices the possibility of developing the execution of processes in
parallel and other typical advantages of WIMP interfaces [64]. It works towards
simplifying, ideally, the syntax of knowledge to optimize the use of the system and
its semantics. The user should be able to interact without a previous intensive study
of them. Semantics should be sufficiently intuitive to allow the user to correctly
interpret the interface structure with a minimum effort. Thus, the interface contains
essentially short but meaningful descriptions and an overall clear language and
content. An effective approach to develop this concept is the correct and effective
use of the metaphor. The metaphor is a pillar of any current interface design. It is,
in essence, a vehicle to transfer a concept, knowledge or idea to the user. In the
context of users with no experience and reduced cognitive function, such as elderly,
this transference becomes critical to effectively transmit, interpret, and reorient if
necessary, the meaning that the metaphor represents. As a consequence, it is crucial
to include a new dimension of literality into the metaphor to achieve a correct use
of the AGILE interface. This literality will be introduced by two elements: a virtual
agent will represent the assistant part of the interface, explaining and indicating the
options in each step. The second element will be, wherever possible, a representative
icon of the option accompanying the text. These two elements represent the faithful
connection between the explanations and decisions making inside the interface with
the reality outside the interface.
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5.4.2 Learning from Traditional Interaction Styles

Traditional interaction styles may bring some useful characteristics to put up a
suitable interaction style for the elderly user. For instance, direct manipulation
[18, 54] is already placed in almost any interface in greater or lesser extent. The
immediate handling of objects is primarily connected with how we see and use
object in the world and it becomes a critical feature of this new interaction style.
In addition, the active component of questions and answers [43, 51] and the tutored
approach of the wizards [8] make them very recommendable for elderly users. Other
features from other styles like form filling should be used only when absolutely
necessary (i.e., authentication with introduction of password), and even in those
cases any alternative with the same effectiveness and minimum text input should
be examined. For instance, the interface should offer best ways to deal with the
information than the traditional typing, where the environment allows to it (i.e., if
the source of target destinations for a trip is publicly available, a predictive search
considering the default location where the user currently is, will save time and
effort). Command language is manifestly discarded for lack of experience and the
complexity and time required learning how to use it.

5.4.3 Methodology

To overcome the habitual short sightedness of information and communication
technology (ICT) designers [11], this work is oriented to prevail over functional
limitations [19] of users. This perspective incorporates into the interface design what
really matters for user with specific requirements: the capacity of doing an assisted
and guided definite task. Based on the variables previously described (in Sect. 5.3,
second paragraph) and taking on board their implications for designing, the specific
aims of this methodology are:

(1) Simplifying the decision making on every transaction step.
(2) Guiding the user in all the steps of the interaction process.
(3) Assisting and demonstrating the use of interactive components on the interface.

To simplify the decision making, there is a transformation of the task tree struc-
ture, flattening its depth to transform the transaction in a process with greater num-
ber of decision steps but with much lower complexity in each decision. The number
of steps has been increased reducing the complexity of each. Many times in digital
transactions the steps are overloaded of multiple decisions and information, which
often overwhelmed the senses of the user, especially during the first-time uses.

To achieve aims ii and iii, innovative ways of assistance and guidance are
proposed. First, a virtual agent implements the personification of the assistance
concept. Using animation principles, quick and effective demonstrations of ‘what to
do?’ and ‘how to do it?’ are shown by the virtual agent. In addition, user’s attention
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Fig. 5.3 First schematic prototype of AGILE interface, shown in a tablet. It consists, from left to
right and top to bottom, on a map of goals, a map of steps, an assistive area and an interaction area

is directed to relevant items or areas on the interface by head, gaze cues and gestures
of the agent. This paradigm is based on multi-frame animated physical cues used to
orient attention of the user [32] on digital and touch interfaces [33] in combination
with animation principles to predict perception on the observer [57]. In the following
list, focused on overcoming any of the deficits (stated on the left), principles are
stated on the right as resources for the design of the interface and will be used with
discretion over the iteration of the interface design:

• Attention ! simple layout; Physical Cues [32, 33]; Animation Principles [56].
• Touch ! touch screen, customizable size of items, input redundancy: mouse,

track pad, keys, phone.
• Reading ! avoid meaningless text buttons, use icons, speakers.
• Vision ! animation principles: Exaggeration, Silhouette [57].
• Sound ! text and sound, indications, flashes.
• Emotion ! simple, exaggerated characters.

Having identified these principles, we discuss how some of these are employed
in the AGILE interface design.

5.4.4 AGILE Initial Prototype Description

The initial prototype divided the screen into four different areas of interest in a
landscape screen mode (see Fig. 5.3).

Goals Area: this area is placed in the top of the screen. Its purpose is to show the
hierarchy of active goals in each moment. It starts showing the immediate goal to
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achieve (i.e., goal A), and a sequence of sub goals (i.e., goal B, goal C, etc) necessary
to accomplish the former (goal A). Each time a goal needs other subgoals to be
accomplished, the goals’ list would be updated, showing the subsequent subgoals.
This area is not intended to allow any type of interaction. Thus, its role is merely
informative.

Assistance Area: it shows the sequence of steps necessary to accomplish the actual
goal. Steps are ordered, sequenced, and numbered. However, there is only one step
activated at any time (noted by bold font type), rest of the steps appears deactivated
(noted by a non-bold font type). In addition, a virtual agent (a female assistant
character was chosen for this prototype) who would be in charge to point out which
is the current step. The virtual assistant’s main aim is to assist in the use of the
interactive components of the interface. It is also a vehicle to orient the attention of
the user to the relevant areas of the interface, where the demonstration or posterior
interactivity will occur. This area is intended to receive interaction from the user in
order to confirm the finalization of the step (all the interactions inside that step are
accomplished and finished by the user).

Interaction Area: the area designed to receive most of the interaction from the user.
It also shows the information relative for the interaction flow (physical layouts,
measures, etc). Item selection, form filling and direct manipulation will occur in
this area.

5.5 AGILE Prototype Evaluation

5.5.1 AGILE Prototype Evaluation Methodology

The evaluation of the prototype was distributed in three different parts. First, the
developing of a prototype with the aims previously exposed in the Methodology:
simplification of decision making, guiding the user, and assisting and demonstrating
the use of the elements of the interface. Second, the prototype was tested on a
digital transaction that users occasionally perform. The device chosen is a portable
device (tablet) and the input channel was the touch. Target users were novice elderly
users, with little or no experience on touch devices and little or none with other
technological devices such as computers. Third, the iterative design and test of such
prototype based on the analysis and conclusions obtained from the evaluation.

5.5.2 Iteration 1: AGILE Prototype in MS Power Point
with Human Assistance

The first iteration of the prototype consisted in a preliminary evaluation of a MS
Power Point (MS Power Point 2008 for Mac, v. 12.1) presentation, shown on a PC,
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Fig. 5.4 First prototype of AGILE interface, shown in a PC with MS Power Point. It can be
appreciated, from left to right and top to bottom, clouds with name of goals (map of goals); speech
bubbles (map of steps); a virtual agent (assistive area); a confirmation task (interaction area)

about a Kitchen Design application (see Fig. 5.4), inspired by the IKEA kitchen
planning tool [20]. Controls were set up to advance to the next slide whenever the
user selected an option available. The total number of steps (slides) presented was
eight (8). When the user got ‘stuck’ in any step, the researcher helped, carefully
explaining how to perform the corresponding action. Typically the most common
problem was how to do a selection (press a specific button), when there was more
than one element active on the screen.

The number of participants was four (4) with an average age of 74 years.
They gave informed consent from the Computer Science Languages and Systems
department from the University of Malaga, Spain. Participants were not disabled
and their cognitive abilities were typical of that age, with no special impairments
described. They were given instructions of building their own kitchen using the
application. The researcher would assist the participant only if they were stuck for
certain time in the same step, or operation.

Conclusions of this iteration showed that the map of goals was not seen or useful
at all. Instead, it was disturbing normal interaction because when participants were
asked if they perceived it, only two of them did, and they did not find it meaningful.
The same happened with the step map, which was getting in the way when users
thought they had to click on the speech bubbles, disrupting the interaction instead
of informing it. The trend from the user was to think that every thing appearing on
the screen was clickable and relevant for the current task, instead of distinguishing
what was informative and what interactive.
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Fig. 5.5 The second iteration of the prototype of AGILE interface for the train ticket transaction,
shown in an iPad2. Note the absence of Goals and Steps maps. There still remain the virtual agent
(assistive area) and the region with buttons (interactive area)

5.5.3 Iteration 2: AGILE Prototype in iPAD2

Based on the previous iteration, an evaluation was carried out on the evolved AGILE
prototype. The prototype was tested in a portable device, a tablet device (iPad2) and
it was implemented in iOS (see Fig. 5.5).

5.5.3.1 Evaluation Process for Comparison with Other Digital
Transaction

A post event evaluation was done in order to refine the early prototype. The
evaluation was carried out comparing the transaction in the AGILE interface versus
another train ticket purchase in a rail website (see Fig. 5.6), using the same tablet
device. Each user made two transactions, one on each different application, with a
counterbalanced design. This evaluation was carried out in Scotland (UK) at elderly
users home and in Malaga (Spain), at a health centre and adult learning centre. In
total, the number of participants tested was 11. The age range was between of 58 and
83 years (average age in Scotland was 77 years, in Spain was 69.58 years, overall
was 70.93 years) with no disability described, and with cognitive and physical
impairments typical of those ages. All participants gave informed consent under the
regulations of the School of Health and Social Sciences of the University of Abertay
Dundee in English, translated into Spanish where necessary. To make the test more
suitable, the absence of Spanish translation for the rail website lead to the selection
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Fig. 5.6 The rail website that participants had to use to buy a train ticket transaction. In particular,
when the user had to select the service time, type of ticket and price

of other website, a common web store (see Fig. 5.7) and the transaction changed
to a book purchase. The adjusting in the AGILE version was done minimizing the
differences with the AGILE version previously developed for the train ticket. This
resulted in the same characteristic screens and tasks, but a reduction in the number
of steps due to the book purchase transaction properties.

There were a camera recording (Panasonic SDR-H85 with tripod) and Eyetrack-
ing (SMI Eye Tracking Glasses [58, 59]: non-invasive video based glasses-type eye
tracker, 30 HZ binocular, spatial resolution 0.1ı, gaze position accuracy 0.5ı over
all distances, 3-point calibration, HD scene camera and audio recording) during the
test. All transactions were performed on the same tablet device (iPad2 with iOS
version 4.3.5 and the interface designed using Objective-C language in XCODE
4.2, SDK 5.0), in a controlled room with absence of noise, disturbance and any other
potential disruptions. Instructions of the transactions were the same (distinguishing
between train ticket layout and data and book purchase layout and data, respectively)
and provided in a sheet of paper, constantly visible for the participant in all trials.
AGILE interface versus rail / book buying website tests were counterbalanced across
participants.

The evaluation methodology worked toward adding quantitative and qualitative
data to enrich evaluation results and refine the prototype as much as possible. First,
the whole interaction process was recorded in a video camera, pointing to the
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Fig. 5.7 Detail of the website used for the book purchase transaction. In particular, when the book
title had been found and the Quantity had to be introduced (on the right side of the screen above
the rectangular button Añadir Cesta (in English “add to the basket”))

tablet device to record users’ touch interaction. All the operations, questions and
answers during and after the interaction were recorded. Second, some participants
were eye tracked to facilitate the analysis of the performance with the tablet. After
both transactions, participant were asked a qualitative questionnaire about their
experience overall, particular issues and recommendations about both applications.

5.5.4 Results of the Test of Train Ticket Transaction
on Rail Website on iPad2

Analysis of the camera recordings showed that the transaction time was almost
double on a rail website. Comparatively, the number of comments and assistance
provided by the human helper was four times less than the one provide using the
AGILE prototype. Furthermore, the content of the assistance was more loaded on
the rail website, while in the AGILE comments were merely short confirmations or
reminders to follow the instructions provided.

In addition to this quantitative difference, the major findings were qualitative.
Comments and answers to the questionnaire described the problems the users faced
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during the use of the rail website. Mainly, problems were found in how to use the
controls for inserting text (some participants missed the physical keyboard and it
took them some time to realize there was the possibility to have one displayed on
the screen when a text box was selected), for selecting time and dates (very little
space for their fingers) and how to scroll down or up the page to find the button to
carry out the next step on the transaction. In addition, there was a screen where the
button to go to the next step was not initially displayed and it only appeared when
a train service was selected, increasing the confusion of “what to do next” in that
specific step.

5.5.5 Results of the Test of Book Purchase on Website on iPad2

Similar results were obtained from the book purchase test transaction using a
book buying website in Spanish. Despite there were only three screens to go
through, the time elapsed was again so much longer (an average of 10.1 min
(SD D 0.68) compared with an average of 3 min (SD D 0.5) in the AGILE interface).
The complaints were about the overloaded interface, with too many unnecessary
elements no relevant for the current task. Publicity, and the display of elements not
required were all major distractions for participants. They argued that they had to
spend much time reading messages and inspecting elements, with the high risk of
clicking on them and moving into undesired screens. Also only one participant could
find the search bar without help. The rest of the participants had to be guided by the
researcher to successfully introduce the title of the book.

5.5.6 Discussion

The evaluation of the AGILE prototype (see Fig. 5.8) has brought different and
important findings. The early prototype has shown how the goals map is irrelevant
for users when they face an unknown transaction. At first glance, it was relevant to
know where the user is in the transaction flow, but when there are too many new
elements on the screen, so the priority of that knowledge does not seem to be the
most important aspect of layout. Furthermore showing the goals map seems to be
completely irrelevant for the current operation the user is performing.

A similar situation occurs with the Steps map. Many users were distracted with
the steps, and semantically, they did not bring any useful meaning for the current
operation. It was a distraction more than a help. This early prototype gave us the
opportunity to refine the interface for the next iteration, removing the Goals and
Steps maps from the interface on the next interface design iteration.

In the evaluations on the tablet device, the comparison with a website to do a
similar train ticket or book purchase transaction was very helpful. The problem of
small screen space or using controls can be partially solved whether the website
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Fig. 5.8 One of the screens of the second iteration of the AGILE interface for the train ticket
transaction. In particular, the Facing Direction choice

implements the best controls available for such operations, such as the ones that
Apple Corporation provides for time and dates (scroll wheels) on iOS devices.
However, again how to use these controls are not publicly known for every user who
faces the interface, for example, novice elderly users. Such is the case, that when
participants were asked whether they knew the existence of accessibility features
such as the ‘Zoom in or out’ using two fingers to do the pinch gesture on the screen,
they were surprised and argued that “I was not born knowing that, nobody taught
it to me. Now it is too late”. The concept of the virtual agent is to overcome this
problem. In the prototype shown the agent is explaining clearly, and with good
manners, the instructions in every step. In addition, prospective implementations
of the AGILE interface will include the animation of such agent, presenting it
in coordination and in sequence with the relevant items on the interactive screen.
Tutorials before each screen could be provided to explain how to perform it.

Another conclusion from the evaluation test is the performance of the transaction.
At first instance, the transformation into AGILE interface of the train ticket
transaction has increased the number of steps (from 7 compulsory, to 14) (see
Fig. 5.9). However, the questionnaire answers brought the conclusion that in fact
the AGILE interface was preferred in case of having to choose one application
to purchase. It seems that despite the fact that the number of steps was increased,
the approach of the AGILE interface in general and the simplicity of the decision
making in particular have had a positive direct influence on user satisfaction. In
addition, the way that users could amend the decisions made (on step 11), or quickly
go to last screen whether user was in a hurry and wanted the default values on all
the subsequent screens to not waste time (step 6), were learned and used intuitively
with no effort.
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Fig. 5.9 (a) Task Tree representing the tasks in the rail website with 12 tasks: 7 compulsory
with 5 with default values, and 5 optional. (b) Task tree of the same digital transaction in the
AGILE interface with 14 tasks of which 14 were compulsory and none with default value. Note
the possibility to go forward on step 6 and backwards on step 11

Despite the overall positive preference on the AGILE version of the interface
(11 participants preferred the AGILE version, 0 the other), some critical reflections
must be mentioned about AGILE interface. First, the AGILE version did not have a
text input option. Instead, the search was predefined and elements showed were
already known (destination city in the train ticket and book title in the book
purchase). Second, there was a step in the AGILE interface that distinctly took
more time for participants to perform and learn how to use. It was the clock in
the train ticket application or counter of number of same items in the book purchase
application (see Fig. 5.10). Some participants were ‘stuck’ until they found how to
change the value, which was deliberately set up on zero. At the beginning, evaluators
thought that the problem came from the digital numbers, which could be improved
using other type of numbers. However, eyetracker data showed that for instance one
participant was stuck in that step, looking to the numbers, then look at the speech
bubble and the agent, and back to the numbers again. It was a clear cycle of not
knowing what to do next (see Fig. 5.11).

The participant touched the numbers trying to change their value, and for a long
time after he did not realize that the green triangles above and below the numbers
increased and decreased the value respectively. In addition, the most pressed arrow
was the bottom one, probably for their proximity to the ‘OK’ button. Another issue
with the arrows was that some users simply pressed or held their finger down on
the arrow waiting to see the value increased automatically when the button was held
down. That option was deliberately discarded on the design process, thinking that
maybe it was found only in recent technology and thus too advanced for novice
elderly users. However, the questionnaire brought the reason for such behaviour:
some videos and microwaves counters have the option of keeping the button hold
to increase the value automatically and faster, as do many digital alarm clocks. All
these differences would have influence in user preferences.

It could be argued that better than using a website run on a tablet, the test should
have run a specific mobile versions of the same website. Clearly this would have
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Fig. 5.10 One of the screens of the second iteration of the AGILE interface for the train ticket
transaction. In particular, the Time to Travel choice

Fig. 5.11 Detail of the AGILE interface for book purchase. In particular, the number of books
to be purchased. The line represents the scanpath of the participant (74-years old), this is, the
trajectory the participant’s gaze draws on the scene recording. The circles represent the fixations
of the participant, and the size of such circles means the fixation duration. On the left it can be
seen how, from the number of items, the gaze goes to the speech bubble and agent. On the right
hand side, the cycle is clearly visible going switching between counter of items and speech bubble,
with very few lines directed to the ‘OK’ button. The participant touched the number, instead of
the arrows above and below, trying to increase the number of items. Without a doubt, the lack of
information to show the participant how to operate the control is a design error

increased the performance and suitability of such application on portable devices.
However, many retail and transport companies do not have separate applications,
and many first time users may not seek to download specific apps even if they are
available. Thus, we still considered the comparison fair for the following reasons.
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In the case of a specific application developed for mobile platform, the differences
would be on the suitability of controls and maybe some differences in the number
and size of the elements shown. In that hypothetical situation, it would still be far
from optimal because the main problems found will remain: there will still be a
lack of knowledge on the users of how to use such controls, like the accessibility
issues, which are normally unknown for many users, because nobody would have
taught the users how to use them, such as scrolling wheels for time and date, or
pinch gesture to zoom in and out, etc. In this case, user performance would increase
in line with their intuition. Thus, the necessity of assistance, clear explanations and
concise messages are essential for the correct use of the interface for first time users,
and particularly for those with no technological experience. These problems were
overcome as far as possible in the second iteration of the AGILE interface. The
virtual agent expressed a polite and clear message in the speech bubble and pointed
to the relevant area where interaction occurs. The size of the buttons, look and feel
of the interface, and the few options for selection (2 option in most of the cases, 4
options in two cases and only once with 8 options; not counting the calendar where
technically the number of options would be around 30 depending of the month), are
also part of the approach.

To overcome these issues and generally improved the performance, a third
iteration would introduce animation on the virtual agent and its extremities, and on-
the-fly quick tutorial for explaining the use of complex controls. In tablet devices,
an ‘incorrect’ tap of the numbers rather than the increment or decrement should
generate an advisory message politely suggesting that the arrows can be used to dial
up the required number. In addition, an order on the sequence of interface’s elements
presentation should be introduced. First, the agent would appear and then its speech
bubble would appear, and after that, the elements on the interactive area. So, the
prominence of the agent and the message with instructions would be increased.
Finally, the introduction of the sound would be carefully implemented.

5.6 Conclusions and Future Work

In this paper we have described the ordinary model of user that many Graphical User
Interface (GUI) designers have in mind, the average user. Particularly, each situation
provides an intuitive cataloguing of the conceived average user in its own context.
Then we have questioned whether this stereotype truly reflects the wide spectrum
of users and whether it is ultimately useful for the design of any interactive system.

Subsequently, a review of the traditional approaches in design was made to
explore the variables, in which users with special needs, such as elderly, were based,
to ascertain whether they covered the whole spectrum of actual users. Because of
the permanent change on the context where the technology is used and the constant
evolution of user stereotypes, those commonly accepted procedures were revisited
with a target update, to accommodate new trends and user profiles.
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Fig. 5.12 One of the screens of the second iteration of the AGILE interface for the train ticket
transaction. In particular, the Type of Seat Extra Features choice

Without asserting what sort of the approach is better for HCI interface design ((1)
designing for one uniform user group; (2) designing different interfaces for different
user groups; (3) designing an adaptive interface [2]), the interface adaptation has
been done in the design stage. We have placed the user and their needs as an essential
component of user interface design. A new interaction style has been described,
ideally conceived for users with no IT experience nor time to learn, the AGILE
interaction style (see Fig. 5.12), focused to adapt to the idiosyncrasy of a non-
archetypical user, in this case the novice elderly user. This type of user meets some
peculiarities, such as no motivation to learn; or absence of memory even in the
same session, exacerbated by the lack of didactical approach commonly found in
many GUI. We have covered this issue by the use of an effective guidance and
assistance system for every step of the interaction process. The assistance has been
implemented in a virtual agent, in charge of guiding the user in the current goal
achievement, and in lecturing how to perform operations on the interface by simple
and effective animations. Physical cues and gestures orient the user’s attention to
relevant areas of the interface to enhance interactivity. The simplicity of the interface
layout becomes essential, as well as the effectiveness of the assistance and concise
use of the metaphor. Reducing the number of items on any one screen has the benefit
of minimizing the risk of change blindness from the observer of the interface (e.g.
[50]). Even simultaneously presented items can be difficult to segment and parse
appropriately when there are too many items [53]. By minimizing comparisons and
items, decisions and detections have been maximally facilitated. For instance, to
enhance touch [60] and visual experience, clear and large sized icons have been
selected, accompanied by text descriptions (as recommended in [21]).
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This work has carried out transnational novice elderly user testing using touch
interface on tablet devices, with video camera recording, eye tracking recording
where possible, and qualitative questionnaires. The evaluation process has brought
helpful findings as the suitability of the AGILE interface for occasional digital
transactions, such as buying a train ticket or purchasing a book. A clear validity
of the style presented has been successfully evaluated on our target users, the
novice elderly. Among the most valuable features demonstrating their suitability,
we highlight the simplicity and clarity, guidance and error-minimized that the
AGILE interface presented during the whole interaction process. Simplicity in the
effortless of decision making exhibited in each step, with a minimum cognitive load
attached. Clarity in the display of only indispensable number of elements necessary
to accomplish the transaction, with large buttons, legible font and overall concise
messages. Guidance in the succinct instructions given by an agent in each step,
placed in a wide and visible region inside the interaction area. Error-minimization
by restricting the possible options user has in each step, without affecting the
effectiveness of the goal accomplishment and therefore satisfaction involved. All
these features could be adapted in the design process whether the target user group
varies, for instance, maximizing the use of the sound channel for a blind user, or
the assistance method to show how-to do a gesture in the case of not knowing how
to do it, etc. However, these revisions of the interface should always be part of the
design process, carefully tested and iterated. It is the ultimate goal of this style to
present a consistent interface among users with no technology experience, lessening
unpredicted changes during its use to maximize stability and productivity of the
interface.

A third iteration of the interface would be needed to avoid problems on design
and effectiveness, with certain elements such as the clock/counter and the increase
operation associated. Animations of the virtual agent, quick tutorials of such
controls and order of the sequence of elements revealed are to be included in it.

The content of this work is the corner stone of a new approach on interface
design. Furthermore, development will explore different types of tasks, widening
in variety and complexity to present new challenges for designers, modifying or
updating any of the principles exposed here. Finally, testing the interaction paradigm
with users with other cognitive limitations, such as dementia or Parkinson’s, and
finding exemplary interactive elements for their interface is on the agenda of the
authors.
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Chapter 6
Context-Aware Recommender Systems
Influenced by the Users’ Health-Related Data

Martı́n López-Nores, Yolanda Blanco-Fernández, José J. Pazos-Arias,
and Manuela I. Martı́n-Vicente

Abstract This chapter provides an overview of past and current developments in
the area of recommender systems, paying special attention to two concepts that
we view as cornerstones to provide effective assistance to people during their
daily lives: context awareness and health awareness. We will enumerate different
dimensions of context that are handled nowadays to maximize the value of the
information delivered to the users, and then explain the existing approaches to take
health-related data into consideration. Finally, we will describe the main features of
a mobile application we are developing that interacts with electronic health record
repositories and manages location information to recommend commercial products
to the users.

6.1 Introduction

During the last decade, the growth in the amount of information available through
the Internet and broadcast networks has fostered the development of recommender
systems, which are tools intended to proactively deliver information according to the
interests, preferences and needs of each individual at any time. These systems can be
seen as an evolution of the classical search engines of the Internet (e.g. Google and
Yahoo), that would retrieve relevant web pages in response to user-entered queries.
Search engines proved effective, with millions of people using them to find pieces
of information and services, but the growing presence of information technologies
in society has rendered this paradigm insufficient. It is no longer realistic to think
that users will bother to visit a site, enter queries describing what they want, and

M. López-Nores (�) • Y. Blanco-Fernández • J.J. Pazos-Arias • M.I. Martı́n-Vicente
Department of Telematics Engineering, University of Vigo, EE Telecomunicación,
Campus Universitario s/n, Vigo 36310, Spain
e-mail: mlnores@det.uvigo.es; yolanda@det.uvigo.es; jose@det.uvigo.es;
mvicente@det.uvigo.es

E. Martı́n et al. (eds.), User Modeling and Adaptation for Daily Routines: Providing
Assistance to People with Special Needs, Human–Computer Interaction Series,
DOI 10.1007/978-1-4471-4778-7 6, © Springer-Verlag London 2013

153
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select certain items from among those in a list. The reasons may have to do with the
users adopting a predominantly passive role (e.g. while driving or watching TV),
with the absence of bidirectional communication (as in broadcasting environments),
with the users feeling uneasy with the interfaces provided or, simply, with the fact
that the users may not know what they need or what would be advisable for them.
Recommender systems are intended to address these problems, which are the focus
of a large body of research nowadays.

The point we address in this chapter is that there is much work to do in the area
of recommender systems regarding two concepts that we view as cornerstones to
provide effective assistance to people during their daily lives: context awareness and
health awareness. On the one hand, while it is true that several authors have made
experiments with many different dimensions of context (e.g. to consider where the
users are or what they are doing), their approaches are most often ad hoc for one
only dimension, and there are no systematic approaches to deal with several ones in
a uniform way. On the other hand, it is noticeable that most of the research efforts
in recommender systems have left health-related aspects aside, even though they are
a non-negligible matter of interest and driver of decisions for many people. This is
particularly true of people with special needs and/or disabilities. Some authors have
come up with expert systems that process information from the healthcare domain,
but the management of health-related data remains practically unexplored in the
realm of personalized information services.

We will first take a look at the functionalities provided by recommender systems
nowadays, with special attention to their context awareness features and also to
the few existing proposals in the e-health domain (Sect. 6.2). Next, in Sect. 6.3, we
will briefly describe the different ways to gather information about the users and
their context. In Sect. 6.4, we will survey the main techniques used to match the
information available about the users with the items that may be offered to them,
which lead to different recommendation strategies. We will see how those strategies
have been used in context-aware systems, and pay special attention to their relative
strengths and weaknesses when it comes to handling health-related data and making
recommendations to people with special needs and/or disabilities. In Sect. 6.5, we
will describe the features of a recommender system we are developing ourselves,
named HARE (Health-Aware Recommender), that manages health-related data and
location information to proactively select potentially interesting products for the
users. A summary of conclusions will be given in Sect. 6.6.

6.2 Evolution and State-of-the-Art in Recommender Systems

The first studies on personalized services arose in the realm of adaptive hyper-
media, aimed at improving the usability of the World Wide Web. There have
been countless approaches to web page recommenders [3, 4], relying on navigation
histories as the main source of information about the users’ interests. Some authors
(e.g. [1]) introduced a notion of informational context, in the sense of computing
recommendations live, looking for web pages related by topic to the ones being
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displayed at the moment on the users’ web browsers. A few recommenders would
also tailor the selection and presentation of contents to the time the user will have
to read or watch material, the size of the screens where they will be presented or the
input mechanisms available [65, 66].

Personalized learning over the Internet developed hand-in-hand with adap-
tive hypermedia, with many authors developing and making experiments with
recommender systems (e.g. [2, 56]) grounded on a number of standards for
student profiling, content description, etc. These standards have been adopted
in personalized TV-based learning (t-learning), with recommenders delivering
selected pieces of educational material through simple interactions with audiovisual
contents (see [46, 54]). Also, many authors are working to provide personalized
learning through mobile devices (m-learning), with recommender systems aimed
at delivering the (potentially) most interesting pieces of information following
the users’ movements in indoor environments (e.g. museums) or outdoors (e.g.
in guided city tours) [12, 23, 39]. Other systems were presented that took into
consideration features of infrastructure (e.g. surrounding communication resources)
and physical conditions (noise, light, etc).

Actually, the first application area for personalization beyond the PC was
that of personalized programming guides, to help TV viewers find interesting
programs among the growing number of channels available. This is now a relatively
mature field of research in what concerns TV watching at home, with various
recommenders featuring semantic reasoning capabilities [15, 18]. Some systems
(e.g. [55, 85]) can even adapt the recommendations depending on whether the
user is watching TV alone or in groups, which is another dimension of context
awareness. As for the delivery of audiovisual contents over mobile devices, there
have been several approaches to build music recommenders and personalized video
channels [43, 44, 48]. Research in this area has been recently boosted by promising
works on affective computing [77,79,80], which —coupled with theories on emotion
and cognition— make it possible to take the user’s feelings (mood, stress, etc) into
consideration as well.

Personalized e-commerce has been around on the Internet for some
years [45, 70], but it was absent until very recently in other platforms. Again, the first
developments arose in digital TV, with approaches to pick specific advertisements
from the broadcast emissions [14]. Going one step beyond, some authors focused
on the automatic composition of interactive services, developing approaches to
automatically assemble applications that would provide personalized commercial
functionalities [10, 17, 72]. Also, systems have been demonstrated that deliver
personalized and location-aware advertisements over devices like car radios, PDAs
and smartphones [78].

Some authors have worked on personalization in e-government, too. The need
arises from the fact that users often get lost in the information space of e-government
portals, needing specific hints that are easily obtained in administrative buildings
(e.g. finding the office responsible for a given service or asking for assistance to fill
out certain fields of a form). Approaches to address this problem include strategies
to help discover administrative proceedings one has to fulfill [71] and solutions to
identify contexts in which a given proceeding is applicable [31].
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Recommender systems are progressively gaining other new areas of application.
Just to enhance the picture of the preceding paragraphs, we can cite research works
in location-aware restaurant recommenders [84], bibliography recommenders [38]
and personalized friend making [88]. Indeed, recommenders are already working
behind the scenes in numerous well-known sites and applications, like Amazon,
Netflix, Movielens, Last.fm, Facebook, MySpace, LinkedIn, Foursquare, etc.

6.2.1 Recommenders in the e-Health Domain

Personalized healthcare remains an area with very few specific solutions, notwith-
standing the fact that health-related data are undoubtedly a wealthy source of
knowledge about the interests, preferences and needs of many users. Mainstream
research in e-health ranges from the design of wearable/implantable devices
(see [32, 57]) that sense physiological parameters to expert systems for information
processing and diagnosis [68, 73, 87]. Yet, there are a number of personalization
systems that are worth describing, because they may be paving the road for further
research in the area.

Several authors have focused on providing useful information to people with
chronic diseases, such as diabetes, chronic obstructive pulmonary disease (COPD),
coeliac disease or obesity. For instance, the system of [22,25] aims to deliver health-
related educational material (both video- and text-based) from any knowledge
available about the users’ health conditions, including real-time monitoring of vital
signs (heart rate, oxygen saturation, and blood glucose values, etc). In the same
line, the authors of [33] presented a lifestyle recommender for people touched by
diabetes, which can suggest meals and physical activities by managing information
entered by the users or by doctors, real-time vital signs and a record of previous
recommendations to keep track of the particular culinary preferences of each
individual. The system of [40] went a little bit further for people with coronary heart
disease, delivering diet recommendations by also looking at the history of diseases
of the users’ relatives. Other interesting pieces of work about personalized diets can
be found in [28, 82].

Among the works that did not focus on chronic diseases, we can highlight the
framework for health-aware recommender systems presented in [83], which aimed
to deliver educational material and medical advice by processing the knowledge
gathered in semantic networks like Wikipedia. A similar goal was pursued in
the system presented in [42], which would also guide the users in hospital to
reach locations where they would get certain medical cares. Likewise, in [49], we
presented a smart medicine manager that would also monitor the users’ intake of
prescribed medicines and issue reminders and warnings through whichever means
were available (mobile phones, computers, TV screens, relatives, etc). In [59],
another recommender system was proposed to suggest clinical examinations for
patients or physicians from patients’ self-reported data, with an expert system
processing information behind the scenes. In [26], the idea was to process medical
histories to find the most relevant ones for physicians, researchers and students.
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Finally, the authors of [35] developed a recommender system to assist patients
confronted with a medical condition to decide which physician to trust.

The authors of [35] put the emphasis on the privacy aspects related to the
management of health-related data, presenting two different architectures to address
those concerns: the Secure Processing Architecture (SPA) and the Anonymous
Contributions Architecture (ACA). In SPA, patients submit their data to the
recommender systems in a protected form without revealing any information about
themselves, and the computation of recommendations proceeds over the protected
data using secure multi-party computation techniques. In ACA, patients submit data
in the clear, but no link between a submission and patient data can be made. These
architectures can be seen as greatest common factors for other authors’ approaches
to privacy.

Although the number and the quality of proposals in the area of health-aware
recommender systems is growing noticeably, the truth is that they are still a
comparatively minority topic in conferences and journals focused on personal-
ization in general and/or recommender systems in particular. The reason could
be related to the privacy concerns, since it is generally not easy to engage in
collaborations with hospitals, to gain access to repositories of clinical documents
or to gather a sufficient number of users with specific profiles to run statistically-
significant experiments. It is also noticeable that the management of context in
the aforementioned personalization systems is too reliant on ad hoc solutions,
since there are no systematic approaches to exploiting location or physiological
information, let alone other dimensions of context. Here, it should be possible to
borrow solutions from the burgeoning area of technologies for ambient-assisted
living [9, 36, 47], which make extensive use of ubiquitous computing concepts to
assist the elderly and other people with special needs at home and outside. In
any case, we can say that personalization in e-health remains too linked to pure,
classical e-health scenarios, which limits the potential benefits of the research efforts
to those people who are really concerned about their health conditions, probably
due to chronic or long-lasting problems. With not much to say to a general user,
the odds are that health-aware personalization systems will go unnoticed for a
vast majority, unless they are properly integrated to provide general advice in
casual or daily activities. Then, it would be necessary to find the right level of
presence, halfway between a system that is not at all influenced by health-related
data and one that appears as an annoying, mother-like conscience. This question
about intrusiveness (which could be seen as an alter-ego of privacy) is yet to be
addressed, too.

6.3 Gathering Information About the Users
and Their Context

There have been numerous proposals on how to build and maintain user profiles
for a personalization system. As explained in the survey of [56], this diversity
stems from the many types of data structures that may be employed to capture
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the knowledge available about a user, e.g. in the form of purchase histories (the
most common in e-commerce), web navigation or e-mail registries, feature vectors,
semantic networks, associative networks, decision trees, inducted rules, matrices of
ratings or simply sets of demographic features (i.e. data like age, gender or marital
status).

Since a recommender system cannot work until the user profiles have been
created, these tools must know as much as possible about the personal interests of
each individual. There exist a wide diversity of approaches for modeling initial pro-
files, ranging from user-driven manual input (i.e. having the users enter an explicit
description of their interests) to semi-automatic procedures based on training sets
(i.e. asking the users to rate a representative set of items) [8] and stereotyping (i.e.
categorizing the users into one from among various stereotypes that characterize the
average preferences or demographic features of different groups of people) [41].
Recently, some authors have proposed solutions to initialize profiles by applying
data mining techniques on information extracted from the users’ interactions in
social networks, most commonly Facebook [5]. The majority approach in health-
aware recommender systems is to have the users enter their relevant information
manually, even though some authors have supplemented that information with data
retrieved automatically from existing personal health records (stored in the users’
devices) and repositories of electronic health records (in the hands of governments
or health institutions) [33, 40, 49, 83].

Most recommender systems implement relevance feedback techniques to con-
tinuously gather information about each individual. The feedback can be either
given explicitly by the users themselves (e.g. periodically asking the user to evaluate
new items through ratings or textual comments) [61], or implicitly inferred by the
recommender system from their actions and previous interactions (e.g. observing the
time spent on a web page, menu choices or actions such as scrolling or enlarging
windows) [19]. Likewise, contextual information can be obtained explicitly as
in [24] or implicitly, for example, by retrieving information from GPS, by having
a telephony company inform of a user’s position in the cellular network [6] or
by exchanging data over networks present in smart homes or museums to get
annotations like “in the kitchen” or “in front of Guernica” [67, 86]). Additionally,
since recommender systems interact with the users over long periods of time,
mechanisms are needed to adapt profiles to their evolving interests and needs,
discarding information that may have become obsolete. Approaches to this question
range from time windows to gradual forgetting functions and even natural selection
for ecosystems of agents (see [2] for an in-depth study). Noticeably, all the previous
works in health-aware recommenders have relied on explicit feedback and, as far
as we know, they have not specifically addressed the question of updating user
profiles over time (apart from refreshing the information retrieved automatically
from external sources, of course).
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6.4 Reasoning and Recommendation Techniques

Given a set of items, the goal of a personalization system is to identify the most
suitable ones according to the information stored in the users’ profiles. In this
section, we will review the main filtering strategies that have been proposed to do so.

The first systems were based on demographic filtering, recommending items
that had been appealing to other users with similar data. The recommendations
produced in this way tend to be imprecise and fail to reflect changes of the user
preferences over time, because personal data are often stable for long periods.

A more sophisticated approach —an early one, but still present in literature and
in commercial use anyway— was that of content-based filtering or case-based
filtering (which we shall denote by CBF). This strategy consists in suggesting items
similar to others that gained the user’s interest in the past [20], which is quite simple
to implement. However, the recommendations tend to be repetitive for considering
that a user will always appreciate the same kind of stuff. This overspecialization
may not pose a problem with users who want to remain informed on specific topics
(e.g. people with chronic diseases), but it does so in general. Furthermore, the
minimal data available about new users makes the first results highly inaccurate.
Notwithstanding these shortcomings, CBF has been the predominant strategy in
health-aware recommender systems (e.g. in [33, 40, 59]), most probably because
it is easier to comply with privacy regulations when managing only information
about one user at each time, instead of processing and matching the profiles of
several ones.

In response to the problem of overspecialization, researchers came up with
user-based collaborative filtering (UBCF), to consider the success of the rec-
ommendations previously made to users with similar interests [60]. Conceptually,
UBCF is driven by the definition of clusters of users (neighborhoods) as per the
items they have rated positively or negatively. This approach is depicted in Fig. 6.1,
where solid arrows denote a positive rating given by a user to an item, and dashed
arrows link items to the properties or features that characterize them. Most of
the times, UBCF relies on direct links between specific users and specific items,
meaning, for example, that “Jane has liked ItemA” or “John has disliked ItemB”.
Thus, users Alice and Carol are put in the same neighborhood in Fig. 6.1 (UBCF)
because they have given similar ratings to items i1 and i3. In some cases, however,
the relationships that define the clusters may be identified also through the item
properties. For example, Bob and Carol are put into the same cluster (the same
neighborhood) because there are common properties among items they have rated
positively (i2 and i3 share the property ip2, whereas i1 and i5 share the property ip5).
This way, having the ability to manage item properties, an UBCF-based system
like that of [16] can treat two users as neighbors if they are fond viewers of nature
documentaries, even if they have watched different ones on different TV channels.
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Fig. 6.1 Conceptual representation of UBCF (diamonds ! users; rectangles ! items; ellipses
! item properties)

UBCF solves the lack of diversity of CBF, but works poorly with users (the gray
sheep) whose preferences or needs are dissimilar to those of the majority. This is a
very important issue for health-aware recommenders, inasmuch as health conditions
are always a source of uniqueness. From the details available in literature, it seems
that the system of [35] delivers recommendations by UBCF.

A more recent strategy is item-based collaborative filtering (IBCF), that
consists in recommending items related to others that the target user liked in the
past, considering two items related when users who like the one tend to like the
other as well [69]. As depicted in Fig. 6.2, IBCF can be seen as clustering together
items that have been successfully or unsuccessfully recommended to certain users.
In Fig. 6.2, items “Bologna Tour” and “Leather jacker” are put into the same cluster
because they have been appealing to two users, namely Agnes and Brais. Likewise,
by dealing with the item properties, IBCF-based systems can detect that people
who like “Formula 1” races tend to like “Superbikes” too, because both involve
motor sports.

IBCF still faces several problems that were also apparent with UBCF. One
of those problems is sparsity, implying that when the number of items available
to recommend is high (as it happens in many domains of recommender systems
application nowadays), it is difficult to find users with similar valuations for
common subsets. Another important drawback is that of latency, related to the
inability to recommend recently-added items, as long as there are no user ratings
available for them.

Not surprisingly, there exist hybrid approaches that attempt to neutralize
the weaknesses and combine the strengths of demographic, content-based and
the different flavours of collaborative filtering, e.g. recommending items similar
to the ones listed in the user’s profile, but considering two items similar if the
individuals who show interest in the one tend to be interested in the other [21].
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Fig. 6.2 Conceptual representation of IBCF (diamonds ! users; rectangles ! items; ellipses
! item properties)

6.4.1 About the Management of Context

The outcome of a filtering strategy is always a list of items for each user, in
decreasing order of (potential) appeal. Then, the user may be faced with only the
first item, the top n ones or the whole list, depending on the domain of application
of the recommender system. Or there may be a second round of filtering, this time
considering any information available about the user’s context. This is the most
typical approach, even though there exist a few recommender systems that process
contextual information first. To the best of our knowledge, represented in Fig. 6.3,
there are no systems that process both user information and contextual information
altogether, in one only round. In line with the arguments posed in [58], we believe
this is important because many items may become particularly interesting for one
user in very specific contexts, even though he/she would not find them relevant in
other scenarios; likewise, some items may not be interesting to most of the people in
a given context, but a gray sheep could greatly appreciate them anyway. Apparently,
it is common to all forms of UBCF and IBCF that the links exploited to match items
and users are characterized statically by the ratings that the latter have given to the
former, so there is no trace of context embedded in these procedures.

6.4.2 About the Internal Reasoning Capabilities

Regardless of the filtering strategy, the first recommender systems used heuristics
or syntactic matching techniques, which relate items by looking for common
words in their attached metadata. Even though there exist plenty of different
techniques (see [11, 13, 37, 60, 74, 89]), they all miss a lot of knowledge during the
personalization process, because they are unable to reason about the meaning of the
metadata. For instance, it is not possible for them to observe a relationship between
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Fig. 6.3 Approaches to managing information about users and context in recommender systems

Fig. 6.4 The structure of an ontology

“measles” and “rubella”, because the two words are dissimilar. In many areas of
application, this limitation may just appear as a source of overspecialization, since
the recommendations can only include items very similar to those the users already
know [7]. When reasoning about health-related information, moreover, it entails a
plethora of potential risks that would make a recommender system undependable for
its little wisdom. it is possible to apply techniques from the Semantic Web, which
enable reasoning processes that gain insight into the meaning of words —so that, for
example, “measles” and “rubella” can be automatically recognized as two eruptive
infectious diseases. The key here lies within the use of ontologies to describe and
interrelate items and their attributes by means of class hierarchies and labeled
properties (see Fig. 6.4). These constructs can be used to model different features
of context, and to enable reasoning about them in a more sophisticated manner than
the classical approaches enabled by tagging contexts with a few words [76].
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6.5 HARE: A Time-Aware, Location-Aware
and Health-Aware Recommender

After 8 years of research in recommender systems (see [15, 18, 50, 51] for the most
relevant publications), we have been recently working to develop a semantics-based
mobile application that manages health-related data and time/location information
to recommend different kinds of items to the users. This application, named HARE
(Health-Aware Recommender), relies on a broad notion of item that embraces web
pages, TV programs, pieces of learning material, advertisements, cooking recipes,
and so on. Its functionalities are not only available through a mobile web browser,
but also through voice calls and SMS messaging, which makes it accessible even
for people who are not much familiar with computers and smartphones.

Next, we will explain the way we obtain and manage information about items,
users and contexts. Then, we will describe in some detail the new filtering strategy
we have devised to reckon the distinguishing and decision-driving nature of health-
related data when making recommendations. This strategy manages user and context
information at the same time, and extends the ideas of collaborative filtering in a way
that is compatible with the architectures for privacy put forward in [35].

6.5.1 The System’s Knowledge Bases

HARE brings together a number of metadata standards to characterize items, users
and contexts. To begin with, the items are characterized by the semantic properties
and attributes defined in an ontology that borrows metadata from TV-Anytime [81]
(for TV programs) and eCl@ss [34] (for commercial products). Other resources in
general are annotated following the MPEG-7 standard [53].

As regards the users, we manage various types of data:

• Demographic features like age, gender or marital status.
• Conditions directly bound to consumption patterns, such as what can be inferred

from web navigation histories (e.g. fondness for science blogs) and TV watching
records (e.g. fondness for sports shows).

• Conditions not directly bound to consumption patterns, namely those retrieved
from electronic health records, related to current or past conditions (e.g. preg-
nancy) or diseases (e.g. a broken leg), and to medical prescriptions in force.

• The representativeness of certain stereotypes, which can be easily related to the
properties and attributes modeled in the aforementioned ontology—for instance,
by applying classical metrics of CBF-based systems, it is easy to classify one
user within the stereotypes of “people worried about cholesterol” or “people
concerned about weight”.
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Fig. 6.5 An architecture to access openEHR electronic health records from an Android device

The users’ mobile devices can retrieve information from electronic health records
compliant to the openEHR1 standard. The architecture in this regard is shown
in Fig. 6.5. On the client side, we consider mobile devices running the Android
operating system, which provides an object-oriented application layer on top of
a Java virtual machine. Below, there are libraries written in C for graphics,
web browsing, and other computationally-demanding tasks. The key element of
Fig. 6.5 is the ‘Archetype manager’ module, which is in charge of retrieving and
processing the datatypes used in openEHR electronic health records. It relies on
a parser/analyzer tool that is actually an adaptation of the one included in the
Java reference implementation of the openEHR framework. On the server side,
the EHR repositories can be accessed through two different approaches, namely
REST [64] and SOAP [75] web services. All communications flow through SSL
tunnels, secured by the cryptographic functions of the standard java.security and
javax.security libraries. Local storage is managed in simple relational databases
using SQLite.

As noted above, HARE handles three dimensions of context: time, location and
informational context.

• Time is measured in the obvious way, and contexts are identified and labelled
according to the OWL-Time2 ontology.

• We obtain location information from geolocation methods based on either mobile
telephony networks or GPS; then, we characterize context using an ontology of
locations, built according to the guidelines put forward in [27].

• Finally, informational context refers to music the user is listening to using his/her
mobile device, videos he/she is watching or web pages he/she is visiting.

1http://www.openehr.org
2http://www.w3.org/TR/owl-time/

http://www.openehr.org
http://www.w3.org/TR/owl-time/
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Fig. 6.6 Conceptual representation of PBCF (diamonds ! users; triangle ! user property;
rectangles ! items//contexts; ellipses ! item properties; circle ! context property)

6.5.2 A New Filtering Strategy: Property-Based Collaborative
Filtering (PBCF)

As noted in Sect. 6.4, the classical filtering strategies may have significant draw-
backs related to the management of context and health-related data. To address
these problems, we have devised a new strategy called property-based collabo-
rative filtering (PBCF), that maintains links between the semantic properties that
characterize items, users and contexts. The aim is to capture knowledge that may
be put down in rules like “diabetic users tend not to like candy, unless they are
sugar-free”, “pregnant women usually purchase baby clothes” or “hot chocolate is
most often sold during winter”. To do so, as shown in Fig. 6.6, we end up defining
clusters of items as per the likelihood that they will be appealing to users who
match certain properties in contexts that have certain properties. In the picture, for
example, we see dotted lines indicating that user Andrea has liked items “Chubby”
and “Monster doll” in context c3, while user Brian has liked “Monster doll” and
“Chips” in context c2. Both contexts, c2 and c3, share the property “At home”.

Internally, PBCF maintains one three-dimensional matrix: the value of cell
.i; j; k/ of the PBCF matrix is an indication of how good an item characterized by
the item property ipi should be for a user characterized by the user property upj in
a context characterized by upk: For convenience, we keep these values in the range
Œ�1; 1�. In contrast with the static links handled by UBCF and IBCF (see Sect. 6.4),
the numbers in the PBCF matrix evolve over time, driven by the relevance feedback
gathered after recommending items. Intuitively, the facts that a user characterized by
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properties up2 and up3 has given a very positive rating to an item characterized by
properties ip1 and ip5 in a context characterized by cp4 contributes to increasing the
values of cells .1; 2; 4/, .5; 2; 4/, .1; 3; 4/ and .5; 3; 4/ —obviously, negative ratings
work in the opposite way.

It is worth noting that previous filtering algorithms have been always driven
by semantic similarity metrics of a cumulative nature, that, in essence, come
down to counting the number of attributes shared between the items that may
be recommended to a user and the items recorded in his/her profile [30, 62, 63].
With such metrics, item properties that do not align with the users’ profile (e.g.
sugar-richness in the case of a diabetic person) dilute as a negative contribution
to a summation of many addends, so the items can end up appearing in the
recommendations if the overall sum exceeds a given threshold. This implies, for
example, that it is not possible to prevent certain recommendations depending on
health-related conditions—and, conversely, to boost the value of items that might
have a beneficial effect. This shortcoming disappears in PBCF, because its matrix
captures explicitly what is good and bad for every single user property, which is
the key to giving an appropriate treatment to the gray sheep (remember, the users
whose preferences and needs are dissimilar to those of the majority): we can proceed
with each one of the users’ features separately, no matter how uncommon their
combination might be.

For the same reason, PBCF allows to explain why the items are recommended,
indicating the most decisive features when presenting the recommendations (e.g.
emphasizing the words “popular among diabetics” or “gluten free”), which may
serve to reduce dubiousness/distrust among users with very specific needs. Finally,
it is noticeable that, by relying only on properties, PBCF can compute levels of
appeal for newly-added items even if there are no user ratings available for them:
it suffices to have values in the PBCF matrix for items that share properties with
the new one. This way, we avoid the sparsity and latency problems of the other
collaborative strategies.

6.5.3 A Quick Example

To illustrate the reasoning and the functionalities enabled by HARE, consider the
case of a male user whose profile and EHR indicate, among other facts, that he is
diabetic, fond of traveling and a frequent viewer of documentaries. It is Christmas
season, and the user is currently watching a video about polar fauna and flora.
Therefore, the filtering strategy will be traversing the rows and columns of the
PBCF matrix corresponding to four user properties (“Male”, “Diabetic”, “Likes
traveling” and “Likes documentaries”) and three context properties: one about
time (“Christmas”), another about what he is doing (“Watching TV”) and the final
one—a piece of informational context—in the characterization of the documentary
(“Nature”).



6 Context-Aware Recommender Systems Influenced by the Users’ Health. . . 167

Fig. 6.7 Advertising herbal remedies in the context of a nature documentary

The user’s fondness for traveling, the nature-related topic of the video and the fact
that many people are on holidays during Christmas (this fact is captured in the time
ontology) can yield a high relevance value for some rural tourism establishments.
Likewise, Christmas is found to be a propitious season for candy and nougat bars,
but the fact that they are classified as “Candy” in the ontology of items leads to a
very low relevance value after examining the row corresponding to the user property
“Diabetes”. This is ensured by applying a ponderation formula that grants greater
weight in the computations to the features with the highest and the lowest values in
the different rows and columns (see [52] for details about the computations). On the
contrary, some of the herbal remedies that claim benefits for diabetic people gain
increased relevance, even though they are not particularly bound to any specific
context. Assuming that this suffices to exceed the value computed for the rural
establishments, we can end up advertising a garlic-derived preparation as shown
in Fig. 6.7.

With the advertisement on screen, as explained in [50], the user could tap on the
advertisement to launch an interactive application that allows the user to learn more
about the recommended item and to purchase online.

6.5.4 Current Status and Development Plan

Our implementation of HARE is practically finished, and our aim is to start
evaluation by taking advantage of the deployment of the AVATAR system [18],
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a recommender of TV programs developed by our research group. Initially, we
will have to do without access to electronic health records, because they are not
yet available in the local public health system. To fill in this gap, we are resorting
to explicit profile initialization mechanisms through forms and questionnaires, and
we are also developing mechanisms to implicitly mine health-related data from the
users’ interactions on social networks. The evaluation will be driven by classical
metrics used in the recommender systems literature, which are analyzed in Chap. 9
of this book [29].

6.6 Conclusions

In this chapter, we have taken a look at the state-of-the-art in the area of rec-
ommender systems, which are becoming increasingly important tools for many
providers of communication and information services. We have argued that context
awareness and health awareness are two important features for these systems to
provide effective assistance to people during their daily lives, especially thinking
of people with special needs and/or disabilities. Context-aware recommenders have
been a hot research topic for some years now, but there is yet a long way to go before
having systems that manage multiple dimensions of context in an integrated and
coherent fashion, possibly intertwined with the reasoning about items and users. As
regards personalized healthcare, there have been a few proposals with very different
goals, and our impression is that we are still missing a global approach to the
problem of supporting the users’ well-being and medical treatments, considering
the individuals’ unique biological, social and cultural characteristics. We believe
there is a huge potential to be exploited, since this is probably the area in which
personalization may report the greatest benefits in social and economical terms.
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Chapter 7
Requirements Engineering in a Mobile Setting:
How Travelers with a Cognitive Impairment
Ask for and Use Help

Stephen Fickas, Rik Lemoncello, and McKay Moore Sohlberg

Abstract A requirements-gathering study of getting-lost behavior is described.
Two matched groups of subjects, one with and one without acquired cognitive
impairments, were asked to navigate a walking route. Two foils were introduced
to induce problems in route following. A phone helper was available to assist with
problem solving. Both quantitative and qualitative results are reported.

7.1 Introduction

Our group has been involved with assistive technology for travelers with an acquired
cognitive impairment (ACI). We have previously studied the type and mode of
assistance necessary for walking trips within the community [1]. However, from
those studies came evidence that we were ignoring an important issue: how do
travelers with a cognitive impairment deal with getting lost or other obstacles that
occur within their travels? This was heightened when we realized that much of this
population’s reluctance to “get out” into the community stemmed from anxiety, i.e.,
worry and concern about not knowing what to do in problem situations [2].
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We saw two directions to pursue in our research: (1) we could continue to build
better and better prescriptive navigation and way-finding tools that minimized a
traveler getting off track. (2) We could begin to explore a new mode of assistance,
that of recognizing a travel problem and attempting to remedy it in the field. Clearly
we would prefer the former. Who wants to get lost and anxious? However, for those
with a cognitive impairment in particular, there are many ways for a trip to go
off track, too many to feasibly control or avoid with an assistive device. We felt
it was prudent to begin to look at assistance for people who were in a problem
state (lost, confused, anxious) during travel. This paper discusses a pilot study to
gather information about the way travelers with a cognitive impairment interact
with human assistance through phone support. From this, we hope to gather the
requirements of a computer-based assistant [3–6].

7.2 The Challenges of Field Evaluation with Impaired
Populations

Goodman et al. [7] have suggested field-based mobile-device evaluation procedures
for the non-impaired population. It is instructive to look at the metrics proposed and
compare each with what we found appropriate for our studies with participants with
a cognitive impairment.

1. Time to complete. Although we typically record timing information, we find this
measure less than useful in evaluating field devices for our population. There are
two problems. First, we have found that someone must be available for help. We
have used quiet companions in the past. In this study, we used shadow followers.
Given that participants were sometimes “interfered with” by the observer, i.e.,
given feedback when confused or lost, timing information was deemed less
than accurate. Further complicating timing information, it is not unusual for us
to employ a “foil”, an actor in the environment that interrupts the participant
to break his or her train of thought, e.g., by asking for a cigarette. But more
importantly, we are rarely interested in efficiency. Instead, our interest is whether
some technology will enable a person to do something that is currently beyond
their means. Of course, timing can’t be totally ignored. If a trip takes a person
longer than is feasible (e.g., beyond their physical endurance, longer than stores
stay open or buses run), then that is an issue. But whether a tool or device is
minutes ahead of others is not a priority for us.

2. Errors. For us, this is perhaps the key metric in our studies. For each field trial, we
spend considerable time developing an evaluation instrument around gradations
of errors in navigation. We also video-record each trial to further analyze and
validate our written notes. We pilot our evaluation methods to refine them.
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3. Perceived Workload. Goodman and colleagues note: “Workload is important
in a mobile setting as users must monitor their surroundings and navigate,
therefore fewer resources can be devoted to an interface. An interface that
reduces workload is likely to be more successful in a mobile setting.” We would
add physical workload to this concern. For instance, we chose a device-on-arm
approach in an earlier navigation study [1] to avoid (a) a participant having to
carry something in his or her hand over the routes, or (b) having to pull the
device in and out of a bag or pocket constantly. However, we observed, and our
participants commented on, the problems with a device strapped to their arm.
It grew heavy over time. More related to safety than workload, another goal
of the device-on-arm was to allow participants to look away from the device
(for instance, to watch for traffic), and only glance at it when a new instruction
arrived. We did this by beeping on arrival of new directions before they reached
a potentially unsafe intersection. Nevertheless, most participants monitored
(looked down at) the device more than we would have liked, commenting that
they were worried they would miss a direction or not hear the beep. Chewar and
McCrickard [8] reported similar issues of participants being extremely cautious
of not missing a choice-point direction. In the study reported here, we have
finessed many of these issues by using an always-on audio device.

4. Distance and route. Goodman and colleagues note that there are various ways
one can track a subject, e.g., pedometer, GPS, observation. We do not ask our
participants to travel independently while we monitor. Instead, we define “field
labs” where routes and distances are known. In this way, routes can be balanced
for number and type of choice point, distance, and complexity. This supports
controlled studies. We do not see a way of holding the study we report without
controlling variables with a set field lab.

5. Percentage preferred walking speed (PPWS). We understand the motivation for
this metric. If someone is accustomed to walking at a given pace, a device that
slows them down will be unpopular. In our studies, we find that most of our
participants do not venture far from their facility; there is no baseline for them
navigating in unfamiliar surrounds. More generally, our experience is that our
participants are much more anxious about getting lost than about how fast they
travel.

6. Comfort. Of course, in a general sense, comfort is a universal concern. We
have discussed how comfort can intersect with workload in a prior point. What
we have found particularly heightened in our studies is social comfort: avoid
standing out because you are carrying a geeky looking device. Clearly times
change, and what might have looked geeky 5 years ago is now the norm. Our
approach is to hold small focus groups prior to device selection for each study
to gauge participants’ perceptions. For this study, in particular, participants were
fine with the cellphone earbud in focus groups and during the trial.

The remainder of the chapter describes a study that motivates the points above.
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7.3 Study Outline

Participants with a Cognitive Impairment (experimental group) and without a
Cognitive Impairment (control group of age, education, and gender matched peers)
were asked to follow a set of written walking directions. The directions had two
foils: a missing step (a turn) and an incorrect destination description (a bookstore
instead of a bowling alley). Subjects were given an “always on” ear bud (with cell-
phone in pocket) that connected to a researcher in an office (the phone-helper). The
phone-helper did have knowledge of the general area of travel, but did not have
information about the location of the subject. Hence, the subject was required to
describe his or her location over the phone, as well as any other information about
their problem that might be useful. The phone-helper followed a general script for
helping a subject problem solve. The phone-helper never initiated a conversation,
but only spoke when directly addressed by the traveler. Two other researchers (field
observers) shadowed the traveler, and kept field notes.

All participants were given transport by research staff to the trial site. The route
covered a seven block area of downtown Springfield, OR. Figure 7.1 provides an
overview of the route and the eight-step written directions provided to participants.
There were four steps along the route where challenges were anticipated: initial
orientation (Step 1), a missing step (Step 4), a step with a hidden street sign (Step 7),
and the incorrect destination (Step 8). A series of pilot evaluations with uninjured
adults ensured clear wording of instructions, especially for steps not designed to
present navigational challenges (i.e. steps 2, 3, 5, and 6).

7.4 Research Questions

We will focus on the following questions in this paper.

• RQ1. Are there differences in how participants with ACI solve navigational
challenges compared with age, gender, and education-matched non-injured
control participants?

• RQ2. Do individuals with ACI demonstrate greater delay and less planning
compared to age, gender, and education-matched non-injured peers when asking
for assistance due to a missing step with written navigational instructions?

• RQ3. Are there differences in preference for re-orientation by telephone between
participants with or without brain injury?

• RQ4. Are there differences in how individuals with ACI or non-injured peers
describe their current location to an unfamiliar phone assistant at a remote
location?

• RQ5. Are there differences in the quality of potential solutions to on-route
navigational challenges described by individuals with ACI compared to non-
injured peers? (Part of the phone-helper’s script is to ask the traveler to describe
what they think a potential solution is to their problem.)
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Real Route Directions

1. Start out toward 8th ST
2. Turn Left onto 8th ST
3. Turn Right onto B ST
4. Turn Right onto 9th ST
5. Turn Right onto A ST
6. Turn Left onto 8th ST
7. Turn Left onto Main ST
8. End at the entrance to a bowling alley

with a blue overhang, about 2 blocks

1. Start out toward 8th ST (*orientation)
2. Turn Left onto 8th ST
3. Turn Right onto B ST
(*missing step)
4. Turn Right onto A ST
5. Turn Left onto 8th ST
6. Turn Left onto Main ST (*hidden sign)
7. End at the entrance to a bookstore,
about 2 blocks; a house with a blue roof.
(*wrong destination) 

Directions Given to Participants

Fig. 7.1 Route map and instructions

7.5 Mechanics

7.5.1 Participants

Two groups of participants completed this study: 18 adults with ACI and 18 matched
control participants. Table 7.1 provides further information on our subject pool. The
ACI group was drawn from several assisted-living facilities in the area that support
those with a cognitive impairment. All members of the ACI group were free to
come-and-go independently from their facilities. Each facility had a bus-stop nearby
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Table 7.1 Participant profiles

Acquired cognitive impairment (ACI) group Matched control group

Age Gender Ed. levela Causea ABI onset (mos) Age Gender Ed. levela

19 F CHS Seizure
disorder

24 20 F CHS

22 M �Coll TBI, MVA 22 22 M �Coll
23 M CHS TBI, MVA 48 22 M CHS
25 M CHS TBI, MVA 90 27 M CHS
28 F �Coll Surgery for

brain CA
60 31 F �Coll

38 F �Coll TBI, MVA 200 35 F �Coll
44 F CColl Anoxia 19 45 F CColl
45 M �Coll R CVA 4 40 M �Coll
48 M �HS TBI, MVA;

epilepsy
408 45 M �HS

49 F �Coll TBI, MVA 120 48 F �Coll
51 M �HS Aneurysm/CVA 52 44 M �HS
53 M CHS TBI, MVA 377 50 M CHS
55 M CHS Syncope,

anoxia
312 52 M CHS

56 M �Coll TBI, assault 11 53 M �Coll
57 M �Coll CVA 96 65 M �Coll
62 F �Coll TBI; surgery 480 58 F �Coll
63 M �Coll Brain abscess 240 63 M �Coll
69 M CGrad Surgery for

brain CA
240 65 M CGrad

aEd. levels: �HS (not completed high school), CHS (completed high school), �Coll (began
college, but no degree), CColl (completed bachelor’s degree), CGrad (completed graduate
school). Cause: TBI traumatic brain injury, MVA motor vehicle accident, CVA cerebral vascular
accident – stroke, CA cardiac arrest

that would support community travel. Nevertheless, a prior study showed that while
there were no policy or procedural barriers to community travel, few residents of
these facilities took on independent trips, either by bus or by foot [2].

7.5.2 Scoring

Observational data at each of eight choice points along the route was gathered, and
scored on a 6-point scale:

• 5 D correct & independent
• 4 D self-corrected an initial error
• 3 D asked for verification of information
• 2 D asked for assistance
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• 1 D required intervention (more than 2 blocks off-track)
• 0 D Unable/Quit

In addition, we scored “directness” at each of eight choice points (1 D direct,
0 D hesitate). We are most interested in how participants did at 4 of these choice
points:

• Step 1: Initial orientation (“Face 8th Street”)
• Step 4: Missing Instruction (omitted “Turn Right on 9th Street”)
• Step 7: Obscure Sign (difficult to see “Main Street” sign)
• Step 8: Wrong Information (told to stop at a bookstore, not a bowling alley)

Additional qualitative data were gathered from four sources: field-observers (2)
field notes; phone transcription recordings, and the post-trial interview. These data
allowed the researchers to describe and investigate possible group differences in
how participants described their current location, generated potential navigational
solutions, and opinions about use of a cell phone for pedestrian navigational
assistance.

7.5.3 Fidelity of Adherence to Phone Script

Each time participants asked for help using their earbud, the phone-helper asked
them a series of scripted questions, and tried to re-orient them with correct informa-
tion over the phone. Phone conversations were audio recorded and transcribed after
each trial. A researcher checked each transcription to ensure that the phone-helper
did not deviate from the script when attempting to gather data and re-orient the par-
ticipant. Fidelity was calculated for a sampling of 21/36 (well above the suggested
25% for single-subject experiments) trials by marking on a checklist if each instruc-
tion was delivered correctly and at the correct time, across three different phone
helpers and for both groups. Overall, the phone helpers (three different helpers)
followed the script with 95.56 % fidelity (Range: 88–100%) across the sampling.

7.5.4 Data Analysis

Quantitative data were entered into SPSS 16.0. Mixed Model analyses were
employed, due to repeated measures for each participant (i.e. 8 choice points per
participant). The Mixed Models analysis controls for repeated measures within-
participant when investigating between-group differences [9]. To investigate the
effects of group and type of direction on wayfinding ability, we ran a Mixed Model
analysis for Accuracy and Directness. Chi-Square analyses investigated group
differences in Wayfinding Strategies [10]. Significance tests explored relations
between all quantitative variables. Effect size measures estimated the practical
significance of any statistically significant finding using Cohen’s d [11]. Two
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researchers analyzed qualitative data for themes [12]. The researchers independently
analyzed the data, extracted themes as categories, compared results, and reached
consensus.

7.6 Results

Descriptive statistics for the two dependent variables included in the Mixed Model
analyses revealed non-normal distributions, especially for control group perfor-
mance (see Table 7.2). However, we conducted no transformations because these
non-normal distributions represent hypothesized, naturally occurring phenomena
(i.e. the control group performed near ceiling levels with less variance). The overall
mixed model was significant, (Wald Z D 11.66, p D .000).

In the remainder of the section, we will return to each research question, and
provide study results for each.

RQ1. Are there differences in how participants with ACI (BI in Table 7.3) solve
navigational challenges compared with age, gender, and education-matched non-
injured control participants (Con in Table 7.3)

As seen in the table above, there were differences in how participants with
ACI solved navigational challenges compared to matched controls. This is a small
effect, accounting for only 6% of the variance. Participants with ACI were less
independent overall, requiring self-correction, verification, assistance, intervention,
or quitting the trial early due to difficulties. While differences between groups were
not significantly different at each individual choice point (likely due to reduced
power from relatively few choice points and small n), there are a few general trends
worth mentioning:

• One participant with ACI was unable to be re-oriented over the phone while
another participant with ACI quit the study early due to frustration; all control
participants were able to complete the route.

• The field-observer had to intervene (when a participant was >2 blocks off-
track) only one time for a control participant, but had to intervene five times
for participants with ACI.

Specific to the Missing Direction (Step 4): Participants with ACI were more
likely to request assistance (10/18) than control participants, who tended to either
ask for verification as they solved it themselves (6/18) or request assistance (6/18).

Table 7.2 Non-normal distributions of data for mixed model analysis

Accuracy Directness

ACI Control ACI Control

Skewness (SEM) �0.77a (0.20) �1.41a (0.20) 0.46a (0.20) �1.40a (0.20)
Kurtosis (SEM) �0.86a (0.40) 0.16 (0.40) �1.81a (0.40) �0.04 (0.40)
aSignificance determined as >2 standard errors from mean
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Table 7.4 Dealing with
missing step

Group When asked

ACI group
Mean (SD) 0.82 (0.61)

n D 11
Control group
Mean (SD) 1.83 (0.39)

n D 12
F test of significance F(1,21) D 23.42 p D .000
Effect size d D 1.99

Specific to the Hidden Street Sign (Step 7): Participants with ACI required
assistance (6/18) while the majority (17/18) of control participants independently
solved the challenge.

Specific to the Wrong Destination (Step 8): Both groups asked for assistance to
solve this problem, but two ACI participants were unable to complete this last step
accurately.

RQ2. Do individuals with acquired cognitive impairments (ACI) demonstrate
greater delay and less planning compared to age, gender, and education-matched
non-injured peers when asking for assistance due to a missing step with written
navigational instructions?

Each time a participant asked for assistant for the missing step (step 4), we coded
this as a 2 if they asked before reaching the intersection of 9th & B, as a 1 if they
asked at the intersection, and a 0 if they asked after an unsuccessful search. So,
higher scores indicate greater planning.

Table 7.4 shows that control participants demonstrated greater planning and were
able to anticipate errors when a step was missing from their set of written directions
(M D 1.83), while participants with ACI generally did not anticipate the error or
waited to ask for assistance after an unsuccessful attempt to solve the problem
(M D 0.82). This is a large effect.

RQ3. Are there differences in preference for re-orientation by telephone between
participants with or without brain injury?

Table 7.5 provides a summary of quantitative data related to cell phone use. For
‘Ease of Use’ and ‘Helpfulness,’ participants were asked to rate these on a four point
scale (1 D not at all; 4 D extremely). Higher scores represent greater ease of use and
helpfulness. For ‘Use a Phone Again,’ this was scored as 0 D no or 1 D yes. Higher
scores represent higher endorsement.

Control participants unanimously endorsed the cell phone as easy to use and
helpful for accessing navigational assistance. All control participants also indicated
they would like to use a similar system in the future if they required navigational
assistance. All participants with ABI reported that the assistance they received via
the cell phone was helpful to reduce anxiety and re-orient them.

When participants with ACI were off-track or starting from a corner not expected
by the phone helper, then they encountered greater difficulty, and the phone helper
had to orient the participant to a landmark before giving a left/right direction.
A few ACI participants had difficulty with left/right and needed landmark directions,
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Table 7.5 Satisfaction data with phone connection to phone helper

Group Ease of phone use Helpfulness of phone

Would you
use a phone
again?

ACI group
Mean (SD) 3.56 (0.62) 3.72 (0.46) 0.94 (0.24)

n D 18 n D 18 n D 18
Control group
Mean (SD) 4.00 (0.00) 3.94 (0.24) 1.00 (0.00)

n D 17 n D 17 n D 17
F test of

significance
F(1,33) D 8.84 p D .005 F(1,33) D 3.04 p D .091 F(1,33) D 0.94 p D .339

Effect size d D 0.99

which were harder for the unfamiliar phone helper to give. Our phone helper created
a photo map of the streets and tried to use houses, bus stops, or stores to orient
participants. It sometimes turned into more of a “trial and error” exercise to get the
person re-oriented (“If you got to C, then you went the wrong way. Turn around and
go two blocks to get to A.”)

RQ4. Are there differences in how individuals with ACI or non-injured peers
describe their current location to an unfamiliar phone assistant at a remote
location?

When participants asked for assistance over the cell phone, the phone helper
asked them to describe their current location. By analyzing the phone transcripts,
there were clear qualitative differences in how participants described their location.
The descriptions by participants with ACI were more vague or inaccurate.

For the control group, 97% (29/30) of control descriptions provided a clear
description of their location, which included two streets of the intersection at
minimum, and often included additional modifiers, such as:

• “I’m at 8th & B, I just turned Right onto B.”
• “I’m on B, between 8th & 9th.”
• “I’m on Main, in front of Alpine Service Imports that services Volvos : : : I just

passed 11th St : : : now I’m at 12th.”
• “Right in front of the Sutton Hotel, on Main St, about 1/2 way between 11th and

12th.”
• “1100 Main St, in front of Springfield Spas & Tanning.”

A small set (3% or 1/30) of control descriptions were vague, e.g., “I’m on Main
St” (phone helper assumed correct part of Main and did not ask for clarification).

For the ACI Group, 68% (32/47) of ACI descriptions provided a clear description
of their location, which often included two streets at the intersection, sometimes
with a modifier, such as:

• “I’m at 8th and B, behind the Post Office.”
• “I’m right in front of the Post Office, at the corner of 8th & A Streets.”
• “I’m at the Brandt Finance sign, at the corner of 8th & A.”
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• “I’m at 8th & Main, by a Legit Misfit place and a Subway.”
• “There’s no Street sign. The Street is just South of A, at the intersection of 8th,

and it’s the first One-Way sign, with traffic going East to West.”
• “I’m at 10th & Main, or the equivalent of 10th & Main. The last street I passed

was 9th, so this must be 10th. There’s a sign going toward Springfield High
School, but no sign identifying the street.”

• “I’m on Main St, right by ‘Hidden Treasures,’ at the corner of Main and : : : right
past the ‘Alpine Service Imports.’ I’m right in the middle of a block : : : now I’m
at the corner of 12th & Main”.

The ACI Group had a moderate number (23% or 11/47) of vague descriptions.
These generally only gave one street or specified a landmark only, such as:

• “I’m on 10th St.”
• “On Main St.”
• “I’m by the ‘Grocery Outlets’ and ‘Autocraft’.”
• “I’m in front of a bowling alley, I guess.”

The ACI Group had 9% (4/47) of descriptions that were inaccurate.

RQ5. Are there differences in the quality of potential solutions to on-route
navigational challenges described by individuals with ACI compared to non-injured
peers?

The phone helper asked participants to provide potential solutions to navigational
challenges before providing participants with the correct solution. By analyzing
the phone transcripts, there were clear qualitative differences between potential
solutions. Participants with ACI gave more vague, inaccurate, or non-solutions.
For instance, at Step 4 (Missing Step), 100% (15/15) of solutions generated
by control participants were “reasonable”. In contrast, 56% (9/16) of solutions
generated by participants with ACI were “reasonable” with remaining solutions
being vague/inaccurate (31%, 5/16) or non-solutions (13%, 2/16).

Looking at Step 8 (Wrong Destination), 100% (29/29) of solutions generated
by control participants were “reasonable”. In contrast, 68% (13/19) of solutions
generated by participants with ACI were “reasonable” and similar to controls,
but 11% (2/19) were vague and 11% (2/19) were non-solutions. We believe it is
worthwhile to look in a bit more detail at the potential solutions given at the two
foils, step 4 and step 8.

STEP FOUR (Missing Step)

We will first look at the solutions offered by the Control Group (15 generated),
and then those generated by the ACI group. The correct solution was to “turn Right
on 9th and walk towards A St”.

• “Walk towards A and then go Right on A St.”
• “I guess I’d have to turn Right onto 9th, go South, to get back up to A St.”
• “Take a Right here, because I know A St is South of me.”
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• “I think somebody gave me the wrong directions. They meant ‘Turn Right
onto 9th’”.

• Two other solutions use a strategy of gathering more information:
• “Walk on B for a while and see if it did run into A St.”
• “I was just gonna ask, just now I was thinking, and I saw someone on the street,

but they told me to talk on the phone if I was lost.” [failed attempt to ask person
on street for directions].

We can now compare how the ACI Group did on the same problem (16
generated solutions). Five solutions were similar to the control group and correct.
The remaining 11 solutions were unique to the ACI group. We view four to be
reasonable solutions, with two examples being “go back to the starting point and
start over” and “I think the streets are on a grid so I should be able to use that.”
Another six solutions we marked as vague, inaccurate or not useful in the current
context. These include “look for the bookstore”, “go/turn [wrong place/direction]”,
“go back to a better part of town where people know me better or I know the place
better, if at all.” The remaining solution was to abandon the entire enterprise: “Look
for a bus stop & go back to Eugene”.

STEP EIGHT (Wrong Destination)

Solutions offered by the Control Group (29 generated), and those generated by
the ACI group (19 generated) had similarities. In the list below, the notation a/b
denotes the number of subjects in the control group (a) that offered the solution, and
the number of subjects in the ACI group (b) that offered the solution.

• Back-track and try again (9/5)
• Walk a little further and keep looking (8/1)
• Ask someone where is a bookstore (4/5)
• Back-track and look down the side streets as well (3/1)
• Go one block South to see if the other One-Way could also be Main St (2/1)
• Take a Right onto Main instead of Left (1/0)
• Look up “bookstores” in a phone book (1/0)
• Is it Brethren Housing? (has some blue and has a store) (1/0)

We marked six solutions as unique to the ACI group:

• Give up (4)
• “I’ve got to look for a house with a blue roof” (1)
• “Is there a bookstore?” (1)

7.7 Summary and Discussion

Results of this study confirmed the prevalence of navigational challenges faced
by brain injury survivors, even on a short pedestrian route. Participants with ACI
demonstrated significantly greater on-route navigational challenges – more frequent
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errors and hesitations – than matched controls. Participants with and without ACI
exhibited different types of problem solving. The ACI group requested assistance
over the cell phone more frequently than controls, and required more attempts at
re-orientation with concrete, salient directions in order to re-orient in the field.
Participants in the control group anticipated errors with greater frequency than those
with ACI.

We chose to provide participants with a cellular phone for two reasons: (1)
we wanted to capture real-time participant insights relevant to getting lost, and
(2) we wanted a flexible means to provide route re-orientation to explore effective
strategies. All participants highly endorsed the cell phone as a useful tool for both
reorientation and reassurance.

Analysis of the phone helper transcripts revealed several important implications
for providing on-route assistance to travelers with ACI. Participants reported they
might have quit the route without assistance and support. We also discovered that
it was important to explicitly ask the participant to stop walking and remain at
a given location while the phone helper attempted to provide assistance. When
participants continued to move (e.g. cross a street or face a different direction),
left/right directional assistance became irrelevant. It was also important to verify
the participant’s current location. In one instance, the phone helper was unable
to re-orient a participant who reported inaccurate information about his current
location. In addition, it was critical to provide specific instructions that utilized
landmarks for re-orientation. In several instances during this study, the person
with ACI required multiple re-orientations over the telephone when the phone
helper assumed to know the participant’s location and orientation to provide
left/right street directions. We discovered that the only way to successfully re-
orient these participants in the field was to provide explicit landmark re-orientation.
For example, one participant with ACI required five attempts at re-orientation
before the phone helper successfully described salient landmarks (i.e. face the blue
house) to get her back on track. It should be noted that the phone helper in this
study had access to photographs at each intersection along and near the route.
For care providers who do not know the neighborhood or do not have access to
such pre-planned information, GIS technology paired with GPS information may
provide a useful supplement, such as the Street View images now available in many
metropolitan areas provided by Google maps (maps.google.com). Of course, one
might argue that the GPS on the phone could reliably place the participant at a
certain point and facing, and that there is no need for the phone-helper to ask the
participant to self-locate. We will discuss this shortly.

The current study results demonstrated that individuals with ACI perform pedes-
trian navigational tasks with greater errors and hesitancy than matched controls.
Although there was insufficient power to investigate the relation between severity of
cognitive impairment and getting lost behavior (due to the small and skewed sample
that included only two participants in the severe range), the trend suggested that
individuals with more severe cognitive impairments demonstrated greater difficulty.
Additional qualitative research, especially in-depth case studies of individuals who
are either successful or unsuccessful navigators, may reveal important cognitive
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Fig. 7.2 Matched routes of Springfield-1

predictors of navigational performance. Future research must also continue to
evaluate the potential effectiveness of various assistive technologies to improve
navigational performance. One problem is accuracy: a GPS system carried by the
traveler may be able to prompt a traveler to pull a bus-cord (our own work, and that
of others [13], has born this out), but not be able to provide location or orientation
data accurate enough to place a pedestrian at the correct corner of an intersection,
and a specific heading [14]. However, even if a GPS device provided accurate
enough data, there remains the issue of two-way interaction. We are dubious that
an in-car style of assistant, programmed to replan a route when an error is detected,
without feedback from the user, will be effective with either (a) pedestrian situations,
in general, or (b) travelers with ACI, in particular. It may be worthwhile to discuss
our prior “Springfield-1” trial in this regard [1], which used four matched routes of
roughly 300 yards each as shown in the Fig. 7.2 (taken from the paper).

In Springfield-1, we provided perfect, proactive, route-following directions,
achieved by using a wizard-of-oz technique to cue instructions at appropriate points.
Subjects frequently encountered challenges in following these perfect directions.
Researchers stepped in at these points to (a) ask further about what led to the
problem, and (b) place the subject back on track. It never crossed our mind to allow
subjects to keep walking past the correct choice, and then reroute them around city
blocks (as an in-car system would typically do). First, walking is not driving, and
blocks can be long. This tends to be a population that does not get out for physical
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exercise, and taking a rambling tour of the urban core would not be viewed as
recreation. In particular, 12 out of 20 of our participants in Springfield-1 had to take
significant rest-breaks within the trial. Second, there is every reason to believe that a
subject would miss the next choice point if they just missed the current choice point;
the problem is not one of re-routing, but debugging why the person is making errors.
Also, at least for some, part of the problem is the need for reassurance and emotional
support that can overcome their anxiety of walking in an unfamiliar location. In
essence, the navigation problems we saw arising with our subjects in Springfield-1,
even with perfect directions, led us to want to know more about errors and problem
solving, and hence, the study we report here.

Our follow-on to this study has been exploring how we can augment the human in
the loop (i.e. the phone helpers in our study) with a computer-based helper. We have
found a service point in Eugene that has potential: the travelers’ hotline maintained
by the local transit district. Admittedly, it is not always on-call. And it focuses
solely on problem-solving in relation to public transportation, and not pedestrian
route-following (but does include walking to and from transit stops). On the other
hand, we believe it is a good place to start given a bus ride is a likely part of most
trips with this population. Following up with our results from this study, we are
working with hotline personnel to provide them with scripts tailored to individual
travelers. On a call to the hotline, the traveler’s phone can supply GPS information.
Just as importantly, the phone can supply personal information about the traveler
(e.g., impairments, ability to use landmarks, solutions that have worked in past) that
can allow (we conjecture) hotline personnel to provide efficient problem-solving
help. The study has just started, and we hope to report results in a future meeting.
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Chapter 8
Evaluating Recommender Systems
for Supportive Technologies

Jill Freyne and Shlomo Berkovsky

Abstract Recommender systems have evolved in recent years into sophisticated
support tools that assist users in dealing with the decisions faced in everyday life.
Recommender systems were designed to be invaluable in situations, where a large
number of options are available, such as deciding what to watch on television,
what information to access online, what to purchase in a supermarket, or what to
eat. Recommender system evaluations are carried out typically during the design
phase of recommender systems to understand the suitability of approaches to the
recommendation process, in the usability phase to gain insight into interfacing and
user acceptance, and in live user studies to judge the uptake of recommendations
generated and impact of the recommender system. In this chapter, we present a
detailed overview of evaluation techniques for recommender systems covering a
variety of tried and tested methods and metrics. We illustrate their use by presenting
a case study that investigates the applicability of a suite of recommender algorithms
in a recipe recommender system aimed to assist individuals in planning their daily
food intake. The study details an offline evaluation, which compares algorithms,
such as collaborative, content-based, and hybrid methods, using multiple perfor-
mance metrics, to determine the best candidate algorithm for a recipe recommender
application.
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8.1 Introduction

Recommender systems have evolved in recent years into sophisticated support
tools that assist users in dealing with the decisions encountered in everyday life.
Recommender systems were designed to be invaluable tools in decision making
situations, where large number of options are available, such as deciding what
to watch on television, what information to access online, as well as what to
purchase in a supermarket, and what to eat. Recommender systems can play an
increasingly valuable role when considered in the context of users with special
needs, as illustrated through this chapter.

Evaluating the accuracy and effectiveness of recommender systems is a chal-
lenge, which has been faced since their inception [31]. Evaluations are carried out
during the design phase of recommender systems to understand the suitability of
approaches to the recommendation process, in the usability phase to gain insight
into interfacing and user acceptance, and in live user studies to judge the uptake of
recommendations and impact of the recommender system.

In this chapter, we present a detailed overview of evaluation techniques for
recommender systems covering a variety of methods and metrics suitable for this
task. We detail the three typical evaluation paradigms for recommender systems –
offline analysis, user studies, and online studies – and provide examples of each
paradigm in the context of every day activities and people with special needs. We
also detail evaluation metrics suitable for judging algorithm performance in terms of
accuracy and important usability dimensions. We highlight the use of various study
types and metrics by presenting an evaluation case study of a recommender system
for people with special dietary requirements. The evaluation focusses on a meal
recommender application for assisting users in planning their daily food intake.
The study details an offline evaluation, which compares a set of recommender
algorithms, collaborative, content-based, and hybrid algorithms, using multiple
performance metrics. Also included is a discussion around suggested scenarios for
other evaluation paradigms, including a usability study and a live online evaluation.

The chapter is structured as follows. In Sect. 8.2, we summarise the traditional
recommender system evaluation paradigms and metrics. Section 8.3 details a
large scale evaluation conducted with an interactive meal planning application
and discusses alternative evaluation scenarios and research questions that can be
investigated. Finally, Sect. 8.4 concludes the chapter.

8.2 Evaluation Techniques for Adaptive
Recommender Systems

Evaluation of the performance of recommender systems generally follows one or
more of three paradigms [15, 33]. Offline evaluations seek to learn from data that
has already been gathered and typically take the form of simulated experiments.
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The outcomes facilitate the tweaking and polish of algorithms and processes used
to generate recommendations. User studies typically involve a small cohort of
participants undertaking specific tasks on a prototype system and outcomes include
feedback on a variety of areas, including interfaces, algorithm performance, and
general system acceptance. Online evaluations learn by monitoring real users “in
the wild”, as they interact with a live system and the outcomes include real-time,
longitudinal data that facilitates understanding of algorithm performance and system
appeal. Each paradigm and analysis provides researchers with different information
pertaining to a multitude of possible system components, from algorithm perfor-
mance, through preferred user interaction mechanisms, to real-world impact. While
many systems employ one or, perhaps, two types of analysis, there is a logical
evolution from offline evaluation, through user studies, to online analysis.

8.2.1 Offline Experiments

Much of the early work in the recommender systems domain focused on offline
algorithm accuracy evaluations and preference predictions in a variety of application
domains, e.g., movies, restaurants, television, and books. For most recommender
system designers, offline algorithmic analysis is the first crucial step in designing
an adaptive system with recommendation support. There are a large number of
tried and tested recommender system algorithms and approaches, which are well
documented in the literature. These include content-based algorithms [20], social
or collaborative algorithms [18, 19], and complex machine learning algorithms
[28,35] and there are many variations of each. This phase of evaluation is primarily
conducted offline with datasets collected for the purpose of simulated experiments,
such that a high degree of control remains with the researcher as to what is analysed.

Offline analyses typically focus on the predictive power of approaches and
algorithms in accurately determining the opinions of users [7, 16]. This is achieved
using simulated user interactions, such as providing ratings or selecting items from
an item repository. Often, portions of user profiles are withheld from the algorithms,
with ratings being predicted and the predictions then compared to the real ratings.
The advantages of offline experiments include the provision for a large selection
of algorithms to be evaluated at low cost and without the requirement for real-time
user input. Offline analyses facilitate thorough investigation of various components
of algorithmic performance, including coverage, accuracy, execution speed, the
susceptibility to issues such as the cold start problem, and many other dimensions
which impact directly on algorithm performance and are difficult to evaluate in
deployed systems.

The quality and applicability of the knowledge gained from offline experiments
is often highly correlated with the quality, volume, and closeness of the evaluation
dataset to the data which would be collected by the intended recommender system.
This is a key consideration for offline experiments. If the data gathered comes
from users, who are not typical of the intended audience, if the items do not have
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the same features, or if the system has different functionality or context, then the
lessons learned are less clear. There exists several publicly available datasets for
recommender system evaluation; the most widely used are the MovieLens [14],
EachMovie [22], and Moviepilot [32] movie rating datasets. While the availability
of these datasets has proven invaluable in the development of recommender systems
algorithms, their use in the design of adaptive systems similar to those discussed
in this book is often limited due to a miss match in domain and recommendation
functionality.

There are numerous examples of offline evaluations in recommender systems
[3, 6, 15, 23]. Burke’s investigation into hybrid recommender systems is a typical
example of an offline analysis comparing multiple recommender systems algorithms
[6]. The aim of the analysis was to judge how effective each algorithm (collab-
orative filtering, collaborative heuristic, content-based and knowledge-based) is at
recommending restaurants to users of the Entree restaurant recommender system.
As the evaluation did not call for exact rating predictions, rank accuracy metrics
(see Sect. 8.3.2.3) were used to compare the algorithms. The data set was collected
from the Entree system itself and user ratings were extracted from the system logs.
The obtained results showed that the performance of the algorithms varied, but that
the collaborative algorithms generally performed best. Burke used these findings in
further analyses of the performance of hybrid recommender algorithms.

In the domain of daily routines, a detailed analysis of recommender systems in
television program scheduling can be found in the Neptuny’s ContentWise recom-
mender system [2]. With more and more digital entertainment options available at
the touch of a button, the experience of watching television has changed drastically
in recent years. Internet Protocol Television (IPTV) delivers traditional TV channels
and on demand TV over broadband networks, meaning that users can draw from
a huge repository of programs and create their own schedules and playlists. The
challenge for providers is that viewing becomes interactive and there are a range
of opportunities and challenges for personalization and recommender technologies
to assist users in finding and engaging with relevant content [2]. The ContentWise
recommender system was integrated into a live IPTV provider’s service and the data
gathered through the live site has facilitated analyses, which involved three versions
of the ContentWise recommender system: item-based collaborative filtering, LSA
content-based algorithm, and collaborative SVD algorithm. The data used in the
analyses was based on the views recorded during 7 months of user activity from a
video on demand catalogue. The analyses concentrated on evaluating the predictive
accuracy metrics using recall (see Sect. 8.3.2.3). The results showed differences in
the performance across the algorithms, with the collaborative algorithm outperform-
ing other algorithms.

8.2.2 User Studies

While investigating which techniques and algorithms work best in certain domains,
their accuracy and predictive power is only one of many measurable components



8 Evaluating Recommender Systems for Supportive Technologies 199

that contribute to the success and impact of the adaptive system [34]. Previously
gathered information can provide insight into user behaviour patterns, but it is often
difficult to accurately simulate how users will interact with a system and even more
challenging to effectively judge the real-world impact of a system. Many researchers
have argued that the predictive accuracy of a recommendation algorithm might not
correlate with the user perceived value of the recommendations or the general appeal
of the service or system, which is often impacted by the visual and interaction
design, language, tone and general usability [5,8]. Thus, researchers frequently turn
to user studies to observe interactions of real users with the systems in order to
obtain real-time feedback on performance and perceived value.

User studies typically involve the recruitment of a small cohort of users to com-
plete specific tasks and provide feedback on a prototype system [21,27]. User studies
can gather qualitative and quantitative feedback on the system performance, often
logging each and every interaction, monitoring task durations, completion rates,
as well as gathering explicit feedback on interface, performance, and preferences
relating to user experience. In systems, where change or awareness is sought, users
are often requested to fill out questionnaires before, during, and after exposure to
a system or technology. This user feedback can be used to confirm researcher’s
hypotheses and inform changes in the service design and interaction methods. For
example, they can determine the most appropriate layout of a recommendation
engine in a larger system or the type of rating scale that users find intuitive. More
importantly, researchers can acquire real-time feedback on various aspects and
functionality of the service provided by the system.

In the area of recommender systems for information access, the ASSIST social
search and navigation system was evaluated in a classroom-based usability study
[10]. ASSIST was designed to recommend Web search results and navigation paths
within a repository of research papers by exploiting recommender algorithms and
visual cues. The purpose of the study was to assess the actual and perceived value
of social support in search, and the integration of social search and social browsing.
The study gathered quantitative and qualitative feedback from participants. Two
versions of the system were created: a control system that had no recommendation
functionality and an experimental system that provided users with a host of social
support features. Thirty students were recruited and randomly assigned to the
experimental groups. The students were asked to spend 1 hour using the system
in order to locate papers pertaining to the introduced topics and provide a short
explanation justifying the relevance of each, before filling out a questionnaire
relaying their experience with the system and their views of the various features
provided. The evaluation examined the output quantity and quality, as well as rank
accuracy metrics of the recommendations, while also facilitated an understanding of
real user interactions, the impact of visual cues, and the critique from the students
involved. Results showed that users found more relevant results when supported by
the recommender system but feedback on the visual cues reported that there were
too many cue types which were not intuitive to all users.

Pixteren et al. [26] in their work on intelligent meal planning assistance,
modelled the similarity of recipes by extracting important features from the recipe
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text. Based on these features, a weighted similarity measure between recipes was
determined and this provided the foundation for their recipe recommender engine.
In order to judge the accuracy of the models, they conducted a user study, in which
real users were asked to provide their opinion on the similarity of recipes that
was then compared to various predictive models. Over a period of 2 weeks, 137
participants were recruited through emails and message boards. Participants were
presented with 20 consecutive recipe pairs and for every pair they were asked to rate
the similarity on a 7-point scale. The recipe presentation interface showed the title,
cuisine, preparation time, ingredients, and directions. The recipe similarity measure
derived by the authors was compared to that of a baseline similarity metric, cosine
similarity, and the users’ explicit similarity score. Results showed that the accuracy
of the derived similarity metric outperformed that of the baseline algorithm.

The opportunity for diverse and detailed feedback through user studies is of
immense value. However, user studies come at a heavy cost in terms of user time
and (if the participants are not volunteers) potential financial costs, which can
limit the number of system dimensions being investigated. Revisiting the recipe
recommender example of [26], we note that the evaluation mainly concentrated
on model accuracy and ignored other dimensions, such as algorithm accuracy. In
a similar vein to the offline experiments, care must be taken when recruiting test
subjects of user studies, to ensure that they represent the intended audience of the
resulting live system.

8.2.3 Online Evaluations

The most realistic assessment of a recommender system can be achieved by an
online evaluation or live user study. This typically involves a group of trial users,
who use the system in true information overload conditions and are assisted by
the system in performing self selected tasks. It should be noted that live online
evaluations generally follow a number of offline and/or user studies, or are exploited
in situations, where the performance can more accurately be measured in real-world
scenarios, such as with systems that influence long-term user behaviour [13]. Only
an online study with real users, who are self motivated to try a system and use it
in a natural manner, can enable researchers to monitor the true system impact in
its intended environment [17]. In addition, research which applies recommendation
technology to new application domains or populations where datasets do not
exist, or to complex environments that cannot be simulated, also require online
experimentation [11].

In online studies, users are often exposed to various instantiations of a system,
which may focus on different algorithms, interfaces, or other variables. While
several dimensions of a system can be experimented upon, typically most variables
are kept stable and only the one being investigated is adapted. To evaluate the
dependent variable, user interactions with the system are monitored over a period of
time and then analysed. For example, the uptake or rejection of recommendations,
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the ranking or position of the selected items in the recommendation lists, and
the resulting user behaviour can be examined to determine the outcomes of the
evaluation. The recruitment of users for online evaluation can be on a voluntary
basis, through random selection from an existing user base on a pre-existing site, or
all system users can be involved in a trial.

Vigourous research into recommender system performance in online studies
has been carried out by the GroupLens research group on the live MovieLens
recommender system [18]. The research platform, which was established in 1997
and now has over 100,000 users is an ideal platform for small and large scale
live evaluations in movie recommendations. The MovieLens team has carried out
multiple user evaluations, a number of which have looked at the practicality of
obtaining accurate user models with minimal user effort and the impact of this
data in the recommendation process [29, 30]. Ideally, systems need to elicit high-
value user information that holds important knowledge about user preferences in
its early interactions with users. For example, acquiring a rating for movie that
received mixed reviews, which acts as an informative differentiator in a dataset is
more valuable than acquiring a positive rating for a movie that is liked by most
users. Movielens researchers devised several strategies to select movies that new
MovieLens users should rate before they receive recommendations. An online study
was conducted for 20 days and 381 users were involved. To assess their efforts, each
user was randomly assigned to a condition and asked to rate 15 movies in order to
complete their registration. The movies presented for rating were determined by
varying algorithms. In line with previous offline analyses, two algorithms showed
performance benefits for users, in that users were shown fewer titles of movies
before they found the 15 that they could rate. However, the data gathered by a
lesser preforming algorithm (in terms of selecting movies the user could rate) led
to the generation of more accurate recommendations and users did not perceive
rating the additional movies as effort. Thus, it was deemed the best suited algorithm
for this environment. Without the completion of the live analysis in this case, the
authors may have misplaced emphasis on user effort and possibly compromised the
performance of the final system.

The analysis of the ContentWise system for IPTV video on demand recommen-
dations, discussed in Sect. 8.2.2, continued with an online evaluation that examined
the success of each algorithm on the live site. In the online user evaluation, the
authors concentrated on responses of real users to recommendations provided by
the system and on the recall of these algorithms, as measured by the uptake
of recommendations. The impact of the presence of recommendation technology
on the system was also measured, as reflected by the number of recommended
movies that have actually been viewed within a certain time period after being
recommended. Authors monitored user interactions with the system for 24 h
and 7 days from the recommendation delivery. Results showed a 24% success
rate over the 7 days, but noted differences in success rates between popular and
unpopular content, with higher success rates achieved when less popular content
was recommended. This could be caused by either the fact that a user has already
watched a popular recommended movie or was not interested in the movie at all.
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Results also showed a 15% increase in viewing rates associated with the presence of
the recommender system. This type of information can only be ascertained through
a live analysis.

8.3 Case Study: Analysis of Recommender Algorithms
to Support Healthy Eating

To illustrate the considerations and practicalities involved in evaluating a recom-
mender system for daily routines, in particular in the context of supporting dietary
choices, one of the most common daily routines we present the following case study.
We open our discussion by motivating the urgent need for digital tools supporting
users in fighting obesity, before presenting a large scale offline study that provides
an understanding of the applicability of several recommender algorithms for the
purposes of recipe recommendation. We detail the challenges surrounding data
collection, algorithm selection, evaluation metrics, and the obtained results. Finally,
we discuss future studies demonstrating the user study and online paradigms, which
would compliment the lessons learned from the offline evaluation.

8.3.1 Obesity and Daily Routines

Food and diet are complex domains for adaptive technologies, but the need for
systems that assist users in embarking on and engaging with healthy living programs
has never been more real. With the obesity epidemic reaching new levels, many
practitioners are looking for novel and effective ways to engage users and sustain
their engagement with online solutions for effective change in everyday life.

A huge challenge facing dieters is to break habits around exercise and food
consumption, in order to balance energy intake and expenditure levels. This can be a
daunting task, which is often circumvented by dietary providers supplying one size
fits all meal plans. While this might be a short-term solution, it is not conducive
to long-term behaviour changes due to two primary factors: (1) specified plans
are often restrictive and may be too difficult or repetitive for dieters to maintain,
and (2) users may not acquire diet management skills that influence the long-term
success of the dietary change. On the flip side, asking users to plan from scratch is
often equally daunting, given the range of existing food options and combinations
available to them.

With the move to digital recording through online or mobile applications, diet
solution providers have access to rich records, which encapsulate user preferences
for foods and recipes and offer rich input for adaptive support systems. The goal of
the presented study was to design and evaluate an adaptive meal planner application
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that exploits this rich digital record acquired to assist users in planning meals which
not only conforms to the preferences of individual dieters in terms of the foods
they like, their cooking skills, budget, and other parameters but also to the rules and
guidelines of a particular diet. This tool can assist dieters in acquiring the necessary
skills and communicate the implications of certain dietary choices through real-time
visual feedback.

8.3.2 Recommender Strategies for Dietary Planning

The domain of food is varied and complex and presents many challenges to the
personalization research community. To begin with, thousands of food items exist,
so the initial range of choices is immense. Secondly, food items are rarely eaten
in isolation, with a more common consumption tending to be in combination,
in the form of meals. Given the number of food items, the number of resulting
combinations is exponentially large. More complexly, users’ opinion on ingredients
can vary quite significantly based on several factors. Specifically, the content or
ingredients of a meal is only one component that can impact a user’s preference.
Other components include the cooking method, ingredient availability, complexity
of cooking, preparation time, nutritional values, and ingredient combination effects.
Finally, cultural and social factors are often crucial in eating and cooking considera-
tions. Add to this the sheer number of ingredients, the fact that eating often occurs in
groups, and that sequencing is important, and the complexity of challenge becomes
evident.

Recommender systems offer a promising means to address this challenge. They
can simplify the task of selecting and planning meals and provide recommendations
for meals that both satisfy diet requirements and comply with user preferences. Most
traditional recommendation algorithms can be exploited for meal recommendation
purposes. For example, a content-based recommender could exploit user preferences
for specific ingredients or cooking methods and select meals that include these,
whereas a collaborative recommender would find people with similar culinary
tastes and select meals they liked. Likewise, a variety of hybrid solutions can be
implemented and deployed by a meal recommender.

Figure 8.1 shows a sample user interface to illustrate the recipe recommender.
The individual’s daily plan is shown in the centre, a structured tree of recipes is on
the left, and the recommended recipes are on the right. Users can drag-and-drop
their preferred recipes to/from the daily plan and the recommended list changes
accordingly. The key to maintaining a diet is often not in the appropriateness of
individual meals or dishes to the diet, but in the appropriateness of the combination
of meals included in a daily plan. Hence, items in the recommended list are filtered
by their compliance with the daily dietary guidelines and the user’s current plan,
i.e., only items, which would keep users compliant with the diet plan for the day,
are shown in the recommendation list. Hence, it is important for the recommender
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Fig. 8.1 Recipe recommender interface

system to not only be aware of the individuals preferences, but also of the context in
which the recommendations are being delivered, so that it can adapt appropriately.

8.3.2.1 The Data

To gather ratings required for the offline analysis, users of Amazon’s Mechanical
Turk1 crowdsourcing tool were requested to provided explicit preference infor-
mation on a set of recipes. Online surveys, each containing 35 randomly selected
recipes were posted and users could answer as many surveys as they chose. Users
were asked to report on how much each recipe appealed to them on a 5-Likert scale.
A set of 343 recipes from the Total Wellbeing Diet recipe books [24, 25] and an
online meal planning service Mealopedia2 was acquired. Each recipe had a common
structure, containing a title, ingredient list, and cooking instructions. Two indicators
of recipe complexity (the number of ingredients in a recipe and the number of
steps required to cook it) were automatically extracted from this information. We
collected 101,557 ratings of 917 users, such that each user rated on average 109
recipes, with the minimum number of ratings per user being 35 and the maximum
being 336. The distribution of recipe rating scores over the entire set of users is
shown in Table 8.1.

1http://www.mturk.com
2http://www.mealopedia.com

http://www.mturk.com
http://www.mealopedia.com
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Table 8.1 Distribution of user ratings

Not at all Not really Neutral A little A lot
15% 15% 20% 25% 25%

Fig. 8.2 Recipe – ingredient breakdown and reconstruction

8.3.2.2 The Algorithms

In the study, we analysed the applicability of four personalized recommender algo-
rithms: content-based filtering, collaborative filtering, and two hybrid approaches.

A classic example of a cognitive personalization is a content-based (CB)
recommender system, whose user models represent the degree to which various
domain features (in this case ingredients) are liked by the user. CB recommenders
promote items, whose features match the features that are preferred by the user
[1, 4, 20, 20]. CB filtering examines the ingredients of the recipes and the user’s
preferences for these ingredients in order to predict the probability that the user will
like other recipes in the dataset.

The dataset in this case study represented user preference information on recipes
rather than individual ingredients. A number of approaches to working with this
data were considered. For example, it would be possible to try identify the effect
of recipe complexity and obtain alternative preferences for ingredients through use
of a logistic regression. Similarly, general population levels of ingredients could be
obtained and exploited. However, previous research showed that simple conversions
from recipe ratings to ingredient ratings provided sufficiently good accuracy levels,
such that in this study the same method of conversion of recipe preferences into
ingredient preferences was used [12]. This content based recommendation process
firstly converts the rating for a recipe ri provided by user ua to ingredient scores,
as schematically shown in Fig. 8.2. The pre-processing step assigns the ratings
provided by ua to each ingredient according to Eq. 8.1. All cooking processes and
combination effects are ignored and all ingredients are considered to be equally
important. Ratings gathered on recipes are transferred equally to all ingredients,
and vice versa, from ingredients to their associated recipes. Once completed, a
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content-based algorithm shown in Eq. 8.2 is applied to predict a score for the
target recipe rt based on the average of all the scores provided by ua on ingredients
ingr1; : : : ; ingrj making up rt :

score.ua; ingredienti / D
P

l s:t: ingri 2rl
rat.ua; rl /

l
(8.1)

pred.ua; rt / D
P

j 2rt
score.ua; ingrj /

j
(8.2)

Collaborative filtering (CF) algorithms exploit statistical techniques to identify
common behavioural patterns amongst a community of users [1, 9, 18, 19]. The
recommendations are based on the notion that users who agreed in the past, are
likely to agree again in the future. Thus, CF uses the opinions of like-minded users to
predict the opinion of a target user. User opinions can be either expressed explicitly
on a predefined scale of values or inferred implicitly from the observed user
activities. The main stages of CF are to recognise commonalities between users and
compute their similarity; select a set of most similar users referred to as neighbours;
and aggregate the opinions of the neighbours to generate recommendations. A key
advantage of CF algorithms is that they are domain agnostic and require no
knowledge of domain features and their relationships. We implemented a standard
CF algorithm that assigns predicted scores to recipes based on the ratings of a set
of N neighbours. Briefly, N neighbours are identified using Pearson’s correlation
similarity measure shown in Eq. 8.3 where the similarity of users ua and ub is
determined by considering the scores provided by each user for the set of items,
Iab rated by both ua and ub . The prediction for recipe rt not previously rated by the
target user ua is generated using Eq. 8.4 which considers the ratings provided by N

weighted by their similarity to ua as in Eq. 8.4.

sim.ua; ub/ D
P

i2Iab
.uai � ua/.ubi � ub/

qP
i2Iab

.uai � ua/2
qP

i2Iab
.ubi � ub/2

(8.3)

pred.ua; rt / D
P

n2N sim.ua; un/rat.un; rt /
P

n2N sim.ua; un/
(8.4)

Two hybrid strategies that combine CB and CF recommendation techniques were
also implemented. These break down each recipe rated by ua into ingredients and
exploit CF to reduce the sparsity of the ingredient scores by predicting scores for
ingredients with no available information. The hybridrecipe strategy identifies a set of
neighbours based on ratings provided on recipes as in Eq. 8.3 and predicts scores for
unrated ingredients using Eq. 8.4 (applied to ingredients scores rather than recipe
ratings). The hybridingr strategy differs only in its neighbour selection step: user
similarity is based on the ingredients scores obtained after the recipe break down
rather than directly on the recipe ratings. In both cases, the CB prediction shown in
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Eq. 8.2 is used to generate a prediction for rt using the denser ingredient score data.
In addition, we implemented a baseline algorithm random that assigns a randomly
generated prediction score to a recipe.

8.3.2.3 The Metrics

There is a plethora of approaches appropriate for evaluating the performance
of recommender systems. The decision on which approach or combinations of
approaches to use is informed by the goals and settings of the evaluation. The work
of Herlocker et al. [15] and Shani and Gunawardana [33] set out classifications
for recommender system performance measurements. Two primary categories of
evaluation metrics are suggested to compare the accuracy of different recommender
algorithms: predictive accuracy metrics and classification accuracy metrics.

Predictive accuracy metrics show how close a recommender system’s predictions
are to real ratings given by users. These are deemed to be particularly important in
illustrating to users through visual cues the predicted values of items or in ranking
items according to their relevance. This category includes the well known and
commonly used metric of Mean Absolute Error (MAE) and similar metrics, such as
Normalised Mean Absolute Error (NMAE), Mean Square Error (MSE), and Root
Mean Square Error (RMSE).

MAE measures the absolute deviation between a predicted rating, pred.itemi /;

and the true rating, rat.itemi / for user ux and item itemi as shown in Eq. 8.5.

MAE D
P

i2I j pred.itemi / � rat.itemi / j
I

(8.5)

MAE is seen as the standard accuracy prediction metric, as it quantifies pre-
diction errors, is easy to comprehend, and has well studied statistical properties that
allow significance testing to be easily computed. Other metrics in this category often
appear in addition to or as a substitute for MAE. For example, NMAE normalises
the MAE values with respect to the range of ratings and allows direct comparisons
across datasets, whereas MSE and RMSE square the error before averaging it to
penalise large prediction errors.

Classification accuracy metrics measure the frequency with which a recom-
mender system makes correct and incorrect decisions about whether an item is
relevant or irrelevant. These metrics do not predict actual ratings, but concentrate on
classifying items into the relevant/irrelevant category. The key to using these metrics
is that the user preference information must be represented in a binary relevance
form, although this is often too coarse-grain in recommender systems. In order to
compute the classification accuracy metrics, the typical 5 or 7 point rating scale is
reduced into the binary relevance indicator. Decisions regarding the cut off point
are often subjective and depend on the system functionality. Furthermore, different
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users may have their own cut off points; some may class a 3 and above on a 5 point
rating scale as positive, whereas others 4 and above.

Popular metrics in this category include Precision, Recall and F-measure (FI),
which were originally used in information retrieval systems, but have been suc-
cessfully adopted in recommender systems. Precision measures the proportion
of relevant recommendations among all the recommendations (Eq. 8.6). Recall
measures the proportion of relevant recommendations among all potentially rec-
ommendable items (Eq. 8.7). In many cases, knowledge of both precision and recall
is required to effectively judge performance. Thus, both measures can be combined
into the F1 metric, which represents their harmonic mean assigning equal weights
to precision and recall is shown in Eq. 8.8.

precision D Irs

Is

(8.6)

recall D Irs

Ir

(8.7)

F1 D 2 � precision � recall

precision C recall
(8.8)

Two other evaluation metrics should be mentioned. Rank accuracy reflects an
algorithm’s ability to produce a list of recommended items, ordered according to
the user’s preferences. Although rank accuracy metrics are more sensitive than
classification accuracy metrics in that they order all items in terms of their predicted
preference, they are not intended to judge predicted rating accuracy but just
the relative relevance of items to an individual. Coverage reflects an algorithm’s
ability to generate recommendations regardless of their accuracy. It is computed by
considering the proportion of items or users for which the algorithm can generate
any prediction. Item space coverage refers to the percentage of items, for which a
recommender can make recommendations, and user space coverage refers to the
percentage of users for which the algorithm can make recommendations.

8.3.3 Offline Evaluation

The metrics selected in the case study evaluation were informed by the nature of
the data gathered (more than 100,000 ratings on a set of recipes) and the intended
type of analysis (offline evaluation of the applicability of several recommendation
algorithms for recipe recommendations). A leave-one-out strategy was employed
for the majority of the experiments. For each iteration, one fui , rt , rat.ui ; rt /g tuple
was withheld from the data and the algorithms were applied to predict the rating
rat.ui ;rt /. A set of 20 CF neighbours was selected and their ratings were aggregated
in a weighted manner. Cut off points of 3 and 4 were used as classification accuracy
relevance indicators.
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Fig. 8.3 MAE scores

The MAE [15], precision, recall, F1, and coverage scores obtained by each
algorithm and averaged across the entire population of users is presented. Figure 8.3
shows the average MAE of the predictions for each algorithm presented in
Sect. 8.3.2. The accuracy of the CF and CB recommenders is similar, with an
improvement in accuracy of 0.05 over CF obtained by CB. A comparison between
the CF algorithm, which treats each recipe as one entity and ignores its ingredients,
and the CB algorithm, which considers the ingredients, shows that even the
uniformly weighted break down and reconstruction offer improvement in accuracy.
The two hybrid strategies hybridrecipe and hybridingr produce MAE scores of
1:23 and 1:18, respectively. Hence, the hybridingr algorithm is the best performing
of the traditional recommender algorithms.

Given the context of recipe recommendations, the prediction accuracy isn’t the
only suitable metric. In this recommender, the aim is to assist users in planning
healthy and appealing meal plans, but the plans will contain a variety of meals over
a period of time. Thus, the system should be able to identify a set of appealing
meals rather than just the single most appealing meal. In line with this, classification
accuracy analyses were carried out to judge each algorithm’s ability to produce an
accurate positive and negative classification of recipes.

Figure 8.4 shows the classification accuracy of the algorithms. This shows what
portion of the predicted scores is converted into correct binary relevance indicators,
regardless of their relevant/irrelevant value. Figure 8.4 shows the performance of the
algorithms with two cut off points: a strict one that categorises meals with predicted
scores of 4 and higher as relevant and a lenient one that categorises meals with
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%endfigure

Fig. 8.4 Classification accuracy

scores of 3 and higher as relevant. Different trends were observed, depending on the
cut off points. When the strict cut off was in place, the best performing algorithm,
with a classification accuracy of 55% was CB, whereas when the lenient cut off was
in place, the hybridrecipe algorithm achieved the highest accuracy at 70%.

For a full comprehension of the algorithms’ potential, the overall classification
accuracy is not sufficient, as only the relevant predictions will determine the
recommendations delivered to the user. Thus, recall, precision, and F1 measures
were calculated for the top 1, 3, 5, and 10 predictions generated by each algorithm.
Figure 8.5 shows the average precision of the algorithms when k (1, 3, 5, and 10)
recommendations are generated for each user in the dataset.

High precision of the CB and CF algorithms and low performance of the hybrid
methods were observed. Figure 8.6 shows the average recall3 of the algorithms for
the same values of k. We observe the CB and CF algorithms again outperforming
the hybrid approaches. Combining precision and recall into F1, the trend is further
illustrated in Fig. 8.7 that CB and CF algorithms outperforms others. However, when
only one recommendation is generated, the algorithms behave similarly and their
differences become more apparent as the number of recommendations grows.

3Note that the number of relevant items varies across users, as each profile contains a different
number of ratings.
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Fig. 8.5 Precision

Fig. 8.6 Recall
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Fig. 8.7 F1 measure

Finally, Fig. 8.8 shows the item space coverage of the algorithms. The lowest
coverage of 96% is obtained by the CF algorithm, which exploits the ratings of
similar users. The coverage of CF is often impacted by the sparsity of the profiles
in the dataset. In some cases, a target user’s profile does not contain sufficient
or suitable information for accurate neighbourhood formation; in other cases, the
sparsity of the neighbours’ ratings might result in none of the neighbour profiles
containing a rating for the target item. In either scenario, a prediction cannot be
generated. Higher coverage above 99% is obtained by all other algorithms.

This offline evaluation has shown the applicability of various personalized
algorithms for the prediction of recipe ratings and measured their performance
over a number of metrics. In terms of prediction accuracy, the CB and hybrid
algorithms outperformed CF. This performance difference was also illustrated when
general classification accuracy was assessed. However, in terms of precision, recall,
and F1 scores for different sizes of the set of recommended recipes, the CB and
CF algorithms clearly outperformed the hybrid methods. In the context of a meal
recommendation system, precision is likely to be the most appropriate indicator of
applicability, as the predicted scores are unlikely to be shown to users, but rather
small sets of meals are likely to be presented to users for inclusion in their plans.
Thus, the increased performance of the CB and CF algorithms would make them the
most appropriate for the recommender. The coverage results uncovered a potential
weakness of the CF algorithm, as its coverage was only around 90%, and slightly
prioritised the appropriateness of the CB algorithms.
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Fig. 8.8 Algorithm coverage

8.3.4 Possible Future Directions

The results of the offline analysis provided information regarding the strengths
and weaknesses of each algorithm in the candidate algorithm set, indicated that
no algorithm performs badly, and that different algorithms win out for different
scenarios. We noted that it was unlikely that predictions scores would be shown to
users and that groups of recipes would rather be presented as recommendations,
but the dieters may have another opinion on how a meal recommender system
should work. We conclude this chapter with a discussion of future studies, which
would compliment and strengthen the lessons learned from the conducted offline
study. Naturally, these future studies follow the user study and online evaluation
paradigms.

8.3.4.1 User Study

There are many avenues for analyses of the suggested meal recommender,
which could be achieved through directed user studies. These include interface
options, such as plan creation mechanisms, diet compliance visualisations, usage
frequencies, the convenience of shopping lists and diet summaries, as well as the
straightforward algorithm performance evaluation with real dieters. Understanding
the user requirements of planners is also crucial. For example, users may want
to add their own recipes to the systems. If so, how should the recommender deal
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with these new recipes, their ingredients and the conversion of newly introduced
ingredients to their nutritional information? The answers to many of these questions
should be understood for effective design of the recommender interface.

A natural next step would be to recruit a cohort of dieters to interact with a
prototype meal planner and plan meals for a short period of time and provide their
feedback on their experience with the prototype’s usability and functionality. The
following questions relating to the functionality of the planner and the algorithms
applied would be suitable for investigation:

• What is the effect of recommendations on meal planning? Do users create plans
faster or with fewer edits?

• What is the accuracy of each algorithm for generating meal recommendations?
This would examine the interactions of users in response to recommendations:
whether a recommendation is ignored, the recipe is browsed or printed, the recipe
is added to the planner, or the consumption of the meal is confirmed.

• What is the effect of recommendations on user satisfaction with the meal
planner?

Suitable performance metrics for the algorithms would include classification accu-
racy metrics, ranking accuracy metrics, as well as the indicators of the time spent
planning, dietary compliance, and overall user satisfaction.

8.3.4.2 Online Evaluation

As mentioned previously, offline and usability evaluations can inform researchers
about the accuracy and usability of the planner. However, only real users can interact
with the system independently and allow researchers to can get a true understanding
of the performance of the technology. For example, an online study could ascertain
not only if users receive good recommendations, but whether the recommendations
are acted upon, i.e., cooked and eaten. In terms of behaviour change and long-term
health goals, a longitudinal online study is the only way to investigate the impact of
the meal planner on weight loss.

If we consider suitable online evaluations of the meal planner, the following
questions relating to the impact of the presence of personalization would be suitable
for investigation:

• What is the effect of recommendations on the compliance with the diet? Do
personalized suggestions make diet compliance easier?

• What is the effect of recommendations on user satisfaction with the meal
planner?

• What is the effect of long-term system usage of personalized recommendations?
Do personalized recommendations sustain engagement with the system?

Real dieters, embarking on real diets could be recruited for the purpose of the
online evaluation through a live site, and their interactions with the system would
be monitored over an extensive period of time. Users could be exposed to various
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algorithms or interfaces at different times or assigned one algorithm or interface
for the entire duration of the study. The metrics suitable to compare algorithm
performance would include ranking and classification accuracy metrics, general
success measures, such as uptake, days planned, average diet compliance, and other
indicators that could reflect the overall impact of the recommendation component.

8.4 Conclusions

Recommender systems play a key role in assisting user decision making in situations
where a large number of options is available. They can also be helpful in assisting
users with special needs in planning and supporting their daily routines. In this
chapter, we focused on the evaluation techniques of recommender systems and
detailed three widely used evaluation paradigms: offline analyses, user studies,
and online studies. We provided examples of each paradigm and detailed on
specific evaluation metrics suitable for judging various aspects of an algorithm’s
performance.

We exemplified the use of offline evaluations with a case study of a meal recom-
mender for users with special dietary requirements. The case study compared the
performance of collaborative, content-based, and hybrid recommender algorithms
with respect to several evaluation metrics and allowed us to derive conclusions
regarding the appropriateness of the algorithms for meal recommendations. We also
discussed scenarios for other evaluation paradigms, such as a user study and online
evaluation, and the research questions that can be successfully addressed by these
evaluations.
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Chapter 9
Automated Usability Evaluation of Model-Based
Adaptive User Interfaces for Users with Special
and Specific Needs by Simulating User
Interaction

Michael Quade, Grzegorz Lehmann, Klaus-Peter Engelbrecht, Dirk Roscher,
and Sahin Albayrak

Abstract Adaptive applications have the potential to help users with special and
specific needs. However, evaluating the usability of such adaptive applications
tends to become very complex. This chapter presents an integrated concept for
the automated usability evaluation of model-based adaptive user interfaces. The
approach is supposed to be used complementary to custom usability evaluations
at an early stage of development. Interaction of a user is simulated and evaluated
by combining a user model with user interface models from a model-based devel-
opment framework, which is capable of providing different adaptation alternatives
based on user attributes and the context of use. The main benefit of the approach is
that no additional descriptions of the application’s UI and tasks need to be created
for the usability evaluation because they are already available from the development
process. As a result, different design alternatives and adaptation variants can be
compared under equal usability evaluation criteria. Further, the complexity and costs
for applying automated usability evaluation to adaptive user interfaces for users with
special and specific needs can be reduced.
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9.1 Introduction

Recently, former stand-alone computer systems are evolving into everyday
appliances and become parts of our daily lives [60]. Characterized by a multitude of
physical interaction devices and networked applications, smart environments offer
opportunities for providing assistance to users with special and specific needs, e.g.
in the domain of Ambient Assisted Living. However, this change also poses a big
challenge, because applications that make up smart environments need to present
or query required information properly and tailored to the users’ needs and abilities
(see Chap. 2). Otherwise, the applications might not be used to their full extent or,
even worse, they might not be used at all. This challenge is currently approached
by the development of adaptive applications, which aim at providing user interfaces
(UI) that adapt to users instead of requiring users to adapt to the UI. While this is
generally preferred, it is particularly important when addressing users with special
needs and abilities.

For the development process, model-based UI development has become a well-
established approach for engineering adaptive applications, e.g. as proposed in
[4, 40]. Here, the core idea is to create user interfaces based on different models
of desired interaction means, target users, tasks and the user interface elements.
The main benefit of applying model-based UI development is the significantly
raised reusability and lowered complexity of the implementation process. Further,
there exist model-based UI development approaches allowing the execution of the
underlying models during development [9]. As a result the user interface can be
simulated based on information of e.g. the task model and the context of use. In
general, model-based development of user interfaces promises to lower the costs
and time during development of adaptive applications.

The growing flexibility of UIs provides a challenge not only for the development,
but also for usability evaluations of such systems. User tests, which usually provide
the best evaluation results, are even more expensive and time consuming in the
domain of adaptive applications and users with special needs. Moreover, detailed
information about the context of use and the abilities of the end users, e.g. vision,
hearing and motor capabilities; and their influence on the interaction process are
difficult to foresee by the designer of an adaptive application. On the other hand,
usability evaluation methods based on expert evaluations require evaluators, who
know the specific domain and applied method in detail which is a challenging task
in this specific domain.

Automated usability evaluation (AUE) emerges as a paradigm allowing exhaus-
tive and at the same time cheap testing. While there are AUE methods which assist in
capturing user interaction in laboratories, most promising approaches are based on
predictive analytical modeling and predictive simulation [24]. Based on underlying
psychological theories, concepts and models, these approaches have proven to
correctly predict cognitive usability criteria, e.g. execution time predictions and
learning time estimations. However, there still exist main barriers to the adoption
of AUE by the interaction design industry:
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Costly and time-consuming modeling process. Current AUE approaches require
additional specific descriptions of the user, UI and tasks. In most cases, such
descriptions of the UI and the tasks do not exist or cannot be automatically derived
from the final UI by automatic routines or the source code. Therefore, the required
models need to be provided by the evaluators themselves, which is a time consuming
and potentially error-prone task.

Complexity of modeling process. Although some AUE methods are very powerful
for specific evaluation purposes, they are hard to apply for complex tasks and more
general usability evaluations. So far, they are not widespread because they require
highly skilled evaluators, who must put high effort in creating the required models.
Further, the methods are usually used for analyzing expert interaction only and
therefore need to be adapted to users with special and specific needs.

In this chapter we will address the described barriers of automated usability
evaluation of adaptive UIs by investigating how already existing models from the
development process can be integrated with a simulated user interaction for the
purpose of automated usability evaluation. The main benefit of this concept lies in
directly using existing UI models to bypass manually creating specific AUE models
of the application and thereby assisting the designer during evaluation.

In the following section we give an overview of usability in general, before we
highlight current AUE approaches and model-based UI development. We continue
with general requirements for automated usability evaluations and present our
approach. Further, we highlight a case study and specific implementation details.
Finally, we conclude with a discussion and an outlook on future work.

9.2 Related Work

We start this section by describing the term usability and current evaluation methods.
Further, we investigate existing model-based AUE methods and inspect their models
and evaluation results. We conclude with a survey on model-based UI development
for adaptive applications and refer to how they are currently evaluated.

9.2.1 Usability Evaluation Methods

The term usability has been used since about the 1980s to describe the quality of
interactive systems from a user-centered design perspective [38]. In ISO 9241-
110, usability has been defined as “ : : : the extent to which a product can be
used by specified users to achieve specified goals with effectiveness, efficiency
and satisfaction in a specified context of use” [15]. The same norm details
dialog principles which result in effective, efficient, or satisfactory interfaces, e.g.
conformity with user expectations, suitability for learning, or error tolerance.
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Although these dialog principles exist, interface design is usually approached
in a trial and error manner [32]. While interface designs are partly informed by
prior knowledge about the users, in most cases they are actually created more or
less intuitively. Afterwards, they are tested and either changed, discarded, or kept,
depending on the evaluation results. This procedure is optimized by following the
Usability Engineering Lifecycle [45], which basically states that tests should be
conducted early and frequently while a maximum of diversity should be ensured.

Principally, the usability of a system can be tested by observation of users (user
tests) or inference based on prior knowledge about users (expert evaluation). In
both cases, formative testing aims at finding problems in the UI in order to improve
it, whereas summative testing targets the estimation of the systems quality, e.g. to
compare two versions of a UI, or to prove the achievement of design goals.

Usually, the best way to conduct usability evaluations is carrying out tests
with real users, e.g. by applying the Think Aloud method where participants are
asked to tell what is on their mind while interacting [44]. Observations are usually
captured in video recordings, log files and annotations of the videos. In addition,
questionnaires are available to quantify the users’ subjective experience of the
interaction, comprised under satisfaction in ISO 9241-110. Unfortunately, carrying
out user tests is time consuming and expensive. Another common problem of user
tests is that evaluations need to be as close as possible to the context of authentic
use [1], i.e. users might behave unnaturally in a laboratory environment when being
given specific instructions.

To save time and money, usability experts can check the application against
predefined criteria, e.g. by using Heuristic Evaluation [43, 46], or by analyzing
steps and knowledge required to conduct a task, e.g. Cognitive Walkthrough [49].
However, this still requires several professionals with expertise in typical user
behavior [45] and provides only an educated guess of the problems real users will
encounter. For example, in an examination of different usability studies conducted
in [42], the authors found that designers and evaluators are often the same persons,
which obviously limits the objectivity of the evaluation. Farenc et al. [17] list
other typical problems designers run into when applying guidelines and evaluation
methods due to missing standards and completeness of existing approaches.

Especially the potentially high complexity of the context of use, and as a possible
result the explosion of the applications’ state space [64], leads to problems in
evaluating the usability of adaptive applications. Additionally, considering users
with specific needs, adequate sample groups might be hard to acquire for user tests.
In difference, approaches based on expert evaluations require evaluators who have
deep knowledge in the domain and the applied method.

9.2.2 Automated Usability Evaluation (AUE)

In contrary to manually conducting usability evaluations, automated usability
evaluation is carried out with assistance of computer-aided tools. However, aspects
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like qualitative and subjective information, e.g. user satisfaction or the usability of
a certain “Look and Feel” are hard to measure and to predict. Thus, todays AUE
methods are not able to fully substitute custom usability evaluations. Instead, they
should be used complementary, e.g. during early stages of development in order to
structure the interaction process or when custom evaluations are too costly or too
hard to apply.

In [24] a general taxonomy of AUE is introduced. The authors categorize 128
different AUE approaches depending on:

• the usability evaluation method (testing, inspection, inquiry, analytical modeling
and simulation)

• the level of automation (non-automatic, automatic capture, automatic analysis
and automatic critique)

• the human effort (minimal effort, informal use, model development and formal
study).

Regarding this taxonomy, the approach proposed in this chapter can be cate-
gorized as following: automatic analysis, model development, simulation by using
analytical modeling. Further, the authors also list the main benefits of AUE, some
of which are:

• Uncover various types of errors more consistently.
• Increase the coverage of evaluated features.
• Enable comparisons between alternative designs.
• Predict times and errors across an entire design.
• Reduce the need for evaluation expertise.
• Can be embedded directly into the design process.
• Reduce the cost of usability evaluation.

When it comes to applying AUE methods, there are also costs which have to
be weighed against these benefits. As stated above, these costs lie especially in the
time-consuming and complex creation and maintenance of the underlying models.
An example gives that designers usually start by sketching mock-ups of different UI
versions with their preferred tools in an early stage of development. Thus, an import-
functionality would be desirable in order to minimize the effort of the designer
when evaluating these first mock-ups. However, importing from different mock-
up tools is an aspect which most of the AUE tools do not support sufficiently even
though recently work has been targeted on this aspect, e.g. in [23]. Still, the problem
remains that the interaction logic of the application cannot be provided when using
mock-ups, i.e. the task model of the application is missing. In [28] some of the costs
are generalized, which a designer needs to invest when choosing to incorporate a
specific AUE into the Usability Engineering Lifecycle:

• Learning and understanding the modeling theory.
• Learning how to use the modeling tool itself.
• The time it takes to create the model in the modeling theory with the help of the

modeling tool.
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• Obtaining the knowledge to create an appropriate cognitive model in the task
domain for the intended user group.

Regarding the approach described in this chapter, we expect to decrease the first
three costs because main parts of these steps are already included in the development
process of the application when utilizing a model-based UI development framework
and executable application models.

Below, a survey of different automated usability evaluation approaches is given
which are performed at development time with the goal of predicting values of
human performance. Basically, the described approaches are implementations of
cognitive theories with the help of a structured user model and a task description
(respectively goals) for the interaction process. We focus mainly on these models
and the required information for the simulated interaction process. Further, we
highlight the corresponding usability evaluation criteria and existing tools for the
creation of the models.

9.2.2.1 GOMS Method and GOMS-Based Evaluation Tools

GOMS is based on models of goals, operators, methods and selection rules [14].
In general, GOMS models can be used to provide information about the required
knowledge for fulfilling a task with a given application. Therefore GOMS focuses
mainly on the task model and the user model. Furthermore, GOMS can be used to
predict execution times and the required time to learn interaction with the UI. In
a GOMS model, the direction of interaction is represented with the help of goals.
These goals can be divided into hierarchically ordered sub-goals to break down the
complexity of interaction. In order to model how a human user would try to achieve
these goals, operators are being performed on a perceptual, cognitive or motor-act
level. Effects of these operators can lead to changes in the internal mental state of
the modeled user or changes in the external environment, i.e. the application model
and the model of the context of use. Similar to the more basic Keystroke-Level
model (KLM) [13], which can also be applied for disabled people, see e.g. [31],
execution times are bound to these operators in order to predict the overall execution
time. The execution times are based on (internal) cognitive operators and (external)
movements of the hands. Therefore, Fitts’ Law [19] is used, which describes a
function including the size and distance of the UI elements. Thus, layout specific
information needs to be provided using a specific description. Another similarity
between the GOMS approach and KLM are the methods which describe sequences
of operators in order to achieve sub-goals. If more than one method can be used
to achieve a goal, the selection rules are applied. These rules represent the user’s
knowledge depending on the current task.

In [29], the authors list different GOMS analysis methods for different areas of
application. Tool support for GOMS models is implemented e.g. by USAGE1 [11].

1UIDE System for semi-Automated GOMS Evaluation.
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With USAGE an NGOMSL2 model of the UI is generated and executed. This model
can be run on a provided set of user tasks and estimates execution time and learning
time. In USAGE, goals and tasks cannot be ordered hierarchically and are therefore
limited to relatively low-level goals and tasks. GLEAN3 [33] uses GOMSL4 for
describing the user task and interaction steps. The evaluation process relies on the
correct identification of the task. However, complex tasks tend to be hard to model
and to validate against collected data. Modeling the simulated devices is a further
challenge of this approach [36]. Further tools based on GOMS are reviewed in [6]
according to different aspects like cognitive plausibility, required design information
and available modeling constructs.

9.2.2.2 Cognitive Architectures: ACT-R, EPIC and Related Tools

The Adaptive Control of Thought-Rational (ACT-R) [3] is an architecture used
to describe cognitive aspects of human-computer interaction. ACT-R is based on
different internal modules (of the user model) which are able to process different
information in parallel and serially. A manual module is controlling the hands of the
modeled user for interaction while perception is achieved with the help of a visual
module from a description of the UI, i.e. a basic application model. Rudimentary
vocal and aural systems complement the visual module. Further modules consist
of an intentional module which processes the current goals and intentions of the
user and a declarative module for retrieving information from memory. A central
production system is coordinating all other modules. Within each cycle, the central
production system is able to recognize patterns in the internal buffers which contain
information from the external world (application model and context of use) and the
internal state (user model and task model). As a result, production rules are fired and
the internal buffers are updated accordingly. To better reflect human limitations all
of these modules and processes underlie several restrictions.

G2A [2] is a tool which allows automatically generating different ACT-R models
from a given GOMS model. The approach allows for the evaluation of different
ACT-R models by varying mappings from the GOMS model to different ACT-R
production rules. This becomes possible, because GOMS models are specified on a
higher level of abstraction than ACT-R production rules.

In a similar way, the ACT-Simple framework [53] and the closely related
CogTool [30] are both based on a compilation approach to produce ACT-R models.
Additionally, CogTool eases the complexity for creating required ACT-R models
by manually demonstrating interaction on a storyboard of the UI. This storyboard
consists of mock-ups or screenshots of the UI. In the background a KLM model
is generated from the input sequences the designer has specified. Additional

2Natural GOMS Language.
3GOMS Language Evaluation and Analysis.
4GOMS Language.
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mental operators [14] are added automatically by CogTool. Finally, the resulting
KLM model is compiled together with information from the storyboard into an
ACT-R model which can be used to evaluate expert interaction. The main benefit
of modeling with CogTool is that creating the models becomes more intuitive
and applicable for designers. An approach towards applying CogTool to the field
of mobile devices is described in [27]. The CogTool-Explorer [56] focuses on
predicting human interaction for novice users. The main difference of CogTool-
Explorer to the initial CogTool is that the designer does not directly specify the
interaction but provides goals of the modeled user in form of a textual description.
Based on the concepts of information scent and label-following, the user model
compares the semantic similarity of a Web UI and the specified goal description.
Therefore, CogTool-Explorer extends the initial CogTool with SNIF-ACT5 2.0 [20]
and provides different strategies for interaction.

Similar to ACT-R, another cognitive architecture is the Executive Process-
Interactive Control (EPIC) architecture [35]. In contrary to ACT-R, the perceptual
and motor mechanisms of EPIC have an equal status with cognition in accounting
for human performance. This is a direct consequence of the assumption, that
limitations on human ability are not central but structural, i.e. the ability to fulfill
tasks might be limited directly by peripheral, perceptual and motor mechanisms but
not by a pervasive limit of cognitive-processing capacity. Several steps are required
for constructing the models in EPIC. On the one hand, the task model needs to
be specified by the designer. Therefore, production rules, which represent the task
procedures, have to be specified and task-specific information for perception and
actions need to be added. On the other hand, the simulated UI (application model)
with its own attributes and characteristics for interaction with the processors of
the user model needs to be defined. A comparison between modeled keyboard and
touchscreen interaction with EPIC is made in [34].

9.2.2.3 Programmable User Model

The idea for a Programmable User Model (PUM) was first described in [63]. The
basic concept of this analytical evaluation approach is to program a user model
capable of simple human problem solving strategies and common sense knowledge.
This user model needs to be extended by the designer in order to be able to interact
with a model of the application under study in its specific domain. The main idea
behind this concept is to show that interaction with the UI would be intuitive and
therefore easy to implement into a PUM. The designer needs to consider what
knowledge is required for a goal-directed interaction and if the intended user has to
have this knowledge in advance (task model). Following the maximum rationality
hypothesis [41], an enhanced PUM approach was implemented by assuming that
human users interact in a rational way when having a goal to obtain [8]. In this

5Scent-based Navigation and Information Foraging in the ACT cognitive architecture.
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enhanced approach, the knowledge of the state of the world is formalized as beliefs
which can be altered through operations. In detail, these operations are represented
by beliefs about actions and their effects. Interaction is simulated with the help of
operations. All operations that match to the goals of the user will be performed.

9.2.3 Model-Based UI Development for Adaptive Applications

Adaptive applications are commonly described as being able to adapt to the current
context of use in order to cope with the increasing complexity and diversity of
current software systems [25]. One approach to address this problem is model-
driven engineering (MDE). Based on the notion of models as a basis for software
engineering, it represents the shift from object-oriented to model-driven thinking.
MDE has been researched as a possible approach to reduce the complexity of UI
development [59] and thus the notion of model-based UI development emerged.

According to the CAMELEON reference framework [12], model-based UI
development aims at expressing different aspects of the UI using a set of models.
CAMELEON identifies several levels of UI model abstraction according to which
we will structure the models described in our approach. These models include:

• Concepts and Task Models, which consist of descriptions from the designer and
define possible actions of the user and the application. The tasks can be ordered
e.g. by temporal or hierarchical relations to reflect the interaction process.

• Abstract User Interface (AUI), which is an intermediate model, and independent
from the specifications of the target UI and platform. The AUI channels the
models from the concepts and tasks to a logical structure.

• Concrete User Interface (CUI), which is still an intermediate model that cannot
be run independently, but specifies the final look of the UI.

• Final User Interface (FUI), which is the actual source code that can be compiled
and run on a runtime infrastructure.

A main benefit of using this framework is that utilizing formal UI models
conforming to CAMELEON takes the design process to a computer-processable
level, on which design decisions become understandable for automatic systems.
Currently, there exist UI description languages, e.g. UsiXML [37] and TERESA
[39], which utilize models conforming to CAMELEON in order to generate the final
UI code from models and adapt the UI by transforming their executable models.

One of the research topics in the field of model-driven UI engineering is UI
plasticity. Plasticity denotes the capability of a UI to adapt, while preserving pre-
defined usability properties [57]. In the following we present several model-driven
approaches, which aim at the provision of plastic UIs and thus incorporate usability
evaluation measures into the UI development and adaptation process.

Sottet et al. [54] propose UI model adaptation mappings augmented with
information about their impact on usability properties specified at development
time, e.g. according to criteria specified in [5]. The mappings help the designer
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to select appropriate UI adaptations that best match the context and usability
requirements of the application. At runtime of the application the mappings can
be used to optimize the selection of automatic adaptations or to negotiate possible
modifications with the user, e.g. based on predefined trigger events.

The SUPPLE system [21] refers to UI adaptation as an optimization problem.
SUPPLE focuses on an algorithm for minimizing execution times for users with
different motor impairments by building up a user model for motor abilities based
on training data.

In [18] an AUE is connected to executable models of an application at develop-
ment time. The final UI is simulated and evaluated for a specific user model.

Some approaches utilize UI models for improving the effectiveness and quality
of interaction by providing users with information about available functionality,
the context of use, or performed adaptations. Xplain [22] addresses the design of
self-explanatory, adaptive UIs in which the user gets answers about the design and
behavior of the interactive system. Although Xplain does not evaluate the usability
of the UIs, it makes the design rationale accessible and understandable at runtime.

The approach presented in [48] aids the process of engineering interaction
techniques. A special focus is set on the evaluation of interactive techniques with
regard to pre-defined usability and user experience requirements. Each interaction
technique is modeled using the Interactive Cooperative Objects (ICO) formalism.
Because ICO is based on Petri nets, the modeled interaction technique can be
simulated and tested automatically. A simulation environment generates model-
based simulation log data, which is then evaluated by experts.

The TERESA [39] authoring tool supports the user-centric development of
interactive applications based on concurrent task trees (CTT) and UI models. The
tool enables an early evaluation of the designed applications by means of simulation.
For example, the simulation of the task tree enables the designer to detect possible
dead-ends or unreachable states.

9.2.4 Conclusion

As we have shown in the above sections, there exist adaptive applications which
are able to adapt their UI and underlying task structure to the observed context of
use. Usually, these mechanisms are based on assumptions of the predictive context
of use, as well as different rules and mappings that are predefined. So far, to
our knowledge, executable UI models conforming to CAMELEON have not been
integrated directly for providing information to an automated usability evaluation.
Thus, in this chapter we propose an approach of model-based interaction simulation
in order to automatically evaluate usability criteria. As outlined above, the expected
benefits of this approach are a reduction of evaluation costs in general and more
specifically a reduction of the complexity of creating the required models for an
automated usability evaluation. The next section discusses in detail the requirements
and focuses on the problem scope addressed by our approach.
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9.3 Problem Scope and Requirements

In order to conduct automated usability evaluations of adaptive applications by using
simulated user interaction, basic requirements need to be specified first. Conforming
to the definition of usability stated above we need to identify and provide detailed
information about the criteria for evaluation, i.e. the evaluation method and the
measurements, the application under study, the user as part of the context of use
and a specific task or set of goals which the user tries to fulfill.

In the following subsections, we discuss these five requirements and their
formalisms with a focus on information required for automated usability evaluation
methods.

9.3.1 Criteria for Evaluation

Usually, different usability evaluation methods predict and uncover different types
of usability criteria [61]. However, AUE allows reasoning about human performance
measures mainly, e.g. the task completion time or the number of required interaction
steps. In contrary to these measures, there also exist quality-related measures, e.g.
frustration and joy of use, which currently cannot be predicted accurately using an
AUE. Therefore, the choice of the targeted measure directly influences the different
types of information required to conduct the evaluation. Additionally, this informa-
tion needs to be structured conforming to a specific model or description language.

In the case of evaluating adaptive applications, the system response to user input
also depends on the context of use (as described below), leading to a multitude of
unique situations for which an appropriate system response needs to be ensured.
Thus, methodologically, simulation-based evaluation is required to enable extensive
testing of possible interaction paths.

9.3.2 Application Under Study

As in AUE user and application interactions are usually modeled abstractly, a
formal description of the application under study needs to be provided. More
specifically, detailed information about the UI and its interaction logic is required
and needs to be provided in a computer-processable way, e.g. by using models. This
usually comprehends all UI elements along the path of interaction and their specific
attributes required for an AUE, e.g. type, size, position, color and label. This way, it
allows e.g. the calculation of execution times of specific interaction paths by using
the GOMS method.

If interaction paths are to be created automatically with the help of user
simulation, a connection needs to be established between the UI elements and the
application task the user is currently performing. This allows reasoning about the
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effects of using the UI elements, i.e. their purpose within the task; and simulating a
goal-directed path through the application.

9.3.3 User

As different users may interact with the application differently, information about
users which is relevant for the interaction behavior needs to be specified and taken
into account during evaluation. Users may differ in their expertise regarding the
application and its UI, but also regarding the domain of the task. In addition,
they may have different preferences regarding interaction techniques (e.g. using the
mouse or keyboard shortcuts). Finally, regarding users with special needs, physical
and psychological abilities of the users have to be taken into account, especially
when it comes to disabilities such as motor impairments [31, 58].

Most AUE methods expect that the user is an expert in the domain of the
application and therefore only optimal interaction paths are evaluated. Some other
approaches, e.g. CogTool-Explorer, model novice users, but expect that the user has
no knowledge of the domain at all. A main difference between modeling expert
users and novice users is that in the latter case interaction problems due to a wrong
understanding of the application can be accounted for. These errors have usually
been excluded from AUE methods, but due to advances of the methods as well
as availabilities of large corpora on the Internet recently have gained increasing
attention [7, 55, 56]. As adaptivity of interactive applications aims at simplified
usage, as a requirement, ideally the expertise of the targeted user group should be
modeled accurately.

Unfortunately, errors due to a lack of experience with the application or domain
are hard to predict. An exception is the simulation of browsing behavior, where
category labels are evaluated based on semantic similarity between goal concepts
and UI element labels, e.g. as in [7, 56]. If errors cannot be predicted automatically,
at least known errors can be modeled and their consequences can be evaluated using
a simulation approach. In this case, meaningful results are expected if either:

• the error type and its preconditions are known, but the design cannot easily be
completely inspected manually for all instances of the error, or if

• the error types, preconditions and respective application states are known, but
removing them leads to conflicts with other constraints on the design.

Mainly the first case is relevant for the evaluation of adaptive applications, as
adaptation is usually not defined explicitly for all cases, but inferred from general
adaptation rules or mechanisms [54]. A precondition to practical applications of the
AUE method is then to develop knowledge about error types and their precondition,
either in a general way, or during the task analysis phase preceding the design of the
actual interface under test.

Wood and Kieras pointed out that the user behavior following an error can be hard
to predict [62]. It involves, among other things, that the user notices that an error
has occurred and reasons about recovery possibilities. Therefore, the description
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of the user also requires including some kind of mental representation of the
application (and the world), which allows predicting expected consequences of
actions and comparing them to the actual outcome. Such an internal description
of the application could be called a mental model [47].

9.3.4 Context of Use

When applying any usability evaluation method a formal description of the current
context of use is required in order to get an objective view on the outcome, because
surrounding factors may influence the interaction. Usually, this includes information
about the platform, the environment and the user [12].

Information about the platform also includes the interaction devices, e.g. key-
board, mouse, touchscreen or monitor. In some cases this information can be
integrated into the information about the application under study, because maybe
no sharp distinction can be made between software and hardware components.

Information about the environment may include surrounding factors, e.g. acous-
tic or lighting condition. In case of adaptive applications, the modeled surrounding
factors should at least include those which are sensed by the system. If the user is
performing other actions besides the current task, e.g. driving a car while interacting
with a navigational application, constraints arising from this secondary task need to
be modeled as well [52].

9.3.5 Task

The goals the user tries to achieve during interaction are also required in order to
evaluate an application’s usability. These may be specified in form of a task the user
wants to perform. When conducting usability tests with real users, goals are usually
predefined and the participants receive a description of the task to be performed.
Like real-user tests, AUE simulations are based on predefined tasks. However, in
most cases more different tasks can be tested in the latter case.

If the task is to be used in simulations, the actions performed by the user to reach
the goal state are sometimes not contained in the task description, i.e. they may
be determined on the fly based on general rules describing how users would try to
proceed.

9.4 Approach

Based on the five requirements stated above, we present an integrated approach
which suits these requirements and provides evaluation results based on existing
AUE methods. Again, we start by addressing the criteria for evaluation and proceed
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with the information about the application under study. As shown in Fig. 9.1,
we make use of application models conforming to the CAMELEON reference
framework which is described above. More specifically, one of our assumptions
is, that the application models need to be computer-processable, i.e. executable, in
order to simulate the UI and for tracing information within the models. Further, a
user model capable of interaction simulation with the provided application models
is described. We also describe how information from the context of use can be
accessed during the simulated user interaction and the usability evaluation. Finally,
we conclude with a description of how different tasks can be made available for
simulation using already provided connections between UI development models in
combination with the proposed AUE method.

In the following we continuously refer to the environment for model-based
automated usability evaluation depicted in Fig. 9.1 and describe the different
components in more detail.

9.4.1 Criteria for Evaluation

In our approach, the evaluation is based on user interaction simulations. Different
interaction paths are simulated automatically based on the information provided in
the underlying models of the application and the user. Each simulated interaction
is logged, and from the log, different performance criteria can be predicted using a
specific AUE method, as depicted in Fig. 9.1.

In general, meaningful criteria, which have proven useful in summative usability
evaluation, can be calculated with the described approach. Efficiency can be
predicted in terms of interaction turns, task duration or the number of non-goal-
driven interaction steps. Further, effectiveness can be used as criteria by measuring
task success rates, i.e. the ratio of successfully accomplished tasks to overall
simulated tasks. All of these measures can be used for a comparative analysis of
different design alternatives, e.g. shorter task durations are generally preferred but
depending on the user’s needs and abilities fall behind accessibility.

In addition, the interaction logs can be used for a formative evaluation (i.e.
finding interaction problems or inadequate application responses). However, tracing
the simulated interaction path needs to be done manually by the designer.

9.4.2 Application Under Study

The application under study and its UI are described within the models defined by
the application designer. By having clearly defined syntax and semantics, the models
provide computer-processable information about the design decisions and can be
utilized for simulation purposes. By interpreting the models it becomes possible to
simulate and evaluate the behavior of the application under a varying context of use.
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In terms of the CAMELEON reference framework, our approach focuses on the
utilization of task model, AUI model and CUI model as can be seen in Fig. 9.1.

Task modeling is a common approach for user-centric development of interactive
applications. It enables the design of an application from the perspective of the tasks,
which the user and the application must perform in order to reach a given interaction
goal. In traditional model-based UI development approaches, task models are the
starting point of the development process and are further refined with AUI and CUI
models.

The task models are tree-like structures and define the workflow of an application
by describing the tasks that the user (user tasks), the application (application tasks)
or both together (interactive tasks) perform during their interaction. The tasks can
be grouped in abstract parent tasks. Further, neighboring tasks are related to each
other by temporal operators of different types. The operators have a main influence
on the interpretation and simulation of the task tree, e.g. by defining that one task
precedes another or that several tasks can be performed in parallel. In addition to
the modeling of temporal relationship of tasks, several task modeling notations
enable the definition of the information flow between the tasks. By defining which
information objects are needed for a task or are produced during the performance of
a task, it becomes possible to analyze the exchange of domain information between
the application and the user.

Complementary to the task models, AUI and CUI models provide information
about the structure and looks of the UI of an application. AUI models provide a
platform independent description of the UI, while CUI models describe the UI for
different platforms, e.g. smart phone or TV. On the AUI level the designer refines
tasks by defining UI elements with an abstract type of interaction (e.g. Selection or
Navigation). In CUI models, these UI elements are further refined with modality-
specific information for each of the supported platforms (e.g. whether an element
has the type of a button or a checkbox).

Currently, we are focusing on the evaluation of graphical UIs and thus CUI
information about the type, size, layout and label of UI elements is of most
importance. It enables a usability evaluation of the application’s visuals in terms of
UI element visibility, readability and consistency as well as evaluating the efficiency
of interaction, e.g. when predicting the execution time using GOMS. It is important
to note that the CUI model also defines the input UI in terms of interactions that
the user may perform with the application and how the input is processed (Concrete
Interaction Input Model in Fig. 9.1). The CUI models thus make explicit when users
may click or focus an element.

In our approach the AUI and CUI models are examined in combination with
task models. By maintaining the connections between tasks and their AUI and CUI
representations we are able to trace the model information of each GUI element back
to the task description. We utilize this mapping in combination with the task model
simulation in order to analyze the impact of the simulated user interaction (based on
information of the Concrete Interaction Input Model and the Concrete Interaction
Output Model in Fig. 9.1) on the application’s behavior. Further, we utilize the task
model of an application to calculate the task sequences envisioned in the application
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by its designer. In general, by simulating the task performance, it becomes possible
to detect potential usability problems, like too long interaction paths, interaction
loops, unreachable or untimely reachable tasks, wrong task sequences, dead ends or
missing domain information access.

9.4.3 User

In general, simulations of human performance can be done on the cognitive level
with architectures like ACT-R or EPIC, which however require a very detailed
and task-specific model of the user and the cognitive procedures. On the other
hand, it yields detailed results regarding cognitive requirements for the tasks. As
a main goal for the evaluation described in this chapter is to evaluate the application
reactions to different adaptations (i.e. combinations of different user interfaces,
user-specific characteristics and context of use), a user model on the behavioral
level would be sufficient as there is not much additional information about the
internal processes and procedures required. Consequently, if the interaction is
modeled on the behavioral level, the simulated interaction traces can be evaluated
using several AUE criteria, such as execution time prediction or estimations of
learnability. However, in order to predict accurate execution times and learnability,
some elements from cognitive theory need to be included. Therefore, a combined
approach of behavioral and cognitive level is required to suit our needs.

The user model in our approach conforms to the concept of the model human
processor [41] which structures the internal processes into perception of infor-
mation, processing of information and interaction execution. During each step,
interaction is started by a simulated perception process (see Fig. 9.1). The perception
is based on the modeled description of the UI in the Concrete Interaction Output
Model, containing e.g. text from labels and layout information from all graphical UI
elements. In the same manner, the user model retrieves possible interactions with
the UI from the Concrete Interaction Input Model. In the subsequent processing
step, interactions are chosen depending on whether or not they move the interaction
process towards the current goal. To find goal-directed interactions, the perceived
information is compared to the current goal of the user model, implementing the
principle of label following [50], i.e. if labels of UI elements are semantically similar
to a goal description, they are chosen for interaction. More details of the imple-
mented semantic processing approach can be found in [55]. In the last step, the exe-
cution of the selected interaction is simulated, e.g. pressing a specific button. In this
way the user model generates input events for the Concrete Interaction Input Model
and as a result the application model is updated accordingly (see bottom of Fig. 9.1).

As we have concluded above, most AUE approaches focus on expert interaction
only. However, when extending these approaches to users with special and specific
needs it becomes important to take interaction errors into account. In order to simu-
late user errors due to unexpected combinations of user characteristics, application
attributes, and context of use features [28] we make use of a probabilistic approach
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based on rules [51]. These rules are applied at all three phases of interaction:
perception, information processing and interaction execution. The conditional part
of these rules describes trigger points for rules to fire, e.g. the user has a tremor
and there is a small button on a touch display. The consequences part describes
the effects of the conditions on the simulated interaction process, e.g. reducing
the probability that the user performs the interaction correctly. Several such rules
could be defined based on usability expert knowledge or experimental data, e.g. as
described in [5]. After all rules, which apply in the given state, have been evaluated,
the probabilities of all possible input interactions of the state are normalized and
the interaction to be performed is chosen using a Monte Carlo method (see [51]
for more details). This way, non-expert interactions can be evaluated and effects of
interaction errors can be revealed when simulating different iterations.

The described approaches for user error generation are not complete. For
example, errors in the user’s understanding of the task cannot be described this
way. However, simulating interaction problems as described above is a first step
towards a better simulation of novice user behavior and for users with special and
specific needs.

9.4.4 Context of Use

As stated above, in model-based UI development the context of use is defined as a
combination of the environment, the platform and the user. The adaptation of the
UI based on the context of use is defined as modifications of its models at different
levels of abstraction defined in the CAMELEON reference framework. Often the
adaptations are defined as model transformations in a separate model and are bound
to definitions in a context model. In other approaches the models already inherit
context of use dependency definitions, e.g. some task modeling notations enable the
declaration of the context of use in which a task is available. However, for our AUE
approach it is not important how the adaptations are defined, but how to trigger them
based under a varying simulated context of use.

As depicted in Fig. 9.1, we utilize a context model, which is connected to the
models of the application and which can be queried by the AUE method. The
designer is able to alter the context model and consequently simulates different
situations to which the application under study reacts. The simulated context of use
may lead to the adaptation of the application, visible to our evaluation components
as a new variant of the application’s models. This way, different adaptations of the
UI can be evaluated by the designer.

9.4.5 Task

As depicted in Fig. 9.1, a task model is required in order to simulate interaction
between user model and application model. In our approach, a task model of
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Fig. 9.2 Graphical user interface for the recipe ingredients configuration task, annotated with AUI
model information. The numbers correspond with those of the task model (Fig. 9.3)

the user defines which information has to be transferred between user model and
application model for changing the applications state towards the goal of the task.
The underlying task model of the deployed user model is structured with the help
of attribute-value pairs, which can be ordered hierarchically. Each attribute of a
pair defines the category of the information while the value provides a specific
assignment to this attribute. An example gives the attribute-value pair of available
ingredients in the household when interacting with an interactive cooking assistant
(see Fig. 9.2), e.g. <ingredient, 250 ml milk> where the attribute is “ingredient”
and the value is a specific allocation.

Currently, in our approach the user task model is being derived from the task
model of the application. So first of all, different paths to a goal state have to be
generated. Such a goal state is predefined by the designer and contains a list of
attribute-value pairs which the user model tries to transfer to the application model
in order to fulfill the task. We call the resulting list the solution path which contains
all relevant information. This solution path is being calculated by traversing the
task model of each application (see e.g. Fig. 9.3). Based on the applications task
tree structure and the temporal operators between the tasks we are calculating the
enabled task sets (ETS), which can be performed at a given point of time. Starting
with the initial ETS of the task model and by simulating the tasks, we are building
a graph of all reachable states. Each node of the graph represents an ETS, while
each edge represents a performed task. Thus, for any target end task selected for the
evaluation we can determine the possible solution paths and the tasks the users have
to accomplish in order to reach their goals. Each solution path contains all subtasks
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Fig. 9.3 Excerpt from the cooking application’s task model, showing the sub-tree for recipe
ingredients configuration task

the user model needs to pass through. By using mappings between task model via
AUI to the CUI and the domain model all relevant attributes for the attribute-value
pairs can be identified. The specific assignments, e.g. from the domain model, are
used as values to complete each attribute-value pair.

However, not all interaction steps require a manipulation of the underlying
application variables. We call these steps navigational steps, e.g. when the user
model needs to select “Next” in order to proceed in the dialogue. These steps can be
identified using the AUI type Navigation. The corresponding UI elements and their
labels are derived by using mappings to the CUI. This way, all navigational steps are
identified and the solution path is created and transferred as a list of attribute-value
pairs to user task model.

If an error occurs during interaction, i.e. the user leaves the calculated solution
path; a new solution path to the predefined goal state is being calculated and
transferred to the user model in order to maintain the goal directed interaction
according to the maximum rationality hypothesis. In case no such interaction can
be found, before ultimately canceling the task, path search can be applied to look
for interactions leading to a sub goal, or another state on the goal-directed path [26].

9.4.6 Conclusion

The described approach allows for evaluating adaptive model-based applications
compatible with the CAMELEON reference framework by integrating the UI
models into an automated interaction simulation and usability evaluation. The
approach enables the evaluation of the application with regard to selected user tasks
and a specific context of use. By including information about the user into the
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simulation it becomes possible to evaluate non-expert behavior and the influence
and effects of special and specific needs on the interaction process.

With the help of a case study, in the following section we will describe how an
application can be evaluated using our approach.

9.5 Case Study

This section describes how we applied our approach to an example application
implemented in a model-based UI runtime architecture. To provide the required
application models depicted in Fig. 9.1, we utilize a model-based runtime system
for ubiquitous UIs, called the Multi-Access Service Platform (MASP) [10]. MASP
UIs are defined by the designer as sets of models compatible with the CAMELEON
reference framework, spanning task and domain models, as well as AUI and CUI
models. The models are held at runtime to dynamically derive the final UI, i.e. the
models are executable. As a result, modifications to the models are directly reflected
as changes in the UI and interaction with the UI leads to changes in the underlying
models. Further, the concept for the user model stems from the MeMo workbench
for semi-automated usability evaluation [16]. For the purpose of this example, we
have connected the user model of MeMo with the underlying task and UI models of
the MASP runtime framework in order to simulate user interaction. Finally, in our
case study, we are using the ACT-Simple framework [53] and CogTool [30] in order
to demonstrate how our approach can be connected to further AUE approaches. This
combination allows predicting execution times of different UIs based on simulated
user interaction without having to model the application for each AUE approach
separately.

As example application, we chose an interactive cooking assistant, which
provides a cooking recipe database and assists the user in choosing and preparing
meals during everyday life in a smart home environment (Fig. 9.2).

The cooking assistant adapts its UI to different interaction devices which may all
have different sizes of the screen and different input devices, e.g. a touchscreen in
the kitchen, a smartphone and a TV. Further, the cooking assistant is also able to
adapt to the context of use, e.g. the observed distance of the user to the screen.
Conforming to this distance important parts of the UI are enlarged for a better
perception and an additional voice input and output can be triggered. Further,
different kitchen appliances can be controlled, e.g. the oven, the hood or a bread
machine. This suits especially for users with disabilities, e.g. motor-impairments, as
it allows the whole preparation process to take part with a single interaction device
in an assistive way.

The application consists of several interactive steps leading to the final goal of
preparing a meal. One of the interactive steps is the configuration of a shopping list
with ingredients needed for the meal. The corresponding graphical user interface
is shown in Fig. 9.2 where the UI elements are annotated with information about
the type of the AUI elements. Further, the numbers of each AUI element correspond
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with the annotations of tasks from the task model in Fig. 9.3 in order to highlight the
connection from task model to AUI model which is depicted in Fig. 9.1. We will use
this interactive step of the cooking assistant as an excerpt to describe how the whole
application is modeled within the MASP runtime architecture and how information
from these models is used for the automated usability evaluation process.

9.5.1 Description of the UI Models

The ingredients needed for the meal are listed on the top left (1) of Fig. 9.2. The list
is a representation of the interactive task IngredientsList (see Fig. 9.3). On the level
of the AUI model the element is declared as a Choice interaction, meaning that the
user selects an element from a set of alternatives. On the top right, the application
provides a text hint (2), declared as a non-interactive OutputOnly element in the
AUI model. By tapping on the red (3) or green (4) button, the user informs the
application about the availability of the ingredients in the household. In the AUI
model both interactions are modeled as Commands, because the user triggers a
functionality of the application by pressing the button. This is also visible in the
task model (bottom of Fig. 9.3), where system tasks follow both interactive tasks:
AnswerYes and AnswerNo. Depending on the user’s input, the application performs
the AddIngredientToShoppingList or RemoveIngredientFromShoppingList task. The
same applies to (5) with its corresponding interactive task RequestDistribution and
its following ControlUIDistribution system task. Both buttons (5) and (6) navigate
from the ingredients mask to other UI masks and are thus modeled as Navigation
elements.

The AUI specification of the tasks is further refined in the CUI model – (1)
is declared as a GraphicalList, (2) as a Label, while tasks (3)–(7) are Buttons. In
addition to the output description, the CUI model also defines the mapping between
the input provided by the user and the UI elements. The input definition for (3)–(7)
is intuitive – any Selection events (mouse clicks, touch taps) within the UI elements
of these tasks triggers the execution of the underlying commands, respectively
navigations. In case of (1) the Selection events are interpreted as the choice of the
list element at which the input occurred. Finally, as (2) is a label, the CUI model
does not define any input events.

9.5.2 Process of Interaction Simulation

As described above, at first the user model retrieves the user task from the
application task model, e.g. selecting a meal and checking all required ingredients.
Here, the designer may want to evaluate how different adaptation variants of the
application behave in case some ingredients are not available. With the help of
mappings from the task model to the AUI and the CUI model we can identify



9 Automated Usability Evaluation of Model-Based Adaptive User Interfaces. . . 241

Fig. 9.4 Depicted is an adaptation variant of the recipe ingredients configuration task including
fewer, but enlarged, UI elements for users with bad vision or motor-impairments. At first the
application queries all required ingredients (1) and then presents the result as a shopping list of
ingredients which are not available in the household (2)

which attribute-value pairs need to be exchanged to fulfill the task. Further, by
using the AUI model and the CUI input model, the user model is provided with
information on whether to make a choice, e.g. interacting with the ingredient list in
Fig. 9.2, or which UI elements have to be selected when the user model intends to
proceed to the next UI mask (button labeled “Proceed to next step” has the AUI type
Navigation). Likewise, the attributes from the UI elements are gathered from the
Concrete Interaction Output Model and are used during the perception, processing
and execution phase of the user model. In case rules are triggered based on user or
UI attributes, deviations from the solution path may occur.

9.5.3 Exemplary Results of Automated Usability
Evaluation Process

In our case study, we describe how the time prediction of CogTool can be used as
usability evaluation criteria for a specific task of the cooking application. Therefore,
the interaction path of the simulated user interaction is automatically transferred as
input to the ACT-R compiler (used e.g. in CogTool). This includes the UI elements
in the order of their visit by the user model and the used interaction devices. In our
case study there is touch interaction only. Thus, due to order, size and position of
the UI elements, the execution time prediction can be used as criteria for comparing
different design alternatives.

An alternative adaptation variant of the ingredients configuration task (shown
in Fig. 9.2) is depicted in Fig. 9.4. Here, the designer chose to split up the single
tasks and to sequentially query the user for the required ingredients (see left of
Fig. 9.4). The resulting user interface consists of fewer UI elements within each
UI mask and as result provides several benefits for users with special and specific
needs. The user interfaces only presents one information at a time, it allows for a
better perception and better interaction capabilities, e.g. for users with bad vision
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Table 9.1 Execution time prediction for the initial UI and the adaptation variant of the recipe
ingredients configuration task

Initial GUI for expert
users (Fig. 9.2)

Adaptation variant for users with
bad vision or tremor (Fig. 9.4)

Alternating available
ingredients

14.2 s 15.2 s

First four ingredients available
and last four ingredients
unavailable

9.8 s 15.2 s

or motor-impairments. However, it strictly leads the user through the whole list of
ingredients and queries the availability in the household. It does not show the overall
list and does not provide any shortcuts, e.g. in case the user knows that the last four
ingredients are all not available in the household a click on the button “Distribute
to mobile device” would directly transfer these items to the shopping list on the
smartphone. In our case study we expect the user to know which ingredients are
available in the household and therefore do not take into account any time required
for checking ingredients in the kitchen.

The results of the execution time prediction with the ACT-R compiler from
CogTool are shown in Table 9.1. In order to better compare the results in this case
study no interaction errors were modeled based on user characteristics.

It can be seen, that the initial version of the GUI suits well for users without
specific needs because it allows a faster interaction process. This is a direct result of
fewer mental operators because the UI mask stays the same while it changes in the
adaptation variant. It further allows directly switching to the shopping list in case
some of the listed ingredients are not available. On the other hand, the adaptation
variant for users with special and specific needs, in our case users with bad vision or
motor-impairments, only takes around 1 s longer which seems to be a good trade-
off between the usability and the accessibility of the application, i.e. it provides a
good efficiency in terms of ISO 9241-110. However, it does not allow shortcuts,
which should be considered for further iterations in the development process of the
application.

So far, these interaction execution times do not reflect further implications caused
by different motor-impairments, as described e.g. in [31, 58]. However, with the
help of the rule based approach such findings can be included, because similar
to our approach the underlying models also rely on the model human processor
and can therefore be applied on each phase separately. Keates et al. [31] propose
to add an additional time of around 50% for the motor function time and 20 ms
for each cognitive process due to extra effort for planning and controlling each
movement. Thus, according to [31] the whole interaction execution time for users
with motor-impairments would increase from 15.2 to 16.6 s. We are planning to
further analyze the literature on these issues and the effects on different adaptation
variants specifically for user with special and specific needs and to include the
results in a future implementation state of our approach.
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9.6 Conclusion and Future Work

In this chapter we have investigated existing automated usability approaches and
summed up their requirements with a focus on evaluating the usability of model-
based adaptive applications. On the basis of this analysis, we have introduced an
integrated approach for the automated usability evaluation of executable UI and task
models stemming from a model-based UI development process compatible to the
CAMELEON reference framework. Further, we have demonstrated the feasibility
in a case study related to users with special and specific needs when interacting
with an application within a smart home environment.

The main benefit of our approach is that designers are able to evaluate the
resulting application and its different adaptation variants at an early stage of
development based on the same models utilized within the development process.
Our assumption is that this significantly reduces the time, effort and complexity
of evaluating user interfaces for different interaction devices and user groups, e.g.
regarding adaptations for users with special and specific needs. We are planning to
further analyze these savings in the next iteration of our implementation.

Further, we will extend our approach by integrating more automated usability
evaluation methods in order to gain a wider range of evaluation criteria from which
to choose. We will also investigate how different user behavior may be generated,
i.e. how errors can be simulated based on user attributes and on the level of the user
task in order to evaluate different interaction strategies of the user model. Therefore,
we intend to expand the rule-based approach which helps to evaluate more diverse
states of the application based on user input, e.g. due to inferences from different
adaptations which are hard to foresee by the designer.
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