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Abstract In the past recommender systems have relied heavily on the availability
of ratings data as the raw material for recommendation. Moreover, popular collab-
orative filtering approaches generate recommendations by drawing on the interests
of users who share similar ratings patterns. This is set to change because of the
unbundling of social networks (via open APIs), providing a richer world of recom-
mendation data. For example, we now have access to a richer source of ratings and
preference data, across many item types. In addition, we also have access to mature
social graphs, which means we can explore different ways of creating recommenda-
tions, often based on explicit social links and friendships. In this paper we evaluate
a conventional collaborative filtering framework in the context of this richer source
of social data and clarify some important new opportunities for improved recom-
mendation performance.

1 Introduction

Today recommender systems provide a mature approach for addressing the informa-
tion discovery challenge facing online users and offer service providers a consider-
able advantage when it comes to promoting content, products, and services directly
to users based on their preferences. Much of the success of recommender systems
can be traced back to collaborative filtering techniques [1] that rely on large quan-
tities of ratings or transactional data.

Recently researchers have begun to question some of the basic assumptions that
inform collaborative filtering. For example, [3, 23] studied the importance of neigh-
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bours when making a ratings prediction to conclude that in fact neighbours can
play a relatively minor role in prediction accuracy or user satisfaction. Elsewhere
researchers have started to consider other sources of recommendation knowledge to
compliment ratings-based similarity data. For example, with the rise of the social
web there has been considerable interest in modelling the reputation of users to bias
future recommendations/predictions with respect to users who are both relevant and
reputable; see for example [11, 18]. On the topic of leveraging social web data for
recommendation, research such as [8] explores the use of microblogging services
like Twitter as a new source of product data and user opinions, showing how even
this noisy information can be used to make reliable recommendations. And finally,
the social web has proven to be a fertile ground for new recommendation tasks
whether recommending helpful product reviews to users [20, 22], or tags [24], or
even suggesting connections and friends in social networks [7, 9].

In this paper, rather that rush to develop a new type of recommender system, we
felt it worthwhile to return to recommendation basics by evaluating conventional
collaborative filtering in the context of new sources of social recommendation data.
This is important if it helps to establish a baseline for future research as well as
providing an opportunity to reconsider some basic recommender systems assump-
tions in the context of the availability of new types of social data. These new data
sources have been made available as major social networks such as Facebook and
Twitter have provided API access to user data. This data is interesting on two fronts.
First it can provide access to large quantities of ratings-like preference data, across
a variety of item types. Secondly it can provide access to mature social graphs based
on explicit social links and real-world friendships. The work of [2, 3, 15], for ex-
ample, concluded that people are more likely to respond well to recommendations
from their friends suggesting that recommender systems should take advantage of
explicit social connections where possible; see also the work of [11, 17] on a social
recommendation technique based on trust propagation in social networks.

The central contribution of this work is an experiment designed to evaluate the
effectiveness of collaborative filtering under a number of data conditions. This in-
cludes varying the way in which the user neighbourhoods and candidate item sets
are formed during collaborative filtering; we compare traditional approaches based
purely on ratings similarity across a user population to approaches that rely on more
constrained populations of users, such as friends and friends-of-friends. We also
vary the items used during profiling and recommendation. The results are interest-
ing. For instance they reveal that significant improvements in recommendation qual-
ity can be achieved by using more constrained populations of users, at least across
most item types. The remainder of this paper is organised as follows. In the next
section we describe the relevant background material, after which we describe the
experimental setup in terms of the dataset, algorithms, and methodology. Section 4
will describe and discuss the results and finally we will discuss the implications of
this work for future recommender systems research.
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2 Background

In this section we review relevant background material related to our work. Specifi-
cally we look at recommender systems with a particular focus on collaborative based
systems. We then move onto recommender systems which use some form of social
information in the recommendation process, and then finally some newer social net-
working based recommender systems. Recommender systems can be divided into
two categories, content and collaborative filtering based techniques. A content based
recommender system will usually leverage some form of meta data alongside user
and item transaction information. For example, meta data could include genre or ac-
tor information in a movie recommender. How this information is used in a content
based recommendation can vary significantly, for instance, in [21] the authors use
vector space models to better represent content when generating recommendations;
the authors find the vector space model helps to improve the overall accuracy. In
[5] the authors represent all content in a hyper graph so that it can be combined
alongside implicit data. This allows the authors to treat content based information
the same way as transactional information within their recommender system.

The second style of recommendation is known as collaborative filtering, which
avoids the need for meta data, and relies solely on user and item transaction in-
formation to expose the underlying preferences users have for items. Collaborative
filtering techniques can be divided into two categories, known as model-based and
memory based techniques [4]. Memory based techniques initially gained popularity
due to the seminal work of the GroupLens research group [13], in which the trans-
action data is represented as a sparse matrix and then either a user-based [10] or an
item-based technique [12] is employed to generate recommendations. User-based
techniques work by analysing common user preferences for items in order to gen-
erate recommendations. This is done by measuring profile similarity between users
to form k-nearest neighbourhoods. Then a ranking technique is used to score items
from the neighbourhood for recommendation to a particular target user. Alterna-
tively, item-based recommendation analyses the similarity between items, expressed
in terms of the shared opinions of users who have consumed the items, in order to
generate recommendations. Candidate items are ranked based on their similarity to
the target user’s previously rated items [12]. Improvements in accuracy via the use
of extensions for user-based and item-based collaborative filtering are discussed in
[4] and [10].

A model-based collaborative technique generally involves the application of
a machine learning technique to the user,item matrix, for example clustering or
Bayesian networks [4]. More recently, in the Netflix prize [6] model-based tech-
niques based on matrix factorisation have gained a lot of popularity due to the im-
provements in accuracy they offer over typical memory based approaches on the
Netflix dataset [14]. Matrix factorisation involves reducing the user item matrix into
a dense latent feature space for both users and items. The latent features represent
how strongly an item relates to a certain feature, and the extent to which a user is par-
tial to that feature. Predicting relevant items for the target user is done by calculating
the dot product of a user and item feature vector. However, while matrix factorisa-
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tion has proved to be quite accurate in the Netflix competition, related research has
suggested that it may not always be the most accurate approach. For instance in [16]
the authors find that user-based recommendation outperforms matrix factorisation
in the context of an online auction environment.

The incorporation of social network information into recommender systems is
a relatively new direction in this field, prompted by the unbundling of networks
such as Facebook and Twitter (via open APIs) which reveal rich social data and
mature social graphs. For example [8] and [9] exploit social network information
in content-based recommendation scenarios. Alternatively, [25] propose a graph
based approach for memory-based collaborative filtering that uses transitive sim-
ilarity metrics to calculate similarities between users based on their social graph,
leading to improvements compared to standard user-based collaborative filtering.
For model-based collaborative filtering there are approaches such as that proposed
in [11] which looks at incorporating trust from social networks into the recommen-
dation process. The authors report improvement over standard matrix factorisation.
Finally, in [17], social information is incorporated into the regularisation process
of their model training. In our work we focus specifically on the recommendation
challenge presented in finding relevant content for users of online social networks.
Our work measures the performance of known recommendation techniques in social
environments. We add additional social filtering to the process as well as measure
cross domain recommendations. To date we are unaware of anyone that has done
a detailed study into the effectiveness of recommendation in these types of online
social networks.

3 Experimental Setup: Data, Algorithms & Conditions

The data for this study was obtained using the Facebook API from Sept. to Oct.
2011 to collect 42,550 user profiles containing links (URLs), videos and check-
ins (location ids) shared by these users. In other words, these are unary profiles
containing only a user’s positive preferences, in the form of items that they have
actively shared.

We consider a number of basic collaborative filtering style algorithms for the
purpose of this study. Specifically we evaluate a user-based and an item-based rec-
ommendation algorithm. For our user-based algorithm we use a standard approach
described in [19]. To generate a set of recommendations for a target user, the steps
involved are as follows:

• The algorithm first finds neighbours using a similarity thresholding approach
where users with non-zero similarity to the target user are selected

• User similarity is computed using the Jaccard index over the ratings vector of
each user.

• Next, assuming unary ratings, the score for each of the neighbour items (less
those that appear in the target user profile) is calculated from the sum of the
similarities of the neighbours that contain that item. The k items with the highest
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scores are then recommended to the target user. We will refer to this algorithm as
the standard user-based approach.

For our item-based approach our technique is based on the the work proposed in
[12]. The algorithm works as follows:

• To generate a set of recommendations firstly an item-item similarity matrix is
built using the Jaccard index against co-rated items.

• The algorithm identifies the most similar items to the target user’s items, these
are considered the candidate items for recommendation

• The candidate items are then ranked for recommendation by comparing their
overall similarity with the previously rated items in the target user’s profile.

Next we define two variations of the standard collaborative filtering configuration
used in both the user-based and item-based algorithms, by changing the source of
users from whom items can be recommended. In the FRIEND algorithm we consider
only items from friends of the target user, instead of the full set of all users. This al-
lows us to consider the utility of direct social connections as a means of identifying
neighbours, rather than using anonymous users with similar ratings patterns. Sec-
ond, we define FoF, this time only considering items from the target user’s friends
of friends. When applying the FRIEND or FoF variation to the item-based algo-
rithm, only items that exist in either the FRIEND or FoF respectively are considered
as candidates for recommendation, i.e. the co-ratings can only come from users that
exist within that subgroup. In the case of the user-based variations, only users that
exist in the FRIEND or FoF configuration can be used as neighbours when gener-
ating recommendations. In both variations once the neighbours have been selected,
the candidate items are ranked as in the standard algorithm.

Finally, we also consider a number of input/output variations by changing the
rules regarding the types of items that may appear in a profile (input) or be recom-
mended (output). Using the Facebook data we can consider links, videos, location
check-ins or any combination thereof as either input, output, or both. This leads to
16 input/output combinations to test with our 3 algorithms (CF, i.e. standard collab-
orative filtering, FRIEND and FoF).

4 Results

4.1 Methodology

From the 42,550 users in the Facebook dataset we identified a subset of 3,419 users
whose profiles contained at least 5 items of each type (links, videos, check-ins) as
the target users (the users for whom we will make recommendations); see Table
1. Then, for any other user, in order to qualify as a potential neighbour when rec-
ommending a particular type of item, a user must have at least 5 of those items in
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their profile (although they may have fewer than 5 of the other types of items). Ta-
ble 1 reports the dataset statistics for each recommendation task (links, videos, or
check-ins).

Fig. 1 Precision vs. Recall for recommendation lists sizes of 5, 10, 15, 25, 35, 50.

Table 1 Data Statistics
Type # Target Users # Other Users # Items
Links 3,419 29,517 529,257
Video 3,419 23,731 171,901
Check-in 3,419 4,776 15,259

For our experiments we adopted a standard leave-one-out testing approach. Each
of the 3,419 target users is considered in turn for testing. For each target user, its
profile is randomly divided into 20% test and 80% training data; this is repeated
5 times for each user. Each set of training data is used as the basis for identifying
recommendations, which are then compared to the test data items using precision,
recall and the F1 measure. We also examine the item coverage in each case. Results
are averaged for different length k of recommendation list (k = 5,10,15,25,35,50).

To measure significance, we firstly analyse the results using Krustal Wallis,
then Tukey’s is used as the post-hoc analysis to measure for pair-wise significance
amongst the different techniques. The p–value is set to 0.05.
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The detailed results of these experiment are given in Figs. 1 and 2 (user-based)
and Figs. 3 and 4 (item-based). Figs. 1 and 3 show the precision and recall, while
Figs. 2 and 4 show the F1 measure, coverage and significance results. All figures
contain 16 graphs, one for each of the 16 profile/recommendation variations above.
In each graph we indicate the profile/recommendation combination in the graph ti-
tle; e.g. Links using Check-ins indicate links being recommended but using check-in
data to select the neighbourhoods. In each graph we present a set of results for the
three algorithmic variations. For example, in Figs. 1 & 3 we present the precision
and recall results for CF, FRIEND, and FoF for varying recommendation list sizes
(k = 5,10,15,25,35,50). In Figs. 2 & 4 each graph depicts a bar chart of the mean
F1 (across k) for each of the algorithmic variations, and a line graph showing rec-
ommendation coverage (the percentage of recommendation trials where at least one
recommendation could be made). Finally, statistical significance is indicated by the
pattern of the bar in the F1 charts, if the internal pattern for a condition is unique
that means that the technique was statistically significant, if it is not unique that
represents a non statistically significant result. The F1 charts in Figs. 2 & 4 give
us a general performance of each technique. As there are too many charts to dis-
cuss individually, we will now highlight what we believe to be the most interesting
insights.

4.2 User Based Results

From these results we can make some interesting observations. Coverage favours
standard CF, which beats FoF and FRIEND in each of the 16 conditions, albeit
marginally. This is not surprising since the CF condition enjoys a much larger pop-
ulation of candidate neighbours (some 42,550 users) than FoF (median of 6,500
users) or FRIEND (median of 190 users).

We also see that CF rarely outperforms FRIEND and FoF; in fact only when
links are recommended and only then when profiles contain only links, or everything
(links, videos, check-ins); Notice too the FRIEND algorithm tends to beat CF and
FoF when recommending check-ins (see the 2nd row of graphs in Figs. 1 and 2). This
makes sense because check-ins are physical locations and thus more likely to be
accurately recommended by people who share these locations, and a higher density
of these people are likely to be a user’s friends. The FoF and FRIEND algorithms
outperform CF when profiles contain everything (links, videos, check-ins) and when
recommending anything; see the Anything using Everything graph in Figs. 1 and 2.
It is also noted that when using a richer profile (The Everything condition) accuracy
is always the best performing approach.
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Fig. 2 User Based: Average F1 and Coverage results.

4.3 Item Based Results

In our item-based results we can firstly note that the level of coverage amongst
the different techniques and item combinations varies throughout the experiment
compared to the user-based coverage. The general trend is that CF has the highest
rate of coverage where as FoF and FRIEND drop off in instances where the profile
consists of Links,Videos or Checkins.

We can see that in most cases using FRIEND and FoF outperform CF in terms of
accuracy. The only occasion where CF actually outperforms any social based tech-
nique is in the case of recommending Links and using Check-ins. We can note that
in general item-based recommendation seems to have a more difficult time accu-
rately predicting recommendations in the Links domain under item-based compared
to Videos, Checkins or Anything. The highest F1 score is 0.028 when using FoF with
Links using Everything (Fig. 4). Links are difficult for the item-based recommender
to accurately predict due to the sheer number of candidate items which reduces the
likelihood of two items being co-rated, thus and low levels of similarity between
links due to a comparatively low rate of co-rating between items (e.g the number of
users who co-rated itemi and item j is 2). The sparsity of our item-item matrix for
links is 0.0037. When recommending check-ins we can see that using FRIEND is
the best performing technique in all cases except for Checkins using Videos (Fig.
4), but if we look at the overall precision and recall (Fig. 3) we note that while
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Fig. 3 Item Based: Precision vs. Recall for recommendation lists sizes of 5, 10, 15, 25, 35, 50.

FRIEND is the best overall approach there are minor differences in overall preci-
sion between FRIEND and FoF. Once again we believe that using a persons’ friends
is more favourable for check-ins because the likelihood of sharing similar physical
preferences amongst friends is more likely. When recommending Anything using
item-based recommendation, we can see that check-ins give a similar performance
as to using Everything. When we look at precision on its own, Figs. 1 & 3, we can
see that the user-based algorithm across different configurations can achieve at least
0.1 in terms of precision where as the item-based algorithm never achieves this.

4.4 Summary Analysis

Given the detail in the above charts, it is useful to summarise the results by averaging
the results over the different profile and recommendation types. For example, in Fig.
5(a) we present a clustered bar chart of the mean F1 for all list sizes. For each of the
three user-based algorithms, results are averaged over each profiling condition (links
(L), check-ins (C), videos (V), everything (E)). For each cluster of bars we also
show the mean F1 averaged over CF, FRIEND and FoF. In this case we see that CF
is consistently beaten by both FRIEND and FoF. It is also clear that there is a benefit
to using all three types of profile data (the E condition), with an overall mean F1 of
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Fig. 4 Item Based: Average F1 and Coverage results For Item based.

0.07 compared to 0.05 for any individual profiling technique. In general FRIEND
and FoF beat CF by about 15% to 20% for each of the L, C, and V conditions, but
there is a win for FoF when profiles contain everything (E condition) where we see
FoF beating CF and FRIEND by about 25%.

Fig. 5 (a) F1 when recommending items using Links, Check-ins, Videos and Everything; (b) Aver-
age F1 when recommending Links, Check-ins, Videos or Anything; (c) F1 based on within-domain
cross-domain variations.

Summarising the results by recommendation type we obtain an analogous bar
graph as shown in Fig. 5(b). This time we see that the best overall performance
is achieved when recommending anything (the A condition). Again, both FRIEND
and FoF outperform CF, with an average F1 of just over 0.08 compared to just 0.06
for CF, a relative increase of some 30%. Also interesting is the strong performance
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when recommending check-ins (the C condition); this time the FRIEND algorithm
wins overall, beating CF by about 33%. This view of the data also clarifies those
conditions where CF produces a higher average F1 than FRIEND or FoF: this only
happens in the case where links are recommended (the L condition) where the F1
score for FRIEND is about 30% less than CF.

Next, we consider when the same type of items are used across profiling and rec-
ommendation (Like-Like) versus when different types of items are used (Diff-Diff ),
and compare these to when we profile using everything and recommend anything
(EA). The average F1 results are shown in Fig. 5(c). We see superior performance
under the EA condition. Clearly it is easier to make good recommendations by max-
imising the availability of profile data without restricting the type of items that can
be recommended. While this might not be surprising, what is surprising is the scale
of the benefits accruing to the FRIEND and FoF algorithms which deliver more than
double the F1 performance of CF. Finally, while cross-domain recommendations
are feasible (Diff-Diff ), they are much less effective than within-domain recommen-
dations (Like-Like); on average the F1 score for Like-Like is approximately 0.046
compared to 0.032 for Diff-Diff, an increase of about 40% for the former. And once
again, for both Like-Like and Diff-Diff, we find that the FRIEND and FoF algorithms
outperform CF.

In Figure 6 we performed a similar summary as presented in Figure 5 except that
Figure 6 refers to our item-based recommendation results. For the different profil-
ing conditions (Fig. 6(a)) we can see no distinct best performer. We do note that
the E condition does slightly outperform the C condition, however the difference is
insignificant with E performing at 0.039 and C performing at 0.033. Interestingly
we do note that FoF and FRIEND always outperform standard CF. In Fig. 6(b)
we see that Checkins(C) is by far the easiest item to recommend for when using a
item-based recommender system. For C the F1 being 0.56 while the next best per-
forming approach is Video(V) at 0.029. We do note with the exception of V that CF
, FRIEND and FOF all perform to a similar degree, but with CF still being the least
effective of the three. Lastly in Fig. 6(c) we can see that item-based recommendation
performs best in the typical Like-Like configuration, with FRIEND and FoF outper-
forming CF. In the case of Diff-Diff and EA we see overall similar results both in
terms of accuracy and also in regards to how the CF, FRIEND and FoF approaches
perform.

From our summary analysis we can determine that user-based recommendation is
generally more preferable in terms of accuracy compared to item-based recommen-
dation. We also note that using either user-based or item-based recommendation we
achieve higher accuracy when applying the FRIEND or FOF filters. One difference
between user-based and item-based recommendation is that user-based performs
well when using the Everything(E) profile (User based: Fig. 5(a), Item-based Fig.
6(a)). We also see that user-based is more accurate when recommending Anything
(A) Fig. 5b compared to item-based Fig. 6(b). Finally that when recommending Ev-
erything using Anything (EA) user-based also more accurate than item-based (Fig.
5(c) & Fig. 6(c)).
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Fig. 6 (a) F1 when recommending items using Links, Checkins, Videos and Everything; (b) Aver-
age F1 when recommending Links, Checkins, Videos or Anything; (c) F1 based on within-domain
and cross-domain variations.

5 Conclusions

In this paper we examined user-based and item-based collaborative filtering in the
context of the social structures made available from social networks like Facebook.
As a result of the large quantities of data being created and shared in these on-
line social networks, users can struggle with the well known challenge of infor-
mation overload, making it difficult for users to easily find interesting content. To
help users with these challenges we performed a detailed evaluation of user and
item-based collaborative filtering in comparison to variations that exploited a user’s
explicit friends or friends-of-friends as alternative sources of information. Further-
more we examined performance when utilising and recommending a variety of item
types (links, videos and check-ins). A key result is that the FRIEND and FoF meth-
ods tend to outperform a typical collaborative filtering configuration. We also found
that recommending check-ins proves to be easier than links or videos, possibly be-
cause of the potential for more limited variability and the requirement of a physical
relationship to exist between the item and user. Our results confirm higher accura-
cies for same-domain versus cross-domain recommendations. We also found that
in an environment where any type of item can be recommended, building a profile
from check-ins to perform recommendations performs at a similar level of accu-
racy as building the profile from everything. Finally we have found that user-based
collaborative filtering is more accurate than item-based collaborative filtering when
recommending information in online social networks. Our work demonstrates that
when using collaborative filtering based techniques, the use of friends, or friends
of friends, as opposed to typical collaborative filtering returns higher levels of ac-
curacy. Based on these results we conclude that for future work we should look to
improve upon results achieved via user based techniques by more extensively lever-
aging the social graph information while also exploring ways to blend users interests
in different item types.
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