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   Foreword   

 This book is long overdue as a reference source for surgeons conducting clinical 
trials and outcomes research. It has been some years since such a comprehensive 
and up-to-date treatise has been available for those in the arena of conducting clini-
cal studies or those aspiring to do so. 

 As a profession, surgical practice has evolved in the past few decades from an 
empirically based profession to one with a scientifi c underpinning based on pro-
spective evidence that defi nes an increasing proportion of our surgical practice. Yet, 
so many facets of surgical practice are advancing so rapidly, such as in the fi elds of 
surgical oncology and transplantation, that it is becoming increasingly diffi cult for 
the practicing surgeons to know how to incorporate these new facts and technolo-
gies into their surgical practice. This can only be accomplished with consistency 
across practices if we have a common factual basis for our treatment recommenda-
tions through the scientifi c rigor of clinical trials. 

 I like the way this book is organized, especially for the neophyte clinical investi-
gator. Clinical research these days is much more complicated and regulated than 
ever before, so it takes a greater degree of understanding about the organizational 
structure, including team-building, as well as data management and ethics of patient 
research. Likewise, I like the emphasis on the transfer of new knowledge through a 
thoughtful and informative scientifi c publication, for I have witnessed as a journal 
editor, the tragedy of reviewing a manuscript with potentially important trial out-
comes that had to be rejected because of poor composition. 

 Paradoxically, the scientifi c and technical advances applicable to the surgical 
patient have expanded dramatically, at the same time that the environment and fund-
ing for clinical research has become more arduous than ever before. Yet, the need 
for documenting systematically how to incorporate new devices, diagnostics, and 
drugs into surgical practice has never been greater. All of us in the surgical com-
munity, whether in an academic or private practice setting, must commit to partici-
pating in clinical trials as an integral component of our practice. The stakes are high 
and the urgency of conducting clinical trials as the scientifi c basis for our profession 
has never been greater! This valuable treatise is a practical and important manual on 
how to implement that commitment in our daily surgical practice. 

 Dallas, TX, USA  Charles M. Balch, MD, FACS   



 



  Pref ace   

 Clinical trials play a central role in the understanding of disease processes, as well 
as the identifi cation of new therapeutic interventions. They help the scientifi c com-
munity fi nd better ways to care for patients – whether it be through prevention, 
detection, or treatment of diseases. Unlike other types of scientifi c study, clinical 
trials are unique, in that the research specifi cally tests the given hypothesis in peo-
ple. Participants in clinical trials represent a broad spectrum of individuals – healthy 
controls, patients with advanced stage disease, as well as patients of different ages, 
ethnic groups, and genders. What unifi es study subjects, however, is the trust they 
place in the clinical investigator. As such, investigators involved in clinical trials 
have the professional responsibility to carry out their research not only with the 
highest ethical standards, but also with scientifi c and methodological expertise. 
Through ensuring rigorous clinical trial study design and implementation, investi-
gators fulfi ll the contract they have with their study participants. 

 This book aims to equip young investigators interested in performing clinical 
trials with the basic fund of knowledge and tools they will need to start their careers 
as academic surgeons focused on clinical research. It is a primer that covers a broad 
spectrum of topics important to the clinical trials investigator, including the history 
of clinical trials, statistical considerations, regulatory issues, data management, pre-
sentation and publication of results, and ethics. While additional training and expe-
rience is needed beyond the scope of this book for those academic surgeons who 
plan to make clinical trials a signifi cant part of their professional lives, the book 
provides important information to those seeking to know more about clinical 
research. 

 It is our hope that the book will help to cultivate the next generation of clinical 
scientists who will continue to seek new knowledge to improve patient care. 

 Baltimore, MD   Timothy M. Pawlik, MD, MPH, PhD  
 Durham, NC  Julie Ann Sosa, MD, MA   
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1.1            Building Your Clinical Trial Research Team 

   On the 20th of May 1947, I took 12 patients in the scurvy, on board the Salisbury at sea. 
Their cases were as similar as I could have them. They all in general had putrid gums, the 
spots and lassitude, with weakness of their knees…Two of these were ordered each a quart 
of cyder a-day. Two otheres took two spoon-fuls of vinegar three times a-day. Two otheres 
took 25 gutts of elixer vitriol three times a-day. Two of the worse were put under a course 
of sea-water…Two otheres had each two oranges and one lemon given them every day. 
These they ate with great greediness…The two remaining patients took the bigness of nut-
meg three times a-day. 

 The consequence was, that the most sudden and visible good effects were perceived 
from the use of the oranges and lemons; one of these who had taken them, being at the end 
of 6 days, fi t for duty. 

 James Lind [ 9 ] 

   One of the earliest reported clinical trials involved the treatment of scurvy [ 9 ]. 
In this streamlined clinical trial, one study doctor, at sea, developed a protocol 
with 12 patients and 6 interventions and published fi ndings that eventually led to 
the cure of this previously fatal disease. Clinical trials are of course much more 
complex today, with detailed protocols, highly regimented record keeping and 
data reporting, independently hired vendors and study monitors, high ethical stan-
dards, potential confl icts of interest, and a web of federal state and institutional 
regulating bodies. Recent changes in the health care environment in the United 
States have added to the challenges [ 13 ]. Certainly, more than one study doctor is 

    Chapter 1   
 Building Your Clinical Trial Research Team 
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usually needed. In fact, many people may be needed, preferably with very  different 
but complementary skill sets. For these reasons, a dedicated clinical trial research 
team is essential. 

 Two key elements in the successful conduct of a clinical trial are assembling 
the clinical trial research team (Fig.  1.1 ) and defi ning the roles of each member. 
Developing this infrastructure early will help avoid innumerable problems dur-
ing the conduct of the trial. It will also protect patients and foster good science. 
Below is a description of the members of the clinical trial research team and how 
and why each is important. There is considerable overlap between some mem-
bers of the research team, and various tasks can be performed by multiple mem-
bers of the research team. The research team is meant to be adaptive; it can 
retract to fewer members for smaller clinical trials and expand to use all listed 
members in larger clinical trials. The main portion of the chapter will focus on 
defi ning the various members of the clinical trial research team and their roles. 
I will then discuss how to build the research team, depending upon the type and 
scale of the clinical trial.

Regulatory

Co-PI

Lab/Pathology

Radiology

Pharmacy

Biostatistics

Principal
investigator

Research
coordinator

Nurse
Coordinator

Contracts
& Grants

Budget

Sponsor

  Fig. 1.1    Members of the clinical trial research team ( IRB  institutional review board,  Co - PI  
coprincipal investigator)       
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1.2        Key Members of the Clinical Trial Research Team 

1.2.1     Principal Investigator 

 The principal investigator (PI) oversees, and is ultimately responsible for, all 
aspects of the clinical trial. As specifi cally outlined in the Code of Federal 
Regulations (21 CFR 312.60), “an investigator is responsible for ensuring that an 
investigation is conducted according to the signed investigator statement, the 
investigational plan, and applicable regulation; for protecting the rights, safety 
and welfare of subjects under the investigator’s care; and for the control of drugs 
under investigation” [ 12 ]. As outlined in Table  1.1 , the PI is integrally involved in 
all aspects of the clinical trial, from reviewing the scientifi c merit of the study, 
deciding if the trial is appropriate for the study site and the patient population, 
developing the budget, obtaining approval from the appropriate governing bodies 
(Scientifi c Review Committee (SRC), Investigational Review Board (IRB)), 
screening and enrolling patients, conducting study visits, entering data, coordinat-
ing care with the patients’ clinical care team, and monitoring safety. Ideally, the 
PI should have a focused clinical and research interest in the clinical question 
being asked. He or she should have a suffi ciently robust clinical practice from 
which to screen patients. Indeed, some have suggested that one of the most impor-
tant considerations when selecting a PI is the availability of the appropriate study 
participants. Experience in clinical trials is obviously extremely helpful, but 
 perhaps not essential. Well-known scientists who do not have suffi cient time to 
devote to the trial may not be successful. As such, it is crucial that the PI assemble 
a clinical trial research team. While oversight is required, PIs that have to handle 

   Table 1.1    Responsibilities 
of the principal investigator         

 Reading and understanding the investigator brochure 
 Obtaining IRB approval and complying with all decisions 
 Conducting the study in accordance with the protocol 
 Maintaining adequate records and making them available 

for review 
 Personally conducting the study or supervising other trained 

personnel 
 Ensure that research team members are qualifi ed and 

 appropriately trained and retrained 
 Informing study participants about the investigational nature 

of clinical trials 
 Ensuring that informed consent is properly obtained 
 Reporting adverse events in accordance with federal and 

institutional code 
 Reporting any change in the research 
 Reporting protocol violations 
 Making no change in the protocol without the prior approval 

of the IRB 

1 Building Your Clinical Trial Research Team
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all of the tasks and procedures in the clinical trial may not have the appropriate 
time and perspective for true oversight and may not be able to enroll a suffi cient 
number of patients to support the trial. Teamwork and delegation are essential. 
This is especially important for clinical trials that have complex protocols and are 
data intensive. Interestingly, in a study published by Shea and colleagues, factors 
associated with enrollment of eligible participants with documented myocardial 
infarction were reported. Possible correlations were found in institutions in which 
study participants were cared for by staff other than attending physicians and with 
the presence of a committed nurse coordinator [ 15 ].

1.2.2        Co-principal Investigators 

 It may be important to have additional co-PIs involved in the oversight of the clini-
cal trial. They may be clinical partners that can help to identify potential study 
subjects or be a part of a larger multidisciplinary group. They may have expertise in 
slightly different clinical or research areas. Often, expertise in other specialities 
may be needed for consultation regarding risk. For example, if a study drug is 
known to have cardiac side effects, IRBs may require that a cardiologist review the 
protocol and be a formal member of the research team. Another collaborative co-PI 
to consider in the study team may be a radiologist or pathologist, brought on to read 
x-rays or review cytopathology for a clinical trial. This approach leads to less vari-
ability in the interpretation of the data but a greater potential for bias.  

1.2.3     Clinical Research Coordinator/Data Manager 

 The clinical research coordinator is in many ways the engine of the clinical trial. 
The importance of their role cannot be overemphasized. The research coordinator 
helps prepare the informed consent and the clinical trial submission to local IRBs 
and interacts with patients during the screening, enrollment, and study visits. They 
enter data and organize study documents. They interface with industry, contracts 
and grants, and study monitors. They submit invoices for billing and facilitate com-
munication with primary care physicians (  www.clinicaltrialguru.com    ). An excel-
lent clinical research coordinator is a true prize. Some of the more critical traits in a 
research coordinator include the following: organizational skills, attention to detail, 
interpersonal skills, and computer and database experience. A medical or scientifi c 
background may be helpful, but it is not essential and may be easier taught than the 
other more innate personal characteristics. It is desirable that the job be held by 
someone who can commit to a reasonable length of time (e.g., 1–2 years, such that 
multiple RCs are not needed throughout the life of the trial). Suffi ce to say, it is 
worthwhile spending considerable time and effort in hiring a research coordinator. 
They can make or break the clinical trial.  

J.E. Gosnell
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1.2.4     Nurse Coordinator/Research Nurse 

 There is some overlap between a clinical research coordinator and a nurse 
 coordinator. In a complex clinical trial, both roles may be essential to complete the 
procedures, regulatory requirements, and data entry outlined in the protocol. As the 
clinical research coordinator focuses on the regulatory aspects of the trial, the nurse 
coordinator can focus on the clinical “arm” of the study. He or she can assist in 
screening and enrollment of study participants, both of which are data intensive. 
Nurse coordinators are extremely important in clinical trials involving multiple 
study procedures, such as electrocardiograms, venipunctures, and hemodynamic 
testing. Depending on their level of training, research coordinators may not be able 
to perform these tests. 

 At some institutions with well-developed infrastructure for clinical research, 
either or both the clinical research coordinator and the nurse coordinator may be 
centralized positions, in which they are involved in multiple studies that do not 
require 100 % time.  

1.2.5     Biostatistics 

 A biostatistician should be an integral and early member of the clinical trial research 
team [ 11 ]. He or she must review the design and methodology of the clinical trial 
and ensure that the study is adequately powered to answer the proposed question 
[ 14 ]. They perform statistical analysis when the data have been collected and may 
be involved in interim analysis of the data. Clearly, this is crucial to the eventual 
success of the trial. Many academic institutions have skilled biostatisticians that can 
be consulted.  

1.2.6     Financial 

 A budget is essential to ensure that a clinical trial can be conducted effectively and 
safely and in the black. Therefore, a fi nancial expert needs to be identifi ed to care-
fully prepare and review the budget. In-depth discussion of preparing the budget is 
outside the scope of this chapter. However, in general, the investigators and the 
sponsor must take into account (1) what the cost for study procedures are, (2) what 
procedures will be covered by a third-party payer, and (3) what constitutes direct 
and indirect costs in the study [ 1 ]. The fi nancial expert also has the responsibility of 
documenting and justifying expenditures for external or extramural funding sources. 
In an investigator-initiated clinical trial, the fi nancial expert may be the PI of the 
study. However, if the PI does not have suffi cient experience in preparing budgets, 
it may be a senior partner or another colleague with this particular skill set. In 

1 Building Your Clinical Trial Research Team
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industry-sponsored trials, the budget may be proposed by the sponsor and then 
reviewed and adjusted by the PI. It is important for the budget to be as comprehen-
sive as possible, with frequent and careful review of the protocol. Depending on the 
complexity of the trial and ongoing requirements of time and energy, it may be 
appropriate to budget in a percentage of the PI salary or support for a nurse or data 
coordinator.  

1.2.7     Contracts and Grants 

 A contract is a legal agreement between the study investigator and the funding 
source (industry, grant organization). It incorporates the elements of the budget and 
helps protect both parties. It includes the management and control of data and 
defi nes publication rights and intellectual property [ 5 ,  7 ]. Someone intimately 
familiar with industry contracts, medical center or university policies, and the spe-
cifi c protocol under study should be contacted to review this document. This person 
may be identifi ed (or assigned to your clinical trial) through a number of various 
offi ces, such as Contracts and Grants Offi ce, Regulatory Affairs Offi ce, or Protocol 
or Research Administration Offi ce [ 8 ]. A lawyer may or not be needed. The impor-
tance of this member of the clinical trial research team cannot be overemphasized, 
as it is diffi cult to renegotiate a poorly prepared contract.   

1.3     Clinical Affi liates 

1.3.1     Pharmacy 

 As many clinical trials involve interventions with medications, a pharmacist is an 
important part of the clinical trial research team. The pharmacist is responsible for 
storing, tracking, and dispensing the study drug. They must adhere to the Code of 
Federal Regulations, which strictly mandates the policies and procedures around 
study drugs. They may also be responsible for the manufacture of a placebo in 
placebo- controlled clinical trials.  

1.3.2     Labs/Imaging/Pathology/Electrocardiogram 

 Many clinical trials involve obtaining and interpreting laboratory studies, radiographic 
imaging, and/or pathologic specimens. It is important to identify point people within 
these departments, both to help refi ne the protocol in the designing stage and for ongo-
ing input during the clinical trial. This is particularly important for studies involving 
the imaging or pathology, in which interpretation can vary between practitioners. For 

J.E. Gosnell
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multicenter and/or industry-sponsored clinical trials, a number of study procedures, 
such as labs, x-ray, and pathology, are contracted out to independent vendors. These 
vendors are theoretically unbiased and independent and involve fewer individuals 
reading the fi lms and slides. If multiple study vendors are being used, it is important 
to carefully review the study protocol, especially with regard to the processing of 
laboratory specimens, the preparation of imaging CDs for shipping, and the transmis-
sion of electrocardiograms. This can be a very labor-intensive component of the study 
and should be factored into decisions about personnel, work fl ow, and budgeting.   

1.4     Regulatory 

1.4.1     Scientifi c Review Board 

 Many institutions require that clinical trial proposals are evaluated for scientifi c 
merit prior to review by the institutional review board. These review boards must 
have at least three members. They have various names, including Cancer Center 
Scientifi c Review Committee and Protocol Review Committee. There may be sepa-
rate committees for stem cell research, recombinant DNA, and others.  

1.4.2     Institutional Review Board 

 All clinical trials involving human subjects must be approved by an institutional 
review board (IRB). IRBs review all aspects of the study, usually in a prepared 
paper or online application. The application includes details of the protocol, study 
procedures, key personnel, biostatistics, assessment of the risks and benefi ts of the 
study intervention, subject confi dentiality, any fi nancial confl icts of interest, and the 
informed consent document [ 4 ]. A study cannot begin until IRB approval has been 
obtained. Initial review may prompt questions about the clinical trial, and these 
must be clarifi ed prior to approval. Of note, many institutions will have assigned 
people within the IRB that work with specifi c departments or review certain types 
of clinical trials. Identifying this person during the submission process can help 
immeasurably, as they can often anticipate potential problems that can be clarifi ed 
in the fi rst submission.  

1.4.3     Data and Safety Monitoring Board 

 For large randomized clinical trials involving more than minimal risk to study 
 participants, a Data and Safety Monitoring Board (DSMB) is often required. 
A DSMB is a group, independent from both the sponsor and the study investigators, 

1 Building Your Clinical Trial Research Team
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who monitors the clinical trial over time [ 6 ]. At least one member is usually a stat-
istician. The board will convene at predetermined intervals and review two main 
components: (1) adverse events and (2) interval interpretation of the data. If there 
are unanticipated adverse events or more than expected, the data monitoring com-
mittee may suggest changes in the protocol or a revised consent process. Interval 
interpretation of the data is important in comparative or placebo-controlled studies, 
in which one intervention shows advantage early in the clinical trial. The DSMB has 
the power to recommend termination of the study based upon their fi ndings of safety 
concern, futility, or outstanding benefi t.  

1.4.4     The Offi ce of Human Research Protections 

 The Offi ce of Human Research Protection is under the National Institute of Health 
and essentially oversees all the federally funded IRBs in the United States perform-
ing research on human subjects. The chair(s) of the IRB signs a Federal-Wide 
Assurance document, which formalizes the institution’s agreement to conduct its 
human research in accord with federal statutes [ 4 ].  

1.4.5     Food and Drug Administration 

 The Food and Drug Administration (FDA) is an agency of the US Department of 
Health and Human Services and is responsible for protecting and promoting public 
health through the regulation of food safety, tobacco, and pharmaceutical drugs, among 
others (  www.fda.gov    ) [ 17 ]. One of their major jobs is the regulation of the safety and 
effi cacy of investigational new drugs and devices. New drugs, or already approved 
drugs used for a different indication, require an Investigational New Drug (IND) appli-
cation be fi led with the FDA. The FDA also audits IRBs and study sites periodically.   

1.5     Sponsors 

1.5.1     Intra- and Extramural Grants 

 Funding for clinical trials can be characterized as intramural when it is within the 
bounds of an institution. Extramural grants are outside the institution and include 
private foundations, nonprofi t organizations, federal organizations, and industry.  

J.E. Gosnell
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1.5.2     The National Cancer Institute 

 The National Cancer Institute (NCI) was established in 1937 and is the “US 
 government’s principal agency for cancer research” (  www.cancer.gov    ) [ 10 ]. It is 
part of the National Institute of Health, 1 of 11 agencies that make up the US 
Department of Health and Human Services. The NCI supports research and training 
in the diagnosis, prevention, and treatment of cancer and includes both intramural 
and extramural funding. Infrastructure support is also available on Cancer Center 
Support Grants (  www.cancer.gov    ). Finally, NCI keeps a list of ongoing clinical tri-
als and whether they are still enrolling patients.  

1.5.3     Industry 

 Approximately 70 % of clinical research in the United States is now funded by 
the private sector [ 2 ,  8 ]. Other potential funding sources include institutional 
grants, federally funding through the National Institute of Health. Clearly, the 
sponsor of the study will be an important part of the clinical trial research team. 
They develop the protocol and have control of the data. They may have protocol 
changes and amendments, all of which have to be submitted to the IRB for 
approval. Some sponsors may have contractual restrictions on publications and 
authorship.   

1.6     Building the Clinical Trial Research Team 

 Clinical trials range from relatively straightforward studies, like that performed by 
James Lind in 1573, to cooperative, large-scale group trials like those funded by 
the NCI. Because the workforce needed to complete these studies is so different, 
the research team also needs to be adaptive—to retract or expand to support the 
scope of the trail. At a minimum, a clinical trial needs a fully invested principal 
investigator, and the clinical trial needs to be approved by the governing bodies [ 3 , 
 16 ]. As clinical trials increase in their complexity, additional team members such 
as the research coordinator and/or the nurse coordinator are usually also needed to 
effi ciently perform the regulatory submissions, study procedures, and data entry 
[ 3 ]. Support for the budget, contracts, and statistics is essential. Point people in the 
laboratory, imaging, and pathology are added as indicated by the study protocol. 
An increasing number of clinical trials will receive funding either from the 
 government or from industry.     
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2.1            Introduction 

 Clinical equipoise regarding the best surgical or medical options for a particular 
illness is widespread in this innovative century and helps drive the hypotheses for 
clinical trials and in doing so advances in evidence-based medicine. Adherence to 
regulations and standardized processes within a clinical trial, the focus of this chap-
ter, offers the best means to provide a balance between scientifi c progress and 
patient safety. With uncontrolled or nonstandardized clinical trial design and imple-
mentation, it is diffi cult to determine if a new treatment, surgical procedure, device, 
or drug has made a difference in a human disease or put those who volunteered for 
the clinical trial at risk for complications and progressive illness. Trials done incor-
rectly can lead to wasted resources and lost patient confi dence in the medical sys-
tem. It is therefore imperative that the surgeon scientist interested in designing 
clinical trials understand the historical basis for the current international and national 
laws and regulations surrounding clinical research as well as the steps to imbed the 
proper standard quality components into a clinical trial. 

 The design, conduct, and reporting of  surgical clinical trials  in particular have 
been the focus of signifi cant criticism over the past 20 years. In 1996 a simple com-
mentary published in Lancet launched an important challenge for surgeons. In that 
article Richard Horton from London wrote: 

 “In addition to safety and effi cacy studies, more pragmatic trials are needed to 
determine acceptability, effectiveness and effi ciency by comparing new interven-
tions with currently preferred treatments. In 1923, the medical statistician, Major 
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Greenwood wrote that ‘I should like to shame {surgeons} out of the comic opera 
performances which they suppose are statistics of operations’. Only when the qual-
ity of publications in the surgical literature has improved will surgeons reasonably 
be able to rebut the charge that as much as half of the research they undertake is 
misconceived.” [ 1 ] 

 How then can surgeons respond to these challenges and recommendations? How 
can they assure that they are designing and performing high-quality, standardized 
research? A recent survey of surgical trialists seeks to provide insight into how to 
build a stronger education platform and resources for clinical trials in surgery. 
Jarman and colleagues from Methodist Hospital in Texas performed semi- structured 
interviews of 15 individuals, primarily surgeons, involved in conducting clinical 
research over the past decade [ 2 ]. One of their most important discoveries, which is 
immensely pertinent to this chapter, was the lack of knowledge surrounding the 
availability of “regulatory and normative” documents to guide the development and 
publication of a clinical trial. Between 1949 when the Nuremberg Code was released 
and 2008, greater than 1,000 documents have been written and/or updated regarding 
the ethical and methodological standards for clinical trials, the great majority of 
which are available on the Internet [ 3 ]. In addition to seeking out these readings, the 
four primary recommendations for aspiring surgical trialists from those experts 
interviewed were:

    1.    Obtain a formal education in the methods and issues of clinical trials.   
   2.    Identify mentors.   
   3.    Establish a network of collaborators.   
   4.    Search for opportunities to be involved in all aspects of clinical trials [ 2 ].    

  Each of these recommendations is crucial towards becoming a respected surgi-
cal trialist in a clinical research arena which is increasingly complex due to the 
infl ux of innovative device technology as well as genomic information. There are 
multiple formal education programs from the Masters of Public Health or Masters 
of Clinical Research to smaller programs offered by subspecialty societies as well 
as the week- long clinical trials course offered by the American College of Surgeons. 
Two recommended textbooks for the surgical clinical trialist which delineate the 
steps from hypothesis generation to dissemination of results include Lawrence 
Friedman’s  Fundamentals of Clinical Trials  (4th ed, Springer) and Stephen Hulley’s 
 Designing Clinical Research  (3rd ed, Lippincott Williams and Wilkins). For the 
junior clinical investigator, mentors and collaborators should ideally include, in 
addition to their senior attendings, biostatisticians with experience in clinical trial 
design. Finally, opportunities to be involved in clinical trials should be identifi ed 
during residency or as a junior attending. Even though the resident or young attend-
ing surgeon may not play a pivotal role in the design of a clinical trial, attendance 
at a national clinical trial meeting and in the discussions will help guide the indi-
vidual’s understanding of the standardized steps involved in bringing a quality 
clinical trial to completion.  
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2.2     History 

 Clinical trials involving human subjects have not always been performed ethically 
and with respect for the subjects involved. Likely the most well-known medical trial 
which lacked benefi cence was that performed by the US Public Health Service in 
1932 termed the Tuskegee Syphilis Experiment. Though not a randomized trial, the 
participants were misled into believing that their syphilis was being treated versus 
just monitored to obtain a natural history of the disease. It was not until the 1970s 
when the media exposed the lack of interventions that the research was terminated 
[ 4 ]. It was in 1947 however that the Nuremberg Code was developed because of the 
atrocious crimes which were committed on individuals of Jewish descent and those 
with mental disorders during World War II. This Code has not been adopted into law 
by any nation or medical association but is recognized as the foundation on which all 
national and international regulations for human subjects research are based [ 5 ]. The 
ten research principles set forth by the Nuremberg judges highlight the importance 
of voluntary informed consent as well as the novel right of a subject to withdraw 
from the research project at any time. Interestingly, 50 years prior, Sir William Osler 
had recommended that informed consent be included in all medical experiments [ 6 ] 

 Over the next half a century, additional clinical research regulations were devel-
oped and integrated into trial design to assure the protection and safety of human 
subjects. These include the Helsinki Declaration, which was last updated by the 
World Medical Association in Korea in 2008 [ 7 ], as well as the Belmont Report set 
forth in the late 1970s by the US Department of Health and Human Services 
(DHHS). This latter report defi nes the three ethical principles for human subjects 
research which are embedded into most physicians’ institutional requirements for 
performing human clinical trials research:

    1.    Respect for persons: Informed consent should be obtained voluntarily from all 
participants.   

   2.    A scientifi cally researched question is being evaluated and that the risks are 
acceptable in relation to the benefi ts.   

   3.    Justice: Requires equitable access to the benefi ts of the research. Researchers 
must adequately offer the trials to those who may be underrepresented such as 
children or minorities or justify why they cannot be included [ 8 ].    

  The ethics of clinical trials and human subjects research is the subject of a myr-
iad of books and publications and is unlikely to be fully covered in a single chapter. 
The importance of understanding the regulatory requirements for clinical trials 
research however cannot be overemphasized. One of the most important guides for 
the conduct of clinical research is the institutional review board (IRB). The mission 
of an IRB is to assure ethically conducted research with minimal risks, equitable 
participant selection, and adequate confi dentiality. Members of an IRB include 
researchers as well as community members and lawyers. The IRB system has up 
until the past few years been decentralized but is undergoing revision and now 
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includes several “centralized” IRBs for multi-institutional trials [ 9 ]. As the central 
IRBs become commonly used, it is expected that the individual institutional IRBs 
will be able to more effi ciently review and approve research projects. In addition to 
familiarizing oneself with the requirements for the ethical conduct of clinical 
research through the aforementioned readings and interaction with an IRB, a surgi-
cal clinical trialist also needs to be familiar with several standard methodological 
practices such as GCP, SOPs, CRFs, and AEs as well as the CONSORT statement 
for reporting of clinical trials, as described in the next sections of this chapter.  

2.3     Good Clinical Practice 

   Good Clinical Practice (GCP) is an international ethical and scientifi c quality standard for 
designing, conducting, recording and reporting trials that involve the participation of 
human subjects. [ 10 ] 

   The International Conference on Harmonization of Technical Requirements of 
Pharmaceuticals for Human Use (IHC) developed these standards as a quality assur-
ance system to cover all stages of clinical trials. With growth of clinical trials inter-
nationally and globalization of medical product sales, GCP provides a means to 
assure sound research practices and standardized data collection allowing for gen-
eralizable measurements of clinical effectiveness of a drug or device. Compliance 
with GCP can also assure the public that the rights, safety, and well-being of clinical 
trial subjects are protected, in accordance with the Declaration of Helsinki [ 7 ]. In 
addition to the defi nitions for GCP by IHC, each of the US government branches 
within Health and Human Services (HHS) provides their interpretation and descrip-
tion of GCP. For example, the FDA “houses” their description of GCP in the Code 
of Federal Regulations (CFR) Title 21, while the NIH describes their GCP princi-
ples in Title 45 of the CFR [ 11 ,  12 ]. 

 GCP standards require that any proposed clinical trial be reviewed and approved 
by an institutional review board (IRB) or independent ethics committee (IEC) prior 
to initiation of the study. Although the IRB and IEC are not necessarily responsible 
for scientifi c review, they are charged with the tasks of determining if a study is 
feasible and assuring that it will not place study subjects at undue risk. For this to be 
the case, there must be  equipoise  between the study intervention and the control. 
There must be uncertainty about whether the control or the investigational product 
is more effi cacious. The equipoise between study arms should be described in the 
trial protocol, the investigator brochure, and informed consent forms. It is critical to 
specify the primary outcome in the protocol to describe how equipoise will be tested 
and effi cacy will be measured. The IRB or IEC can thus determine from the descrip-
tion of equipoise whether or not the trial design is feasible and safe. 

 The IRB or IEC is not only required to review the trial protocol but also the 
investigator’s current curriculum vitae and qualifi cations for conducting the trial, 
available safety information about the investigational product (e.g., drug, medical 
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device, or surgical technique), investigator brochure if one exists for the drug or 
device, subject recruitment procedures, informed consent form(s), written informa-
tion to be provided to subjects, and information about payments and compensation 
available to subjects [ 10 ]. As the principal investigator preparing a clinical trial 
protocol for IRB review, it will be important to keep in mind the above-listed 
requirements, utilize institutional templates for required forms, and learn the 
required or previously utilized  standard operating procedures  (SOPs) for study 
activities pertinent to a trial. SOPs are detailed, written instructions to achieve uni-
formity in the performance of specifi c study functions [ 10 ] that should be included 
in the study protocol. In the conduct of a clinical trial, SOPs provide uniformity in 
the administration of the investigational product or implementation of the interven-
tion. Detailed SOPs are particularly necessary in surgical clinical trials, where pro-
cedural interventions need to be uniform. For example, the Swedish Rectal Cancer 
Trial was criticized for not having a standardized method of surgical resection in 
studying the benefi ts of preoperative radiation therapy [ 13 ]. In contrast, the Dutch 
TME trial [ 14 ], which defi ned a standardized surgical procedure, demonstrated a 
clear benefi t to preoperative radiation therapy after total mesorectal excision of rec-
tal cancer and was widely accepted. This single example demonstrates that if stan-
dardized operating procedures, especially in regard to operative technique, are 
utilized in the conduct of a clinical trial, the results are more likely to be interpre-
table and generalizable.  

2.4     Case Report Forms 

 The case report form (CRF) is the most basic unit of data collection in a clinical 
trial. It is a printed or electronic document (remote data capture or data entry (RDC/
RDE)) designed to record all of the protocol required information to be reported to 
the sponsor (national, international, or industry) on each trial subject [ 10 ].When 
designing a clinical trial, the principal investigators need to assure that they include 
all data that needs to be collected in the protocol, as information that has not been 
specifi ed as analytic in the protocol cannot be included on a CRF. Trialists should 
be thoughtful about keeping the data acquisition simple and standardized with mini-
mal free text. 

 There are currently no universally standard CRF designs; however, there are 
several ongoing efforts to harmonize the information acquired within and across 
clinical trials and avoid duplication of efforts in design. For example, a subproject 
of the Clinical Data Interchange Standards Consortium (CDISC,   http://www.cdisc.
org    ), the Clinical Data Acquisition Standards Harmonization (CDASH), is working 
on standard forms for safety data as well as disease or therapeutic specifi c forms and 
data elements [ 15 ]. Some of these forms and processes for data acquisition will 
become outdated quickly due to the burgeoning amount of calculations and infor-
mation that can be obtained from patients and human tissues. The associated fi eld of 
clinical research informatics is one that is growing exponentially and is working to 
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provide leadership and direction on these issues of standardization of common data 
elements and medical terminology as well as the best methods for compilation and 
storage of metadata from clinical trials [ 15 ]. The National Cancer Institute (NCI) 
has one such example of a CRF Harmonization and Standardization Initiative to 
design standardized case report forms incorporating common data elements to 
“improve information sharing among cancer researchers and optimize data require-
ments in collaboration with the Federal Drug Administration (FDA)” [ 16 ]. By 
reducing the time spent in developing a data collection strategy for each cancer 
clinical trial, a core library will allow for rapid initiation of a novel clinical trial and 
dissemination of information across linked clinical studies (Fig.  2.1 ).

2.5        Adverse Event Reporting 

 While the CRF records all events in a trial related to each subject, a subset of the 
record must include adverse events that occur during and after the course of a clini-
cal trial.  Adverse events (AE)  are defi ned as any unfavorable or unintended medical 
occurrence, including any abnormal sign (physical exam or laboratory fi nding), 
symptom, or disease temporarily associated with the use of a medical treatment 
whether or not it is considered related to the medical treatment (causality) [ 10 ,  12 ]. 
The purpose of AE reporting is to monitor the safety of the study, inform the inves-
tigators, regulators, and subjects of risks potentially associated with the intervention 
and allow for timely intervention if it appears that the risks of the clinical trial have 
changed. In general the majority of AE reporting has centered around events associ-
ated with drugs and devices, and less standardization has occurred with reporting of 
adverse events in purely surgical clinical trials. In the United States, adverse event 
reporting has recently been restructured to address causality more specifi cally [ 12 ]. 
With the globalization and massive growth of clinical trials over the past 10 years 
[ 17 ], the FDA has been fl ooded with volumes of adverse event reports and other 
regulatory documentation. Many of these adverse event reports have been uninter-
pretable or irrelevant as reporting individuals were often blinded and unable to 
relate events to the investigational drugs or devices [ 18 ]. The Clinical Trials 
Transformation Initiative has since worked to improve the quality and effi ciency of 
reporting by requiring the investigational sponsor to assign attribution or causality 
to each adverse event and provide both the FDA and the study investigators with an 
aggregate report of adverse events that are attributable to the investigational drug or 
device. 

 The process surrounding the ascertainment, recording, and reporting of adverse 
events remains moderately challenging especially to the surgeon scientist who may 
not be involved in drug- or device-related surgical research. It is however important 
to understand the basic defi nitions of AE reporting in order to ensure that the proper 
information is included in a clinical trial protocol, so AE determination does not 
become challenging because adequate defi nitions were not provided a priori. 
 Expected  adverse events are those that have been identifi ed in nature, severity, or 
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frequency in the current clinical trial protocol, investigator brochure (if available for 
a drug or device), and current consent form. For example, a 5 % incidence of surgi-
cal site infection is anticipated or expected in a clinical trial that tests the effi cacy of 
laparoscopic versus open distal pancreatectomy for resection of benign pancreatic 
tumors. The research team is informed of this in the clinical trial protocol, and 

  Fig. 2.1    Example of case report form template       
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subjects are made aware of this risk during the consent process. Therefore an occur-
rence of surgical site infection in a subject would be an expected event but would 
still be recorded on the AE forms to determine the extent of this event across the 
entire patient accrual. Anticipated or expected events can be internally documented, 
monitored, and analyzed in aggregate. 

 An  unexpected  adverse event is any event, the severity or specifi city of which is 
not consistent with the risk information described in the clinical protocol or investi-
gator brochure, and is more likely than not related to the research, and it suggests 
that the research places subjects or others at greater risk than previously known [ 19 ]. 
“Relatedness” of the AE to the clinical study is defined differently for each 
regulatory body:

    1.    ICH defi nition requires evidence suggesting a causal association.   
   2.    FDA defi nition requires a reasonable possibility that the AE is associated with 

the research drug or device.   
   3.    NCI has a more complex reporting structure for AEs which is best described 

below in the description of CTCAE but moves through fi ve categories from not 
related to defi nitely related to the intervention.    

  It is worth noting that not all unanticipated problems involve an unexpected 
adverse event. For example, the absence of laparoscopic equipment for a patient 
randomized to the laparoscopic approach in the aforementioned distal pancre-
atectomy trial would be an unanticipated problem but not an unexpected adverse 
event as would the administration of an incorrect dose of a study medication if 
drawn up incorrectly by the pharmacy. The distinction between unanticipated 
and unexpected outcomes in the ascertainment of adverse events is important 
because they each prompt different documentation and management processes. 
Unanticipated adverse events such as incorrect study drug dosing are reported to 
the IRB, the patient, and potentially the sponsor but are recognized to not be 
causal in adverse events. Unexpected adverse events must be reported to the IRB 
of the study site and subsequently sent to the Offi ce for Human Research 
Protection in accordance with US Health and Human Services regulations 45 
CFR 46.103(a) and (b)(5) [ 11 ,  19 ]. 

 Prior to management of an unexpected adverse event, some  analysis  is required 
to understand the process that led to the event and how to address it. First a basic 
classifi cation of the adverse event is needed. The Medical Dictionary for Regulatory 
Activities [ 20 ] is a standardized system of medical terminology that is used interna-
tionally to classify adverse event information associated with the use of biopharma-
ceuticals and other medical products. MedDRA is maintained by the International 
Conference on Harmonization and is the required terminology in reports to many 
regulatory agencies. The National Cancer Institutes’ Common Terminology Criteria 
for Adverse Events (CTCAE) [ 21 ] is also an instrument used to classify adverse 
events. It uses clinical and laboratory evaluation criteria and is required in studies 
that are funded by the NCI. Grading of adverse event severity is a key component 
of the classifi cation process. The CTCAE has a grading scale of 0–5. Zero is no 
adverse event, 1 is mild, 2 is moderate, 3 is severe, 4 is life-threatening, and 5 is 
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death [ 21 ]. Life-threatening adverse events and death must be reported to the IRB 
and the FDA within 7 calendar days, in accordance with 21 CFR 312.32(a) [ 12 ]. Of 
note, the CTCAE grading scale describes  severity  of an event but not “seriousness.” 
SAEs or serious adverse events are any adverse drug event (experience) occurring 
at any dose that results in ANY of the following outcomes: “death, a life-threatening 
adverse drug experience, inpatient hospitalization or prolongation of existing hospi-
talization (for >24 h), a persistent or signifi cant incapacity or substantial disruption 
of the ability to conduct normal life functions, a congenital anomaly/birth defect. 
Important Medical Events (IME) that may not result in death, be life threatening, or 
require hospitalization may be considered a serious adverse drug experience when, 
based upon medical judgment, they may jeopardize the patient or subject and may 
require medical or surgical intervention to prevent one of the outcomes listed in this 
defi nition” [ 12 ]. The process of reporting SAEs is variable for clinical trials and can 
be anywhere from within 24 h to up to 10 days depending on the sponsor of the trial 
and associated regulatory agencies. For example, a phase I trial evaluating the 
safety of a novel drug may require the submission of an SAE within 24 h to assure 
that additional patients are not placed on the study until the SAE has been fully 
investigated. 

 The standard operating procedures of a clinical trial should also delineate the 
methods for  ascertaining  adverse events. Adverse events can be ascertained by elic-
ited or volunteered report from subjects or by direct observation. Direct observation 
is the most reliable method to ascertain adverse events, but it is not always feasible. 
Studies have demonstrated that adverse event reporting increases when subjects are 
asked open-ended questions to elicit reports of adverse events [ 22 – 24 ]. Subject- 
elicited adverse events or patient-reported outcomes (PRO) are increasingly stud-
ied, particularly with the inception of patient-centered outcomes research [ 25 ,  26 ]. 
Research focused on the development of standardized and generalizable patient- 
reported outcome instruments remains ongoing. The majority of clinical trials cur-
rently rely on volunteered reporting of adverse events or direct observation of them 
during study visit examinations. 

 The ICH has developed the Harmonized Tripartite Guidelines [ 10 ] that detail the 
key components of an adverse event report, summarized here:

    1.    Subject identifi er   
   2.    Demographic data: age, race, sex, weight, and height   
   3.    Location of case report forms and source documents (for reference)   
   4.    The adverse event   
   5.    Duration of the adverse event   
   6.    Severity (mild, moderate, severe)   
   7.    Seriousness (life-threatening, death)   
   8.    Action taken (none, dose reduced, treatment stopped, specifi c treatment insti-

tuted, etc.)   
   9.    Outcome   
   10.    Causality assessment (unrelated, unlikely, possible, probable, defi nite 

causality)   
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   11.    Date of onset or date of clinic visit at which the event was discovered   
   12.    Timing and onset of the adverse event in relation to last dose of test drug/inves-

tigational product   
   13.    Study treatment at time of event or most recent study treatment taken   
   14.    Test drug/investigational product dose at time of event   
   15.    Drug concentration   
   16.    Duration of test drug/investigational product treatment   
   17.    Concomitant treatment during study    

  The ICH guidelines state that all adverse events for each patient, including the 
same event on several occasions, should be documented. Study sponsors and inves-
tigators are held responsible for the reporting of adverse events. Separate reporting 
guidelines exist for trials involving recombinant DNA molecules or gene transfer 
[ 27 ]. In these trials the principal investigator is responsible for ensuring that safety 
reporting requirements are fulfi lled, although such reporting may be delegated to 
the investigational sponsor. 

 A recent publication by Virzi et al. from the Pediatric Heart Network (PHN) 
highlights the complexities of AE reporting in surgical trials [ 28 ]. In 2005, the PHN 
opened a randomized surgical clinical trial evaluating single ventricle reconstruc-
tion in children with hypoplastic left heart syndrome. The initial AE reporting sys-
tem is commonly used for drug trials, but in this critically ill neonatal population, 
every lab value and event would require a serious AE report. With approval the team 
was able to switch to a “sentinel” event reporting system for serious AEs thereby 
reducing the administrative burden and highlighting the critical events of interest in 
this study [ 28 ]. 

 In a qualitative review of good clinical practice (GCP) inspection citations 
[ 29 ], investigators and sponsors were frequently reprimanded for inconsistent 
adverse event documentation between case report forms, adverse event logs, and 
other source documents. An important lesson to take from this review is that it 
is best to either document adverse events consistently and concordantly in des-
ignated forms or document adverse events in one central source record. In stud-
ies that require adverse events to be reported in more than one document, it is 
best to reference all source documentation in each report. The review of GCP 
inspection citations also highlighted a frequent problem with undocumented 
telephone correspondence between investigators and study sponsors related to 
the reporting and management of adverse events. Management of adverse events 
must be documented as accurately and consistently as the events themselves. 
The best advice for young investigators interested in designing clinical trials is 
to link with a “seasoned” clinical research specialist who is knowledgeable on 
AE reporting and has had extensive experience in this process so that the clinical 
trial protocol can be written and the required forms included to ensure that the 
AE process goes smoothly and ensures that subject safety is always the fi rst 
priority (Figs.  2.2  and  2.3 ).
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  Fig. 2.2    Example of severe adverse event form         
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2.6         DSMB 

 The FDA recommends involving a data and safety monitoring committee in the 
system-level management of serious adverse events [ 30 ]. A Data and Safety 
Monitoring Board (DSMB) is required for multisite clinical trials with interventions 
that involve potential risk to the participants [ 31 ]. The NIH also requires a DSMB 
for any NIH-supported clinical trial that has direct implications for clinical care and/
or public health, involves a highly vulnerable patient population, or a high-risk 
intervention. The role of the DSMB is to verify that:

    1.    The rights and well-being of human subjects are protected.   
   2.    The reported trial data are accurate, complete, and verifi able (esp. CRFs and AEs).    

Fig. 2.2 (continued)
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  The conduct of the trial is in compliance with good clinical practice, the IRB- 
approved protocol, and with any applicable regulatory requirement(s) [ 10 ].  

2.7     CONSORT 

 The Consolidated Standards of Reporting Trials (CONSORT) statement, which was 
fi rst written in 1996 and updated in 2010, provides guidance for reporting the aims, 
methods, results, and implications of randomized controlled trials. This statement 
includes a 25-item checklist and study fl ow diagram to guide the reporting and pub-
lication of an RCT [ 32 ]. At the start of the design of a clinical trial, a principal 
investigator is advised to review the CONSORT checklist and fl ow diagram and the 
 examples  of good reporting provided on the CONSORT website (  http://www.
consort- statement.org/consort-statement/    ). By reviewing the examples a PI can gain 
understanding of what methodologies and processes were used during a trial to 
ensure standardization and quality of the trial outcomes. In 2008, the CONSORT 
group provided an “extension” document for non-pharmacologic treatment inter-
ventions [ 33 ]. This document provides a 22-item checklist which is more applicable 
to surgical or device interventions, and the surgical trialist is advised to review this 
statement and its notable examples.  

  Fig. 2.3    Example of adverse event log       
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2.8     Conclusions 

 The surgical trialist is tasked with assuring that a clinical trial will be valid and 
generalizable to their population of interest but also needs to standardize processes 
and demand quality to ensure the safety of the consented subjects. This chapter 
provides a small introduction to the large group of acronyms that accompany the 
design and implementation of a clinical protocol. The academic surgical scientist 
interested in translational research and human clinical trials is advised to review the 
“regulatory and normative documents” and identify key mentors both within a 
Department of Surgery and within their institutions’ clinical trials and statistical 
offi ces to begin to learn and speak the language associated with clinical research.     
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3.1            Introduction 

 Results from clinical trials are often cited as the highest-quality evidence available 
to guide clinical practice. While many reported clinical trials are of high quality, 
many have signifi cant defi ciencies in study design, data analysis, and interpretation 
of results. Up-front attention to the fundamentals of statistics is paramount to the 
design and conduct of a high-quality clinical trial. This chapter will address the 
fundamentals of study design, focusing on statistical topics including randomiza-
tion, treatment allocation, cohort stratifi cation, sample size, power, and type II 
errors. Issues directly related to data analysis are covered in another chapter and are 
not discussed here.  

3.2     Setting the Stage for Clinical Trials 

 The development of a clinical trial must, by defi nition, include consideration of 
important clinical questions. Statistical considerations are an essential part of study 
design and are critically important to all aspects of the trial. Clinical trials are 
resource intensive and take a long time to conduct. At the end of the trial, nothing is 
more disappointing than having less than ideal results because the initial study plan-
ning was fl awed. In fact, the use of the CONSORT statement [ 1 ] is now standard 
practice when reporting results from randomized clinical trials (RCTs), and this 
checklist and fl owchart helps assure that trials were designed and conducted in a 
high-quality manner. Importantly, these standards provide uniform information 
about why and how a study was conducted, providing suffi cient transparency to 
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allow appraisal of trial results and downstream comparisons of effectiveness [ 2 ]. 
Critical analyses of negative results of RCTs published in the surgical literature 
have shown that many reports simply lack suffi cient statistical power to defi nitively 
support or refute the null hypothesis being examined [ 3 ]. 

 The statistical aspects of design must include structure of the study, collection of 
data, and choice of measurements to make. Careful study design occurs at the outset 
and is not an afterthought.  

3.3     Study Design 

 Clinical trials are experimental and involve some type of intervention to the sub-
jects. Not all clinical trials can or should be large in scope, and not all are random-
ized in design. In the surgical sciences, randomization may not be possible since a 
decision to have an operation or not have an operation may be a decision that a 
patient does not want to have made by a randomization process. Having controls in 
a study lends credence to inferences of causality when there is an observed 
association. 

 The RCT is the standard by which all other trial designs are judged since other 
designs have features that introduce bias. The process of randomization tends to 
produce study groups that are comparable with respect to known and unknown vari-
ables, thereby removing biases between groups. However, even with randomization, 
biases can remain and care must be taken to minimize biases when possible [ 4 ].  

3.4     Nonrandomized Studies 

 Given the variability of response to an intervention and its impact on the natural 
history of disease, there is a need for a well-defi ned control or comparison group in 
a well-planned clinical trial. Controlled clinical trials can be conducted without 
randomization. There are many types of nonrandomized clinical trials, including 
historical control studies in which a group of participants receive an intervention 
and are compared to a previous control group. While an argument has been made in 
favor of historical control design because it allows all subjects to receive the inter-
vention, there are signifi cant limitations and inherent biases. Simply, patients with 
any given condition today are different than patients with that condition a decade or 
two ago. The fallacy of post hoc ergo propter hoc reasoning is steeped in seeing 
improvements in outcomes because the patient population or other parts of patient 
management have changed over time, yielding patients with earlier diagnoses or 
better prognoses in the treatment group. For example, there have been impressive 
declines in mortality from coronary artery disease over time, and any trial employ-
ing historical controls would face the nearly impossible task of separating treatment 
effect from secular trends. Further   , because the groups are not contemporaneous, 
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those receiving the intervention tend to be less seriously ill, and the comparison 
does not adequately account for the differences in expected and observed mortality. 
Not surprisingly, when studies of the same therapies from randomized controlled 
trials were compared to historic control trials, the latter consistently yielded more 
favorable results [ 5 ]. 

 Contemporary, or concurrent, controlled trials include studies with a crossover 
design, in which participants are used twice, once as a member of the control group 
and once as a member of the intervention group. The major appeal of the crossover 
design is the “within-subject,” or paired, comparisons or an assessment of whether 
a single participant does better with the control or the intervention. However, the 
strict assumption that what happens in the fi rst period does not carry over into the 
second period of the trial must be valid for this study design to even be considered, 
even if the participant is blinded to control and intervention. A washout period may 
be introduced between treatment periods, but carryover effects may still be present. 
Any type of carryover effect would decrease the power of the study and necessitate 
a larger total sample size for the study. Another concern is the period effect, since 
there may be some systematic difference between the fi rst and second periods of 
the study. 

 Withdrawal studies assess the response to the discontinuation of an intervention. 
These types of studies may be used to evaluate the duration of benefi t with an inter-
vention and may be particularly useful when an ongoing intervention (e.g., medica-
tion) has never conclusively been shown to be benefi cial. Withdrawal studies can 
include a randomization component, and this strategy may reduce the inherent bias 
that accompanies the selection of participants, typically ones with excellent results 
or ones with stable disease, to even be considered for    withdrawal of therapy. 

 A factorial design evaluates two interventions, X and Y, with control in a single 
experiment. A commonly used factorial design is the “2 × 2 design” which includes 
four “cells”: X + Y, X + control, Y + control, and control alone. For example, the 
Canadian transient ischemic attack study included aspirin and sulfi npyrazone, com-
pared to placebo [ 6 ]. The most important assumption for factorial design studies is 
that there is no interaction. For instance, the effect of intervention X may differ 
based on the presence or absence of Y. In the case of the transient ischemic attack 
study, interaction was a major concern because the drugs may have acted through 
the same mechanism of action [ 7 ]. 

 Group allocation designs, or cluster randomization studies, have the appeal of 
randomizing at the hospital (group) level, thereby eliminating the need to random-
ize at the participant level; all participants at a certain center are controls or receive 
a specifi c intervention. The effective sample size and units of analysis, however, 
consists of the groups (not total number of participants) and limits the effi ciency of 
these studies. Historically, these groups have been communities participating in pre-
vention trials, but cluster randomization studies have gained some acceptance 
among surgeons evaluating different surgical approaches or techniques. However, 
individual participants are grouped within each hospital and cannot be regarded as 
statistically independent, and standard sample size calculations would severely 
underestimate the total number of participants [ 7 ].  
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3.5     Randomization Schema 

 In the event that an RCT is planned, randomization techniques should be explored 
in order to maximize enrollment while minimizing residual biases from the process 
of randomization itself. Randomization simply refers to a process by which all par-
ticipants are equally likely to be assigned to either the intervention or control group. 
The randomization schema should be practical but minimize selection bias, serving 
three main purposes. 

 First, randomization has the advantage of removing bias in the allocation of a 
particular participant to the intervention or control group. Any undue infl uence in 
assignment can invalidate the comparison. Further, the randomization process 
tends to produce comparable groups. In the end, measured and unmeasured prog-
nostic factors of the participants are balanced between the intervention and control 
groups. Finally, randomization allows a probability distribution which ensures the 
validity of statistical tests of signifi cance used to detect observed differences 
between groups. 

 There are many randomization processes [ 7 ], ranging from very simple schemes 
(e.g., coin toss) to much more complex strategies. Selection bias is avoided with 
randomization, and randomization must not occur before a participant decides to 
enter a study to ensure that all the benefi ts of randomization are intact. Fixed alloca-
tion randomization processes make assignments to the intervention group at a pre-
defi ned probability. Most commonly, there is an equal allocation to either group (1:1 
allocation results in an equal probability of being assigned to intervention versus 
control   ). In some instances, less information may be needed about effects to the 
control group, and unequal allocations (e.g., 2:1 allocation to intervention compared 
to control) may be used to gain more information about the intervention. There is a 
loss of power with this strategy, and some trialists have concerns that unequal allo-
cation designs are not consistent with true equipoise and may bias participants, 
especially if they are randomized to the control. 

 Fixed allocation randomization processes most commonly include simple, 
blocked, and stratifi ed designs. Simple randomization employs a coin toss or ran-
dom digit table to make the assignments. Alternating assignments (e.g., ABABAB) 
are not truly random and should be avoided. Assignment made by birthdate (e.g., 
odd dates vs. even dates) appears to yield unbiased allocation, but any potential 
knowledge of which intervention a potential participant may receive can affect deci-
sions about whether or not to enroll. In situations with more than one group, inter-
vals are used to make assignments (e.g., 0–0.249 is assigned to group A and 
0.25–0.4999 to group B). In the long run, the number of participants in each group 
will be balanced, but there is a risk of imbalanced enrollment during accrual, limit-
ing the power of the study if the trial is stopped early. A blocked randomization 
schema can minimize large imbalances between groups and maximize power. Using 
set block sizes, there would be an equal probability of assignment to each group. For 
example, if a block size of four is used, then the process would randomize each of 
four participants to group A or B, for every consecutive group of four participants. 
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 Since many covariates are strongly associated, imbalances in one could lead to 
imbalances in others. Some trials may exclude participants with certain characteris-
tics in order to maintain a homogeneous study population, but highly stringent 
exclusion criteria can limit enrollment and call the applicability or generalizability 
of the study’s results into question. In these situations, stratifi ed randomization can 
adjust for the imbalances by measuring the covariates of interest (e.g., smoking his-
tory) prior to or at the time of randomization. The randomization is then performed 
within defi ned stratum or strata (e.g., current smoker, former smoker, never smoker), 
and at that level, the randomization can then either be simple or blocked. Using this 
strategy, post hoc changes in the analytic plan can be avoided. In large multicenter 
trials, consideration should be given to stratifi ed randomization by the center. 

 Adaptive randomization processes are meant to change allocation probabilities 
as the study progresses. Baseline adaptive randomization processes can be used to 
balance the number of participants in groups without consideration of treatment 
response or other outcomes. The response adaptive randomization processes adjust 
allocations according to intervention responses. Two examples of the response 
adaptive randomization models [ 7 ] include the “play the winner” and “two-armed 
bandit” approaches and rely upon relatively quick response measurements in order 
to make subsequent group assignments. 

 The “play the winner” approach bases the assignment of the second (and subse-
quent) participant on the prior participant’s response to the intervention, making the 
same group assignment if the fi rst participant had a successful response. The group 
assignments continue in this manner until a failure occurs, and then the assignment 
switches. The “two-armed bandit” method continuously updates the probability of 
success as the outcome for each participant becomes known, with the goal of assign-
ing a higher proportion of future participants to the “better” intervention. While 
these strategies maximize the number of participants to the superior intervention, 
there is a loss of power associated with the resulting imbalances in the groups. 

 Large simple clinical trials, not to be confused with pragmatic clinical trials, are 
based on a model of relatively straightforward interventions and easily ascertained 
and measured outcomes. These types of trials are best suited for common conditions 
(to allow for large numbers of participants) in which even modest benefi ts of an 
intervention would be important to uncover. The GUSTO trial which evaluated four 
thrombolytic treatment strategies for acute myocardial infarction is an excellent 
example of a so-called large-scale trial which enrolled over 41,000 patients at over 
1,000 hospitals [ 8 ]. 

 However, RCTs are not always as straightforward as deciding on a control and 
an intervention. Some investigators, even in the setting of equipoise, have ethical 
confl icts about “depriving” a participant of a new, and presumed improved, inter-
vention and may avoid trial participation because of these confl icts. Some trials may 
fail to accrue adequate numbers of participants because many drop out if they are 
not randomized to the “preferred” intervention group [ 9 ]. 

 Some unique features of surgical trials warrant special consideration. A pro-
posed taxonomy for surgical trials includes three broad categories: comparisons of 
minor variations in operative techniques, comparisons of major variations in 
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technique, and comparisons of surgical and nonsurgical treatments [ 10 ]. With all of 
these, intrinsic technical variability must be considered and accounted for whenever 
possible. Standardization and reproducibility are much more diffi cult to control 
when specifi c nuances of procedures are being examined. One excellent example of 
this issue is a trial of extended lymph node dissection in gastric cancer which was 
conducted by the Dutch Gastric Cancer Group [ 11 ]. The goal of the trial was to 
examine whether extended (D2) lymph node dissection with gastrectomy improved 
survival and reduced recurrent disease compared to a more limited (D1) dissection. 
The trial and its results faced criticism because, even with strict attempts to teach 
and standardize the procedure, there were signifi cant deviations from the surgical 
protocol attributed to relatively low-volume surgeons and diffi culty achieving a true 
D2 dissection when that was the intent [ 12 ]. 

 Major variations in technique can also be compared, and clinical trials are often 
important in establishing them as viable options. Recent examples include the trial 
comparing a laparoscopic to open approach for colon resection by the Clinical 
Outcomes of Surgical Therapy (COST) Study Group [ 13 ]. Comparisons like this 
may also encompass other “competing” treatment modalities. For example, major 
trials have evaluated percutaneous interventions for coronary artery disease to open 
surgical approaches [ 14 ]. 

 Of course, when the effectiveness of a specifi c procedure is compared to nonop-
erative therapy, technical considerations may be somewhat less of a consideration, 
as with a Gynecologic Oncology Group trial comparing secondary cytoreduction 
surgery for stage III ovarian cancer after chemotherapy to no additional cytoreduc-
tion [ 15 ]. Direct comparisons of a surgical intervention to medical management 
have been done as well, such as a comparison of laparoscopic fundoplication to 
proton pump inhibitors [ 16 ] or surgery versus nonsurgical therapy for carpal tunnel 
syndrome [ 17 ] or back pain [ 18 ].However, the admonition that the quality of a sur-
gical procedure can even impact clinical trials evaluating medical therapies is well 
heeded since differences in the extent of resection and downstream impact on dis-
ease control can mask small effects of systemic treatments [ 19 ]. 

 Surgeons have also taken the lead on trials that do not necessarily evaluate a 
procedure. Because surgeons are the fi rst line of care for many diseases, surgeons 
are also the fi rst line of referral for subsequent treatments. With the development 
of a surgically oriented cooperative trial group by the National Cancer Institute, the 
American College of Surgeons Oncology Group (ACOSOG), now part of the 
Alliance, was established in 1998. One of the most successful ACOSOG trials was 
a randomized double-blind, placebo-controlled trial testing the adjuvant use of 
imatinib after resection of gastrointestinal stromal tumor [ 20 ]. Another    example of 
a “nonsurgical” trial is evaluating postoperative feeding regimens in a pediatric 
population [ 21 ]. 

 The recent emphasis on pragmatic clinical trials (PCTs) warrants separate consid-
eration. The goal of these PCTs is to evaluate interventions in real-world, community 
settings, the results of which are meant to be distinguished from standard RCTs 
which are conducted under optimal settings in carefully chosen patients [ 22 ]. 
Generally, PCTs would have less inclusion and exclusion criteria and enroll partici-
pants at a broader range of study sites as opposed to only academic medical centers. 
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 Comparative effectiveness research (CER) does not classically include actual 
clinical trials, but results from clinical trials are used as the evidence base for CER. 
That is, existing evidence from clinical trials is combined with data from other stud-
ies in CER to inform clinical decision making when data from clinical trials is not 
suffi cient in itself. For example, key questions such as how open hernia repair dif-
fers from laparoscopic hernia repair were addressed in a recent comparative effec-
tiveness study [ 23 ].  

3.6     Endpoints/Response Variables 

 As the study is planned, careful consideration must be given to primary and second-
ary endpoints of the trial [ 7 ,  24 ]. Primary response variables are used to judge the 
effectiveness of the intervention ( i ) compared to the control ( c ) and may be mea-
sured during and at the end of the trial. Common response variables include a clini-
cal fi nding or an adverse event. There are three basic kinds of response variables: 
dichotomous, continuous, and time to event. Dichotomous response variables are 
typically event rates ( p ) for the response of interest. For continuous response vari-
ables, the mean level ( μ ) of response is compared between groups. For time to event 
measurements, the hazard rate ( λ ) is compared between groups. 

 When there are several response variables, such as multiple endpoints of interest 
or response variables that are repeatedly monitored over time, a combination of 
response variations may be used, typically requiring a defi ned hierarchy of events 
of interest. There may be other endpoints of interest, but analysis of those fi ndings 
is secondary to the primary intent of the study, and results must be interpreted with 
caution since up-front planning and sample size calculations are based on the pri-
mary endpoints only. 

 Surrogate response variables such as biologic endpoints may need to be consid-
ered in clinical trials. In general, in order for a surrogate response variable to have 
meaning, it must capture the relationship between the treatment and the correspond-
ing true endpoint [ 25 ]. In other words, the biologic mechanism or pathway must be 
known. Use of these variables has the advantage of shorter follow-up time needed 
and lower resource utilization (ease of data collection, cost-effectiveness). The sur-
rogate fails if it is insensitive to the effect of the treatment on the true outcome of 
interest or if it is only representative of one clinical endpoint, but not others.  

3.7     Statistical Power [ 7 ] 

 Results of clinical trials are used to make inferences. Sound biologic inferences are 
guided by consistent, reproducible observations, which in turn are tested with statis-
tics. An important, and sometimes underappreciated, component of trial design is 
the up-front statistical planning which dictates how the study is conducted and how 
the results will be interpreted. The trade-offs between sample size, power, statistical 
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signifi cance, and detectable differences between the groups must be carefully 
weighed a priori, especially in the context of conducting a feasible clinical trial in 
terms of ability to accrue patients in a timely manner. 

 Typically, the null hypothesis ( H  o ), which states that there is no difference 
between event rates ( H  o :  p  c  −  p  i  = 0), mean levels ( H  o :  μ  c  −  μ  i  = 0), and hazard rates 
( H  o :  λ  c  −  λ  i  = 0), is tested. Even if  H  o  is true, the observed response variables may by 
chance show a difference. If observed differences are large enough by chance alone 
and  H  o  is then incorrectly rejected, this false-positive occurrence is termed a type I 
error ( α ). The probability of a type I error is called the signifi cance level and is 
known as the “ p  value ( p ).” That is, it is the probability of observing differences as 
large as the difference actually observed given that H o  is true (e.g., there is no dif-
ference) is  α . The decision to reject  H  o  is typically based on a level of  α  of 0.01 or 
0.05 (e.g., “the probability that the observed differences occurred by chance when 
there is actually no difference is  α ”). Typically, the smaller the  α  is set at, the larger 
the required sample size is. The common use of  p  values to bolster a study’s signifi -
cance refl ects the appropriateness of rejecting  H  o . 

 A type II error ( β ) occurs when  H  o  is not rejected when there is actually a differ-
ence. This false-negative result is typically attributed to a small number of observed 
differences, especially when a larger number of observations would have had a bet-
ter chance of detecting clinically meaningful differences. Indeed, power is denoted 
as 1- β  and quantifi es the ability of a study to fi nd true differences.  β  is a function of 
 α , the sample size, and the true difference between response variables (commonly 
denoted  δ ). Typically,  α  is set low, at 0.05 or 0.01, and  β  is set high, at 0.90 or 0.95, 
so a trialist can vary the expected difference  δ  to be detected and/or the total sample 
size when planning a clinical trial. Previous research or historic results may be used 
to inform estimates of  δ . The selection of  δ  should be a level that is the minimal dif-
ference between groups that would still be clinically meaningful. Estimates of  δ  are 
somewhat artifi cial constructs but should be guided by the degree of benefi t that the 
intervention would have to have in order for it to be worthwhile. 

 The primary purpose of sample size calculations is to ensure a high likelihood of 
detecting a statistically signifi cant, clinically meaningful effect of the intervention 
being tested if it exists. Similarly, there should be an assurance that no such benefi t 
exists if the trial does not demonstrate one. The plot of  δ  (horizontal axis) versus 1- β  
(vertical axis) for any given sample size and set  α  is the power curve (Fig.  3.1 ) and 
demonstrates the probability (or power) of detecting a given true difference. In general, 
if the treatment effect is very large, a smaller sample size could be used with adequate 
power. However, most trials that are conducted are unpowered, probably refl ecting lack 
of attention to adequate sample size calculations during the planning phase.

3.8        Sample Size Considerations 

 Clinical trials should have suffi cient statistical power to detect clinically meaningful 
differences between groups. Calculation of the necessary sample size for adequate 
levels of signifi cance and power is an essential part of the planning process for 
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clinical trials. Sample size estimates are based on multiple assumptions and  therefore 
should be as conservative as can be justifi ed. Overestimated sample sizes may lead 
to unfeasible enrollment goals, but underestimates may lead to incorrect conclu-
sions at the end of the trial. 

 To delineate how sample size calculations are made, the following example will be 
based upon a trial comparing one intervention group with one control group. If ran-
domization results in equal allocation to the intervention and control groups, an 
assumption that the variability in responses between the groups is similar can be made, 
and the sample size can be equally split (in the case of a 1:1 randomization schema). 

 Differences can be tested as a one-sided test or a two-sided test. In other words, 
the trialist must decide if the study is going to measure differences in one direction 
(i.e., there are improvements in the intervention over the control) or differences in 
either direction (i.e., the intervention is either better or worse than the control). 
Because a new intervention could be either benefi cial or harmful, two-sided tests 
are preferred. In the unusual circumstance in which a difference is only expected in 
one direction, the signifi cance level used in calculating the sample size should be 
half of what would be used for a two-sided test. 

 Interim analyses may be employed in a clinical trial. If early data suggest that an 
intervention is harmful, the trial may have to be terminated prematurely for safety rea-
sons. Further, if results appear unlikely to show any difference at the end of the trial, 
early termination may be considered to spare the resources necessary for trial continu-
ation. Conversely, if early data suggest that an intervention is clearly benefi cial, the trial 
may similarly have to be terminated prematurely because to continue with a control 
group may be unethical. One specifi c consequence of early data analysis is that the rate 
of incorrectly rejecting  H  o  will be larger than the initially selected signifi cance level 
unless the critical value for an interim analysis is appropriately adjusted. Importantly, 
the more interim analyses, the higher the probability of incurring a type I error. 
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 Equipoise is the guiding principle behind RCTs; without true uncertainty about 
an intervention’s superiority, there is no justifi cation for conducting a clinical trial. 
Sometimes, the appropriate trial is a study of equivalency, also known as trials with 
positive controls. Equivalency studies test whether a new intervention is as good as 
an established one. The study design here includes a standard intervention (control) 
which is known to be better than placebo. The new intervention may be preferred 
because it is less expensive, has fewer side effects or other attractive features. 
Importantly, no trial can ever show that the two interventions are the same; there is 
no way to demonstrate complete equivalence ( δ  = 0) because this would require an 
infi nite sample size. However, it is reasonable to specify a value of  δ  such that a 
 difference is less than might be considered equally effective or equivalent. Therefore, 
the null hypothesis states that differences are greater than  δ  and failure to reject  H  o  
merely fi nds that there is inadequate evidence to say that the groups are different.  

3.9     Conclusion 

 Proper attention to statistics when planning and conducting a clinical trial will help 
prevent an effective therapy from being disregarded because of false-negative 
results or a relatively ineffective therapy from applied improperly because of false- 
positive results.     
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4.1            Introduction 

 Randomized control trials (RCTs) provide the foundation for evidence-based medi-
cine, which is the cornerstone of medical practice. RCTs are prospective studies that 
compare the effect of an intervention between an intervention and control group. An 
understanding of statistical methods is fundamental to the interpretation of RCT meth-
ods and results. This chapter will not provide an in-depth description of the methods 
of statistical analysis (this information can be obtained from any introductory statistics 
textbook). Instead, this chapter will provide a brief review of common statistical meth-
ods used to analyze data and discuss some issues associated with data analysis.  

4.2     Who Should Be Analyzed 

 The fi rst question that should be answered before proceeding with data analysis is 
which study participants should be included in data analysis. Defi ning the study 
population has important implications for the feasibility of the study and generaliz-
ability of the results. Unfortunately, even some of the best-designed clinical trials 
often cannot be perfectly implemented. In retrospect, some participants may not 
have met the inclusion criteria, data for some participants may be missing, or the 
protocol may not have been completely followed. Some investigators prefer to 
eliminate participants who do not adhere to the inclusion criteria or the protocol, 
whereas other investigators believe that once a participant is randomized, he or she 
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should be included in the fi nal analysis [ 1 ]. Both of these views will be discussed 
later. 

 Exclusions are potential participants who do not meet all of the entry require-
ments and are not randomized. Fortunately, exclusions do not bias the results, but it 
is important to document exclusion criteria in the trial protocol because exclusions 
can infl uence interpretation of the results. Participants may also be withdrawn from 
analysis. Multiple reasons exist for withdrawing participants from the analysis, 
including ineligibility, nonadherence, and poor quality and/or missing data. 
Participant withdrawal can bias the results, and it is important to develop a policy 
on the handling of withdrawals during the design of the trial. Investigators are 
responsible for convincing readers that the analysis was not biased secondary to 
participant withdrawal.  

4.3     Expressing the Data 

 Before reviewing common statistical methods used to analyze data, we will fi rst 
review hypothesis testing. Hypothesis testing allows investigators to make general-
izations from a sample to the population from which the sample was obtained [ 2 ]. 
The fi rst step in hypothesis testing is stating a null ( H  0 ) and alternative ( H  A ) hypoth-
esis. The  H  0  states that there is no difference between the hypothesized and popula-
tion mean, whereas the  H  A  states that there is a difference between the hypothesized 
and population mean. The next step in hypothesis testing is to decide on the appro-
priate statistical test (reviewed in greater detail below). It is essential to account for 
random variation in order to conclude that the observed differences in the samples 
are not due to chance. The p-value estimates the probability of a true difference 
occurring by chance. If the observed results are highly unlikely (i.e.,  p  < 0.05), we 
reject the  H  0  and accept the  H  A . This means that 5 times out of 100, we will reject 
the  H  0  when it is true (i.e., state there is a difference between two populations when 
a difference does not exist). This is referred to as type 1 or alpha ( α ) error. Conversely, 
type 2 or beta ( β ) error occurs when an investigator fails to reject the  H  0  when it is 
false (i.e., state there is no difference between populations when a difference does 
exist). Power (1- β ) is the ability of a study to detect a true difference, and is impor-
tant in hypothesis testing. Whereas  α  error of 0.05 is  conventionally accepted,  β  
error of 0.10 or 0.20 is most often used (i.e., power of 90 or 80 %). 

 An example of utilizing hypothesis testing is as follows. Researchers imple-
mented a trial to determine whether work as a fi re fi ghter affects pulmonary func-
tion tests. The study included 50 fi refi ghters, and forced expiratory volume after 
1 second (FEV 1 ) was measured before and after a 2-year period on the job. The 
expected mean decline in FEV 1  over 5 years in normal males is 0.10 L. In this study, 
the  H  0  is the mean decline in FEV 1  will be equal to 0.10 L, and the  H  A  is the mean 
decline in FEV 1  will not be equal to 0.10 L. 
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4.3.1     Comparison of Two Means 

 The student’s  t -test can be used to determine whether the means of two separate 
groups are equal. Student’s  t -test compares the means of two continuous variables 
and expresses the probability that any differences are due to chance or a “real” dif-
ference exists. Data can be obtained from paired or unpaired samples. Paired sam-
ples occur when observation are made in the same person (involves a before and 
after treatment measurement), and unpaired samples occur when observations in 
one group are independent from observations in another group [ 3 ]. There are three 
assumptions that must be met to utilize the student’s  t -test: the data in both groups 
must follow a normal distribution, the standard deviation (or variance) for both 
groups is equal, and both groups are independent. Violation of any of these three 
assumptions can lead to misleading conclusions. If the assumptions are violated, it 
is recommended that a nonparametric method (Mann–Whitney  U  test for unpaired 
data or Wilcoxon signed rank test for paired data) be used instead. The one-way 
analysis of variance (ANOVA) is used to compare the means of three or more 
groups. 

 An example of the student’s  t -test can be illustrated using the previous 
 example comparing FEV 1  among fi refi ghters before and after a 5-year period on the 
job. As mentioned earlier, the expected mean decline in FEV 1  over 5 years in normal 
males is 0.10 L. The mean decline in FEV 1  in the 50 fi refi ghters included in the 
study is 0.2 L, and using student’s  t -test to compare means gives a  p -value < 0.001. 
One therefore rejects the  H  0  and concludes that the observed decline in FEV 1  is 
signifi cantly different from the expected decline.  

4.3.2     Comparison of Two Proportions 

 The chi-square test and Fisher’s exact test can be used to compare frequencies or 
proportions in two or more groups [ 4 ]. For example, consider a clinical trial com-
paring a new treatment (Drug A) to reduce mortality after pulmonary embolus. The 
primary end point is survival or death. A total of 1,000 patients with pulmonary 
embolus were randomized to receive Drug A ( n  = 525) or placebo ( n  = 575). In the 
treatment group 27 patients (5 %) died and in the placebo group 75 (13 %) died. The 
data can be displayed in a 2 × 2 table.

 Died  Survived 

 Drug A  27  498  525 
 Placebo  75  500  575 

 102  998  1,100 
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   The row totals are the total number of patients receiving Drug A and placebo, 
whereas the column totals are the total number of patients who died and survived. 
The chi-square test can be used to determine if there is a statistically signifi cant 
association between death and treatment with Drug A. The  H  0  would be there is 
no association between death and treatment with Drug A, and the  H  A  would be 
there is an association between death and treatment with Drug A. Using the 
 chi-square test,  p  < 0.001 therefore rejecting the  H  0 , and there is an association 
between death (or improved survival) with Drug A. Of note, the Fisher’s exact test 
is used when the expected cell frequencies are <5. The expected cell frequency is 
the probability of being in a given cell times the total sample size. For example, 
the expected cell frequency for the upper left cell is calculated as (525 × 102)/
1,100 = 48.7.  

4.3.3     Relative Risk and Odds Ratio 

 The relative risk (RR) is the ratio of the incidence in people with the risk factor 
(exposed persons) to the incidence in people without the risk factor (nonexposed 
persons). RR can only be calculated for cohort studies and clinical trials. In both 
instances, there is a group of subjects with the risk factor and a group of subjects 
without the risk factor. The subjects are then followed over time to determine which 
subjects develop the outcome of interest. 

 The odds ratio (OR) is the odds that a subject with an adverse event was at risk 
divided by the odds that a subject without an adverse event was at risk. OR can be 
calculated for cohort and case–control studies. The OR and RR can be easily calcu-
lated using a 2 × 2 table.  

 For example, a trial was performed comparing thrombotic events in patients tak-
ing a nonsteroidal anti-infl ammatory drug (NSAID) compared to placebo. In the 
NSAID group, 46 out of 1,000 patients had a thrombotic event compared to 26 out 
of 1,000 patients in the placebo group.

 Disease  No disease 

 Treated/exposed  a  b 
 Control group  c  d 
 OR = a * d/b * c 

  
RR =

+

+

( )
( )

a a b

c c d

/

/
 

  

C.E. Bailey and G.J. Chang



43

 Thrombotic event  Total 

 Yes  No 

 NSAID  46  954  1,000 
 Placebo  26  974  1,000 

   The calculated OR would be 1.81 [(46 × 974)/(954 × 26)]. This can be interpreted 
as patients taking the assigned NSAID have 1.81 increased odds of having a throm-
botic event compared to patients taking placebo. The calculated RR [(46/1,000)/
(26/1,000)] is 1.76. This can be interpreted as patients taking the assigned NSAID 
have a 76 % increase in the rate of thrombotic events compared to patients taking 
placebo. 

 OR or RR greater than 1 indicates that there is an increased risk of the measured 
event associated with the exposure. When the OR or RR equals 1, the measured 
event is no more likely to occur with or without the exposure. On the other hand, 
when the OR or RR is less than 1, the measured event is less likely to occur with the 
exposure [ 5 ]. Also of note, in the previous example, OR and RR approximate each 
other, 1.81 and 1.76, respectively. This is usually true when the event rates are low 
and/or the treatment effect is small. 

 Other terms to be familiar with include absolute risk reduction, number needed 
to treat, absolute risk increase, and relative risk reduction. The absolute risk reduc-
tion allows one to assess the reduction in risk compared with the baseline risk. 
Specifi cally, it is the reduction in risk of a new intervention compared to the risk 
without intervention, and it is the absolute value of the difference between the 
experimental and control event rates. The number needed to treat is the reciprocal of 
the absolute risk reduction and provides the number needed to treat in order to pre-
vent one event. For example, if a new treatment decreases the relative risk of myo-
cardial infarction and has an absolute risk reduction of 0.0086, then the number of 
people who need to be treated to prevent 1 myocardial infarction is approximately 
116 (1/0.0086 = 116.3). Absolute risk increase is the opposite of the absolute risk 
reduction. It is the increase in risk with a new treatment compared with the risk 
without the treatment, and relative risk reduction is the reduction in risk with a new 
treatment relative to the risk without treatment [ 4 ].  

4.3.4     Correlation and Linear Regression 

 Correlation is used to determine if a linear relationship exists between two quantita-
tive variables. Linear correlation is a measure of the degree to which an increase or 
decrease in one continuous variable is associated with a proportional increase or 
decrease in a second continuous variable [ 6 ]. In other words, can the relationship 
between two variables be described by a straight line? For example, consider a 
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scatterplot depicting the hemoglobin A1c and serum glucose in ten patients with 
diabetes mellitus. If every point falls on a straight line, the two variables are per-
fectly correlated. The Pearson correlation coeffi cient ( r ) can be used to calculate the 
strength of a relationship and ranges from −1 to +1. A value of 0 represents no cor-
relation, −1 represents perfect negative correlation, and +1 represents perfect posi-
tive correlation between two variables. The Pearson’s correlation coeffi cient can be 
calculated for any dataset, but it is more meaningful if the two variables are nor-
mally distributed. 

 Linear regression allows investigators to analyze the relationship between two or 
more continuous variables when one variable depends on the others and allows 
 investigators to predict one variable given the value of the other variables [ 3 ]. For 
example, investigators were interested in the relationship between height and forced 
expiratory volume (FEV) in children. Using linear regression, it was found that FEV = 
−6.07 + (0.14 × height). Using this equation, the predicted FEV for a fi ve foot (60″) 
child would be 2.34 l (−6.06 + 0.14 × 60). Of note, when performing multivariate analy-
sis (i.e., more than two variables are included in the model), the number of covariates 
used in the model depends on the sample size. Ideally the sample size should exceed 
ten times the number of independent variables. For example, if the sample size in a 
study is 100, no more than ten independent variables should be included in the linear 
regression model. If too many independent variables are included in the model, inves-
tigators run the risk of overfi tting the data. The same is also true for small sample size. 
Also, assumptions must be met in order to utilize linear regression models. They are as 
follows: the sample must be randomly selected,  X  and  Y  are normally distributed, and 
the  Y  values are independent of each other (i.e., not correlated).  

4.3.5     Survival Analysis 

 Survival analysis is also referred to as time to event analysis. It allows for the analy-
sis of binary categorical outcomes such as death, onset of disease, recurrence of 
disease, and onset of disability. Survival can be reported as a percentage (i.e., 1-year 
or 5-year survival), median survival, or survival curves. There are several different 
survival analysis methods: incidence density method, life table (actuarial method), 
Kaplan-Meier (product-limit method), and Cox Proportional Hazards model. 
Kaplan-Meier and Cox Proportional Hazards are the more commonly used survival 
methods for clinical trials. Kaplan-Meier survival analysis allows investigators to 
generate survival curves for each group which can be compared using the logrank 
statistic. Kaplan-Meier survival analysis is to be considered generally reliable up to 
two times the median follow-up time. Assumptions made when utilizing the Kaplan- 
Meier method include no change in the event rate over time and the outcome is the 
same for patients that are followed and those lost to follow-up. The Cox Proportional 
Hazard model provides a hazard ratio and allows for the comparison of two or more 
survival curves after adjusting for covariates. For example, a multi- institutional ret-
rospective study identifi ed 3,500 patients who underwent pancreatic resection for 
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pancreatic cancer. A multivariate-adjusted Cox Proportional Hazard model was 
used to evaluate the prognostic signifi cance of adjuvant radiation therapy (AXRT). 
The hazard ratio for patients who received AXRT was 0.75. This can be interpreted 
as patient who received AXRT after surgical resection of pancreatic cancer had a 
25 % decreased risk of death compared to patients who did not receive AXRT. 
During covariate adjustment, in general the ratio of the number of independent vari-
ables used in the Cox model to number of events should not exceed 1:10. For exam-
ple, if a study has a sample size of 1,000 and 100 patients died, the maximum 
number of independent variables that should be included in the model is 10. Similar 
to linear regression, if too many independent variables are included in the model, 
one is at risk of overfi tting the data. Assumptions for Cox regression are the same as 
Kaplan-Meier survival analysis, and the effect of the covariate does not change over 
time for any of the independent variables.   

4.4     Analyzing the Data 

 Careful analysis of data obtained from clinical trials requires a major investment of 
time and effort. Inappropriate statistical analysis can result in misleading conclu-
sions and impairs the credibility of the trial and investigators. Two important issues 
that should be considered in the analysis of clinical trial results are intention-to-treat 
analysis and the role for subgroup analysis. 

4.4.1     Intention-to-Treat Analysis 

 Intention-to-treat (ITT) analysis is a technique commonly used in randomized con-
trol trials. The defi nition is as follows: “All patients randomly allocated to one of the 
treatments in a trial should be analyzed together as representing that treatment, 
whether or not they completed, or indeed received that treatment” [ 7 ]. In other 
words, ITT compares outcomes between study groups with each participant ana-
lyzed according to their randomized group assignment regardless of receiving the 
assigned treatment, withdrawal from the study, or deviation from the protocol. 

 An alternative to ITT is “per protocol” analysis, which only evaluates those partici-
pants who complied with the assigned treatment. This appears to be an appropriate 
approach to analysis because participants can only be affected by an intervention they 
actually received. However, the problem arises when participants who adhere to the 
study treatment differ from those that are noncompliant or drop out, thus introducing 
bias [ 8 ]. For example, in the Postmenopausal Estrogen/Progestin Intervention (PEPI) 
Trial, 875 healthy postmenopausal women aged 45–64 years of age who had no 
known contraindication to hormone therapy were randomly assigned to four different 
estrogen or estrogen plus progesterone regimens and placebo. Of the 175 women 
assigned to the unopposed estrogen arm, 41 (23 %) discontinued treatment because of 
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endometrial hyperplasia, which is a precursor of endometrial cancer [ 9 ]. If “per proto-
col” analysis was performed, these women would have been eliminated from analysis, 
and the association of estrogen therapy and endometrial cancer may have been missed. 

 ITT analysis not only minimizes bias but it also maintains the similarities between 
treatment groups in regard to prognosis. This is the reason for randomization, and 
this feature may be lost if analysis is not performed on the groups produced by the 
randomization process. This can be illustrated by the European Coronary Surgery 
Study Group Trial comparing medical and surgical treatment for stable angina. 
A total of 768 men under the age of 65 with angina were included in the study (373 
men were randomized to medical treatment, and 395 men were randomized to surgi-
cal treatment). A total of 26 men assigned to the surgical arm did not undergo sur-
gery, and 50 men assigned to the medical arm underwent surgery. Using ITT 
analysis, there was no signifi cant difference in mortality between the two groups at 
2 years [ 10 ]. Alternatively, using “per protocol” analysis, the mortality rate would 
be 8.4 % for the medical treatment and 4.1 % for the surgical treatment ( P  = 0.018) 
[ 7 ]. In “per protocol” analysis, surgery appears to have a falsely low mortality rate. 

 Despite the advantages of ITT analysis, the major disadvantage is that partici-
pants who choose not to take the assigned intervention will be included in the esti-
mate of the effects of that intervention. There is potential for the magnitude of the 
effect of the treatment to be underestimated if there are a signifi cant number of 
participants who “cross over” between treatments. For this reason, results of trials 
are often evaluated using both ITT and “per protocol” analysis, and if both analyses 
have similar results, the confi dence in the trial conclusions is increased. However, if 
the results from the two analyses are different, the results of ITT analyses dominate 
because randomization is preserved and bias minimized. 

 The utilization of ITT analysis has increased over the years. In 1999, Hollis et al. 
surveyed all reports of randomized controlled trials published in 1997 in the  BMJ , 
 Lancet ,  JAMA and New England Journal of Medicine . A total of 119 (48 %) trials 
mentioned ITT analysis. Of these, 12 trials excluded any patients who did not start 
the allocated intervention, and three trials did not analyze all randomized subjects as 
allocated. The authors concluded that the ITT approach is often inadequately 
described and inadequately applied, and readers should critically assess the validity 
of reported ITT analysis [ 11 ]. More recently, Gravel et al. conducted a cross- sectional 
literature review of randomized control trials reported in ten medical journals in 
2002. Of the 403 articles, 249 (62 %) reported the use of ITT. Among these, 192 
(77 %) clearly analyzed patients according to the groups to which they were random-
ized. Authors used a modifi ed ITT approach in 23 (9 %) and clearly violated a major 
component of ITT in 17 (7 %). The approach used in 17 (7 %) was unclear [ 12 ].  

4.4.2     Subgroup Analysis 

 Clinical trials are labor intensive and costly, and investigators often use subgroup 
 analysis to extract as much information as possible regarding the effect of a particular 
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treatment. Subgroup analysis compares subsets of randomized participants. 
Specifi cally, investigators compare the treatment effect between one and more sub-
groups rather than the entire cohort of participants. Subgroups are usually defi ned 
based on baseline characteristics. Using subgroup analysis, investigators have the 
potential to determine in which participants a specifi c treatment is more (or less) effec-
tive (or harmful). For example, a double-blind, placebo-controlled trial was conducted 
in which the reduction in the incidence of death or hospitalization for cardiovascular 
reasons with the use of the beta-blocker carvedilol was compared to placebo in patients 
with heart failure. In subgroup analysis, the investigators further examined whether 
carvedilol decreased the incidence of cardiovascular events according to the patients’ 
severity of disease, age, sex, left ventricular ejection fraction, 6-min walk, cause of 
congestive heart failure, systolic blood pressure, and heart rate. Patients treated with 
carvedilol had a 65 % lower risk of death than those given placebo, and the benefi cial 
effect of carvedilol on survival was consistent in all evaluated subgroups [ 13 ]. 

 Even though subgroup analysis allows investigators to identify who, if anyone, 
benefi ts from an intervention, care must be utilized in the interpretation of subgroup 
fi ndings. There are several issues that arise during subgroup analysis [ 14 ]:

    1.    Most trials are not suffi ciently powered to detect a difference between treatment 
groups. Subgroups are by defi nition smaller that the entire trial cohort. Therefore, 
if a difference does exist between subgroups, it may not be detected because the 
size of the trial is not large enough. Investigators may also examine results in a 
large number of subgroups, thus increasing the likelihood that a difference in 
treatment effect in a subgroup may be due to chance (type I error).   

   2.    A number of subgroups can be identifi ed based on baseline characteristics, and 
subgroups can be specifi ed either before or after examination of the data. These 
two methods are referred to as prespecifi ed subgroup analysis and post hoc anal-
ysis, respectively. Prespecifi ed subgroup analysis is planned and documented 
before any data analysis is performed. Post hoc analysis is often referred to as 
“data dredging” or “fi shing” and can be of particular concern because it can be 
unclear how many subgroups were analyzed and whether some subgroups were 
identifi ed secondary to inspection of the data [ 15 ].   

   3.    Statistical tests for interaction examine the strength of treatment differences 
between varying subgroups. This is the best method for making inferences from 
subgroup analysis. Tests for interaction take into consideration that data avail-
able for subgroup analysis is limited. Even though tests for interactions protect 
investigators from making false or premature claims from subgroup analysis, the 
test is not routinely used. In a survey of 50 trial reports in 4 major journals con-
ducted by Pocock et al. in 2002, only 15 (43 %) of the 35 reports with subgroup 
analysis used tests for interaction [ 14 ]. A common mistake made by investigators 
is presenting separate  p -values for treatment differences within each subgroup. 
For example, testing the hypothesis that there is no treatment effect in patients 
younger than 50 years of age and then testing the hypothesis separately in 
patients older than 50 years of age does not address whether treatment differ-
ences vary according to age. Separate subgroup  p -values can be misleading.   
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   4.    The results of subgroup analysis are often overinterpreted by authors and read-
ers, and caution has to be exercised when drawing conclusions. In the same 
survey conducted by Pocock et al., 21 trials (42 %) claimed to fi nd differences in 
subgroups that were not compatible with the overall treatment comparison, and 
13 of these featured these claims in the summary and/or conclusion [ 14 ]. As 
readers analyze trials that utilize subgroup analysis, biological plausibility, the 
number of subgroup analyses performed, prespecifi cation of the subgroups, and 
the trial size have to be considered when drawing conclusions.    

  Treatment decisions in multiple fi elds of medicine are directed by the results 
from randomized clinical trials (RCTs). One fi eld in which there have been hun-
dreds of RCTs is cardiology. Hernandez et al. reviewed 63 cardiovascular RCTs 
published from 2002 to 2004 in major medical journals. Of the selected RCTs, 39 
reported subgroup analysis, and 26 had more than 5 subgroups. Only 14 (35.8 %) 
prespecifi ed the subgroups, and only 11 (28 %) reported interaction tests. The 
authors concluded that the reporting of subgroup analysis in cardiovascular RCTs 
had several shortcomings, including lack of prespecifi cation and testing of a large 
number of subgroups without the use of tests for interactions. Based on these results, 
the authors made several recommendations to appropriately perform and interpret 
subgroup analysis [ 16 ]:

    1.    Specify subgroups in advance with a clear rationale.   
   2.    Use statistical tests for interaction in the full RCT population.   
   3.    Be skeptical if subgroups were not prespecifi ed, not biologically plausible, or no 

interaction test was performed.   
   4.    Utilize subgroup analysis as a hypothesis-generating tool for future studies.   
   5.    Emphasis should be placed on the overall results, which for the most part are 

better estimates of treatment effects compared to subgroup effects.    

  In summary, subgroup analysis is important in clinical trials. The results of sub-
group analysis can be used to generate a hypothesis for future studies, but the results 
must be interpreted with caution, and broad, general conclusion statements should 
not be made based on subgroup analysis.   

4.5     Handling Missing Data 

 Missing data is a serious problem and has the potential to compromise conclusions 
drawn from clinical trials. Missing data is defi ned as “values that are not available 
and that would be meaningful for analysis if they were observed” [ 17 ]. It occurs 
when participants drop out of a study before its conclusion. Dropout can be second-
ary to treatment or analysis dropout. Treatment dropout occurs when the assigned 
treatment is terminated, and analysis dropout occurs when some study measure-
ments are not recorded [ 18 ]. If dropout is secondary to the intervention, whether it 
is treatment dropout or analysis dropout, bias can be introduced into the analysis. 
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Unfortunately, limited information is available on how to handle missing data. 
Wood et al. reviewed all randomized trials published between July and December 
2001 in the  British Medical Journal ,  Journal of the American Medical Association , 
 Lancet ,  and New England Journal of Medicine . They focused on trial design and 
how missing outcome data was described and how statistical methods were used to 
deal with missing data. The conclusion of their review was that missing outcome 
data is a common problem in randomized controlled trials and it is often inade-
quately handled in the statistical analysis [ 19 ]. To help address this problem, the 
National Research Council convened the Panel on the Handling of Missing Data in 
Clinical Trials at the request of the Food and Drug Administration (FDA). The 
objective of the panel was to prepare “a report with recommendations that would be 
useful for FDA’s development of a guidance for clinical trials on appropriate statisti-
cal methods to address missing data for analysis of results” [ 20 ]. The recommenda-
tions of the panel are summarized below. 

 The fi rst step in minimizing missing data occurs during the design of the clinical 
trial. Every effort should be made to clearly defi ne the target population and out-
come measures prior to the initiation of the trial. The trial should be designed to 
maximize adherence to the protocol and ensure participants adhere to follow-up 
visits and measurements. Little et al. published several suggestions (adopted from 
the Panel on the Handling of Missing Data in Clinical Trials) for limiting missing 
data in the design of clinical trials [ 17 ,  18 ]:

    1.    Target a population that is not adequately served by available treatments and 
thus have incentive to remain on the study.   

   2.    Include a run-in period in which all participants are initially placed on active 
treatment. After a specifi ed time, the participants who were adherent to the ther-
apy are randomized to continue active treatment or begin placebo.   

   3.    Allow fl exibility in the treatment regimen in order to reduce the dropout rate 
because of a lack of effi cacy or treatment intolerance.   

   4.    Consider add-on designs (study treatment is added to an existing treatment).   
   5.    Shorter follow-up periods for the primary outcome.   
   6.    Allow the use of rescue medications.   
   7.    Consider a randomized withdrawal design to assess long-term effi cacy (partici-

pants who have received study treatment without dropping out are randomized 
to continue to receive the treatment or switch to placebo).   

   8.    Try to avoid using outcome measures that are likely to lead to substantial miss-
ing data.    

  Another important factor to take into consideration during the design phase is 
how missing data will affect the power of the trial. Most investigators “infl ate” the 
initial sample size to account for anticipated missing data. 

 Even when investigators take every step to minimize missing data during the 
design of the trial, every participant will not follow their assigned intervention to 
the completion of the trial. The question then presents itself in regard to which data, 
if any, should be collected for participants who do not complete the assigned treat-
ment. Investigators have two opposing views. Some believe that participants who 
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do not complete the assigned treatment are no longer relevant to the study. The 
opposing view is that continued data collection may be informative and can poten-
tially allow for the ability to analyze end points for all participants and explore 
whether assigned therapy effects the use and effi cacy of subsequent therapies [ 18 ]. 

 After taking steps to minimize missing data during the design of the clinical trial, 
attention must then be turned to minimizing missing data during the conduct of the 
trial. Little et al. once again have several suggestions (also adopted from the Panel 
on the Handling of Missing Data in Clinical Trials) for limiting missing data during 
conduct of the trial [ 17 ,  18 ]:

    1.    Select investigators who have good track records enrolling participants, follow-
ing participants, and collecting complete data.   

   2.    Set acceptable rates for missing data in the study protocol.   
   3.    Provide incentives (as long as they comply with ethical requirements) to investi-

gators and participants for completeness of data collection.   
   4.    Minimize the participant inconvenience and burden associated with data collection.   
   5.    Provide effective treatment to participants after the trial.   
   6.    Train investigators and their research staff on the negative impact of missing 

data.   
   7.    Train investigators and their research staff on the informed consent process as a 

tool for encouraging complete data.   
   8.    Monitor missing data during the trial.    

  Unfortunately, there is no universal method for handling missing data during data 
analysis. The Panel on the Handling of Missing Data in Clinical Trials identifi ed four 
different methods to adjust for missing data: complete-case analysis, single imputa-
tion methods, estimating equation methods, and methods based on a statistical method. 
Complete-case analysis excludes participants with missing data from the analysis. 
Single imputation methods fi ll in a value for each missing value using methods such 
as the last observation or baseline observation carried forward. Estimating equation 
methods weigh complete cases by the inverse of an estimate of the probability of 
being observed, and methods based on statistical methods include maximum likeli-
hood, Bayesian methods, and multiple imputations. In general, the panel favored esti-
mating equation methods and methods based on a statistical model for the data [ 17 ]. 

 In summary, missing data is a major issue that has to be addressed in the design 
and analysis of clinical trials. Missing data can lead to bias and affect the interpreta-
tion of trial results. Therefore, it is important to try to minimize missing data during 
the design and conduct of clinical trials.  

4.6     CONSORT Statement 

 In an effort to facilitate the interpretation of data from randomized trial and to facili-
tate their complete and transparent reporting such that some of the issues described 
above can be deliberated during the interpretation of the results, scientists and 
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editors have developed the Consolidated Standards of Reporting Trials (CONSORT) 
statement [ 21 ]. It is comprised of a 25-item checklist and a fl ow diagram focusing 
on reporting how the trial was designed, analyzed, and interpreted. While use of the 
CONSORT statement improves the communication of the study design and its fi nd-
ings, it is important to understand these key issues for the interpretation of data.  

4.7     Conclusion 

 RCTs provide the foundation for evidence-based medicine. The design and imple-
mentation of RCTs are labor extensive and expensive; therefore, it is important that 
investigators have a clear understanding of the design and implementation of clini-
cal trials and the analysis of the results obtained during a clinical trial. This chapter 
provided a brief review of common statistical methods utilized to express the results 
of clinical trials and common issues associated with data analysis.     
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5.1            Introduction 

 Randomized control trials (RCTs) provide essential evidence on the effi cacy and 
safety of medical interventions. Monitoring of safety outcomes is always needed 
during any trial involving human participants that entails more than minimal risk. 
The nature and degree of this monitoring is important for several reasons. Firstly, it 
is critical to safeguard the interests of the study participants. Secondly, it ensures the 
scientifi c validity and integrity of the study. Lastly, it allows for early termination of 
the study based on interim results demonstrating futility or positive effi cacy to study 
participants. In many cases, monitoring can be adequately performed by investiga-
tors and sponsors [ 1 ]. However, when this role is performed by a formal indepen-
dent multidisciplinary group of specialists, it is referred to as Data and Safety 
Monitoring Board (DSMB). 

 A DSMB [also known as data monitoring committees (DMCs) or Data and Safety 
Monitoring Committees (DSMCs)] was fi rst established by the National Institutes of 
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Health (NIH) in the 1960s as an external task force report known as the Greenberg 
report [ 2 ]. Initially used in trials funded by government agencies in which the goals 
of the trial were to reduce mortality and/or decrease major morbidity, the DSMB’s 
role was to carefully monitor the accumulating results, to consider whether modifi ca-
tions of trial conduct were needed, and to make recommendations to the investigators 
regarding continuation or termination of the trial [ 2 ,  3 ]. With the increase in industry 
sponsored trials by pharmaceutical and medical device companies as well as 
increased public awareness regarding potential bias, DSMBs are frequently incorpo-
rated in the conduct of trials. DSMB members consist of a group of experts who are 
independent of the trial, without any confl ict of interest, and who can make recom-
mendations regarding the conduct of the trial on the basis of emerging data while 
minimizing unwanted infl uences on their judgment [ 4 ].  

5.2     When Is a DSMB Required? 

 All clinical trials necessitate safety monitoring, but not all randomized controlled 
trials require monitoring by an independent board or DSMB. For most phase I and 
II clinical trials, as long as safety of the participants and trial integrity is assured by 
investigators and study sponsors, a DSMB is not required. These trials are usually 
conducted at a single institution, are small and of short duration; therefore, estab-
lishing a DSMB may not be practical. However, if a novel drug, therapy, or device 
with high or unknown risk profi le is used in a phase I trial, monitoring by the prin-
cipal investigator (PI) or institutional review board (IRB) might be insuffi cient, and 
a DSMB may be required. Similarly, in a phase II randomized trial, if the assign-
ment to the control or intervention group is blinded, then the investigator would not 
be able to perform the monitoring functions. Another person or group would be 
required to do the monitoring in such a trial to assure that investigators remain 
blinded. 

 DSMBs are generally established for late-phase clinical trials (III and IV) which 
are usually large, randomized, double-blinded, and conducted in multiple institu-
tions. There are several reasons for having a DSMB for late phase. Firstly, these large 
trials are of long duration and therefore increase risks and safety concerns because of 
greater and prolonged exposure which may cause adverse events that might not be 
initially recognized. Secondly, these trials are usually double-blinded, which makes 
it impossible for the investigator to perform monitoring. Thirdly, many late-phase 
trials are conducted in multiple centers making monitoring by a single investigator 
diffi cult. Lastly, and most importantly, the purpose of a late-phase clinical trial is to 
provide an answer with the potential to profoundly alter clinical practice. Employing 
a DSMB provides scientifi c merit to the study and allows for a decision to be made 
by someone who is not involved (directly or indirectly) in the research, thereby mini-
mizing the risk of continuing the study longer than appropriate or terminating it 
sooner than reasonable. It also avoids biases (conscious or subconscious) on the part 
of the investigator to see a particular result [ 5 ,  6 ]. General criteria used to determine 
whether a DSMB is required for a particular trial is shown in Table  5.1 .
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5.3        Organizing a DSMB 

 A DSMB typically consists of one or more clinicians knowledgeable in the fi eld of 
investigation as well as biostatisticians or clinical trial methodologists [ 4 ]. The expertise 
required for each DSMB varies according to the design and complexity of the trial. 
The clinicians could be physicians, nurses or other allied health specialists with 
expertise in the particular disease under study. They are responsible for reviewing 
the adverse event monitoring plans and serious adverse events. These experts also 
determine the appropriateness of measurements used for data reporting and can 
advise on quality control and/or assurance associated with laboratory or imaging 
measurements and instrumentation. Biostatisticians with experience in clinical trial 
design or clinical trial methodologists should be included in DSMB composition 
and tasked with review of  the analysis plan and sequential analysis of interim trial 
data. Other specialists that may be valuable for some trials include clinical pharma-
cologists, bioethicists, and patient advocacy experts. Bioethicists on DSMBs pro-
vide expertise on informed consent and to ensure protection of vulnerable 
populations. A consumer or community advocate (often a current or former patient, 
a parent, or family member of someone with the disease) may also provide a helpful 
perspective [ 7 ]. 

 Although there is no set number of members required for a DSMB, a general 
principle is that it should be as small as possible while encompassing all relevant 
expertise (odd numbers are preferred to avoid tie votes) [ 8 ]. One of the individuals 
is selected to serve as DSMB chairperson; he/she is the point person for the DSMB 
and is responsible for overseeing the meetings. Although there is no offi cial require-
ment for the selection of the DSMB chairman, it is desirable to have someone with 
previous DSMB experience who is an accomplished group leader with good inter-
personal and organizational skills. 

 DSMB members are usually appointed either by principal investigators or trial 
sponsors, depending on the type of trial, the phase of trial, and sponsoring agency. 
For early-phase NIH-sponsored trials, the principal investigator typically appoints 
the members of the DSMB. For large, multicenter phase III and IV trials, the funding 
institute often nominates the board. For industry-sponsored trials, the pattern varies 
from either the company appointing the members or it adopts a “hands-off” approach 
and lets an external group do it. The members of DSMB should be independent of the 
sponsor of the study and manufacturer of the product evaluated. They should also not 

  Table 5.1    Criteria that 
necessitate a DSMB  

 1. High risk or vulnerable populations 
 2.  Trials investigating new interventions with few or no safety data 

available 
 3.  Trials with primary endpoints such as mortality or major 

morbidity 
 4. Randomized multicenter or international trials 
 5. Planned interim analyses with the potential for early termination 
 6. Trials with a large sample size 
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be related to the study’s investigative group. The DSMB members should have no 
fi nancial, scientifi c, or any other confl ict of interest with the trial. Absence of major 
confl ict of interest is an essential requirement for all DSMB members to ensure the 
independence of the board. Financial confl icts (e.g., substantial stock holdings or 
yearly stipend from a sponsor) have received the most attention in the media, but 
other confl icts (e.g., strong intellectual investment or personal relationships) can also 
be important. For example, an individual whose initial concept or early work is being 
tested in the study could gain tremendously if the original research concept is vali-
dated and therefore may be hesitant to consider early termination of a trial in case of 
severe adverse events, compared to an individual who is completely independent. 
Similarly, the members of DSMB should not receive coauthorship on articles or pro-
motions based on trial results because it creates confl ict of interest.  

5.4     Responsibilities of DSMB 

 The overarching purpose of a DSMB is to protect the safety of study participants 
and to give credibility and validity to the results of the study. The fundamental 
responsibility of every DSMB is to make recommendations to the trial’s sponsor 
and/or steering committee concerning the appropriateness of trial continuation. The 
DSMB has broad responsibilities which are summarized in Table  5.2 .

   Based on the accumulating data and interim analysis, DSMBs typically make 
one of the following recommendations: continuation of the trial as planned; con-
tinuation of trial with modifi cations; early termination of the trial for either futility 
or adverse events; early termination of the trial based on unequivocal effi cacy; or 
extension of the trial. 

 Commonly, DSMB is asked to review and approve the study protocol before 
initiation. Although DSMB is not responsible for study approval (which is done by 
an IRB), the purpose of this practice is to ensure that the board members are in 
agreement with the study investigators and sponsors about the acceptability of study 
design, mainly the statistical monitoring plan and any criteria for early termination. 

   Table 5.2    Responsibilities of a data safety monitoring board   

 1.  Review research protocol, informed consent documents, and plans for data safety and 
monitoring 

 2. Give priority to monitoring harm or adverse effects on study participants 
 3.  Evaluate performance of individual centers including periodic assessments of data quality, 

participants recruitment, accrual, and retention 
 4. Analyze interim results and evidence of effi cacy or adverse events 
 5.  Consider any newly available external evidence such as scientifi c or therapeutic developments 

that can impact the ethics of the trial or safety of trial participants 
 6. Maintain confi dentiality of the trial data 
 7. Report on the safety and progress of the trial 
 8. Make recommendations to the sponsor and investigators regarding continuation, modifi cation, or 
 9. Assist in resolution of the problems reported by investigators 

K. Idrees et al.



57

It is a delicate balance between protecting study participants and ensuring the reli-
ability of the trial results when selecting criteria for early termination. For example, 
in a trial evaluating a potentially lifesaving treatment of a seriously ill patient, a less 
stringent criterion might be used to allow quick availability of a superior treatment. 
On the other hand, in evaluating a new vaccine, it is important to collect data over a 
longer duration to ensure that the vaccine can be safely administered to millions of 
healthy individuals and in such a scenario early termination is extremely rare. 
Occasionally, sponsors or investigators may ask DSMB to release interim data 
because of safety concerns arising in other investigational treatment trials or requests 
by regulatory authorities. Since DSMB protects the confi dentiality of the interim 
data, it determines on an individual basis whether to grant such a request while safe-
guarding the integrity of the trial.  

5.5     Workings of a DSMB 

 The DSMB functions with written operating guidelines which are typically prepared 
by the sponsor and approved by the DSMB during the fi rst meeting [ 4 ,  9 ]. This 
document outlines the conduct and frequency of meetings, meeting formats, docu-
mentation and reporting procedures of all meetings, discussions and decisions, and 
ensures that IRBs are promptly informed of meeting recommendations. The number 
of interim analyses should be adequately planned and should be  conducted on pre-
defi ned outcomes. DSMB meetings can be divided into “open” or “closed” sessions, 
depending on the phase of the study. During the open session, study progress is 
reviewed, and therefore it can include study investigators, sponsors, monitors, and 
regulators who can answer questions raised by the DSMB related to the trial’s con-
duct. During the closed session, study effi cacy and safety data is reviewed and typi-
cally includes only DSMB members. The objective is to avoid unblinding the 
investigators or industry sponsors and to prevent them from developing biases. 

 The DSMB receives two kinds of reports to evaluate, one regarding process and 
the other relating to study outcomes. The study outcome report consists of primary 
and secondary outcome variables as well as adverse events. This outcome report is 
provided to the DSMB members only. The process reports usually consist of study 
participant recruitment, accrual and retention status, data quality and timeliness and 
performance of trial sites. These process reports, including DSMB recommenda-
tions, are shared with trial  investigators, sponsors, and regulatory authorities.  

5.6     Statistical Issues Related to DSMBs 

 The DSMB must review accumulating data periodically in order to assess whether 
an important safety issue has arisen (e.g., severe side effects), or whether the inter-
vention under study is showing a substantial benefi cial effect earlier than expected. 
The required frequency of these reviews depends on the disease and the specifi c 
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interventions. Most DSMBs hold meetings two to four times a year. While these 
interim reviews are conducted, the repeated statistical evaluation of data must be 
performed with caution, especially in the early stages of a trial when the number of 
participants and the number of events are relatively small. In addition to clinicians 
with expertise in relevant clinical specialties, most DSMBs have at least one biostat-
istician who is knowledgeable about statistical methods for clinical trials and 
sequential analysis of trial data. 

5.6.1     Interim Analysis 

 An interim analysis is planned that intends to compare treatment arms at any time 
prior to formal completion of a trial. When interim analyses are necessary, they 
should be preplanned for early stopping (either for futility or for positive effi -
cacy), or in the case of adaptive designs where a possible modifi cation of the 
study design  is based on unblinded interim data. Interim data, whether blinded or 
unblinded, should be analyzed by a statistical group that is independent of the 
sponsor and investigators—that is, the group is not otherwise involved in the trial 
design or conduct and has no fi nancial connections to the sponsor or other trial 
organizers.  

5.6.2     Primary versus Secondary Endpoints 

 A clinical trial endpoint is defi ned as a measure of effi cacy outcome used to decide 
whether the null hypothesis of a clinical trial should be accepted or rejected. In a 
clinical trial, the null hypothesis states that there is no statistically signifi cant dif-
ference between two treatments or strategies being compared with respect to the 
endpoint measure chosen. To avoid multiplicity concerns, most trials designate a 
primary endpoint. In some cases, a composite primary endpoint, which represents 
the occurrence of at least one of several different important outcomes, is used to 
overcome the diffi culties associated with designing a study around a single event 
of interest (e.g., death). The size of a trial is determined by the power needed to 
detect a difference in this primary endpoint. The primary endpoint is important for 
the study design because the sample size required in order to adequately power a 
study is dependent upon the number of primary events that are expected to occur 
over a given time period. A DSMB should maintain focus on the primary end-
point, particularly for purposes of early termination, because it is often diffi cult to 
make a decision by considering endpoints other than the one designated as 
primary. 

 Secondary endpoints ask other relevant questions about the same study, for 
example, whether there is also a reduction in disease recurrence or whether the new 
treatment improves the overall quality of life of the treated patients. When 
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secondary endpoints are also important, the trial must be powered suffi ciently to 
detect a difference in both primary and secondary endpoints.  

5.6.3     Control of Type I Errors 

 At each interim stage, all the accumulated data up to that point are analyzed, and a 
decision is made about whether the trial will be stopped or continued. A major con-
cern when emerging data is repeatedly analyzed is that the type I error (false posi-
tive) rate may be infl ated if adjustment is not made for multiple looks at the data 
(frequentist approaches). Typically, the monitoring plan will specify a statistical 
approach that permits multiple interim analyses while maintaining the type I error 
rate at the desired level. These approaches usually generate boundaries for benefi -
cial interim estimates that indicate the magnitude of benefi t needed to support stop-
ping the trial at interim points prior to its planned completion, while maintaining the 
desired overall probability of type I errors. Such boundaries can serve as useful 
guidelines for the DSMB in making recommendations regarding continued accrual 
to and conduct of the trial. If the implementation of a group sequential trial involves 
unblinding the interim results and analyzing the interim treatment effect, it can raise 
concerns of potential bias. The FDA (Food and Drug Administration) recommends 
that the analyses be carried out either external to the trial’s sponsor or by a group 
within the sponsor that is unequivocally separated from all other parties to the trial. 
In addition, some group sequential design approaches may not be able to control the 
overall type I error rate if the target patient population has been shifted due to addi-
tional adaptations or protocol amendments.  

5.6.4     Group Sequential Designs 

 Group sequential designs are commonly applied to facilitate the conduct of interim 
analysis.    As previously mentioned, repeatedly examining accumulating data 
increases the chance of falsely claiming a benefi cial effect if we use the standard 
critical value (such as 1.96 for a two-sided 0.05-level test) for a test of signifi cance. 
Group sequential design offers opportunities for early termination of a trial for 
either safety or effi cacy reasons, allowing the sample size to be reduced. At each 
interim stage, all the accumulated data up to that point are analyzed, and a decision 
is made about whether the trial will be stopped or continued. Such decisions are 
made at interim analyses, and various stopping rules are available in the literature. 
Most frequentist methods attempt to control the overall type I error rate and to ter-
minate the trial when there is neither enough benefi cial treatment effect nor suffi -
cient effi cacy observed, using approaches such as alpha-spending rules. Because the 
number, methods, and consequences of these analyses affect the interpretation of 
the trial, all interim analyses should be carefully planned in advance and described 
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in the protocol. Statistical methods should be fully specifi ed in advance of the avail-
ability of data on treatment assignments and treatment outcomes.  

5.6.5     Sample Size 

 The number of participants in a clinical trial should always be large enough to pro-
vide a reliable answer to the questions addressed. This number is usually deter-
mined by the primary endpoint of the trial. The method by which the sample size is 
calculated should be clearly specifi ed in the protocol; the basis of these estimates 
should also be given. Using a frequentist approach in determining the appropriate 
sample size, the following items should be specifi ed: a primary endpoint, the test 
statistic, the null hypothesis, the alternative hypothesis at the chosen dosage(s), and 
the type I and type II error rate constraints, as well as the approach to dealing with 
patient withdrawals and protocol violations. All else being equal, statistical power 
increases with the increasing number of participants enrolled in the trial. However, 
the effort to increase power must be balanced with the greater costs associated with 
larger trials. 

 It is important to investigate the sensitivity of the sample size calculation to a 
variety of deviations from the assumptions being made. The sample size of an equiv-
alence trial or a non-inferiority trial is usually based on the confi dence interval for 
the treatment difference under the alternative hypothesis. The exact sample size in a 
group sequential trial cannot be fi xed in advance because it depends upon the chosen 
stopping guideline and the true treatment difference. However, the distribution of the 
sample size should be provided, usually embodied in the expected and maximum 
sample sizes. When event rates are lower than anticipated or variability is larger than 
expected, methods for sample size reestimation can be used (see Sect.  5.6.8 ).  

5.6.6     Effi cacy and Futility 

 Interim analyses are performed for safety, effi cacy (the new treatment performs 
overwhelmingly better than the control), or futility (the new treatment is unlikely to 
be better than the control) reasons. For trials that may be terminated because of 
safety concerns, timely communication with the FDA is often required. The inves-
tigators should initiate discussion with the FDA prior to early termination of any 
trial implemented specifi cally to investigate a potential safety concern. For trials 
that may be terminated early because a substantial benefi t has been observed (effi -
cacy), however, consideration should still be given to the adequacy of data with 
regard to other issues such as safety, duration of benefi t, outcomes in important 
subgroups, and important secondary endpoints. When statistical analyses suggest 
that the  treatment is unlikely to meet the objectives of the trial based on the interim 
data, a DSMB may recommend early termination of the trial on the grounds that 
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there is no basis for continuing enrollment and/or follow-up. In this case, the type II 
error should be examined for estimating the chance of making a false negative con-
clusion. Nevertheless, protection of a type I error is important even when the deci-
sion of early termination is made only for futility reasons, since interim review of 
outcome data always raises the possibility of a type I error.  

5.6.7     Analysis Methods: Statistical Philosophies 

 Three major philosophies of statistical methods coexist in clinical trial design and 
analysis today: frequentist, Bayesian, and likelihood approaches. The distinction 
between frequentist and Bayesian approaches is partly the result of viewing param-
eters to be estimated as random variables (Bayesian) or fi xed constant of nature 
(frequentist). In a typical phase II trial design, the frequentist approaches optimize 
some criterion subject to error constraints at null and alternative values of the 
response rate. The Bayesian approaches incorporate prior information updated by 
data as they accumulate and the design calls for termination at any interim analysis 
when an observed persuasion probability exceeds its critical value. The so-called 
persuasion probability is based on the Bayesian posterior probability that the exper-
imental treatment is superior to the standard. To assess frequentist characteristics 
such as type I and type II error rates of a Bayesian design, an intensive simulation 
study that considers a wide range of possible scenarios should be carried out. The 
main purpose is to evaluate how robust and reliable the Bayesian design is under 
different circumstances, especially when compared with a standard frequentist 
design. The likelihood approaches use the likelihood principal and the statistical 
likelihood function to make inference. The likelihood has a natural interpretation as 
a quantifi cation of relative evidence. However, for many reasons it is not as widely 
used in clinical trial design as the frequentist or Bayesian approaches.  

5.6.8      Adaptive Design 

 Adaptive trial designs allow for a prospectively planned modifi cation of certain 
aspect(s) of the trial design at interim stages, aiming to improve the effi cacy of a 
trial and increase the chance of success, while enhancing investigators’ understand-
ing of the effect of the treatment. Types of design adaptations include modifi cations 
of study eligibility criteria, randomization procedure, sample size, primary and sec-
ondary endpoints, treatment allocation, number of interim analyses, dosage levels, 
and duration, as well as methods of statistical analysis. 

 Many critical parameters used in planning a trial are estimated based on certain 
assumptions, such as response rates, standard deviations, and population means, 
because of an incomplete or inadequate understanding of these elements. 
Consequently, a trial may fail to achieve its goal when these prespecifi ed estimates 
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or assumptions substantially deviate from the truth. In many cases, investigators 
have a good understanding of an investigational drug only after the data have been 
collected and unblinded. It is not uncommon for investigators to discover only then 
that the dosage was subtherapeutic or that some arms of the trial proved unnecessary 
and could have been dropped early in the trial. However, within the structure of a 
nonadaptive clinical trial design, investigators can do little to address such limita-
tions without harming the validity of the trial. 

 Over the past 20 years, such concerns have stimulated a tremendous effort to 
improve the effi ciency of trial designs. A common theme has been a move toward 
adaptive designs. Use of the term “adaptive” has a long history in clinical trial litera-
ture. Cornfi eld and colleagues proposed an analytic approach for adaptive trials 
motivated by the two-armed bandit model, which aims to maximize the number of 
patients assigned to the more promising of two treatments [ 10 ]. Zelen fi rst intro-
duced the concept of the “play-the-winner” rule for the same purpose [ 11 ]. Wei and 
Durham proposed their play-the-winner rule for the randomization procedure in a 
sequential trial setting as an improvement of Zelen’s design [ 12 ]. Today, the umbrella 
of adaptive design covers many approaches to introducing some degree of fl exibility 
into a trial, ranging from the basic 3 + 3 phase 1 trial design for dosage fi nding to 
cutting-edge biomarker adaptive design. Some researchers categorize adaptive trial 
designs based on the rules for adaptations. There are roughly four categories: alloca-
tion rules, sampling rules, stopping rules, and decision rules. Allocation rules defi ne 
how patients will be allocated to different arms in a trial. The sampling rule defi nes 
how many patients will be enrolled at the next stage. The stopping rule considers 
when to stop the trial for reasons such as effi cacy, futility, harm, or safety. The deci-
sion rule refers to design modifi cations that are not covered by the previous three 
rules, including change of endpoint, trial hypothesis, and statistical analysis plan. 
The most widely used adaptive design methods include adaptive dosage-fi nding 
design, adaptive randomization design, sample size re-estimation design, group 
sequential design, adaptive seamless phase 2/3 design, adaptive treatment selection 
design, and biomarker design. The common goal is to incorporate learning from run-
ning a trial into its later stages, so that the trial design can be corrected or improved 
when evidence suggests that misspecifi cations have occurred in the trial’s planning 
phase. Appropriately, the FDA draft guidance on adaptive clinical trials defi nes an 
adaptive design clinical study as “a study that includes a prospectively planned oppor-
tunity for modifi cation of one or more specifi ed aspects of the study design and 
hypotheses based on analysis of data (usually interim data) from subjects in the study.” 

 Adaptive design offers the potential to yield more information about the investi-
gational treatment than would otherwise be feasible within the time and resources 
allowed for a particular trial. An adaptive design may allow investigators to discon-
tinue the data collection of one or more arms when the current accumulated data are 
shown to be ineffective for the arm(s), thereby reducing costs and time spent on 
treatments that are not promising, based on the “learn-and-confi rm” model, without 
decreasing the useful information gained from the overall trial. In addition, adaptive 
design trials may improve the understanding of the dose–response relationship 
using approaches such as continual reassessment methods [ 13 ,  14 ].  
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5.6.9     Reporting on DSMB Activities 

 A description of the DSMB and its activities, such as names of DSMB members 
with their respective affi liations and areas of expertise, DSMB roles, interim analy-
ses (frequency, planned or  ad hoc , statistical methods used), and termination guide-
lines defi ned  a priori , should be detailed in manuscripts. This clarifi es the study 
monitoring process as well as allows readers the DSMBs’ impact on the scientifi c 
merit of the trial results.   

5.7     Summary 

 All clinical trials that involve risk to study participants require a data safety moni-
toring plan. The extent and approach varies depending on the nature of the clinical 
trials and the type of intervention. Many late-phase clinical trials need a formal 
independent monitoring group such as a DSMB, whose primary task is to protect 
trial participants and lend credibility to the trial results. DSMB membership should 
be broad enough to include clinical and methodological expertise, whose work 
should be guided by a detailed charter that benefi ts all aspects of a clinical trial. This 
peer review process allows safety of trial subjects and produces the highest quality 
data providing vital results that can profoundly alter the practice of medicine or 
public health policy. There is no substitute for an experienced, independent, unbi-
ased data safety monitoring board dealing with the complex issues involved in mak-
ing the decision to terminate or modify a clinical trial.     
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        Auditing and monitoring of clinical trials is crucial to ensure the integrity of the 
research process. An auditing program will evaluate a study for compliance with 
federal regulatory requirements, accountability of research drugs, and review of 
submitted patient data. Each of these components is evaluated according to spe-
cifi c federal guidelines for auditing. The most successful audits occur when prepa-
ration for the audit starts at the trial design phase and the principal investigator 
conducts the trial with oversight of the research process and staff. Monitoring is 
generally completed for pharmaceutical sponsored trials and includes the same 
components as auditing. For multicenter studies, the study sponsor will establish 
the quality assurance program to be used. For single institution studies, the need 
for auditing or monitoring is established by the institutional research policies. 
Larger research institutions will have a group that performs audits of the 
 institutional protocols that generally functions through the Institutional Review 
Board (IRB). 

6.1     What Is the Difference Between 
Monitoring and Auditing? 

 The quality assurance program selected for a research study may be completed 
either through a monitoring process or an auditing process. Monitoring and 
auditing are different processes to achieve the common goal of assuring the 
safety of patients enrolled in clinical trials and the integrity of the research pro-
cess and data collected. Both methods of quality assurance evaluate compliance 
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with regulatory requirements, IRB functions, informed consent content and 
 process, compliance with study policies and procedures, participant eligibility, 
control of research drugs and devices, and the accuracy of data submitted [ 1 ]. All 
studies completed under an IND or IDE must undergo monitoring as required by 
the FDA [ 2 ]. 

 The purpose of monitoring is to document the progress of the clinical trial from 
all aspects, including regulatory, data submission, adherence to study protocol and 
procedures, and includes a data safety monitoring plan. Monitoring is completed by 
the study sponsor and requires 100 % verifi cation of study data. This is accom-
plished through regularly scheduled periodic visits to the sight to oversee the study. 
Depending on study accrual and the frequency of data collection, these visits may 
occur as frequently as monthly. 

 Auditing is an intermittent evaluation of study progress that evaluates a subset of 
the data collected at a specifi c time point in the study. Many studies require that 
10 % of the patients accrued are audited. It provides a determination of compliance 
with study policies and procedures, regulatory requirements, and confi rms crucial 
data points through source verifi cation. Audits are generally conducted within the 
fi rst year of the fi rst patient enrollment and then every 3 years if the site has a suc-
cessful audit. However, this may be modifi ed at the discretion of the sponsor 
depending on site performance and accrual.  

6.2     Role of the IRB 

 Guidelines from the FDA state that the IRB review is completed “to assure, both in 
advance and by periodic review, that appropriate steps are taken to protect the rights 
and welfare of humans participating as subjects in the research. To accomplish this 
purpose, IRBs use a group process to review research protocols and related materi-
als (e.g., informed consent documents and investigator brochures) to ensure protec-
tion of the rights and welfare of human subjects of research” [ 3 ]. The IRB evaluates 
research protocols for safety and clarity. Some institutions use the IRB to evaluate 
studies for scientifi c merit and other institutions use other research committees to 
serve this function. A review of scientifi c merit will address ability of the study 
design to achieve the primary and secondary objectives and feasibility of the study. 
The primary and secondary objectives and the inclusion and exclusion criteria must 
be clearly stated. The study calendar identifi es the timing of the study procedures 
and the study reports that are to be submitted. In designing a clinical trial, clear 
delineation of the components to the study are necessary to establish an effective 
monitoring or auditing program. The quality assurance program will be designed 
using the study parameters listed above to ensure research compliance and to ensure 
that the integrity of the study will be maintained allowing the primary and second-
ary objectives to be met. The audit or monitoring team works with the IRB repre-
sentatives, the research staff, and the principal investigator to provide an assessment 
of the research integrity.  
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6.3     How Study Design Plays a Role in Quality Assurance 

 All quality assurance programs start with the study document and then create an 
auditing or monitoring program from that document that is in compliance with fed-
eral guidelines. The design of the study document plays a role in the future success 
of the quality assurance program. The integrity of the study is affected by the adher-
ence to study protocols and procedures by the research sites. If a study is written in 
an ambiguous manner that is open to interpretation by the sites, there will not be 
consistency in the completion of the study parameters. The auditors or monitors will 
evaluate the research site’s compliance with study procedures using their under-
standing of the requirements of those ambiguous parameters. For example, a study 
may require two different imaging modalities to assess response to treatment such 
as CT scan and plain x-ray. If the study does not specifi cally defi ne which imaging 
study is to be used to determine response, some sites will use the plain x-ray and 
others will use the CT scan. This will lead to variability in the study results, and if 
the auditors have been instructed that the response criteria are based on CT scan, 
then those sites that used plain x-ray will receive a defi ciency. Similar issues arise 
when inclusion criteria and exclusion criteria are not well defi ned. For example, 
many studies require documentation that female participants are not pregnant. The 
study must specify what documentation is required for women who are postmeno-
pausal or perimenopausal. If this is not adequately clarifi ed, sites would have to 
complete pregnancy tests on elderly women to document defi nitively that the par-
ticipant is not pregnant. All components of a study must be carefully evaluated from 
a quality assurance perspective for clarity to ensure that the proper participants are 
recruited and that the desired data points are collected in the manner intended by the 
study plan. This will enhance the integrity of the study and improve the quality 
assurance performance of all of the sites.  

6.4     Selection of Trials to Participate In 

 An investigator will be most successful in completion of a study when he has an 
interest in the topic being investigated. It is also crucial that the investigator have 
equipoise on the study question. If the investigator already believes that the study 
question has been answered, he is less likely to enroll subjects on the study particu-
larly if there is a possibility that his patient will not receive a treatment that he feels 
is already established as more benefi cial. Studies are also more successful when the 
investigators were involved in the design of the study. Participation in the design 
allows the investigator to participate in the selection of the endpoints and the 
 variables to be tested. 

 When an investigator is evaluating a study for possible participation, it is impor-
tant to not only evaluate the study for scientifi c merit but also for feasibility and 
clarity. If components of the study are unclear, the investigator should clarify those 

6 Planning for Data Monitoring and Audits



68

with the study sponsor before initiating the study. As the study moves forward, the 
investigator should continue to communicate with the study sponsor if there are any 
parameters that are ambiguous or unclear to the investigator. The experience of the 
organization sponsoring the study is also important to consider. Research organiza-
tions with less experience will write protocols that are not clear and therefore require 
more amendments. Each amendment will have to be submitted and reviewed by the 
IRB which increases the burden on the research site both for workload and ensuring 
compliance with the protocol changes. Completion of a clinical trial is a joint effort 
between the site and the study sponsors. The personnel at each group also play a 
role in successful completion of the study and in the overall data quality. The study 
personnel at the site may include the study coordinator, data manager, IRB staff, and 
the principal investigator. It is the responsibility of the principal investigator to 
ensure compliance with study policies and procedures and regulatory requirements. 
At sites with inexperienced staff, the oversight of the principal investigator is even 
more important. Principal investigators should have regular meetings with study 
personnel to review the study protocols and participant enrollments to ensure that 
all personnel involved in the study are meeting the study requirements.  

6.5     Background of Auditing Programs 

 The Food and Drug Administration (FDA) established guidelines for auditing and 
monitoring of clinical trials in 1977. The authority of the FDA to provide oversight 
of clinical investigations is defi ned by the Federal Food, Drug, and Cosmetic Act 
(FD&C Act) Section 505(i). The Code of Federal Regulations (CFR) provides regu-
lations under Section 505(i) that describe sponsor responsibilities and clinical 
investigator responsibilities [ 4 ]. The guidelines for monitoring were updated in 
1998 allowing more fl exibility in the requirements for monitoring, establishing that 
the goal is high quality data. As long as the research entity can establish the quality 
of the data collected for the study, the monitoring is considered adequate. The previ-
ous requirements for onsite monitoring at regular intervals is being relaxed through 
increased use of technology to ensure data integrity. It is the expectation of the FDA 
that the investigator will comply with the Code of Federal Regulations with knowl-
edge and understanding of clinical investigator regulations and responsibilities [ 5 ]. 

 Prior to participating in any research program, the investigator must complete a 
Statement of Investigator Form 1572. Form 1572 requires information on the 
research resources at the investigators institutions, the planned protocol, and 
research affi liations of the investigator. The responsibilities of the investigator are 
outlined in the form. These are to personally conduct or supervise the study, to 
adhere to the protocol, ensure all staff participating in the study are trained and 
adhere to the study, inform subjects that drugs are being used for investigational 
purposes, ensure informed consent, ensure IRB review and approval of the initial 
protocol and all amendments, report adverse events as required by the sponsor and 
the FDA, and maintain adequate research records [ 5 ].  
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6.6     Goals of Auditing Programs 

 For many investigators, the audit process seems more like a test of their ability to 
complete research than a quality assurance and educational program for best 
research practices. However, the main objective of an audit program of any research 
organization is to verify the study data that would impact the primary outcomes of 
a study. In addition, the program is designed to keep the investigators informed 
regarding progress of the research program, educate programs regarding best prac-
tices, and clarify specifi c points regarding conduct of the trial.  

6.7     Auditing of Clinical Trials 

 Auditing in large research organizations is generally governed by an audit commit-
tee. These are generally made up of research associates, physicians, and staff audi-
tors. The primary function of the audit committee is to conduct the audits required 
by the group. The audit committees also produce an audit manual, provide educa-
tion and training sessions for the research teams, provide feedback to the entire 
group regarding audit performance, identify components of the research study that 
are problematic from an audit perspective, and identify best and worst practices 
among the research sites. 

 Each audit will have three components of review: IRB and informed consent 
content, accountability of investigational agents and pharmacy operations, and 
patient case review. Each component has specifi c areas that must be reviewed and 
has specifi c requirements as outlined in federal guidelines. Areas that are not in 
compliance will receive either a major or minor defi ciency. The total number of 
defi ciencies in each component will be totaled to determine the overall evaluation 
of that component. Each component is scored as acceptable, acceptable needs fol-
low- up, or unacceptable [ 6 ]. 

6.7.1     IRB and Informed Consent Content Review 

 This component evaluates the processes of the IRB and compliance with federal 
guidelines in the context of the approval of this study. The review of the IRB will 
include an evaluation of the regulatory binder. Maintenance of the regulatory binder 
is crucial to document compliance with this component. All correspondence with 
the IRB regarding the study should be kept in the regulatory binder. The IRB must 
review a sample informed consent, protocol/amendments and advertisements, writ-
ten information provided to subjects, information about subject compensation, the 
Investigator’s Brochure, and the investigator’s current CV. The dates of IRB review 
and approval of amendments are noted. All amendments to the study must be 
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submitted, reviewed by the IRB, and approved within 90 days of the date of issue of 
the amendment. Throughout all phases of the study, the regulatory binder must be 
kept up to date to be considered in compliance with this component [ 7 ]. 

 The consent content is also evaluated for compliance with federal guidelines. 
There are specifi c requirements for consent content. These can be identifi ed by the 
major headings of a model consent form. When a model consent form is available, 
all components included in the model consent must be included in the institutional 
consent. The most common errors in writing the consent are leaving out some of the 
risks of the study and leaving out the appropriate contact information for the study 
and the study sponsors. The principal investigator must write an informed consent 
that contains the elements required by the FDA and includes the language required 
by both the sponsor and the institutional IRB [ 7 ]. 

 The elements required for informed consent as required by the FDA are as fol-
lows: (1   ) A statement that this is research including duration of the participation and 
the study procedures that will be required. (2) A description of the possible risks and 
discomforts that the study subject may experience. (3) A description of the possible 
benefi ts that the subject may receive. (4) Alternative treatments and their potential 
benefi ts must be disclosed. (5) The method of protection of confi dentiality of the 
study data must be described. A list of the organizations or individuals that will have 
access to the study data must be included. (6) A statement of possible compensation 
for injuries must be included if the study has more than minimal risk. (7) Contact 
information for the study sponsor and the principal investigator must be included. 
(8) The study must be described as voluntary and it must be stated that the subject 
will suffer no loss of benefi ts if they choose not to participate or if they withdraw 
from the study [ 8 ].  

6.7.2     Accountability of Investigational Agents 
and Pharmacy Operations 

 All audits that include an investigational agent or agents supplied by the sponsor for 
the study are required to maintain accountability of those agents through the phar-
macy. The audit will include an evaluation of the processes in the pharmacy and the 
methods of maintaining drug accountability [ 5 ]. Investigator responsibilities of 
investigational agents include maintaining control of the investigational agent with 
appropriate record keeping and retention of the agent. Investigational agents are 
kept in a research pharmacy. Each patient enrolled in the study will have a Drug 
Accountability Record Form (DARF) completed for tracking of the investigational 
drug. The drug must be tracked if it is not dispensed from the pharmacy but deliv-
ered to the patient by research staff. It is also important to maintain only the amount 
of drug necessary for the patient’s enrolled in the study. If there is excess drug at a 
site, it should be returned to the sponsor as soon as it is determined that it is not 
needed. There are also requirements that investigational agents only be released to 
investigators that have a current Form 1572 and are an investigator in the trial. 
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In some centers, clinical personnel that are not a part of the research study may 
write prescriptions for the patient. It is important that the study drug must be pre-
scribed by an investigator on the study. The pharmacy has specifi c requirements for 
maintaining the security of the investigational agent. This includes tracking of the 
agent, ensuring appropriate dispensing in compliance with the study, and the physi-
cal security of the pharmacy [ 5 ].  

6.7.3     Patient Case Review 

 The fi nal component is the patient case review. This component reviews all aspects 
of the study that involve a patient. This includes the informed consent and consent 
process, eligibility for participation in the study, treatment compliance with study 
procedures, disease outcome and response to treatment, adverse event reporting, 
and general data and management quality. This component requires the most prepa-
ration for the audit day. The cases to be audited will be provided by the audit team 
prior to the audit. Each research chart should be prepared for the auditors to facili-
tate the review of the information required. If the charts are not prepared, it is more 
diffi cult for the auditors to fi nd the information needed and puts that information at 
risk of being noted as not available on the date of the audit. For each chart, the 
research staff should color code and label the elements of the chart that will be 
audited. For example, the source documents proving eligibility for the study should 
be fl agged and labeled as eligibility criteria. This should be done for each major 
component of the patient case review. For all institutions with an electronic medical 
record, either the entire patient record will have to be printed or the auditors will 
have to have access to the electronic record. It is not suffi cient to provide only the 
source documents for the study [ 7 ]. 

 To complete the patient case review portion, a minimum of 10 % of patients 
enrolled will be reviewed. The sponsor will select those that have longer periods of 
follow-up and will try to audit charts of all investigators participating in the study. 
Each research chart and patient chart will be reviewed in its entirety. Each portion 
of this component will be reviewed and defi ciencies noted [ 7 ]. 

 The consent form and the consent process will be reviewed. A note documenting 
the consent process should be written by the person obtaining consent. It is impor-
tant to note that the study subject had the opportunity to review the consent and that 
there was no coercion. The consent form will be reviewed to ensure that the correct 
version of the consent was used and that all required signatures were obtained. The 
IRB will date stamp the consent and the correct version of the consent should be 
used. Informed consent is required before any study procedures are completed. All 
signature lines on the consent form must be signed and dated including witness and 
principal investigator signatures if required by the IRB. Each individual providing 
a signature must date their own signature. It is unacceptable for study staff to date 
the consent for the subject. Some consent forms have lines for initials or checkboxes 
either at the bottom of each page or to participate in optional portions of the study. 
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These must be completed for the consent to be considered valid. It is unacceptable 
for the subject to mark through any portion of the consent form. The subject must 
agree to participate as the consent is written [ 8 ]. 

 Eligibility is determined by reviewing source documentation of the inclusion and 
exclusion criteria. Each criterion must be confi rmed with a source document. It is 
not adequate to use a signed case report form as a source document. If the inclusion 
criteria require that the patient remain on birth control for the duration of the study, 
there must be source documentation of this agreement. This can be in the form of a 
note in the medical record or a research document that is signed by the investigator. 
If source documents are not available at the time of the audit to confi rm eligibility, 
then the patient will be considered ineligible until the documents are available. 
Preparation of the research charts by the research staff prior to the audit will ensure 
the availability of all the necessary source documents [ 6 ]. 

 Treatment compliance refers to the sites adherence to the treatment or study 
protocols. This addresses whether the randomization was followed correctly and 
then the prescribed study treatment was implemented in accordance with the study 
protocol. This includes the timing of the treatments, proper dosing for pharmaceuti-
cal trials, and proper surgical techniques for surgical trials. For example, in a senti-
nel lymph node biopsy study was the surgical procedure completed following all 
protocol guidelines to ensure uniformity in the treatment arms. If a study is compar-
ing sentinel lymph node to axillary dissection, the auditors will confi rm that the 
actual surgical procedure completed was that required by the study based on review 
of the operative report and the descriptions of the procedures included in the 
protocol. 

 Each study will have specifi c endpoints that will provide a comparison of the 
research arms. This will include a measure of the disease outcome or response. 
Possible outcomes could be tumor response as measured by imaging or pathology 
studies, survival, survival without disease exacerbation, or morbidity resulting from 
the treatments. In oncology studies the most common outcome measure is survival 
or disease response. In vascular surgery studies, the outcome may be stroke for 
carotid interventions or recurrent ischemia for vascular bypass studies. For obesity 
studies, the outcome measure may be weight loss as a percent of body weight or 
total weight loss. The protocol will defi ne the study procedures that are required to 
determine the primary and secondary outcomes. This may include imaging studies 
that must be done at specifi c time points after the intervention. The timing and com-
pleteness of the required follow-up studies will be documented as a part of the audit. 
Where an interpretation of the fi ndings is required, a central review of those results 
may be required. 

 Adverse event reporting is required to determine the safety of the treatment 
arms. An adverse event is any change in the subject’s health status while participat-
ing in the study. Some adverse events are related to the study intervention and others 
are not. For example, nausea and vomiting that occurs after taking a study medica-
tion is possibly related to the study drug and is reported as an adverse event and is 
attributed to the study intervention. If the patient falls and sustains a fracture, the 
fracture is an adverse event but is not related to the study intervention. There are 
standardized reporting methods for adverse events with standardized scoring of 
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those events. For studies of investigational devices, adverse events are reported 
using the Medical Device Reporting guidelines [ 9 ]. The study protocol will provide 
specifi c requirements for adverse event reporting that is in compliance with the 
federal regulations. All serious adverse events that are life threatening or fatal are 
required to be reported to the sponsor within 24 h and to the IRB. The study protocol 
will defi ne expected adverse events; all others are unexpected adverse events. The 
expected adverse events of low severity do not have to be reported through the IRB. 
The unexpected events that are of low severity will be reported to the sponsor and 
the IRB but not in an expedited manner. All adverse events must be graded and then 
an attribution assigned. The attribution must be completed by a licensed clinician 
and will describe the relationship of the adverse event to the study interventions. 
Adverse events can be unrelated, probably caused by, or caused by the investiga-
tional agent. Those that are probably caused by or caused by the intervention will be 
reported to the sponsor and the IRB [ 7 ]. 

 Adverse event reporting is a critical component of research studies to ensure the 
safety of the study participants. For studies of investigational agents or devices, a data 
safety and monitoring board may be required to follow the progress of the study to 
determine if the endpoints have been met or will not be met based on the interim 
analyses and to review the adverse events associated with the study. If automatic stop-
ping rules for adverse events are reached, then the study will be closed by the data 
safety monitoring board for the study [ 10 ]. The fi nal area that will be evaluated by the 
audit team is the general data management and quality. This area is a general assess-
ment of the research process at the institution. The site will be evaluated for timeliness 
of data submission. Are study procedures completed and data submitted in a timely 
manner? Is the data reported generally accurate or are there errors in reporting? All 
studies required in the study calendar will have a window in which they should be 
completed as defi ned in the protocol. For example, if a diagnostic study is required on 
a yearly basis, there is usually a 1-month window for completion. The study results 
should then be provided to the study sponsor. There is usually a 3-month allowance to 
get the data to the sponsor.    Data submitted beyond the 3 months is considered delin-
quent. A large number of delinquent submissions will result in a defi ciency.   

6.8     Exit Interview 

 At the conclusion of the audit, there will be an exit interview in which the audit 
team will inform the investigators of the fi ndings of the audit. The exit interview 
must include the principal investigator or his designee, the audit team, members of 
the research team, and commonly includes a representative of the IRB. Specifi c 
defi ciencies in each component will be defi ned and missing data will be reported. 
The exit interview is used by the audit team to not only report the fi ndings of the 
audit but to answer questions from the audit team and to inform the investigators of 
progress in the study and potential changes that may be planned for the study. 

 If there are missing documents identifi ed through the audit, the research team will 
have an opportunity to provide those documents to the audit team.    If the research 
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team identifi ed defi ciencies while preparing the charts, the team can initiate changes 
in their research practice to correct those defi ciencies. The defi ciencies will still be 
recorded but could potentially be lesser instead of a major defi ciency. The audit team 
will be able to assess the acceptability of the corrective action at the time of the audit. 

 After the audit, the audit team will generate an audit report. The report will list 
the defi ciencies and generate a score for each component. Each defi ciency will be 
scored as a major or lesser defi ciency. The scoring follows standards outlined by the 
sponsor. The scores will be acceptable, acceptable needs follow-up, or unaccept-
able. All acceptable needs follow-up and unacceptable components will require a 
response to the audit in the form of a corrective action plan. The corrective action 
plan should focus on how the study team will alter their processes to prevent the 
defi ciencies from being repeated on subsequent subjects. The corrective action plan 
will be reviewed by the sponsor and if acceptable, the site will proceed with the 
study. If the corrective action plan is unacceptable to the sponsor, the research site 
will have to revise the plan. For some sponsors, an unacceptable score will halt 
enrollment until the corrective action plan is acceptable. 

 Unacceptable audits will result in a reaudit in the next year or when adequate 
accrual to assess the site has occurred. For National Cancer Institute sponsored tri-
als, two consecutive unacceptable audits in the same component will result in sus-
pension of the site. The site would then have to demonstrate signifi cant changes in 
the research structure and apply for reinstatement before participating in research 
trails again. In responding to unacceptable audits or acceptable needs follow-up, the 
site needs to look carefully at their processes and initiate changes as soon as the 
problems are identifi ed [ 7 ].  

6.9     Types of Site Visits Other than Auditing and Monitoring 

 Preparation for quality assurance reviews should start in the planning phase of the 
study. A well-trained, experienced research staff is crucial to the success of any 
study. A careful review of a proposed study should be completed by the research 
staff and the principal investigator to determine feasibility of completing the study 
at your institution while maintaining compliance with the study requirements at the 
institution. After deciding to participate in the study, several site visits between the 
sponsor and the study staff will occur. These are done to ensure that preenrollment 
requirements are met such as IRB approval and skills verifi cation and to educate the 
staff as to protocol-specifi c procedures and requirements. 

6.9.1     Pre-study Qualifi cation Visit 

 The fi rst visit is the pre-study qualifi cation visit. At this visit, the sponsor will 
meet with the principal investigator, meet the study staff, and tour the facilities. 
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The purpose of this visit is to allow the sponsor to determine the ability of the 
site to complete the study. (NCI study visits) Preparation required for this visit 
other than ensuring availability of the staff and a meeting room is review of the 
protocol and assessment of interest and feasibility by the principal investigator. 
If the sponsor agrees to participation by the site, the next visit is the initiation 
visit [ 11 ].  

6.9.2     Initiation Visit 

 The initiation visit occurs after the IRB approval is received and before the fi rst 
patient is enrolled. The principal investigator, coinvestigators, and all of the study 
staff should attend this visit. The sponsor will review the regulatory documents 
prior to the visit. The visit is an extensive review of the protocol and study proce-
dures. This review includes (1) the roles and responsibilities of study team person-
nel, (2) study protocols, (3) pharmacy operations and drug handling if a 
pharmaceutical agent is involved, (4) proper use of investigational devices if appro-
priate, (5) instruction in proper Case Report Form (CRF) completion, (6) record 
maintenance and management, (7) enrollment, consent, eligibility, and recruitment 
of subjects, and (8) adverse event reporting. Each of these topics will be reviewed 
in detail, and the study staff will have the opportunity to ask questions and clarify 
specifi c points in the protocol. This process is far more productive if the staff is 
already familiar with the protocol. When this visit is completed satisfactorily, the 
site will begin accruing patients [ 2 ].  

6.9.3     FDA Audits/Inspections 

 FDA audits or inspections can be routine or for cause. Routine FDA audits are con-
ducted to confi rm the quality of the research program and the data submitted to the 
FDA. A routine FDA audit will be done on studies submitted to the FDA for a new 
drug application or a change in drug labeling. The sites selected for audit from a 
multicenter trial are those that have rapid accrual or are responsible for a high 
 percentage of the patients enrolled. These are routine audits conducted to confi rm 
the quality and reliability of the data submitted. 

 FDA audits for cause are conducted because there is some concern about the 
research practices at a site. An audit for cause may be requested because the princi-
pal investigator participates in a broad range of studies, completes studies outside of 
their specialty, enrollment is more rapid than expected from the site, or there is a 
larger than expected enrollment for a particular diagnosis. The FDA may also be 
notifi ed of irregularities in the data either by the sponsor or by a review of the data 
submitted. Irregularities or inconsistencies in the data may result in an audit for 
cause. 
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 Preparation for FDA audits is crucial. If an FDA audit is requested, the investiga-
tor should seek advice and assistance from the institutional research offi ce and other 
experienced investigators. The site cannot refuse an FDA audit and should notify 
the IRB and the sponsor as soon as the request is received. These audits generally 
last 3–5 days and may include an audit of the institutional IRB. 

 The audit report from an FDA audit is FDA Form 483. The sponsor and the 
investigator will respond to the defi ciencies identifi ed in the report. The report and 
the response are the Establishment Inspection Report which is submitted to FDA 
headquarters. The fi nal inspection fi ndings of an FDA audit can be (1) no action 
indicated, (2) voluntary action indicated, and (3) offi cial action indicated. No action 
indicated is similar to an acceptable routine audit and indicates the site is in compli-
ance and no response is required. Voluntary action indicated requires a response 
from the site to address defi ciencies identifi ed at the site that have little impact on 
the study results. An offi cial action is indicated when the research practices are 
objectionable and sanctions are required. This audit will require a response and a 
reaudit is likely [ 2 ]. 

 Audits for cause can be conducted either through the FDA or through the Offi ce 
of Human Research Protection’s Division of Compliance Oversight. An audit for 
cause from either agency should be responded to in a similar manner and either can 
result in punitive actions against the investigator, the site, and the sponsor.   

6.10     How to Learn More About Auditing 

 The most common errors that result in defi ciencies identifi ed in audits or monitor-
ing visits are poor supervision and training of study staff, insuffi cient oversight by 
the principal investigator, inappropriate delegation of study tasks to unqualifi ed per-
sons, failure to adequately protect study subjects, and an overworked investigator or 
study staff. Principal investigators that know the study protocol well and supervise 
their staff with regular research meetings and review of the study data and proce-
dures result in the most successful audits. 

 Most research organizations have educational opportunities available to research 
staff and principal investigators. Large multicenter trials will have study specifi c 
training programs for the staff which should be attended. Investigator meetings will 
be held to keep the principal investigators well informed of the progress of the study 
and of specifi c protocol issues that may have compliance problems. Each academic 
institution has required training for principal investigators and research staff. These 
are offered through the IRB and the research offi ce. 

 In addition to educational opportunities, it is benefi cial to attend an audit prior to 
your own audit. This has the most impact if you attend an audit as you establish your 
research program so that your processes are set early in the study to be in compli-
ance with the audit program. In addition, if the organization offers auditor training, 
this is an excellent method to learn the audit process.     
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7.1            The Budget 

 The principal sponsors of biomedical research in the United States of America are 
as follows: (1) the federal government, (2) state and local governments, (3) private 
not-for-profi t entities including foundations, and (4) industry [ 1 ,  2 ]. 

 Research funding increased from $75.5 billion in 2003 to $101.1 billion in 2007; 
however, adjusted for infl ation, it was only $90.2 billion. Similarly, adjusted for 
infl ation, funding from 2003 to 2007 increased at a compound annual growth rate of 
only 3.4 % in comparison to an annual growth rate of 7.8 % from 1997 to 2003 [ 2 ]. 
Interestingly, in 2007, industry (58 %) was the largest funder [ 3 ], followed by the 
federal government (33 %). More recently, for fi scal year 2013, the National Institute 
of Health (NIH) has requested $ 30.860 billion for biomedical research, which is 
essentially unchanged from the enacted 2012 budget at $30.623 billion [ 18 ]. In 
2011 there was an 18 % success rate for funding of R01 grants, which is in stark 
contrast with rates of 22 % in 2010, 25–32 % in 1993–2003, and 45–58 % in 1962–
1966 [ 15 – 17 ]. The decrease in funding is considered to be due to a number of fac-
tors. Importantly, there has been an increase in the number of applications and an 
increase in current commitments to previously funded research projects, as evi-
denced by the fact that 75 % of the $15.8 billion that the NIH spent on extramural 
grants went to existing projects in 2010 [ 16 ].This dismal situation for NIH funding 
contrasts strikingly with all the new emerging avenues for research that are avail-
able now due to rapid advances in proteomics, genetic sequencing, stem cells, and 
other technological advances [ 15 – 17 ]. 
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 From the preceding discussion, it is evident that there is no net increase in spon-
sorship for biomedical research and resources have not increased in comparison to 
the number of investigators applying for these grants. Thus, in today’s economic 
climate, it is vital to not only have a scientifi cally sound project but also one that is 
economically viable. Having a realistic and thorough approach in formulating your 
budget is paramount. In this chapter, we will mainly discuss the process of budget-
ing for the two major sponsors of biomedical research, i.e., industry and NIH.  

7.2     The Budget for NIH Sponsorship 

 The purpose of the budget is to present and justify all expenses required to achieve 
project aims and objectives. Formulating a budget can be challenging; however, the 
administrative offi cials at any institution and experienced peers can make this pro-
cess much easier, especially for fi rst-time investigators. It is important to fi gure out 
in advance the infrastructure of your institution regarding direct and indirect costs, 
fringe benefi t rates, graduate stipend rates, facilities and administrative costs, etc., 
as these differ from institution to institution. There are certain logical steps you 
have to go through in order to submit the budget (Fig.  7.1 ). For multi-institutional 
study applications, a separate budget must be submitted for each participating site.

7.3        Complying with Federal Cost Principles 

 For a grant to be accepted by the NIH, not only should it be scientifi cally sound but 
should also comply with the governing cost principles. These cost principles are set 
forth in the NIH Grants Policy of allowable and unallowable costs [ 10 ]. For the NIH 
to approve your budget, the proposed costs charged to awards must be allowable, 
allocable, reasonable, necessary, and consistently applied regardless of the source of 
funds. There is a high likelihood of a proposal being rejected if these cost principles 
are not met [ 4 ]. 

7.3.1     The FOA (Funding Opportunity Announcement) 

 The FOA in addition to all the other information details the monetary limits on the 
types of expenses, like overall funding limits, construction allowed, and caps on travel 
expenses [ 4 ]. Before embarking on any project, carefully read the funding opportu-
nity announcement for budget criteria and formulate your budget accordingly. 

 Do not under- or overestimate your budget, as it can adversely infl uence the 
chances of your proposal being accepted by suggesting to the reviewers that you do 
not understand the scope of the work involved. Reviewers keep in mind “the reason-
able amount doctrine” to fi gure out whether the funds requested are justifi ed by your 
aims and objectives.   
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7.4     Cost Sharing 

 Cost sharing implies charging a part of the cost of a sponsored project to a source 
other than the primary sponsor. In a university setup, this cost sharing contribution 
could be the cost and time of faculty members that commit to the project without 
charging the sponsor. 

 Sometimes a project requires cost sharing, as in large equipments awards. This is 
referred to as “required cost sharing.” When cost sharing is desirable but not required, 
it is referred to as “voluntary cost sharing.” This should be minimized whenever 
 possible from your budget request. This cost sharing arrangement between your orga-
nization and the NIH does not normally impact the evaluation of your proposal [ 4 ]. 

7.4.1     Allowable Facilities and Administrative Costs (F&A 
Costs or Indirect Costs) and the Allowable Direct Costs 

  Direct Costs:  These are costs that can be directly attributed to your project with ease 
and accuracy. 

  Fig. 7.1    Steps for submitting the NIH budget       

Talk to the administrative officials at your institution.

Make sure your Budget follows federal Cost Principles of being allowable, allocable, reasonable, necessary and consistent.

Talk to Peers who have been through the process before for guidance.

Read the Funding Opportunity Announcement for budget criteria and limits   

If the direct cost  < 250,000 dollars/ year excluding consortium/subcontract

overhead?

If the grant is R01, R03, R15, R34?

If the investigator’s organization  US based?    

YES NO

Submit Modular Budget

Request in lump sums of 25,000 dollars not to

exceed 250,000 dollars a year.

Subtract the Facilities and administrative cost

from the total direct cost.

Submit Detailed Budget 

Account for all research and support personnel

Calculate the person month effort

Do not request salaries beyond the salary cap.

Submit anticipated travel Costs, Equipment

Costs and training Costs.

Estimate and budget for Animal Costs,

Materials and Supplies, Publication Costs,

Consultant Services, Computer

Services, Alterations and Renovations

(A&R), Research Patient Care Costs,

Tuition, Other costs

Submit separate budget for each consortium.

Avoid unallowable Costs

Request an escalation factor for recurring

costs.              

Obtain your institution’s Direct and Indirect Cost Rates, Fringe benefit Rates, Graduate Stipend rates, Facilities and
Administrative Costs.
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  F & A Costs or Indirect Costs : These are costs associated with providing and 
maintaining the infrastructure that supports the research enterprise (buildings, 
maintenance, libraries, restrooms etc.); these cannot be easily identifi ed with a spe-
cifi c program [ 4 ]. 

 “Facilities” is defi ned as depreciation and use allowances, interest on debt asso-
ciated with certain buildings, equipment and capital improvements, and operation 
and maintenance expenses [ 14 ]. “Administration” is defi ned as general administra-
tion and expenses, departmental and college administration, sponsored project 
administration, and all other expenditures not listed less than one of the subcatego-
ries of facilities [ 14 ]. 

 F&A costs are determined in conjunction with auditors from the US 
Department of Health and Human Services for each institution. For profi t orga-
nization, the F&A costs are negotiated by the Division of Cost Allocation 
(DCA), Division of Financial Advisory Services (DFAS) in the Offi ce of 
Acquisition Management and Policy, and the NIH [ 4 ]. F&A costs are calculated 
by applying your organization’s negotiated F&A rate to your direct cost base. In 
general for most institutions, the negotiated F&A rate will use a modifi ed total 
direct cost (MTDC) base, which excludes items such as equipment, student 
tuition, research patient care costs, rent, and sub- recipient charges (after the fi rst 
$25,000) [ 4 ]. 

 It is also worth knowing that direct cost requests equal to or greater than $500,000 
require prior approval from the NIH Institute/Center before application submission. 
For many SBIR/STTR(Small Business Innovation research/Small Business 
Technology Transfer) grantees, 40 % of modifi ed total direct costs is a common 
F&A rate, although rates at organizations may vary.  

7.4.2     Formats for NIH Budget Submission 

 The strategy for success is to propose simpler projects with lesser budgetary 
demands, as reviewers will scrutinize larger funding requests. Budget requests to 
the NIH can be submitted under two categories:

    1.    Modular budget   
   2.    Detailed budget     

 For a new PI, a modular budget is preferable unless it cannot be avoided, as when 
the project requires >$250,000/year or you are based outside the United States of 
America. This becomes more evident on reviewing the FY 2010 data for competing 
R01 applications. The average application received roughly $290,000 in direct costs 
(not including the institution’s overhead). About 76 % of new investigators used a 
modular budget. Applications requesting $250,000 or less in direct costs used a 
modular budget, and for non-new investigators, 66 % went the modular route [ 5 ].   
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7.5     Modular Budget 

 A modular budget format can be submitted if the direct cost is less than 250,000 
dollars/year excluding consortium/subcontract overhead; the grant is R01, R03, 
R15, and R34; and the investigator’s organization is US based. 

 The funds are requested in lump sums of $25,000. The numbers of modules 
requested are calculated by subtracting the overhead from the total direct cost and then 
rounding it to the nearest $25,000. Modular budgets do not automatically adjust for 
infl ation for future years, so you have to plan the entire budget at the outset. Request 
the same number of modules annually, except for special needs such as equipment. 

 Even though not required when using a modular budget, it is worth creating a 
detailed budget for your own institution’s use, including salaries, equipment, and 
supplies for funds requested. Even though these detailed expenses do not need to be 
submitted to the NIH, they are useful when calculating your overhead and for 
audits.  

7.6     Detailed Budget 

 This budget format is used when the investigator’s direct cost minus overhead is 
greater than 250, 000 dollars/year, the grant is not an R01, R03, R15, R21, or R34 
grant. It is also used when the investigator’s organization is not US based. 

 As the name implies, in this format, the investigators need to give detailed bud-
getary descriptions in the following areas: (1) research and support personnel 
involved; (2) equipment, travel, and training cost; (3) other direct costs; and (4) 
consortiums/subawards. 

7.6.1     Research and Support Personnel 

 All research personnel from the investigator’s organization involved in the project 
should be mentioned in the budget with their base salary and effort, irrespective of 
whether they are requesting salary support or not. 

 The funds requested for research and support personnel are requested in person 
months. Conversion of percentage of effort to person months is straightforward. 
This is done by multiplying the percentage of the personnel effort by the number of 
months of appointment. 

 For example, 10 % of a 10-month appointment = 1.0 person month (10 × .10 = 1.0). 
Other issues to be addressed under this section are salary caps, fringe benefi ts, and 
senior/key personnel, which involves postdoctoral associates, graduate students, 
and other personnel. 
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  Salary Cap:  The NIH uses a salary cap to compensate the research and support 
personnel for your proposal. Requesting a salary above the salary cap will be coun-
terproductive, as it results in a reduced total award amount. If in ensuing years the 
NIH increases the salary cap, the investigators can rebudget so that the personnel get 
paid as per the new cap [ 4 ]. 

  The senior/key personnel  who are devoting signifi cant effort to the project should 
be mentioned. “Other signifi cant contributors” who put meager effort should not be 
included. Examples of such common signifi cant contributors include (1) CEOs of 
institutions providing overall leadership, but no direct scientifi c research contribu-
tion, and (2) mentors for K awardees, who provide advice and guidance to the can-
didate but do not directly work on the project. Consultants or associates who are not 
employed by the investigators’ organization should not be appended as senior key 
personnel, but rather should be included in the section of the budget for consultants 
or in the category of the consortium/subaward budget page for collaborators. 

  Postdoctoral associates and graduate students  should be entered as per the per-
centage of effort put in the budget justifi cation section. When justifying people hav-
ing the same job description such as “lab assistants and technicians,” indicate the 
number of personnel involved with their role description, add their people months 
together, and add their requested salaries together. The salaries of secretaries and 
clerical staff are generally treated as overhead costs; if included as separate costs, 
their involvement should be directly and signifi cantly related to the project [ 4 ].  

7.6.2     Equipment, Travel, and Trainee Costs 

 Equipment is defi ned by the NIH as an item of property that has an acquisition cost of 
$5,000 or more (unless the organization has established lower levels), an expected ser-
vice life of more than 1 year, be stand alone and function independently [ 4 ]. Sometimes 
replacement parts and fabricated equipment can be treated as exceptions to this stan-
dard defi nition. Generally, equipment is excluded from the facilities and administrative 
cost, so if you have something with a short service life (<1 year), even if it costs more 
than $5,000, you are better off appending it under the “supplies” category. 

 Routine equipment such as computers that will be used on other projects or for 
personal use should not be listed as a direct cost but should come out of the F&A 
costs, unless these items will be used solely for the actual conduct of the planned 
project. 

 Even when the application does not demand it, a price quote for new equipment, 
including price quotes in the budget proposal, can greatly help in the evaluation of 
the equipment cost to support the project. 

 Any time you request equipment that is costly, it is a wise strategy to fi rst see if 
such equipment can be shared at your facility as this way you can cut down costs 
and have a better chance of success with the reviewers. In    the event that the piece of 
equipment is vital and not available, then you will have to fully justify its need and 
also attest that it will be exclusively used for your project [ 5 ]. 
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 Your research project will require you or members of your team to travel. This 
has to be fully described in the budget request explaining the number of people 
traveling, dates, duration of your stay etc. It is again necessary that the travel has to 
be proximately related to the proposed research project. In the event that your insti-
tution lacks a specifi c policy for travel, then the US federal government policy in 
this matter can be adopted.  

7.6.3     Budgeting for Other Direct Costs 

 These are (1) materials and supplies, (2) animal costs, (3) publication costs, (4) 
consultant services, (5) computer services, (6) alterations and renovations (A&R), 
(7) research patient care costs, (8) tuition, and (9) others. 

7.6.3.1     Materials and Supplies 

 These include items that are expended or consumed in the conduct of the project, 
such as lab glassware, vials, chemicals, and reagents. Specify the amount for each 
item needed. However, categories that cost less than $1,000 do not have to be 
itemized.  

7.6.3.2     Animal Costs 

 If your study involves live animals, then this can be included under “materials and 
supplies”; however, it is very convenient to include more specifi c details about how 
you calculated your estimate for animal costs. Include the number of animals you 
plan to use, the purchase price for the animals (if you need to purchase any), and 
your animal facility’s per diem care rate, if available. Details become exceedingly 
helpful if your animal care costs are extraordinarily large or small. For example, if 
you plan to follow your animals for an abnormally long time period and do not 
include per diem rates, the reviewers may think you have budgeted too much for 
animal costs and may recommend a budget cut [ 4 ].  

7.6.3.3     Publication Costs 

 The goal of research is to disseminate knowledge to bring about changes for the 
better. A research fi nding cannot have an impact unless it is published and reviewed. 
This could be a costly process, and thus, publication costs are important to be 
included in your proposal. In case of a new application, you can also delay publica-
tion costs until the later budget periods, once you have actually obtained data to 
share [ 4 ].  
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7.6.3.4     Consultant Services 

 Depending upon your project, you might require consultant support. For the NIH, con-
sultants differ from consortiums in that they may provide advice, but should not be 
making decisions for the direction of the research [ 4 ]. They generally charge a fi xed rate 
that includes both their direct and F&A costs; as a result, you do not need to report sepa-
rate direct and F&A costs for consultants. However, you have to submit their travel cost 
estimates. Additionally, consultants are not subject to the salary cap restriction; however, 
any consultant fee should meet your institution’s defi nition of “reasonableness” [ 4 ,  5 ].  

7.6.3.5     Specialized Computer Services 

 This is separate from the general computer and professional support provided by 
your institution. This includes specialized supercomputer and software charges 
which, if needed, should be mentioned in your budget request.  

7.6.3.6     Alterations and Renovations (A&R) 

 Setting    up the infrastructure of your lab can be costly; simple things like making 
room for a new piece of equipment can strain the budget. Fortunately, you can 
request these charges in the budget under alterations and renovations. A&R does not 
include general maintenance projects, which are handled under overhead or projects 
exceeding $500,000, which are considered as “construction” projects. As expected, 
justify your expenses and itemize by category. If A&R costs are in excess of 
$300,000, further limitations apply, and additional documentation is required [ 4 ].  

7.6.3.7     Research Patient Care Costs 

 This category includes costs for tests and procedures that are required only because 
the patient is participating in a research project and thus are not part of routine medi-
cal care. In general, only few NIH budgets request patient care expenses. In the 
event that your project involves both inpatient and outpatient expenses, you should 
mention the hospitals or clinics where care is to be rendered. You will also need to 
provide the details of how long you would be treating, number of patients enrolled, 
costs of treatment and diagnostic tests, etc. If both inpatient and outpatient costs are 
requested, the information for both of them are submitted separately [ 4 ].  

7.6.3.8     Tuition 

 If you have graduate students working for your project, you will have to provide 
your school’s tuition rates. Based on your institution’s stipend and tuition rates, you 
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may at times have to budget less than your institution’s full tuition rate in order to 
meet the graduate student compensation (equivalent to the National Research 
Service Award (NRSA) zero-level postdoctorate stipend level) [ 4 ].  

7.6.3.9     Avoiding Unallowable Costs 

 The NIH has a list of questionable items under the NIH Grants Policy that are not 
allowed. It is advisable to identify and remove them up front because if the NIH 
identifi es such an item, they will deduct it from your total award.    

7.7     Consortiums/Subawards 

 Some research projects are undertaken as consortiums between the university/aca-
demic institution and businesses. In this respect, the NIH grants funding support via 
the Small Business Technology Transfer (STTR program) or Small Business 
Innovation Research (SBIR) [ 4 ,  7 ,  8 ]. When using the detailed budget format in this 
case, each consortium included must have a separate budget form fi lled out. In addi-
tion, regardless of what cost principles apply to the parent grantee, the consortium 
is held to the standards of their respective set of cost principles. Consortium F&A 
costs are not included as part of the direct cost base when determining whether the 
application can use the modular format (direct costs <$250,000 per year) or deter-
mining whether prior approval is needed to submit an application (direct costs 
$500,000 or more for any other year) [ 4 ]. 

 If the consortium is a foreign institution or international organization, F&A for 
the consortium is limited to 8 %. If the consortium is with a for-profi t entity, such as 
a small business, the organization must have a negotiated F&A rate before they can 
charge F&A costs. A default small business rate of 40 % is only applicable to SBIR 
(R43 &R44) and STTR (R41 & R42) applications. In addition, each consortium 
should provide a budget justifi cation following their detailed budget. The justifi ca-
tion should be in addition to the primary grantee’s justifi cation and address those 
items that specifi cally pertain to the consortium [ 4 ,  7 ,  8 ].  

7.8     Predicting and Planning for the Future Years 

 The NIH does not expect your budget to foretell with accuracy what your expenses 
will be in a few years. However, they do expect an honest approximation of what 
your expenses might be. You can request an escalation factor for recurring costs 
in accordance with your institution’s policy, depending on the NIH’s budget 
appropriation. The NIH generally provides up to a 3 % escalation factor for recur-
ring costs for each future year. Consistent with the FY 2009 appropriation, the FY 
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2008 average cost of competing grants is allowed to increase by 3 % over FY 2008 
[ 9 ]. In general, NIH grantees are permitted to rebudget within and between budget 
categories to overcome unforeseen needs and to make other types of post-award 
changes. Some changes may be allowed at the grantee’s discretion as long as they 
are within the limits established by the NIH. In other cases, the NIH needs prior 
written approval [ 10 ].  

7.9     Budget for Industry-Sponsored Clinical Trials 

 Industry   -sponsored clinical trials and research are pivotal contributors to biomedi-
cal research. There is roughly $6 billion in industry-generated money for clinical 
trials worldwide annually; out of this, $3.3 billion goes to the US investigators [ 11 ]. 
Because of the potential of great monetary benefi ts, approximately three quarters of 
funding for clinical drug trials in the USA is sponsored by industry rather than the 
NIH [ 12 ]. Industry-sponsored research thus represents the key supply of funding for 
an increasing number of clinical investigators [ 11 ,  13 ].  

7.10     Understanding Ideological Differences 
Between You and the Sponsor 

 Sponsors and investigators view the proposed study very differently. The sponsors 
always will try to get the most out of the study by conducting it in the most expedi-
tious and inexpensive fashion, which has the potential of undermining a lot of 
important details. The sponsors view the clinical trial contract as a fi xed-price 
agreement. Thus, investigators are obliged to perform the task described in the con-
tract, despite having exceeded the original proposed budget. Thus, successful bud-
geting for the performance of an industry-sponsored clinical trial requires a thorough 
understanding of all possible eventualities [ 6 ]. Keeping this in mind, we try to 
explain how best to plan such a budget.  

7.11     Analysis of Direct and Indirect Costs 

 Similar to budgeting for NIH grants, it is again important to fi gure the direct and 
indirect costs at your institution, as it varies widely among institutions and countries 
(Tables  7.1  and  7.2 ). To thoroughly understand the direct and indirect costs associ-
ated with performing clinical research at a particular institution, the investigators 
should always fi rst conduct an internal cost analysis independent of a sponsor’s 
proposed budget.
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7.11.1        Institutional Review Board (IRB) Charges 

 Before embarking on any investigational study in the USA, IRB approval is required. 
A lot of investigator time and effort is used up in this process and is easily over-
looked or underestimated by the sponsor if not addressed in the budget. Furthermore, 
in the case of an industry-sponsored trial, it is not uncommon for a sponsor to amend 
the study protocol after initiation of a clinical trial, requiring additional IRB resub-
missions. Also investigators are required to notify the IRB of the occurrence of any 
serious adverse events (SAEs) throughout the study (even if they occur outside the 
investigator’s institution). This leads to additional expenses. Thus, it is important 
that the investigator requests all the time and labor costs related to IRB submissions, 
amendments, and reporting of adverse events [ 6 ].  

7.11.2     Facilities and Administrative Cost (Institutional 
Overhead) 

 Similar to NIH-sponsored research, most major academic centers demand an institu-
tional overhead of about 20–40 % of the total direct cost of the study. If an investigator 

  Table 7.1    Direct costs 
usually incurred for 
industry-sponsored research  

 Staff salaries and benefi ts (investigators, nurses, consultants, etc.) 
 Training costs 
 IRB costs 
 Study initiation charges 
 Charges incurred with FDA audits and adverse outcome reporting 
 Data storage costs 
 Equipment and supplies 
 Mailing and shipping charges 
 Investigational device or drug preparation fees 
 Screen failure, delay, or dropout contingency charges 
 Scientifi c meeting and travel charges 
 Patient follow-up charges 

  Table 7.2    Indirect costs 
usually incurred for 
industry-sponsored research  

 Accounting charges 
 Building maintenance 
 Laboratory and offi ce space maintenance and rent 
 Equipment wear and tear 
 Administrative costs 
 Utilities 

  In most research institutions, indirect costs are charged as a 
mandatory, fi xed fee which is usually 20–40 % of the total 
direct cost [ 6 ]  
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is at a site where indirect cost fees is not mandated by the institution, he/she should still 
budget for institutional overhead, as this money will be required to cover indirect costs 
such as rent, building maintenance, equipment depreciation, and basic utilities [ 6 ].  

7.11.3     Laboratory Test Costs 

 All major institutions offer investigators a reduced research rate for the performance 
of in-house tests. However, these costs generally only cover test performance; thus, 
make sure to budget for all other additional charges incurred in this process, like 
collection of the sample, storage, and shipping [ 6 ].  

7.11.4     Costs Associated with Preparation of the Investigational 
Device or Drug 

 Investigational drug and device studies may entail a variety of costs, including prep-
aration, storage, dispensation, and accounting. Funds should thus be budgeted for 
training of the ancillary staff on preparation and handling of the new device [ 6 ].  

7.11.5     Staff Salary and Training Charges 

 The major expense requested in a budget is for staff salary and training. The two points 
to remember are that this part of the budget is frequently over- or underestimated and 
that the charges vary from state to state. The staff involved range from consultants to 
investigators and nurses. The salaries requested should be commensurate to the amount 
of expertise and effort put in by each. The greater the complexity of a study, the greater 
the anticipated labor need, both in terms of the number of staff and salaried hours. It is 
also worthwhile to anticipate unforeseen charges, like collection of clinical data by 
staff at unusual hours when overtime rates may apply. Also anticipate and include 
charges such as those for device or drug preparation which could need costly consul-
tant services and cause fi nancial problems if not anticipated in advance [ 6 ]. 

 It is also desirable to request the sponsor to pay the immediate costs of study 
initiation.  

7.11.6     General Equipment and Supply Costs 

 This includes items such as phlebotomy supplies, centrifuges, freezers,  computers, 
software, and copy/fax machines. In addition to direct equipment and supply costs, 
one should also budget for indirect costs such as equipment  depreciation, extended 
service contracts, and secure patient record storage [ 6 ].  
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7.11.7     Patient Follow-Up 

 Since most clinical trials rely heavily on patient follow-up data, it is thus necessary 
to negotiate the cost of patient follow-up such as patient transportation, meals, and 
parking. Even if these expenses might be incurred later in the study, it is desirable 
to address them from the beginning [ 6 ].   

7.12     Budgetary Considerations for the Study Contract 

 The study contract for an industry-sponsored clinical trial profoundly infl uences the 
chances of success of your project. Thus, the study contract should address several 
important issues (Table  7.3 ).

7.13        Initiation Charges 

 The study contract should also specify a certain sum of money to cover the investi-
gator’s immediate costs (e.g., staff training) while initiating the protocol, and it is 
not uncommon to ask the sponsor to pay the full price of one to three completed 
patients up front to cover the immediate costs of study initiation (i.e., money to be 
paid to the investigator before the fi rst patient is enrolled) [ 6 ].  

7.14     Backup Plan for Sudden Termination of Study, 
Delay, and Dropout 

 The study contract should also lay down specifi cs that should the study be termi-
nated before enrollment of the fi rst patient, the investigator’s site will be compen-
sated to cover start-up costs, payable immediately after an appropriate written 
notice. Similarly, it is useful to include compensation if the start-up of the study is 

  Table 7.3    Important issues 
to be addressed in the study 
contract for industry- 
sponsored trials  

 1.  Specify the limits on the number of patients enrolled at 
your institution 

 2. Set up a payment schedule 
 3. Specify a start-up payment 
 4. Ensure charges for patient follow-up 
 5. Contingency in case of premature termination of study 
 6. Ensure funding for screen failures 
 7.  Contingency funds for Food and Drug Administration 

(FDA) audits 
 8.  Requesting charges for infl ation adjustment for studies 

spanning a number of years 
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delayed due to unforeseen reasons or for screen failures. Screen failures are 
patients who are enrolled into a study but are subsequently barred from, dropout 
of, or are unable to participate in the study (e.g., a patient is enrolled in a study for 
Left Ventricular Assist Device (LVAD) implantation for destination therapy but 
ends up getting a heart transplant).  

7.15     Ensuring Appropriate Number of Patients 
to Be Enrolled 

 Ensure that an appropriate number of subjects are being allowed to be enrolled at 
your institution as stated in the study contract. If the number expected is more 
than the anticipated volume at your institution, you will not be able to meet the 
contract expectations, and conversely if the number of subjects allowed are too 
small, then it is not worth your effort, as the amount of effort from an organiza-
tional standpoint is not very different up front whether you are enrolling 10 or 100 
patients [ 6 ].  

7.16     Reimbursement Timetable 

 It is very important to fi gure out in advance the reimbursement timetable as laid 
down in the study contract. This should address whether the payment is made at 
certain time intervals or at completion of study milestones. This is important 
because if a patient is lost to follow-up and as a result you cannot complete this 
milestone, then you need to address for this contingency. Furthermore, if your 
budgetary needs vary at different time intervals, then the compensation should 
refl ect this. 

 It is also desirable to require that the sponsor be willing to cover the costs of 
returning a patient to the study site or sending a nurse to a patient’s home for long- 
term follow-up if payment is dependent upon completion of specifi c milestones [ 6 ].  

7.17     Audit Charges 

 The Food and Drug Administration does not audit the vast majority of studies. 
However investigators who have conducted decisive studies, acquire a large number 
of patients in a trial, or have participated in various phases of the same study are 
more likely to be selected for an audit [ 6 ]. Thus, it is advisable to have a clause in 
the contract that addresses such an event.  

S. Omer et al.



93

7.18     Infl ation Adjustment for Studies That Span Over Years 

 It is also advisable to include an infl ation adjustment to the study contract for stud-
ies anticipated to last longer than 1 year, as the cost of providing health care services 
is likely to increase over time. 

 Execution of a study contract without addressing the issues discussed in this 
chapter may signifi cantly negatively impact the long-term budgetary goals of an 
otherwise well conceived study.  

7.19     Summary 

 Planning your budget well and trying your best to foresee what your future needs 
would be is one of the most important parts of your research project. The most bril-
liant ideas might not come to any fruition if there is no monetary support. It is thus 
worthwhile to spend some extra effort in formulating all the details about your 
projected expenses. This will require talking to the administration at your institution 
and more importantly, to other peers who have been through the process before. 
Once you get the fi rst few projects accomplished, then the process will become 
easier for you, as you will know how it works and even more importantly, the 
reviewers will take your proposals more seriously. Hopefully this discussion will 
get the reader better equipped with the challenges that he/she could face while pre-
paring a budget proposal.     
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8.1            Introduction 

 Biomedical research can be broadly defi ned as the systemic collection and analysis 
of data for the purposes of generating new knowledge that will relieve suffering and 
cure disease. Today, we understand that human subjects research must be conducted 
in compliance with federal statutes that are in place to ensure that all research activ-
ity is conducted ethically and follows the principles articulated in historical treatises 
such as the Nuremberg Code, the Helsinki Declaration, and the Belmont Report. 
For research involving drugs or devices, investigators also must comply with all US 
Food and Drug Administration (FDA) regulations relating to such research. This 
chapter will review the historical context under which these regulations were 
 developed, provide an overview of the current regulatory requirements that must be 
met to perform human subjects research, and offer some practical considerations for 
new academic investigators.  
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8.2     Historical Perspectives 

 Biomedical research on human subjects has been performed for centuries; perhaps 
one of the most celebrated examples of a prospectively conducted controlled clinical 
trial was the one performed by the Scottish physician James Lind aboard the HMS 
Salisbury in 1747. At that time scurvy, a condition that is now known to be caused 
by vitamin C defi ciency, was common in sailors who were at sea for extended peri-
ods of time and who did not have access to fresh fruits and vegetables, a major source 
of ascorbic acid. Mr. Lind had a strong interest in improving the health of British 
sailors and conducted a study to evaluate various remedies for this common but 
poorly understood condition. He assigned 12 sailors with the typical signs and symp-
toms of advanced scurvy to six groups of two each. They all received the same diet 
but, in addition, each cohort received a daily regimen of either a quart of cider, a 
teaspoon of sulfuric acid, six spoonfuls of vinegar, a cup of seawater, a drink of bar-
ley water, or two oranges and a lemon. The experiment lasted for 1 week until they 
ran out of fruit, but by that time, the fortunate sailors in the last group had demon-
strated dramatic improvement in symptoms. While this study exemplifi es how clini-
cal research can make meaningful and even dramatic discoveries that can eliminate 
suffering and cure disease, there are other unfortunate examples of clinical research 
that were conducted under unethical and even appalling circumstances that have 
provided the impetus for the development of our current regulatory infrastructure. 

 Beginning in 1932, the US Public Health Service conducted a 40-year clinical study 
to characterize the natural history of untreated syphilis in 600 indigent poorly educated 
rural black men in Macon County, Alabama. Study participants were enticed to partici-
pate by being told they would receive free health care from the US government, meals, 
and free burial insurance. Investigators never told the study participants that they had 
syphilis. Perhaps the most signifi cant breach of ethical conduct relates to the fact that 
researchers knowingly failed to treat study participants for their syphilis even after the 
validation in the early 1940s that penicillin was an effective cure for this condition. 
Even after penicillin had become the widely accepted standard of care for syphilis in 
the late 1940s, study investigators continued to withhold treatment and actively pre-
vented study participants from receiving it from other health facilities in the area. 

 In addition to that study, from 1946 to 1948, the US Public Health Service in 
collaboration with Guatemalan health authorities conducted a study in which pris-
oners, soldiers, and mentally ill patients in that country were deliberately infected 
with syphilis and other sexually transmitted diseases without obtaining informed 
consent. Although subjects were treated for their condition once infected, there was 
never any documentation of cure (  www.wikipedia.org/wiki/Syphilis_experiments_
in_Guatemala    , accessed 12-28-2012). 

8.2.1     The Nuremberg Code and Helsinki Declaration 

 Following World War II, the Nuremberg Military Tribunals were a series of 12 US 
military tribunals to prosecute war crimes against members of the leadership of 
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Nazi Germany that were perpetrated against prisoners of war including brutal medi-
cal experimentation. The tribunals were held in the Palace of Justice, Nuremberg, 
after World War II from 1946 to 1949. The Nuremberg Code is a set of research 
ethics that were derived as part of the verdicts of the trials and defi ne broad guiding 
principles for human experimentation. The Nuremberg Code includes such princi-
ples as informed consent and absence of coercion, properly formulated scientifi c 
experimentation, and benefi cence towards experiment participants. The 10 points of 
the Nuremberg Code are highlighted in Table  8.1  (  history.nih.gov/research/down-
loads/nuremberg.pdf    , accessed 12-27-2012).

   Table 8.1    Points of the Nuremberg Code (italics added)   

  1.  The  voluntary consent of the human subject is absolutely essential . The person involved 
should have legal capacity to give consent; should be so situated as to be able to exercise 
free power of choice, without the intervention of any element of force, fraud, deceit, duress, 
over-reaching, or other ulterior form of constraint or coercion; and should have suffi cient 
knowledge and comprehension of the elements of the subject matter involved as to enable 
him/her  to make an understanding and enlightened decision . This latter element requires 
that before the acceptance of an affi rmative decision by the experimental subject there 
should be made known to him the nature, duration, and purpose of the experiment; the 
method and means by which it is to be conducted;  all inconveniences and hazards 
reasonable to be expected ; and the effects upon his health or person which may possibly 
come from his participation in the experiment. The  duty and responsibility for ascertaining 
the quality of the consent rests upon each individual who initiates ,  directs or engages in the 
experiment . It is a personal duty and responsibility which may not be delegated to another 
with impunity. 

  2.  The  experiment should be such as to yield fruitful results for the good of society , unprocur-
able by other methods or means of study, and not random and unnecessary in nature. 

  3.  The experiment should be so designed and based on the results of animal experimentation 
and knowledge of the natural history of the disease or other problem under study that  the 
anticipated results will justify the performance of the experiment . 

  4.  The experiment should be so conducted as to  avoid all unnecessary physical and mental 
suffering and injury . 

  5.   No experiment should be conducted where there is a prior reason to believe that death or 
disabling injury will occur ; except, perhaps, in those experiments where the experimental 
physicians also serve as subjects. 

  6.  The  degree of risk to be taken should never exceed that determined by the humanitarian 
importance of the problem  to be solved by the experiment. 

  7.   Proper preparations should be made and adequate facilities provided to protect the 
 experimental subject  against even remote possibilities of injury, disability, or death. 

  8.  The  experiment should be conducted only by scientifi cally qualifi ed persons . The highest 
degree of skill and care should be required through all stages of the experiment of those 
who conduct or engage in the experiment. 

  9.  During the course of the experiment  the human subject should be at liberty to bring the 
experiment to an end  if he has reached the physical or mental state where continuation 
of the experiment seems to him to be impossible. 

 10.  During the course of the experiment  the scientist in charge must be prepared to 
terminate the experiment at any stage , if he has probable cause to believe, in the exercise 
of the good faith, superior skill and careful judgment required of him that a continuation 
of the experiment is likely to result in injury, disability, or death to the experimental 
subject. 
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   Subsequently, in the 1960s the Declaration of Helsinki was developed by the 
World Medical Association as a set of ethical principles regarding human 
 experimentation for the medical community. It is widely regarded as the corner-
stone document of human research ethics. It is not a legally binding instrument, but 
has been used as the basis for legal statues and regulations overseeing human 
 subjects research in numerous countries including the United States. The Declaration 
was originally adopted in June 1964 in Helsinki, Finland, and has since undergone 
multiple revisions. 

 Prior to the 1947 Nuremberg Code there were no broadly established principles 
that addressed the ethical aspects of human research. The Helsinki Declaration was 
based on the principles fi rst stated in the Nuremberg Code, with some modifi ca-
tions. For example, the Declaration promoted a broader defi nition of the need for 
informed consent from “absolutely essential” under Nuremberg to “if at all 
 possible”; research was allowed without consent where a proxy consent, such as a 
legal guardian, was available.  

8.2.2     The Belmont Report 

 As a result of the Tuskegee Study and infl uenced by the tenants of the Helsinki 
Declaration, the National Research Act was signed into law by Congress on July 
12, 1974. The Act authorized the creation of the National Commission for the 
Protection of Human Subjects of Biomedical and Behavioral Research. One of 
the charges to the Commission was to identify the basic ethical principles that 
should underlie the conduct of biomedical and behavioral research involving 
human subjects and to develop guidelines that should be followed to assure that 
such research is conducted in accordance with those principles. The fi nal report 
was issued in 1978 and was entitled  The Belmont Report :  Ethical Principles and 
Guidelines for the Protection of Human Subjects of Research ,  Report of the 
National Commission for the Protection of Human Subjects of Biomedical and 
Behavioral Research . It is commonly referred to as “the Belmont Report” and 
takes its name from the Belmont Conference Center in Elkridge, Maryland, where 
it was drafted  (  www.wikipedia.org/wiki/Belmont_Report    , retrieved 12-29-2012). 
The Belmont Report defi nes three principles described in Table  8.2  (   http://ohsr.
od.nih.gov/guidelines/belmont.html    )    .

   Table 8.2    Principles of the Belmont Report   

 1.  Respect for persons: Protecting the autonomy of all people (research subjects), treating them 
with courtesy and respect, and providing informed consent. Researchers must be truthful and 
conduct no deception 

 2.  Benefi cence: The philosophy of “do no harm” while maximizing benefi ts for the research 
project and minimizing risks to the research subjects 

 3.  Justice: Ensuring reasonable, nonexploitative, and well-considered procedures are 
 administered fairly—the fair distribution of costs and benefi ts to  potential  research partici-
pants—and equally 
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8.3         Regulation of Human Subjects Research 

8.3.1     The Code of Federal Regulations and Federalwide 
Assurance for the Protection of Human Subjects 

 In 1991, 14 federal departments and agencies joined HHS in adopting a uniform set of 
regulations for the protection of human subjects, identical to subpart A of 45 CFR part 
46 of the HHS regulations. This uniform set of statutes constitutes the Federal Policy for 
the Protection of Human Subjects, informally known as the “Common Rule.” The 
Offi ce for Human Research Protections (OHRP) was also established under the 
Assistant Secretary for Health in the Department of HHS; it is responsible for the pro-
tection of the rights, welfare, and well-being of research subjects in research conducted 
or supported by the US Department of Health and Human Services (  www.hhs.gov/
ohrp/about/index.html    ). The OHRP principally interacts with biomedical research insti-
tutions to ensure compliance with HHS regulations as described in Title 45, Part 46, 
Code of Federal Regulations (45 CFR 46). The Division of Education and Development 
provides guidance to individuals and institutions conducting HHS-supported human 
subjects research. The Division of Policy and Assurances administers the Federalwide 
Assurance (FWA) of compliance and registration of institutional review boards. 

 The FWA is applicable to any institution that is engaged in human subjects 
research that is conducted or supported by any US federal department or agency that 
has adopted the Common Rule. The institution must renew its FWA every 5 years, 
even if no changes have occurred, in order to maintain an active FWA. There are 
rare circumstances under which human subjects research is exempt from the 
Common Rule but almost all research conducted at academic biomedical research 
institutions is covered under the FWA. The FWA number may be needed for grant 
applications that involve human subjects research, and the number should be avail-
able to an individual researcher from the institutional Human Research Protection 
Offi ce (HRPO). A description of the elements of an FWA is listed at   www.hhs.gov/
ohrp/assurances/assurances/fi lasurt.html    . The FWA includes a statement from the 
institution that all human subjects research will be conducted ethically and that the 
rights and welfare of human research subjects will be protected. The principles are 
generally adopted from the Declaration of Helsinki and the Belmont Report. The 
institution must provide a description of procedures to ensure prompt reporting of 
any deviations of principles and policies to the institutional review board, the US 
federal department or agency conducting or supporting the research and OHRP.  

8.3.2     Institutional Review Boards 

 Under the FWA, an institution must constitute an Institutional Review Board (IRB) 
to review, approve, and provide oversight of human subjects research. The institu-
tion may be required to provide its written procedures regarding human subjects 

8 Regulatory Considerations in Human Subjects Research

http://www.hhs.gov/ohrp/about/index.html
http://www.hhs.gov/ohrp/about/index.html
http://www.hhs.gov/ohrp/assurances/assurances/filasurt.html
http://www.hhs.gov/ohrp/assurances/assurances/filasurt.html


100

research to the OHRP or any US federal department or agency conducting or sup-
porting research to which the FWA applies. Based on the 45 CFR 46, an IRB is 
required to (1) conduct initial and continuing annual reviews of research and report 
its fi ndings to the investigator and the institution, (2) determine which projects 
require review more often than annually and which need verifi cation from sources 
other than the investigator that no material changes have occurred since the previous 
IRB review, (3) ensure prompt reporting to the IRB of proposed changes to any 
research activity, and (4) ensure that proposed changes in approved research, during 
the period for which IRB approval has already been given, may not be initiated 
without IRB review and approval (except when necessary to eliminate apparent 
immediate hazards to the subjects). The last point is important in that it means that 
any investigator may deviate from the approved research plan if, in his or her judg-
ment, that deviation is essential to reduce an immediate risk to the subject.  

8.3.3     The Health Insurance Portability 
and Accountability Act (HIPAA) 

 In 1996, the Health Insurance Portability and Accountability Act (HIPAA), 
which codifi es rules regarding the security of protected health information (PHI) 
by medical practitioners and “covered entities,” added another layer of regulatory 
requirements to human subjects research. HIPAA compliance is required not only 
in everyday medical practice but in clinical research as well (  www.hhs.gov/ocr/
privacy/    , accessed 12-31-2012). Safeguards to ensure confi dentiality of PHI that is 
collected as part of a research activity are required by the institutional HRPO and 
are the investigator’s responsibility. The Privacy Rule is designed to protect an indi-
vidual’s identifi able health information while allowing researchers to have access 
to vital medical information that is necessary to their research activities. Currently, 
most research involving human subjects operates under the Common Rule and/or 
the Food and Drug Administration’s (FDA) human subject protection regulations. 
In clinical research activities, a part of the informed consent process must include 
a discussion of the investigator’s intention to collect PHI as an integral part of the 
study. IRBs will require an explicit plan that describes how the PHI will be col-
lected, stored, analyzed, and ultimately destroyed once the research activity is com-
pleted. Under certain circumstances, a waiver may be requested from the IRB to 
collect PHI without explicit informed consent (Table  8.3 ).

   Table 8.3    Conditions under which protected health information may be collected without 
informed consent   

 When the collection and use of PHI will pose no more than “minimal risk” to the individual 
and the investigators provide a plan to ensure that the information is properly collected, 
stored, analyzed, and ultimately destroyed 

 When the research could not practicably be conducted without the waiver 
 The researchers show that the use of PHI is essential for the success of the research 
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   Once requirements for investigator training have been completed, a clinical trial 
may be submitted to the IRB. Most AHCs have a two-tiered system of review; the 
initial review is typically performed at a departmental or center level before going 
to the IRB. Once a study has been approved, an investigator is responsible for its 
timely completion in compliance with the institutional requirements. These include 
appropriate screening and review of eligibility, informed consent, accurate and 
complete follow through of protocol design, accurate and timely completion of case 
report or study forms, timely submission of annual reviews, and formal study clo-
sure at completion.  

8.3.4     Food and Drug Administration and Clinical Research 

 Just as there were abuses in clinical research experiments that led to the develop-
ment of the modern regulatory structure in which clinical research is conducted, 
both deliberate and reckless tragedies with drugs and devices occurred throughout 
the early parts of the twentieth century, from which evolved the Food and Drug 
Administration’s (FDA’s) modern role in the regulation of drugs and devices. 
Although it has been amended more than a hundred times since its passage, the 
1938 Federal Food, Drug, and Cosmetic Act underpins the current regulations. 
Where clinical research involves drugs or devices, both FDA regulations and HHS 
regulations on human subjects research must be followed. While in many cases, the 
FDA and OHRP require the investigator to meet the same standards to satisfy both 
sets of regulations, an investigator needs to be aware that differences exist, and the 
investigator is still responsible for following both sets of regulations. 

 The US FDA requires an investigational new drug application (IND) or investi-
gational device exemption (IDE) from an investigator or a sponsor (industry or col-
laborative group) under the following conditions:

•    If the research is designed to establish a new marketing indication  
•   If the research is designed to establish a new dose or route of administration  
•   If the research is designed to defi ne a new patient population not currently 

identifi ed  
•   Signifi cant change in the promotion of an approved drug    

 The purpose of an IND or IDE is to assure that research subjects will not be sub-
jected to unreasonable risk. Within the FDA the Center for Drug Evaluation and 
Research (CDER) is the entity that is responsible for oversight of new drug evalua-
tion prior to marketing. The Center for Devices and Radiological Health (CDRH) is 
responsible for regulating organizations or entities that manufacture, repackage, 
relabel, or import medical devices sold in the United States. If an investigator is 
unsure as to whether or not an IND or IDE is required, the institutional HRPO or 
FDA should be consulted. The FDA’s regulations regarding the conduct of clinical 
research are defi ned in the CFR Title 21 and are in place to ensure compliance with 
Good Clinical Practices (GCPs) (Table  8.4 ). The FDA has oversight of clinical 
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studies that involve an IND or IDE and actively monitors to ensure compliance with 
study design. Informed consent violations continue to be the most serious violation 
identifi ed by the FDA.

   The concepts associated with GCPs include the ethical considerations introduced 
above, along with several points of detail in how to design and conduct protocols. The 
International Conference on Harmonization refl ecting jointly recognized standards 
by US, European, Japanese, and other regulatory agencies are embodied in a Guidance 
for Industry (E6 Good Clinical Practice: Consolidated Guidance) available through 
  http://www.fda.gov    . Although it is true that exploratory protocols by academic 
researchers are frequently not at a stage where a clinical trial outcome will result in a 
regulatory approval of a drug, biological, or device, many institutions require all 
treatment protocols to follow GCP guidelines. Also, even in the absence of institu-
tional requirement for GCPs, in the event the researcher is audited by the FDA or by 
a prospective corporate partner for further investment in the idea, clear evidence of 
following GCPs will increase enthusiasm for the credibility of the fi ndings, and in the 
case of an FDA audit, avoid a publicly available citation for failure to follow GCPs.  

8.3.5     Good Manufacturing Practices 

 Surgical physician-scientists frequently are focused on ultimately applying a local 
treatment or delivery approaches involving a drug or biological agent (e.g., virus, 
DNA construct, engineered cell). Frequently these materials may be derived from 

   Table 8.4    Elements of study conduct according to Good Clinical Practice   

 IRB and ethical study conduct 
  Informed consent 
  Eligibility criteria defi ned and changed only with IRB approval mechanism 
 Qualifi cations of investigators: Physician should be PI and assume responsibility for clinical 

consequences and follow-up of consequences of drug, biologic agent, or device action 
 Use of investigational materials under an IND or equivalent certifi cation of Good Manufacturing 

Practice (GMP) 
 Adequate resources including space for conduct of trial and ancillary personnel to assume 

responsibility for research as opposed clinical care demands 
 Compliance with protocol: Deviations permissible ONLY to eliminate immediate prospect 

of harm to subject or relate to logistical or administrative aspects of trial 
 Compliance with protocol: Auditing system to assure proper entry of data into paper or electronic 

case report forms vs. original source documents. This is referred to as a quality control 
system 

  Defi ne independent data safety monitoring committee or process for all greater than minimal 
risk trials 

 Defi nition of an adverse event collection and reporting system, with defi nition of critical events 
reportable to sponsor, and IRB outside of routine (i.e., at least annual) reporting periods 

 Accountability for receipt and use of investigational products (drugs/biologicals) according to 
specifi cations appropriate for investigational agent (contained in its IND application) or 
manual of use (devices) 
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an academic laboratory. In order to comply with GCPs, such materials that are not 
already approved and available for clinical use require an IND (Investigational New 
Drug) application. Materials used under an IND must be manufactured under Good 
Manufacturing Practices (GMP). 

 GMP includes the process of providing a complete description of the agent. In 
the case of a drug, this is usually a chemically defi ned structure. In the case of bio-
logicals, focus on purity and potency of the product is key where molecular defi ni-
tion is not possible. The manufacturing process must assure that there is no 
reasonable likelihood of contamination of the fi nal product with chemically or bio-
logically injurious contaminants and that a process for serial monitoring of stability 
of the investigational agent under the proposed conditions of storage is in place. 

 Of particular relevance to biological agents is a characterization of cell lines that 
may have been used in their manufacture with respect to viral or other microbiologi-
cal contamination; the relation of the cells expanded during manufacture to a master 
cell bank usually derived from a well-characterized (by sequence) nucleic acid 
construct- transfected or antigen producing cell type. In particular, if allogeneic cells 
are to be introduced into a human host, strategies to prevent their replication or 
production of recombinant infectious agents must be considered. This includes the 
development of “release criteria” for use in human clinical activities of a cellular 
product. In the event the cellular product is derived by culture from the patient’s 
own autologous cells, careful defi nition of the conditions of expansion of the cel-
lular product, monitoring for infectious agents appearing during processing, and 
time between completion of processing and use should be clearly delineated. All 
aspects related to production of the biological product should be described in a way 
that allows audits to assure quality of product use, and in the event of an adverse 
event, facilitate review of product integrity as it may be related to the clinical 
experience.  

8.3.6     Investigator Responsibilities 

 The regulations described above place responsibilities on many parties: a drug or 
device manufacturer (to produce the drug or device under study in compliance with 
regulations), the sponsor of the study who may or may not be the manufacturer 
(to oversee the proper conduct of a study), an investigator’s institution (to maintain 
an FWA and assure that either an internal or external IRB oversees the study), the 
IRB (to review the research both initially and while ongoing), and fi nally on the 
investigator. An investigator must fi rst and foremost comply with institutional 
requirements that ensure there is adequate training regarding an investigator’s 
responsibilities and the principles of human subjects research. In most academic 
health centers, those requirements are described within the institutional HRPO’s 
website. Many centers use the Collaborative Institutional Training Initiative (CITI) 
program to fulfi ll investigator training. The Collaborative Institutional Training 
Initiative (CITI) was established in March 2000 as a collaboration between the 
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University of Miami and the Fred Hutchinson Cancer Research Center to develop a 
web-based training program in human research protection. Currently, content for 
the program comes from ten centers, and it includes numerous modules on various 
dimensions of human research. New investigators are required to pass the basic 
modules, and then depending on the nature of the investigator’s research activities, 
additional modules may be required (  www.citiprogram.org    , accessed 12-31-2012). 

 Once an investigator has received the training appropriate to conduct research, 
the investigator then takes on additional responsibilities related to the specifi c 
research. The investigator must obtain all institutional approvals for human subjects 
research, then must obtain IRB approval for the research. If the investigator is writ-
ing the clinical trial protocol or manufacturing the drug or device, the investigator 
then also has sponsor and/or manufacturer requirements to comply with all appli-
cable HHS and FDA regulations. 

 Adverse event data collection is probably one of the most time-consuming and 
confusing parts of any human subjects research project. The sponsor, the FDA, the 
NIH or other funding agency, the IRB, and the Data & Safety Monitoring Board for 
the study are all likely to have slightly different reporting requirements, and the 
investigator has to comply with all of them.  

8.3.7     Practical Considerations for New Investigators 

 With the time pressure on new academic faculty members, navigating the many 
levels of approval necessary prior to initiating research can be daunting. An 
investigator should fi nd out before even beginning to work on a research project 
what approvals are needed at the specifi c institution and what deadlines have to 
be met to obtain those approvals. An investigator should also determine what 
resources the institution has to help obtain those approvals, such as regulatory 
coordinators, IRB staff members, and/or investigator training specifi c to the 
institution. 

 Conducting clinical research requires an investigator to operate under a stiffer set 
of rules than necessary when managing only the clinical care of a patient. However, 
many new investigators confuse what is acceptable in clinical practice with what is 
required for research. For instance, unless special permission is obtained from an 
IRB in advance, informed consent for research may only be obtained in writing, in 
a language understandable to the participant, by the participant. This means that 
unlike clinical practice, without explicit permission from an IRB, oral consent is not 
adequate; a translator may not translate consent orally for a participant; and the next 
of kin or power of attorney may not give consent. Being cited by any regulatory 
body for failing to obtain valid informed consent is a serious violation and can result 
in the data being ruled unusable. 

 In clinical practice a physician has greater leeway to make substitutions and 
adjust to the realities of the moment. If a protocol, however, specifi es a particular 
gauge needle, a particular supportive care medicine or a specifi c type of tube for a 
blood draw, any substitution is a protocol deviation even if the substitution has no 
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clinical or scientifi c relevance whatsoever, and an auditor will still have to cite the 
investigator for the deviation. Many problems can be avoided by thinking carefully 
about what details to insert into a protocol. An investigator should provide only 
those details that actually impact the conduct of the research. If certain antiemetics 
should be avoided due to interactions with a drug used in the study, by all means the 
investigator should prohibit them, but if any antiemetic will do, then specifying the 
particular one only creates the potential for deviations. 

 Many new investigators have diffi culty assessing precisely when their review of 
patient records crosses the line into research that requires IRB approval. Even when 
patients are the investigator’s patients or his/her practice group’s patients, an inves-
tigator can still be cited for conducting human subjects research without IRB 
approval if the review of records extends beyond that needed for clinical care. A 
new investigator therefore needs to fi nd out up front the institution’s defi nition of a 
case report or case series and when the institution’s IRB requires approval before 
the investigator can publish. Also, valid internal quality control projects can easily 
transition into research requiring IRB approval. For example, an investigator may 
be reviewing all cases in the practice group to determine if standardizing SOPs for 
the group could result in lower costs. In the midst of doing so, the investigator may 
realize that applying those SOPs results in better outcomes for the patients, and 
those results might be useful to physicians at other institutions. At this point, the 
investigator should submit an IRB application so that the data can be further ana-
lyzed and the results can ultimately be published.   

8.4     Conclusions 

 Regulatory requirements in human subjects research have evolved from guiding 
principles designed to protect the rights and welfare of the research subject. 
However, they also serve to protect the investigator and the integrity of clinical 
research. In this way, clinical research has the best likelihood of providing meaning-
ful new discoveries that will relieve suffering and cure illness.     
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9.1            Introduction 

 The publication of investigative efforts is a critical metric for promotion of tenure- 
track faculty, making it a necessity for success in an academic surgical career. More 
importantly, there are ethical imperatives to publish the results of clinical trials 
involving human subjects. Published results allow for the dissemination of fi ndings 
that may improve patient care and outcomes. Patients who participate in clinical 
trials often do so with little realistic possibility of benefi t from involvement with the 
trial, particularly in phase I and II trials [ 1 ,  2 ]. Their heroic sacrifi ce merits recogni-
tion in the form of publication of the data to which they contributed for the benefi t 
of others. Given the current era of research budget constraints, it is all the more 
important to prevent duplicative investigative efforts by publishing work that has 
already been done. Failing to publish trial results contributes to bias in the overall 
body of literature on a given topic [ 3 ,  4 ]. This is particularly true for negative results 
[ 5 – 7 ]. This makes subsequent meta-analyses and systematic reviews diffi cult to per-
form and less informative [ 8 ,  9 ]. Finally, the knowledge gained from publishing 
the results of the trial do not necessarily relate to the results themselves, but rather 
to the methodological approaches and challenges that may be of interest to others 
in the same or similar lines of research [ 10 ].  
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9.2     Before the Trial Begins 

 Much of the work of publishing a clinical trial begins long before the writing phase. 
Requisite to a good write-up is good study design. Though beyond the scope of this 
chapter, the importance of sound study design cannot be overemphasized. 

 All human subjects trials involving interventions with drugs, biologics, and 
devices, with few and very limited exceptions, must be registered with ClinicalTrials.
gov [ 11 ]. Section 801 of the Food and Drug Administration Amendments Act pro-
vides details about exceptions to the mandatory reporting requirement, though uni-
versal registration for clinical trials should be encouraged [ 12 ]. It also stipulates 
that, in general, it must be registered no later than 21 days after the fi rst participant’s 
enrollment. In addition, the International Committee of Medical Journal Editors 
(ICMJE) endorses the registry of clinical trials by making it mandatory for consid-
eration for publication in most reputable journals [ 13 ]. Finally, there are civil mon-
etary fi nes and the possibility of suspending and/or withholding federal research 
funds for compliance failure. Aside from the important ethical and scientifi c reasons 
for mandatory registry, the site, as it is a publicly available database, can be an 
important source of information for potential study subjects and referring physi-
cians, which may facilitate subject recruitment. 

 Before the study begins, commit to publishing the study, irrespective of the tri-
al’s results. The Trial and Experimental Studies Transparency (TEST) Act that is 
before the US Congress at the time of this chapter’s writing will likely strengthen 
the FDA’s Section 801 requirements by broadening the scope of studies that must 
register with ClinicalTrials.gov, placing deadlines on when studies must be pub-
lished following trial completion, and requiring more trial results to be reported to 
the registry [ 14 ,  15 ]. 

 If the study is sponsored by industry, particular attention must be paid to the col-
laborative research agreement that is signed between the industry sponsor and the 
institutions and investigators carrying out the research. The conditions of the agree-
ment must be ethical and agreeable to all parties involved, particularly regarding 
data and editorial control. Individual pharmaceutical companies often have guide-
lines on collaboration with academia in clinical trials freely available on the web 
and ought to be reviewed prior to entering any sort of agreement, as well as details 
of the individual agreement [ 16 ,  17 ]. Most importantly, ensure that the investiga-
tors, and not the sponsors, retain control over the data and the content of the manu-
script. The ICMJE has taken a strong stand on this point [ 18 ]. In addition, while 
most agreements require that the sponsor be able to review the content of the study, 
a limit to the amount of time that they have to do so may prevent intentional and 
unintentional delays in submitting the manuscript for publication in the case of dis-
appointing results. 

 Authorship can be a challenging subject to discuss, but the conversation is made 
much easier when it is done prior to beginning the trial. Authorship, including the 
efforts necessary to achieve authorship, should be agreed upon as early as possible. 
To be considered an author, an investigator must have meaningful involvement in 
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the trial design, conduct, data management and analysis, writing, and editing. 
Specifi cally, authorship should be “based on (1) substantial contributions to concep-
tion and design, acquisition of data, or analysis and interpretation of data; (2) draft-
ing the article or revising it critically for important intellectual content; and (3) fi nal 
approval of the version to be published. Authors should meet conditions 1, 2, and 3” 
[ 19 ]. Inappropriate authorship, be it honorary or ghost authorship, is not consistent 
with sound research ethics and should not happen. Finally, all coinvestigators must 
be up-front about confl icts of interest, fi nancial or otherwise, in a timely and trans-
parent manner. While defi nitions and reporting requirements vary across journals, 
most reputable journals have specifi c policies on confl ict of interest available for 
public review [ 20 ]. 

 Prior to beginning a study of human subjects, the investigators must obtain 
approval from their institutional review board (IRB). For multicenter trials, approval 
from each sites’ IRB is required, and approval from one is insuffi cient to cover the 
other sites. Whether or not informed consent is required from study subjects depends 
on the nature of the study. Waiver for consent in clinical trials is most commonly 
seen in the setting of emergency research and quality improvement initiatives; how-
ever, the IRB rather than the individual investigator ultimately makes that decision. 
Documentation of IRB approval or waiver for informed consent is necessary. 
Increasing scrutiny is being placed on investigators on this topic and medical jour-
nals are more consistently requiring this documentation [ 21 – 23 ].  

9.3     Conduct of the Trial 

 In the conduct of a clinical trial, the study team must maintain meticulous documen-
tation of events and results throughout the course of the trial. Transparency with all 
institutional, state, and federal regulatory agencies and reporting adverse events and 
protocol deviations in a timely and open manner will prevent damaging allegations 
of misconduct and prevent the trial from being shut down prematurely. The conduct 
of the trial must proceed exactly as outlined in the study protocol and approved IRB 
application. All changes to the protocol must be IRB-approved, and substantive 
changes should be noted in the manuscript that is submitted for publication. 

 All clinical trials are required to have monitoring for safety. The nature of that 
monitoring “should be commensurate with risks” to the participants [ 24 ]. A formal 
Data and Safety Monitoring Board is generally needed for any controlled trial that 
evaluates mortality or major morbidity as an endpoint, is a multicenter trial, is 
intended to provide defi nitive information regarding the safety and effi cacy of an 
intervention and/or if there are serious concern for study subject safety, whether it 
is the nature of the study population, the intervention being studied, or both [ 25 ]. 
The DSMB should be comprised of experts, including a statistician, a clinician with 
knowledge relevant to the condition being evaluated in the trial, and an expert in the 
medical specialty associated with the major potential adverse events of the interven-
tion. The DSMB’s main tasks are to evaluate periodically the results of the trial for 
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decisions on effi cacy and to evaluate continuously for safety. The DSMB must be 
independent of those running the trial and, in the case of industry sponsorship, inde-
pendent of the sponsor. The independence requirement and documentation to that 
effect are increasingly expected to be reported to the journals [ 26 ]. In addition, the 
monitoring plan and statistical adjustments to prevent infl ation of type I error should 
be determined prior to starting the trial.  

9.4     Analysis 

 The primary endpoints that are analyzed and presented must be consistent with 
what was registered on ClinicalTrials.gov. In two separate studies, nearly one-third 
of trials that had adequately registered the intended primary outcomes resulted in a 
publication that presented a different or discrepant primary outcome, most often one 
with a statistically signifi cant result [ 27 ,  28 ]. Any post hoc analyses should be 
clearly described as such. As with multiple subgroup analyses and post hoc analy-
ses, a lack of consistency with reporting primary outcomes determined a priori 
introduces a signifi cant risk of type I error, often in favor of the intervention being 
tested when, in fact, the signifi cance is completely random [ 29 ]. 

 It is good practice to have an independent statistician reviewing the statistical 
software code, the statistical approach, and the interpretation to ensure that all are 
appropriate and accurate. In addition, many journals will require statistical review 
by their own in-house statistician prior to publication.  

9.5     Writing 

 One of the goals of publication is to allow for reproducibility of the fi ndings; accord-
ingly, a clear explanation of what was done during the conduct of the trial is critical. 
In addition, clear and concise writing can make the difference between acceptance 
in a high impact factor journal and a lower impact factor journal. Specifi c guidelines, 
such as the Consolidated Standards of Reporting Trials (CONSORT) 25-item check-
list (Fig.  9.1 ), have been developed that can be helpful during the writing process for 
randomized clinical trials to ensure clarity and reproducibility [ 30 ]. In addition, the 
ICMJE has detailed guidance on the content of manuscripts for clinical trials [ 31 ].

   In general, the manuscript should focus on what is novel about the study and 
what it adds to the body of medical literature. Write clearly and succinctly, with 
minimal jargon, and keep in mind the journal’s target audience. For this reason, 
many investigators choose the journal to which they will be submitting their manu-
script prior to beginning the writing. When choosing a journal, it may be helpful to 
review back issues to get a sense of whether or not the trial is consistent with the 
topics covered by the journal. Asking more senior colleagues for recommendations 
or contacting journal editors directly can be helpful in gauging a journal’s interest 

B.J. Orandi et al.



111

in and likelihood of publishing the trial results. Every major journal has their author 
instructions freely available on their prospective website. Follow those instructions 
regarding length and format exactly as they are stated. Failure to do so may result in 
rejection of the manuscript without further review. 

 For those whose primary language is not English, it may be necessary to utilize 
a professional editing service or to enlist the help of coauthors or colleagues with a 

  Fig. 9.1    CONSORT 2010 checklist of information to include when reporting a randomized trial         

CONSORT 2010 checklist

Section/Topic
Item
No Checklist item 

Reported
on page No 

Title and abstract
1a Identification as a randomi sed trial in the title
1b Structured summary of trial design, methods, results, and conclusions (for specific guidance see 

CONSORT for abstracts)Introduction
2a Scientific background and explanation of rationaleBackground and 

objectives 2b Specific objectives or hypotheses

Methods
3a Description of trial design (such as parallel, factorial) including allocation ratio  Trial design
3b Important changes to methods after trial commencement (such as eligibility criteria), with reasons 
4a Eligibility criteria for participantsParticipants
4b Settings and locations where the data were collected 

Interventions 5 The interventions for each group with sufficient details to allow replication, including how and 
when they wereactually administered 

6a Completely defined pre-specified primary and secondary outcome measures, including how and 
when they were assessed  

Outcomes

6b Any changes to trial outcomes after the trial commenced, with reasons
7a How sample size was determinedSample size
7b When applicable, explanation of any interim analyses and stopping guidelines 

Randomisation:
8a Method used to generate the random allocation sequence Sequence

generation 8b Type of randomisation; details of any restriction (such as blocking and block size)
Allocation

concealment
mechanism

9 Mechanism used to implement the random allocation sequence (such as sequentially
 numbered containers), describing any steps taken to conceal the sequence until interventions 
were assigned

Implementation 10 Who generated the random allocation sequence, who enrolled participants, and who assigned 
participants to interventions

Blinding 11a If done, who was blinded after assignment to interventions (for example,participants, care 
providers,those   

assessing outcomes) and how
11b If relevant, description of the similarity of interventions
12a Statistical methods used to compare groups for primary and secondary outcomes Statistical methods
12b Methods for additional analyses, such as subgroup analyses and adjusted analyses

Results
13a For each group, the numbers of participants who were randomly assigned, received intended

treatment, and were analysed for the primary outcome   
Participant flow(a
diagram is strongly 
recommended) 13b For each group, losses and exclusions after randomisation, together with reasons 

14a Dates defining the periods of recruitment and follow-upRecruitment
14b Why the trial ended or was stopped

Baseline data 15 A table showing baseline demographic and clinical characteristics for each group
Numbers analysed 16 For each group, number of participants (denominator)  included in each analysis and whether the

analysis was by original assigned groups 
17a For each primary and secondary outcome, results for each group, and the estimated effect size and its 

precision (such as 95% confidence interval) 
Outcomes and 
estimation

17b For binary outcomes, presentation of both absolute and relative effect sizes is recommended
Ancillary analyses 18 Results of any other analyses performed, including subgroup analyses and adjusted analyses,

distinguishing pre-specified from exploratory 
Harms 19 All important harms or unintended effects in each group (for specific guidance see CONSORT

for harms) Discussion
Limitations 20 Trial limitations, addressing sources of potential bias, imprecision, and, if relevant, multiplicity of

analyses
Generalisability 21 Generalisability (external validity, applicability) of the trial findings
Interpretation 22 Interpretation consistent with results, balancing benefits and harms, and considering other relevant

evidence
Other information
Registration 23 Registration number and name of trial registry
Protocol 24 Where the full trial protocol can be accessed, if available
Funding 25 Sources of funding and other support (such as supply of drugs) role of funders  
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strong command of the English language. Be sure that there is no patient- identifying 
information in the manuscript. Many journals offer online supplements/appendices 
to the printed article. Take advantage of this chance to ensure transparency and 
reproducibility of the research. 

 The title should be descriptive of the study design and the scientifi c question 
being asked. If the trial is a randomized controlled trial, then that should be stated 
in the title. Avoid catchy titles and puns—these are best reserved for other set-
tings, such as editorials. Typically, the rest of the manuscript will contain the 
abstract, introduction, methods, results, discussion, and funding/disclosures 
section. 

 Often it is best to write the abstract after completing the rest of the manuscript. It 
should begin with one or two sentences describing the context and importance of 
the trial, followed by a general overview of the methods of the trial. The results 
component of the abstract should specifi cally state the fi ndings of the prespecifi ed 
primary outcome. The conclusion should offer interpretation of the fi ndings and 
their signifi cance. The overall direction of the manuscript, from introduction to the 
discussion sections, should parallel what is written in the abstract. 

 The introduction of the manuscript should not be a thorough literature review, 
nor should it describe what is already well known by the readership. Rather, it 
should adequately provide the context and frame the motivation for undertaking the 
trial. The hypothesis should be stated clearly and unambiguously. 

 The methods section should be explicit about the trial design, the primary and 
secondary outcomes, and the arms of the study. Clearly defi ning the inclusion and 
exclusion criteria allows the reader to draw appropriate conclusions regarding the 
study’s external validity. The randomization process, sample size calculations, and 
statistical analysis methods should be delineated in the methods section. To describe 
the study simply as “randomized” without further information is inadequate report-
ing. The details of the randomization process are important for the reviewers and 
readers to determine the possibility of bias, particularly selection bias. Whether 
patients were placed in a study arm by random assignment, through randomized 
blocks, or an adaptive allocation processes must be described, as should any strati-
fi cation strategies that were employed. Allocation concealment, if any, from patients 
and or study staff should be described as well. Measures taken to reduce bias in the 
randomization and allocation concealment process strengthen a study’s internal 
validity, and surprisingly, many authors fail to report them even when they were 
performed [ 32 ]. 

 The results should begin by accounting for all patients in the study, most often in 
the context of a fl ow diagram. Baseline demographics of the subjects in the various 
study arms should be described. The results of the analyses that were prespecifi ed, 
including the primary and secondary outcomes, are to be presented in this section. 
Any other analyses should be presented here as well, but their post hoc status should 
be clearly stated. Any deviations from the trial protocol and/or usual practice should 
also be explained. 

 The discussion section should begin with a brief summary of the fi ndings of the 
study, followed by a comparison of the fi ndings with those of other previously 
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published studies. Conclusions drawn about the study must be consistent with the 
results of the trial. Avoid the tendency to over-extrapolate the study’s implications. 
An honest appraisal of the trial’s limitations and strengths should be delineated in 
this section as well. 

 Images, fi gures, and tables represent an opportunity to express the components 
and fi ndings of the study in a visual manner. Data are often more easily presented 
visually than in text and are remembered better by the reader. In fact, many readers 
(as well as reviewers and editors) focus on these and the abstract before or in place 
of reading the text, underscoring the importance of making them as visually com-
pelling as possible. Numerous texts and articles have been published on the effec-
tive presentation of data, and the reader is referred to them for in-depth details 
[ 33 – 36 ]. Figure  9.2  demonstrates examples of good and bad visual displays of data. 
In general, the fi gures should be clear, as simple as possible to convey effectively 
the intended message, be of high resolution, and be submitted in the target journal’s 
preferred format. Some journals will allow color printing, but may charge the 
authors for that amenity. Figures ought to be stand-alone, meaning that the reader 
should be able to understand the investigator’s message without having to read the 
rest of the article.

   References are most easily handled with the reference management software of 
the author’s choice. There are many options on the market of varying capabilities 
and price, and most allow the user to choose the reference style to be consistent with 
the target journal’s requirements, avoiding the hassle of manually reformatting 
them. 

 During the writing process, the help of a trusted colleague who is not intimately 
involved in the trial can be invaluable. For those immersed in the details of a trial, 
some aspects may seem clear or obvious, but that may not be true for those who 
have not read the protocol and been involved in the trial. A colleague’s feedback 
about the level of detail provided in the manuscript and the clarity of the writing 
can help point out areas worthy of a more careful explanation. It goes without say-
ing that a thorough review for grammar and spelling, ideally by more than one 
person, is mandatory prior to submitting the manuscript. While the authors will 
have a chance to review proofs prior to publication, inattention to spelling and 
other grammatical details may raise questions in the reviewer’s minds as to the 
investigators’ attention to details in the planning, conduct, and analysis of the trial 
as well. 

 While most people recognize that copying text verbatim from someone else’s 
work without utilizing quotation marks constitutes plagiarism, fewer recognize that 
plagiarism is the use of another’s words or ideas without appropriate attribution or 
permission. There are various forms of plagiarism, including plagiarism of ideas; 
plagiarism of text verbatim; mosaic plagiarism, which involves weaving one’s own 
words and ideas into those of another without proper citation; and self-plagiarism 
[ 37 ]. Perhaps under-recognized by researchers, utilizing one’s own previous work 
without appropriate citation is considered plagiarism. The availability of software 
today allows journals to easily and accurately identify plagiarism. At best, it can 
result in a delay in publication or manuscript rejection, though it constitutes 
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  Fig. 9.2    Poor and good examples of visual displays of fi ctitious data. Panel  a  displays survival 
data, but the fi gure is mostly empty space. The title is not descriptive, and the legend and the axes 
lack captions. Panel  b  displays the same data; however, instead of displaying survival, death data 
are shown, which, in this case, allows for better use of space. In addition, the legend and title are 
more descriptive. The axes have captions, and the P value for the difference between curves is 
displayed. In pane  c , there are abbreviations used that are not described in the fi gure. The fi gure 
lacks a title, there is unnecessary use of three-dimensional effects, and the data are displayed in a 
way that does not allow the reader to determine the incidences of the complications. The use of 
color may not be helpful when printed in  black  and  white . Panel  d  has a title, avoids unexplained 
abbreviations, will be helpful for the reader when printed in  black  and  white , and allows the reader 
to determine the individual complication rates and still compare between repair type         
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academic misconduct and can have even more dramatic ramifi cations for the 
offender. A thorough understanding of plagiarism is key to preventing it.  

9.6     Responding to Reviewers 

 Very rarely is a manuscript accepted as is without revisions. Successful publications 
often will have required at least one round of revisions. Receiving criticism from 
the reviewers can be frustrating; however, the feedback should be viewed as an 
opportunity to improve the manuscript. Keep in mind that reviewers take the time 
out of their busy schedules to offer this feedback, and they are not compensated to 
do so. Be appreciative of their time and efforts. When responding, be sure to respond 
to every single point thoroughly and diplomatically.  
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9.7     Commit to Publishing and Do So in a Timely Manner 

 Regardless of the results of the trial, commit to publishing them. For previously 
enumerated reasons, there are ethical grounds for publishing the results of human 
subjects research, particularly clinical trials. Several studies have confi rmed that 
only approximately half of all clinical trials are eventually published several years 
after completing the trial [ 38 ,  39 ]. Trials with null results are even less likely to be 
published, and for those that are, the delay is even longer than for trials with positive 
fi ndings. The onus is on investigators to publish the results in a timely manner, irre-
spective of what they are.  

9.8     Making the Dataset Publicly Available 

 There is an increasing push by federal funding agencies and medical journals for 
investigators to make their datasets publicly available following the conclusion of 
the trial and the publication of its results. If that is to be done, the data must be 
cleansed of all potential identifying information [ 40 ]. The following is a non- 
exhaustive list of potential patient identifi ers that may need to be removed before a 
dataset can be made available to others:

•    Name, including initials  
•   Birth date  
•   Any date associated with a patient (other than the year)  
•   Address, including partial or full zip code  
•   Email address  
•   Telephone/fax number  
•   Social security number  
•   Medical record number  
•   Account number  
•   Medical device identifi cation/serial numbers  
•   Identifying photograph  
•   Biometric data  
•   Certifi cate/license numbers    

 Particular care should be taken for rare diseases or any other unusual circum-
stances that might make a patient identifi able.  

9.9     Conclusion 

 The publication of a clinical trial is the culmination of tremendous intellectual and 
administrative efforts. While the planning, conduct, and analysis of the trial are 
associated with signifi cant time and cost burdens, the publication process can be no 
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less challenging, though improved patient care, contribution to medical knowledge, 
and enhanced career success are rewards that make it well worth the effort.     
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10.1            Introduction 

 The approval processes in the United States for new drugs and devices intended to 
treat a medical condition share similarities; however, they routinely take different 
regulatory routes. The approval process mandated by the US Food and Drug 
Administration is a substantial part of this process. The academic investigator 
should have a general understanding of the steps required to bring a new drug or 
device to market. In an era where academic investigators often work closely in col-
laboration with industry in the development of drugs or devices, a working knowl-
edge and fl uency with the required regulatory steps will facilitate a successful team 
and provide valuable medical insights to the process. 

 In the United States, the authority to grant market approval to drugs and devices 
is vested in the Food and Drug Administration (FDA). Formed in 1906, the FDA is 
an agency of the US Department of Health and Human Services of the federal gov-
ernment. Approval of a new drug or device is based on the results of clinical inves-
tigation, often randomized controlled trials (RCT). RCTs are a relatively recent 
tool, being developed over the last century. In the 1930s concern over researchers’ 
bias led statisticians R.A. Fisher and A.B. Hill to write texts on ideal design of 
 clinical trials. The passage of the Food, Drug, and Cosmetic Act in 1938 enabled 
the FDA to grant approval based on demonstration of safety and effi cacy through 
RCTs. 
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10.1.1     Overview of Randomized Controlled Trials 

    A randomized controlled trial proceeds through several defi ned steps, described 
below.  
  Phase 0—A drug is given to a small number of human subjects to determine whether 

it behaves in humans as expected from preclinical studies. Gathering safety and 
effi cacy data is not a goal of a phase 0 trial. Phase 0 trials are not necessary prior 
to beginning a phase 1 trial, but they have the ability to rapidly develop a drug by 
quickly establishing its behavior in humans.  

  Phase 1—A drug is tested in a small number of volunteer subjects, who are usually 
healthy, though some phase 1 trials are run with diseased patients. The purpose of 
phase 1 is to gather data on safety as well as dosing. Note that devices need not 
pass through a phase 1 trial because it would be unethical to implant devices in 
healthy subjects, and such a trial would not provide clinically useful information.  

  Phase 2—A drug or device is tested on a larger group of subjects with the disease in 
question. This is compared against the standard of care. Further data on safety as 
well as data on effi cacy of the intervention are gathered.  

  Phase 3—This phase of investigation involves a very large number of subjects, 
from several hundred to several thousand. Data continue to be gathered on safety 
and effi cacy, as well as minor adverse effects. Investigators use results of phase 
3 trials in applying for market approval of the drug or device.  

  Phase 4—Postmarketing surveillance. This phase gathers data on safety and minor 
adverse events as the newly approved product is consumed in the market.      

10.2     Steps Specifi c to the Clinical Trial of a Drug 

10.2.1     Step 1: Investigational New Device (IND) Application 

 Clinical trials for drugs are evaluated by the largest of the FDA’s fi ve divisions, the 
Center for Drug Evaluation and Research (CDER). Once an investigator has 
obtained initial data from laboratory studies, an Investigational New Drug (IND) 
application is fi led with the FDA. The investigator may begin the proposed clinical 
trial 30 days after submission of the IND. This 30 day period permits the FDA an 
interval in which they may mandate a clinical hold if they deem it necessary. There 
are two main legal ramifi cations of an approved IND application. It allows the 
investigator an exemption to the federal law requiring that a drug must be market- 
approved before it can be transported across state lines. In addition, it allows the 
drug to legally be tested in humans. 

 There are two categories of INDs. A “research” or investigator-initiated IND is 
submitted by an individual physician or investigator. An IND is categorized as 
“commercial” when it is submitted by a corporate entity or by one of the institutes 
of the National Institutes of Health (NIH). 
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 An IND can be considered as one of three types when it is fi led:

    Investigational IND . This is the most commonly fi led IND by academic investiga-
tors when the investigator initiates, conducts, and supervises the administration 
of the investigational drug.  

   Emergency IND . This fi ling allows the FDA to approve the investigational drug in 
cases where normal review timelines would be too long for the patients in ques-
tion. This includes an after-hours emergency contact line and may be used in 
cases for compassionate care.  

   Treatment IND . This fi ling is used by investigators for drugs showing initial prom-
ise in clinical trials for the treatment of immediately life-threatening conditions 
before a fi nal FDA review.    

 The CDER provides resources and guidance documents to help the researcher 
prior to IND submission. These include the Pre-Investigational New Drug 
Application Consultation Program. An index of resources provided by the FDA and 
their respective contact information are included at the end of the chapter. 

10.2.1.1     Information Required of the IND 

 Certain information in three critical areas must be addressed by the investigator in 
the IND application: 

  Toxicology and pharmacology studies . The investigator’s preclinical laboratory 
data must demonstrate the safety of the drug and explicitly state that the experimen-
tal drug will not expose trial subjects to unnecessary risk. If the drug has been 
approved for use outside the United States, data from other countries can be included 
as part of the application. 

  Investigator information and clinical protocols . The investigator is required 
to state the intention to adhere to IND regulations, institutional review board 
(IRB) oversight, and to obtain informed consent from all study subjects. The 
investigator also states the qualifi cations of the physicians overseeing the drug’s 
administration. 

  Manufacturing information . Basic information about the physical process of cre-
ating the drug is provided. An attestation to the ability to manufacture a consistent 
product must describe the internal quality control, as well as ability to provide ade-
quate quantities of the drug.   

10.2.2     Step 2: New Drug Application (NDA) 

 The approved IND application allows the investigator to conduct and complete 
the proposed trial. More lengthy trials will need to include a predetermined 
interim analysis as well as to assess safety and effi cacy. The data gathered in the 
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investigational phase is submitted as part of the New Drug Application 
(NDA) to the FDA. Provided the FDA grants approval of a NDA application, 
 commercial use is then pursued. The NDA must contain the following 
information:

•    Brief overview of the investigational phase  
•   Main ingredients of the drug  
•   Results of animal studies and pharmacokinetic information on the drug’s mecha-

nism of action, metabolites, and side effects  
•   How the drug is manufactured and packaged and quality assurance measures 

used in the process  
•   The proposed labeling for the packaged drug  
•   The safety and effi cacy of the drug for its proposed use(s), and how the benefi ts 

outweigh the risks  

  The FDA provides detailed guidance on the preparation of NDAs online:   www.
fda.gov/Drugs/GuidanceComplianceRegulatoryInformation/Guidances/
ucm121568.htm          

10.3     Steps Specifi c to the Clinical Trial of a Device 

 Whereas drugs are approved through the CDER, device approval takes place 
through the FDA’s Center for Devices and Radiological Health (CDRH). This arm 
of the FDA regulates those who produce, repackage, relabel, or import medical 
devices for market use in the United States. 

10.3.1     Device Classifi cation: Classes I, II, and III 

 Medical devices are classifi ed into three categories which have varied regulatory 
demands. 

10.3.1.1     Class I 

 The least regulatory control is required for these devices. They are NOT intended to 
support or sustain life, prevent impairment, and must not present a potential unrea-
sonable risk of illness or injury. Class I devices are subject only to general controls. 
Examples include simple hand held surgical instruments. General controls as 
defi ned by the FDA include registration, medical device listing, manufacturing in 
accordance with good manufacturing practices as defi ned by Title 21, Part 820 of 
the Code of Federal Regulations (21 CFR 820), labeling, and submission of premar-
ket approval 510(k).  
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10.3.1.2     Class II 

 The safety of these devices cannot be assured with general controls alone and is also 
subject to special controls as defi ned by the FDA, which include specifi c labeling 
requirements, mandatory performance standards, and postmarketing surveillance. 
Examples of class II devices are powered wheelchairs, x-ray systems, and surgical 
drapes.  

10.3.1.3     Class III 

 These devices are subject to the greatest degree of regulatory control. The purpose of 
such devices is to improve or sustain human life, and their use may pose a substantial 
risk to the patient or others. Implantable cardiac defi brillators, nerve stimulators, and 
breast implants are included in this category. The CDRH has determined that general 
and special controls alone are insuffi cient to ensure safety of class III devices. These 
devices require the review process of premarket approval (PMA), described later. 

 An investigator can determine the class of an investigative device by locating a 
description of the device in Title 21 of the Code of Federal Regulations Parts 862–
892 (21 CFR 862–892), or may search the Product Classifi cation Database through 
the FDA’s web page, listed in the index. This compendium contains close to 2,000 
descriptions of devices grouped into 16 medical specialties. The investigative device 
is matched with a general description of an existing device in 21 CFR, which states 
the class and intended use of the device as well as marketing requirements.   

10.3.2     Regulatory Control for Class II and III Devices: 
Investigational Device Exemption, Premarket Approval, 
and Premarket Notifi cation 510(k) 

 An important distinction between drug and device approval is that devices do not 
require phase I clinical testing, because it would not be clinically useful to implant 
devices in subjects without the targeted disease and thus be considered unethical. 
Class I devices are also exempt from the additional regulatory review of premarket 
approval (PMA) and Premarket Notifi cation 510(k). 

 In addition to complying with standard clinical trial regulations, investigators 
studying a class III device must submit an investigational device exemption (IDE) 
to allow shipment of the device prior to beginning a clinical trial. The IDE is sub-
mitted to the institutional review board (IRB) and must be approved by an institu-
tional review board prior to beginning the clinical trial. If the device is felt to pose 
substantial risk, the IDE must be approved by the FDA as well. Requirements for 
the IDE are detailed in Title 21 of the Code of Federal Regulations, Part 812 
(21 CFR 812).  
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10.3.3     Premarket Approval Application 

 The premarket approval application (PMA) is the most stringent and thorough regu-
latory application required for market approval of a device. Regulations governing 
PMA are found in 21 CFR, Part 814. The offi cially stated review period of a PMA 
is 180 days, though in practice, it may be longer. After a decision has been rendered 
regarding the application, the FDA issues a notice and provides interested parties 
30 days to petition the decision. 

 The FDA states that “good science and scientifi c writing is a key to approval of 
PMA application.” There are two main technical sections to the application: 

10.3.3.1     Nonclinical Laboratory Studies Section 

 This includes laboratory and animal testing data gathered prior to enrollment of 
human subjects (e.g., data on immunology, microbiology, metabolites, shelf-life 
durability). This section demonstrates that the trial was conducted in compliance 
with Good Clinical Practice for Nonclinical Laboratory Studies, as defi ned by 21 
CFR Part 58.  

10.3.3.2     Clinical Investigations Section 

 This section must include the study protocols, data collection and analysis, determi-
nation of safety and effi cacy, and adverse reactions. Individual patient data and 
experiences must be tabulated in this section as well. 

 The FDA provides guidance documents for PMA preparation that are device- 
specifi c (see Sect.  10.5 ). 

 Not all class III devices require a PMA. To determine whether this is necessary, 
the investigator can search a description of the device in the Product Classifi cation 
Database. If the description of the device in the CFR contains the language “No 
effective date has been established of the requirement for premarket approval,” then 
the investigator need not submit a PMA, but a Premarket Notifi cation 510(k) will be 
required instead.   

10.3.4     Premarket Notifi cation 510(k) 

 A 510(k) application is a premarket submission made by the investigator to the 
FDA. Technically, a 510(k) is required of all class I, II, and III devices that do not 
require PMA. However, many class I and II devices are exempt from 510(k) sub-
mission. The goal of the 510(k) application is to demonstrate that the investigative 
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device is “substantially equivalent” in safety and effi cacy to a device that is (1) 
already legally marketed and (2) not subject to PMA. The grounds on which an 
investigative device is judged to be substantially equivalent to an existing device 
are based on the devices intended use, technological characteristics, and safety and 
effi cacy profi les. After the 510(k) has been approved by the FDA and the investiga-
tive device is deemed substantially equivalent to an existing product, the device 
may be legally marketed. Denials of 510(k) may be appealed by addition of new 
data to the application or through a reclassifi cation petition. 

 FDA requirements regarding who must submit the 510(k) for an investigative 
device are legally complex and tied closely to the manufacturing and ownership 
process. The parties that must submit a 510(k) are the following: 

 US manufacturers or foreign manufacturers with US representatives when intro-
ducing a device to market in the United States. 

 Entities that do not manufacture the device but repackage or relabel the device in 
such a way that it signifi cantly alters its condition (e.g., signifi cant alteration of 
package insert, prepackaging sterilization techniques). Most relabeling entities are 
not required to submit a 510(k). 

 Specifi cation developers who market the device in the US market. A specifi ca-
tion developer is one who outsources all or most of the components of the manufac-
turing process to other fi rms and who specifi es the conditions on how the device is 
to be manufactured. 

 A 510(k) may also be required when a developer makes signifi cant changes to an 
already approved device. The FDA’s policy regarding this matter is referenced in the 
index.  

10.3.5     Class I and II Exemptions to 510(k) 

 There are many exemptions to 510(k) submission for class I and II devices. All 
substantially equivalent devices legally marketed before May 28, 1976 that have 
not been signifi cantly altered are exempt. In addition, many class I devices are 
exempt from good manufacturing practices. A reference to these exempt devices is 
included in the index.  

10.3.6     Combination Products 

 An investigator may attempt to bring a product to market that contains  elements of 
both a drug and a device. In this case, the investigator fi les all applications through 
the FDA Offi ce of Combination Products. The investigator can also fi le a Request 
for Designation (RFD) through the FDA for guidance on application 
requirements.   
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10.4     Categorical Similarities and Differences 
Between Drug and Device Trials 

10.4.1     Training of Investigators 

 The success of a drug trial does not heavily depend on the technical skills of an 
investigator, whereas a device trial (e.g., endovascular stenting) may depend greatly 
on the technical skills of the administering personnel. As such, technical training of 
personnel should be written into the study design of a device trial, as well as stan-
dards describing how device implantation will be monitored. Investigator training in 
drug trials should emphasize how to instruct patients to take the drug, as well as 
recognizing and reporting possible adverse events.  

10.4.2     Adverse Events 

 Requirements regarding the reporting of adverse events differ for drugs versus 
devices. Because of the systemic effects of drugs, any adverse event that occurs 
must be captured and analyzed, initially, as potentially related to the investiga-
tive drug. Although the mechanism of action is known and adverse events 
should be identified in preclinical testing, clinical trials will also serve to iden-
tify the full spectrum of activity of the drug. In a device trial, all adverse events 
must be reported, but it is likely that many will be deemed unrelated. For exam-
ple, a bowel obstruction in a subject who underwent implantation of a cardiac 
defibrillator may not be deemed related to the device, but a myocardial rupture 
would be.  

10.4.3     Reimbursement 

 Usually, drugs are provided free to investigator sites and patients, and the cost is 
borne by the sponsor of the clinical trial. The development cost for most devices, 
especially class III, can be prohibitively expensive to allow free distribution. At the 
same time, payers may choose not to reimburse for a device that is not yet market- 
approved. However, investigators are able to legally seek reimbursement for use of 
investigational devices. In 1995 the Congress approved Medicare reimbursement 
for investigational devices. Previously, Medicare did not reimburse investigational 
devices undergoing trial. The FDA places “experimental devices” into two catego-
ries for potential reimbursement. Please note this classifi cation is distinct from class 
I, II, and III classifi cation. 
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10.4.3.1     Category A: Experimental 

 These devices are novel technologies in which the “absolute risk” has not been 
established due to the device’s innovative, fi rst-of-a-kind nature.  

10.4.3.2     Category B: Investigational, Nonexperimental 

 These devices are innovations to existing, approved devices, and the fundamental 
questions of safety and effi cacy have been answered. 

 After the FDA has categorized the investigational device, it informs the Centers 
for Medicare and Medicaid Services (CMS), who then consider potential reim-
bursement for the device. This arrangement applies only to CMS and does not apply 
to private insurers. Many private insurers do not reimburse for investigational 
devices and will only consider the matter on a case-by-case basis. 

 The orchestration of a clinical trial is complex and challenging and requires the 
coordination of a full team of investigators, data analysts, and ancillary personnel. 
The regulatory forms are extensive and require a great deal of time. The FDA offers 
guidance to investigators following the steps outlined in the chapter. The index 
includes a variety of resources and contacts that the investigator may consider dur-
ing the process. Our hope is that this information will serve as a useful reference 
tool for those who are interested in bringing new drugs and devices through clinical 
trials and to market for the benefi t of the patient of tomorrow.    

10.5      Index 

     1.    Product Classifi cation Database

    (a)      http://www.accessdata.fda.gov/scripts/cdrh/cfdocs/cfPCD/classifi cation.
cfm           

   2.    Premarket Approval (PMA) Application Guidance Documents

    (a)      http://www.fda.gov/MedicalDevices/DeviceRegulationandGuidance/
GuidanceDocuments/default.htm       

   (b)      http://www.fda.gov/MedicalDevices/DeviceRegulationandGuidance/
HowtoMarketYourDevice/PremarketSubmissions/PremarketApprovalPMA/
ucm143067.htm           

   3.    When to Submit a 510(k) for a Change to an Existing Device

    (a)      http://www.fda.gov/MedicalDevices/DeviceRegulationandGuidance/
GuidanceDocuments/ucm080235.htm           
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   4.    Devices Exempt from 510(k) and GMP requirements   http://www.accessdata.
fda.gov/scripts/cdrh/cfdocs/cfpcd/315.cfm       

   5.    How to Prepare a 510(k)

    (a)      http://www.fda.gov/MedicalDevices/DeviceRegulationandGuidance/
HowtoMarketYourDevice/PremarketSubmissions/PremarketNotifi cation510k/
ucm134572.htm           

   6.    IDE Exemption FAQs   http://www.fda.gov/MedicalDevices/DeviceRegulation
andGuidance/HowtoMarketYourDevice/InvestigationalDeviceExemptionIDE/
ucm051480.htm       

   7.    CDER Main Page

    (a)      http://www.fda.gov/Drugs/UCM2018538           

   8.    Investigational New Drug Application (IND) Overview

    (a)      http://www.fda.gov/Drugs/DevelopmentApprovalProcess/HowDrugs
areDevelopedandApproved/ApprovalApplications/Investigational
NewDrugINDApplication/default.htm#Laws,%20Regulations,%20
Policies%20and%20Procedures           

   9.    Overview of Device Regulation

    (a)      http://www.fda.gov/MedicalDevices/DeviceRegulationandGuidance/
Overview/default.htm           

   10.    IND Application Main Page

    (a)      http://www.fda.gov/Drugs/DevelopmentApprovalProcess/HowDrugs
areDevelopedandApproved/ApprovalApplications/Investigational
NewDrugINDApplication/default.htm           

   11.    FDA Resources on Drugs and Devices

    (a)      http://clinicaltrials.gov/ct2/info/fdalinks            

  Requirements for Device Approval 

  Establishment registration—21 CFR Part 807  
  Medical device listing—21CFR Part 807  
  Premarket Notifi cation 510(k)—21 CFR Part 807 Subpart E  
  Premarket approval (PMA)—21 CFR Part 814  
  Investigational device exemption (IDE)—21CFR Part 812  
  Quality System Regulation (QS)/good manufacturing practices (GMP)—21 CFR 

Part 820  
  Labeling—21 CFR Part 801  
  Medical device reporting—21 CFR Part 803   

  Device Approval for Emergency Use Contacts 

  Working hours—301.796.3400  
  After hours—1.866.300.4374 or 301.796.8240        
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11.1            Introduction 

 This chapter focuses on the importance of defi ning the study cohort by means of 
appropriate eligibility criteria (inclusion and exclusion) in the design of a clinical 
trial. In statistics, a cohort is a group of individuals with common characteristics 
who are initially defi ned and composed, then examined or tracked over a given time 
period [ 1 ]. The term cohort can also be used when the membership of a group is 
defi ned by a non-time-based factor, for example, gender. In a clinical trial, the study 
cohort is also referred to as the study group or subjects. Defi ning the study cohort 
begins with clearly defi ning study-specifi c eligibility criteria. The National Institutes 
of Health (NIH) defi nes eligibility criteria as “the standards that determine whether 
individuals should be permitted to enter a clinical study,” encompassing both inclu-
sion and exclusion criteria [ 2 ]. It is essential that these criteria are well-defi ned and 
appropriate to answer the key questions of the study. Eligibility criteria should 
(1) be clear, such that eligibility of subjects can be determined easily; (2) be 
 practical, allowing for feasible recruitment of the required sample size; (3) permit 
the study results to be generalizable to the population; and (4) establish the ethical 
foundation of the study. Study subject characteristics to consider when defi ning 
inclusion and exclusion criteria might include age, gender, comorbidities, treatment 
history, and place of residence.  
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11.2     Inclusion Criteria 

 Inclusion criteria are the list of requirements that all study subjects have to meet in 
order to qualify for a clinical trial. Inclusion criteria determine which study subjects 
are required to meet the study goal of the clinical trial and are defi ned during the 
design phase of the clinical trial. To optimize the ability to attribute the measured 
study outcomes to the tested intervention, inclusion criteria need to be chosen con-
sciously to minimize the impact of confounding characteristics or variables on the 
outcome of the clinical trial. Study subjects included in the study cohort of a clinical 
trial should be representative of the general population or target population for the 
intervention and be able to develop the outcome of interest. Therefore, characteris-
tics of study subjects need to be appropriately matched with the central goal of the 
study in mind. For example, inclusion criteria may consider age, level of fi tness, 
menstrual cycle phase, use of specifi c medications, risks to develop certain disease 
states, and tobacco use. 

 In addition, study subjects need to be accessible for enrollment into the clinical 
trial. Furthermore, study subjects need to fully understand the nature of the study 
intervention and have the ability to provide informed consent and most importantly 
be willing to participate in the clinical trial.  

11.3     Exclusion Criteria 

 Exclusion criteria outline which individuals should not be enrolled into the clinical 
trial, regardless of their potential to develop the outcome of interest. Exclusion cri-
teria serve to protect individuals who are at high risk of developing adverse effects 
from the study intervention, as well as to minimize confounding of the study out-
comes by individuals with excessive medical comorbidities. Exclusion criteria must 
be chosen so as to maintain the balance between defi ning a study population that is 
best suited to answer the study question and maintaining the largest pool possible of 
individuals that are eligible for enrollment. Poorly written or vague exclusion crite-
ria expose the study to bias; therefore, all exclusion criteria must be clearly and 
strongly justifi ed with specifi c rationale [ 3 ]. Exclusion criteria should be listed as 
positive statements, such as “prior diagnosis of hypertension,” rather than nega-
tively stated inclusion criteria such as “no history of hypertension.” Individuals who 
fail to adhere to pretest requirements, suffer from extensive comorbidities that com-
plicate attributing study outcome to the intervention, or are unlikely to be available 
for follow-up should be excluded from the study cohort. In addition, individuals 
who have been unresponsive to prior interventions or have participated in other 
clinical trials may compromise internal validity and thus may need to be excluded 
from the study cohort. Vulnerable populations   , such as children, pregnant women, 
and the elderly, or others in whom the interventions might be harmful should also 
be considered for exclusion, depending of the study objective [ 4 ].  
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11.4     Establishing Eligibility Criteria 

11.4.1     Defi ning the Outcome 

 The precise defi nition of the study outcome of interest is an essential aspect of clini-
cal trials, as it guides the formulation of the inclusion and exclusion criteria of the 
clinical trial. For example, the measurement of hypertension as an outcome of inter-
est necessitates the strict defi nition of hypertension for the study. The threshold of 
the systolic blood pressure in one instance might be defi ned as above 140 and above 
80 mmHg for the diastolic blood pressures, while in another instance it might be 
defi ned as above 150 and above 70 mmHg. Furthermore, the systolic and diastolic 
threshold values might be considered independently in some studies, while other 
studies may require both the systolic and diastolic blood pressure threshold to be 
exceeded to meet the defi nition of hypertension as an outcome. Alternatively, hyper-
tension can be defi ned relative to a set of baseline measurements in study subjects, 
such as the increase of systolic blood pressure greater than 10 mmHg above the 
baseline values of the study subject. In addition to    strictly defi ning study outcomes, 
the means by which the outcomes are measured need to be clearly outlined using the 
analogy of hypertension: Who will provide the blood pressure measurements (pri-
mary care provider, specialist)? Where will the measurements be performed (outpa-
tient care hospitalizations)? How will the blood pressure measurements occur 
(invasive monitoring, blood pressure cuff)? Since blood pressure measurements 
vary over time, it must be defi ned over which period of time and how many succes-
sive measurements need to occur for a potential subjects to meet inclusion criteria. 
In which subjects can accurate blood pressure measurements be obtained and 
recorded? Factors such as body mass index, the availability of blood pressure mea-
surement equipment, measurement technique, and the cohort baseline prevalence of 
the measured outcome (hypertension) all need to be taken into consideration when 
delineating the recruitment of the study subjects.  

11.4.2     Study Sample Size 

 The size of the study cohort that is required to detect a measurable difference 
between intervention and control group depends on the nature of the measured con-
dition, how precise of an intervention effect is desired, the availability of the study 
participants, and the ability to follow up with the study participants over the desired 
length of time. The power calculation determines the ability the study sample size 
has to detect an actual difference of the measured outcome between the control and 
intervention group (study arm). Preliminary data from prior research can serve to 
estimate event rates (e.g., hypertension) in control and intervention groups. The 
treatment effect, or effect of the intervention, is the difference between the event 
rate in the control and intervention study arms. Generally for the power calculation, 
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a difference is considered factual when the risk of detecting an effect where none 
exists is less than 5 % ( p  < 0.05) and the power to detect such a difference ranges 
between 80 and 90 %. These parameters are used to calculate the size of study 
cohort that is needed to carry out the study and detect an effect of the intervention, 
if such an effect exists. Clinical trials that aim to detect a large treatment effect often 
require very large sample sizes. It is therefore advisable, in an effort to maintain 
recruitment feasibility, to determine the smallest cohort size required to demon-
strate a signifi cant treatment effect. The determination of the sample size has to take 
into account logistical challenges and differences between the control and experi-
mental group, such as loss to follow up, drop out, or nonadherence of study subjects 
to the intervention [ 5 ,  6 ]. Clinical trials that require large sample sizes must employ 
effective techniques and strategies to attract and retain participants, which may 
include educational sessions about the clinical trial, videos or interactive computer 
programs conveying the importance of the study question, as well as fi nancial 
incentives [ 7 ]. Using continuous rather than categorical variables to measure out-
comes can reduce the sample size required. For example, if the outcome of interest 
is hypertension, the recording of the actual blood pressures (continuous variables) 
rather than the binary hypertension yes/no increases the power to detect changes to 
the blood pressures due to the intervention and therefore allows using a smaller 
sample size. Other effective approaches to reduce the required sample sized for 
clinical trials may involve paired measurements, where study subjects act as their 
own controls (time control), or the recruitment of additional study subjects into the 
control group. Finally, preliminary fi ndings from a clinical trial can be further 
explored with a clinical follow-up study that employs larger sample sizes and there-
fore detects smaller differences between the control and intervention group [ 8 ].  

11.4.3     Ensuring External and Internal Validity 

 Internal validity is provided when the measured changes between the intervention 
and control groups can be ascribed to the study intervention. External validity is 
provided when the measured changes due to the intervention apply to and can be 
reproduced in the general population. While internal validity is dependent on the 
homogeneity of the study cohort, external validity depends on heterogeneity. The 
inclusion and exclusion criteria together determine how heterogeneous the study 
sample is, and thus the internal and external validity of the clinical trial results. The 
narrow use of exclusion criteria leads to homogeneity, which can improve the inter-
nal validity but may compromise external validity or the generalizability of the 
study to the general population. While broad inclusion criteria increases external 
validity and may facilitate the recruitment of study subjects, this may also introduce 
inconsistency into the study cohort and thereby increase the likelihood of confound-
ing of the study results. Thus the inclusion and exclusion criteria must be chosen to 
achieve a balance between ensuring the accuracy of the study results and the gener-
alizability of those results to the population at large. Small pilot clinical trials 
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benefi t from cohort homogeneity where treatment differences can be more easily 
demonstrated, while larger clinical trials require suffi cient heterogeneity to prove 
generalizability [ 9 ].  

11.4.4     Maintaining Feasibility of a Clinical Trial 

 To ensure the study feasibility, study and protocol design as well as inclusion and 
exclusion criteria must be clearly delineated, keeping study location, recruitment 
method, and individual patient factors in mind. To maintain the feasibility of a clini-
cal trial, the following questions should be considered: What level of recruitment 
support may be required to offset protocol design challenges? What kind of investi-
gators is most likely to provide high recruitment for the clinical trial? Does the 
study design deter study subjects or specifi c groups (e.g., Hispanics, women) from 
participation, and how might this be changed or mitigated? Can the study afford to 
prioritize certain groups of study subjects over another? What are the projected 
enrollment rates for various study sites and recruitment methods? Once the study 
inclusion and exclusion criteria have been established, the study protocol needs to 
be optimized in terms of study sites, recruitment methods, and access to potential 
study subjects. The time, expertise, and resources required to successfully recruit 
study participants are frequently underestimated and can lead to delays or disrup-
tions in study if recruitment is not optimally planned for [ 10 ].  

11.4.5     Study Cohort Recruitment 

 There is an array of recruitment methods that are employed for optimal recruitment 
of subjects into human research studies. For large clinical studies with broad selec-
tion criteria, common recruitment methods include the use of advertisements, such 
as newspaper, radio, and television ads. Also telephone reminders, monetary incen-
tives, and providing additional study information have proven effective. Some 
research organizations maintain a database of potential participants, where consent 
is provided ahead of time by potential subjects, allowing them to be contacted for 
research studies. Smaller studies with more narrow selection criteria may employ 
more directed methods such as approaching an investigators own patients, students, 
or employees via a third party, or performing a medical record review to identify 
prospective subjects who will then be contacted and asked to participate in the study 
either in person or by telephone or mail. Large-scale epidemiological studies and 
other population-based studies may identify study subjects through registries, multi- 
institutional medical record review, or national databases. In order to ensure the 
feasibility of the clinical trial, recruitment methods, the cost, and access to potential 
study subjects need to be carefully considered when defi ning the study selection 
criteria [ 11 ,  12 ].   
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11.5     Reporting Selection Criteria 

 When reporting the results of a clinical trial, it is imperative that the investigators 
denote which study subjects were studied and how they were selected. Well-defi ned, 
consistent selection criteria allow for ease in reporting. It also allows the reader of 
consecutive manuscripts to understand which population the effects of the clinical 
trial intervention apply to and, thereby, which of their patients might benefi t most 
from intervention. Unfortunately, many clinical trials inadequately characterize the 
study population or poorly justify their exclusion criteria, thereby signifi cantly 
reducing their value [ 3 ,  13 ]. The Consolidated Standards of Reporting Trials 
(CONSORT) is an international group of investigators which assembled for the fi rst 
time in 1993 to develop initiatives for improved reporting of randomized controlled 
trials. The CONSORT statement, which includes a 25-item checklist and fl ow dia-
gram (Fig.  11.1 ), is an evidence-based set of recommendations for the standardized 
reporting of results from RCTs in a complete and transparent fashion that assists the 
critical appraisal and interpretation of the study results [ 14 ].

Assessed for eligibility (n= )

CONSORT Statement 2010 Flow Diagram

Randomized (n= )

Allocated to intervention (n= )
Received allocated intervention (n= ) Received allocated intervention (n= )
Did not receive allocated intervention
 (give reasons) (n= )

Did not receive allocated 
intervention(give reasons) (n= )

Lost to follow-up(give reasons) (n= )

Analyzed (n= ) Analyzed (n= )
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reasons) (n= )
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  Fig. 11.1    CONSORT statement 2010 fl ow diagram       
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11.6        Modifying Selection Criteria 

 Under certain circumstances, it may be necessary to modify the original study eligi-
bility criteria after recruitment has been initiated. Although the post hoc modifi ca-
tion of study eligibility criteria may increase recruitment, such alterations can result 
in challenges of interpretation of the study results, as there might be signifi cant 
differences in the study cohort prior and after the change in the study protocol. For 
this reason, the modifi cation of study selection criteria should be regarded only as a 
last resort, as it carries the risk of compromising the integrity and the safety of the 
clinical trial [ 4 ].  

11.7     Ethical Considerations 

 In addition to being appropriately tailored to the individual study, selection cri-
teria must meet certain baseline ethical criteria. The safety of the participants 
must be considered with respect to both their baseline level of health and the 
possibility of experiencing adverse events as part of their participation in the 
study. In addition, all subjects must have the capacity to understand the nature of 
the study in order to provide truly informed consent. Several national standards 
are in place to guide researchers on the ethical inclusion of special populations 
in research. 

11.7.1     The Belmont Report 

 The Belmont Report, issued by the National Commission for the Protection of 
Human Subjects of Biomedical and Behavioral Research in 1977, protects vulner-
able populations from systematic inclusion in research and also protects vulnerable 
groups such as women and minorities from systematic exclusion from research. 
This report provides the basic ethical principles and guidelines for the conduct of 
research with human subjects, including clarifi cation about the distinctions between 
medical practice and research. The Belmont Report    put forth three basic ethical 
principles: fi rst, respect for persons (individuals should be treated as autonomous 
agents, and persons with diminished autonomy are entitled to protection); second, 
benefi cence (persons are to be treated in an ethical manner not only by respecting 
their decisions and protecting them from harm but also by making efforts to secure 
their well-being); and third, justice (who should receive the benefi ts of research and 
bear its burdens?). The principles of the Belmont Report have been incorporated 
into every aspect of human research and serve as the basis for ethical regulations in 
clinical trials today [ 15 ].  

11 Defi ning the Study Cohort: Inclusion and Exclusion Criteria



138

11.7.2     Women and Minorities 

 The NIH Guidelines on the Inclusion of Women and Minorities as Subjects in 
Clinical Research encourage the inclusion of women and racial and ethnic minori-
ties as subjects in clinical trials. The intent of the NIH guidelines is to ensure that 
both the burden and the benefi ts of clinical trials are evenly distributed throughout 
society and require that all NIH-funded clinical trials determine the effect of the 
study intervention on both men and women and study subjects from diverse racial 
and ethnic backgrounds. Research plans must therefore address (1) the targeted/
planned distribution of the study subjects by sex/gender and racial/ethnic groups, 
(2) the selection criteria of the study subjects and the rationale for the selection of 
sex/gender and racial/ethnic study subjects for the proposed study design in relation 
to the scientifi c objectives, (3) a compelling rationale if the exclusion of any sex/
gender or racial/ethnic group is proposed, and (4) a description of the proposed 
outreach programs for recruiting study subjects of both sex/gender and racial/ethnic 
groups. In some situations, it may be acceptable to exclude study subjects based on 
gender or race. Examples of acceptable justifi cations include (1) inappropriate bur-
den to the participants’ health, (2) research questions that are only relevant to one 
sex/gender or racial/ethnic group, (3) if suffi cient data already exist for one sex/
gender or race/ethnicity, and (4) if preliminary evidence strongly suggests no differ-
ence between sex/gender and racial/ethnic groups [ 16 ].  

11.7.3     Inclusion of Children 

 For research studies, a child is defi ned as an individual under the age of 21 years by 
the NIH. The NIH Policy on Inclusion of Children requires that research protocols 
provide either a plan to include children in the proposed clinical trial or, if children 
are excluded from the clinical trial, to present a justifi cation for the exclusion. If 
children are included in the clinical trial, the study plan must include the rationale 
for selecting children and the selected age ranges. The study plan must also describe 
the expertise the study team provides to manage children of those ages and the suit-
ability of the study facilities for children. The sample size of the recruited children 
needs to be large enough to contribute meaningful results for the study. The NIH 
guidelines state that it is expected that children be included in all research involving 
human subjects; several exclusionary circumstances apply: (1) the study question is 
not relevant to children, (2) there are laws or regulations which prohibit the inclu-
sion of children in research, (3) the knowledge being sought is already available for 
children or is being obtained from another ongoing study, and (4) a separate, age- 
specifi c study in children is warranted and preferable. Other reasons to exclude 
children from recruitment into a clinical trial include insuffi cient available data to 
estimate the potential risks of the intervention for children or if the study design is 
aimed at collecting further data on pre-enrolled adult study subjects [ 17 ].      
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12.1            Introduction 

 Clinical trials are sets of tests in medical research aimed at determining effi cacy and 
safety for various health interventions, including drugs, diagnostics, surgical proce-
dures, devices, or clinical protocols. The reason why clinical trials have become 
standard in modern medicine may have been best articulated by Mark Twain: “It is 
best to prove things by actual experiment; then you know; whereas if you depend on 
guessing and supposing and conjectures, you never get educated.” [ 1 ]  

12.2     Early History 

 Clinical trials have evolved over millennia. One of the earliest documented experi-
ments is presented in the Book of Daniel (verses 11–16, cca 600 BC, in Babylonian 
times):

  Then said Daniel to Melzar, whom the prince of the eunuchs had set over Daniel, Hananiah, 
Mishael, and Azaria: Prove thy servants, I beseech thee, ten days; and let them give us pulse 
to eat, and water to drink. Then let our countenances be looked upon before thee, and the 
countenance of the children that eat of the portion of the king’s meat: and as thou seest, deal 
with thy servants. So he consented to them in this matter, and proved them ten days. And at 
the end of ten days their countenances appeared fairer and fatter in fl esh than all the children 
which did eat the portion of the king’s meat. Thus Melzar took away the portion of their 
meat, and the wine that they should drink; and gave them pulse. [ 2 ] 
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   In many ancient cultures, medicine relied on the occult and the religious. One of 
the classic examples of this was the belief that epilepsy was a divine intervention 
and was thought to be a “sacred” disease. The form of medicine that arose in fi fth- 
century Greece, associated with the name of Hippocrates, and later popularized by 
Galen in Rome, marked a major innovation in the treatment of disease. Unlike 
supernatural theories of disease, Hippocrates’ method involved seeking the causes 
of illness in natural factors. This method rested upon an analogy between the order 
of the universe and the composition of the body’s “humors.” Health was a matter of 
achieving equilibrium between competing humoral forces. Although Hippocratic 
theory would later be challenged, it persists today in various traditions of holistic 
medicine [ 3 ]. 

 An important body of literature which infl uenced medicine and treatment of 
disease were a collection of textbooks, lectures, research, and philosophical 
essays on various medical subjects written by numerous authors over many 
decades, which ranged in time from the last decades of the fi fth century BC and 
the fi rst half of the fourth century AD. They are collectively known as the 
 Hippocratic Corpus  [ 4 ] (Fig.  12.1 ). A signifi cant proportion of the writings are 
made up of case histories. One of the important aspects of the  Hippocratic Corpus  

  Fig. 12.1    Vaticanus graecus 277, 10v-11r: table of contents in a fourteenth-century Hippocratic 
Corpus manuscript. Marcus Fabius Calvus owned this manuscript, transcribed it in his own hand, 
and used it in the preparation of his 1,525 Latin translation ( Source : Online Vatican exhibit [ 30 ])       
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is that it proved that physicians could refl ect on their observations and actions. 
The most famous work in the  Hippocratic Corpus  is the Hippocratic Oath, a land-
mark declaration of medical ethics. The Hippocratic Oath not only deals with 
abstract principles but also practical matters, such as aiding one’s teacher fi nan-
cially [ 5 ]. It is quite complex and likely refl ects the compilation of several authors. 
It is most famous for the maxim which has guided physicians over millennia and, 
in many ways, marks the basis of all clinical trials: “As to diseases, make a habit 
of two things—to help”, [clinical effectiveness] “or at least to do no harm” [good 
safety profi le].

   In 1025 AD, the Persian physician Avicenna (Abū ‘Alī al-Ḥusayn ibn ‘Abd Allāh 
ibn Sīnā) wrote the widely used medical treatise “The Canon of Medicine” in which 
he laid down rules for the experimental use and testing of drugs. He wrote a precise 
guide for practical experimentation in the process of discovering and proving the 
effectiveness of medical drugs and substances [ 6 ]. Some of these experimental rec-
ommendations included the time of action must be observed, so that effect and 
accident are not confused; the effect of the drug must be seen to occur constantly or 
in many cases, and if this did not happen, it must have denoted an accidental effect; 
and the experimentation must be done with the human body, for testing a drug on a 
lion or a horse might not prove anything about its effect on man. “The Canon of 
Medicine” was a very popular treatise and was used extensively in medical schools 
across Europe as late as 1650 [ 6 ].  

12.3     Clinical Trials Begin 

 The earliest and most well-described prospective clinical trial was by James Lind in 
1753 in his “A Treatise on The Scurvy.” His methods and fi ndings are described in 
great detail:

  On the 20 th  May, 1747, I took twelve patients in the scurvy on board the Salisbury at sea. 
Their cases were as similar as I could have them. They all in general had putrid gums, the 
spots and lassitude, with weakness of their knees. They lay together in one place, being a 
proper apartment for the sick in the fore-hold; and had one diet in common to all, viz., water 
gruel sweetened with sugar in the morning; fresh mutton broth often times for dinner; at 
other times puddings, boiled biscuit with sugar etc.; and for supper barley, raisins, rice and 
currants, sago and wine, or the like. Two of these were ordered each a quart of cyder a day. 
Two others took twenty fi ve guts of elixir vitriol three times a day upon an empty stomach, 
using a gargle strongly acidulated with it for their mouths. … Two others had each two 
oranges and one lemon given them every day. These they eat with greediness at different 
times upon an empty stomach. They continued but six days under this course, having con-
sumed the quantity that could be spared.… 

 The consequence was that the most sudden and visible good effects were perceived 
from the use of the oranges and lemons; one of those who had taken them being at the end 
of six days fi t for duty. The spots were not indeed at that time quite off his body, nor his 
gums sound; but without any other medicine than a gargarism or elixir of vitriol he became 
quite healthy before we came into Plymouth, which was on the 16 th  June. The other was the 
best recovered of any in his condition, and being now deemed pretty well, was appointed 
nurse to the rest of the sick. [ 7 ] 
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   One of the signifi cant contributors to medicine and clinical trials was Edward 
Jenner (1749–1823), a British physician who was the fi rst to prove that inoculation 
with cowpox could prevent deadly smallpox. He observed that milkmaids, who 
often would contract cowpox and developed sores on their hands, did not contract 
smallpox. On 14 May 1796, Jenner tested his hypothesis by inoculating an 8-year- 
old boy, James Phipps, who was the son of his gardener, with purulent material 
scraped from the cowpox blisters on the hands of his milkmaid (Fig.  12.2 ). Phipps 
developed a fever but no major illness. Later, he injected Phipps with smallpox 

  Fig. 12.2    Edward Jenner vaccinating James Phipps, May 14, 1796: lithograph by French artist 
Gaston Melingue (1840–1914) (From Horne [ 31 ])       
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material several times, but the boy remained well. He repeated this experiment on 23 
additional subjects and proved that immunization with cowpox could prevent small-
pox. Based on these experiments, the British government banned “variolation” in 
1840 and supported the use of cowpox as a widespread vaccine, free of charge [ 8 ].

   The concept of randomization, blinding, and placebo controls was introduced by 
Amberson in 1931. He used a coin fl ip to determine whether two comparable groups 
of patients with pulmonary tuberculosis received sanocrysin or distilled water [ 9 ]. 
To reduce observer bias, the researchers ensured that the group assignment of the 
patients was known only to two of the authors of the report and the nurse in charge 
of the ward. Their attempts to blind the identity of the groups to which patients had 
been allocated using injections of distilled water were unlikely to have been suc-
cessful, however, because all of the patients receiving sanocrysin suffered adverse 
systemic effects of the drug, including a death from liver necrosis. Amberson et al. 
were able to follow 19 of their 24 patients for up to 3 years after the last dose of 
sanocrysin, and they found no evidence of benefi cial effects. 

 Following the report by Amberson et al. and in the same issue of the  American 
Review of Tuberculosis , there was a less detailed report, in which Brock, of the 
Waverly Hills Sanatorium in Kentucky, arrived at very different conclusions about 
the effects of sanocrysin [ 10 ]. Brock concluded that the drug had “an outstanding 
clinical effect on exudative tuberculosis in white patients,” although “very little 
effect in limiting the progression of the disease in black patients.” These conclu-
sions were based on his observations of 46 patients – all treated with varying 
doses of sanocrysin. Although the patients in Brock’s study suffered some of the 
same toxic effects of the drug, the patients and the drug regimens with which they 
were treated differed from those in the study by Amberson and his colleagues. 
Brock’s patients were not followed after the end of treatment. The stage of disease 
at which Brock’s white and black patients started treatment differed also, as did 
the care of black and white patients overall, since they were treated in a segre-
gated 1920s Kentucky Sanatorium. Prior to 1954, the 17 southern states and the 
District of Columbia enforced racial segregation in every area of public activity, 
including hospital services. Clinicians across the country recognized that 
Amberson’s study was a better study overall, and they believed his fi ndings. This 
led to the rightful demise of sanocrysin treatment for tuberculosis in the United 
States.  

12.4     The Beginning of Large-Scale Trials 

 The fi rst multicenter trials involved treatment of pulmonary tuberculosis with strep-
tomycin and were published in the United Kingdom in 1948 and the United States 
in 1952. The British study encompassed 107 patients from 7 centers. The patients 
were carefully selected and divided into two groups: one group treated with strepto-
mycin and bed rest, the other group with bed rest alone. They followed patients for 
6 months and concluded that streptomycin-treated patients fared much better than 
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the control group [ 11 ]. In the United States, the Veterans Administration, together 
with the US Armed Services, continued multicenter trials for tuberculosis over the 
next two decades, with good success. 

 Large-scale clinical trials were viewed as becoming the gold standard for proving 
effectiveness of treatment. The Salk poliomyelitis vaccine trials, sponsored by the 
National Foundation for Infantile Paralysis (March of Dimes), started in 1954 and 
involved nearly 1.8 million children [ 12 ]. The trials began at the Franklin Sherman 
Elementary School in McLean, Virginia. Children in the United States, Canada, and 
Finland participated in these trials, which used for the fi rst time the now-standard 
double-blind method. On April 12, 1955, researchers announced the vaccine was safe 
and effective, and it quickly became a standard part of childhood immunizations in 
America. Nonetheless, the statistical design used in this encompassing experiment 
prompted criticism. Eighty-four test areas in 11 states used a randomized, blinded 
design where all participating children aged 6–9 years received injections of either 
vaccine or placebo and were then observed for evidence of the disease. Other test 
areas in 33 states used an “observed control” design, where participating children 
aged 7–8 years received injections of vaccine, but in the control group, no placebo was 
given, and children were then observed for the duration of the polio season. The use 
of the dual protocol illustrates both the power and the limitations of the randomized 
clinical trial even in the face of legitimate therapeutic claims. The placebo-controlled 
trials were necessary to defi ne the Salk vaccine as the product of scientifi c medicine, 
even though it had been supported and pushed forward by a lay activist organization 
(March of Dimes). However, the observed control trials were essential in maintaining 
public support for the vaccine as ”the product of lay faith and investment in science,” 
since placebo-controlled trials often elicited negative responses from the public [ 12 ].  

12.5     Ethics in Clinical Trials 

 The issue of ethics with respect to medical experimentation has been an ongoing 
concern. One of the most blatant breaches of ethics occurred in Nazi Germany dur-
ing the 1930s and 1940s. Uncovering these atrocities at the Nuremberg trials helped 
introduce the concept of international responsibility for medical ethics. The 
Nuremberg Code for human experimentation was issued in 1946 to address ethical 
issues surrounding human subjects’ protection. This was the fi rst document to set 
out ethical regulations in human experimentation based on informed consent [ 13 ]. 
It contained ten principles related to a physician’s ethical duties and made informed 
consent “absolutely essential.” 

 It was revised in a declaration adopted in June 1964 in Helsinki, Finland (the 
Helsinki Declaration). This was a nonlegally binding instrument in international 
law set in ethical principles in regard to human experimentation and was developed 
by the World Medical Association [ 14 ]. A notable change from the Nuremberg code 
was the relaxation of the conditions of consent, asking doctors to obtain consent if 
“at all possible,” and introduce the concept of a proxy consent, such as a legal 
guardian. This Declaration has undergone numerous revisions over the years. The 
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fi rst revision in 1975 introduced the concept of oversight of research by an indepen-
dent committee, which became the system of institutional review boards (IRB). In 
the United States, IRB regulation became offi cial in 1981 [ 14 ].  

12.6     A Test of Medical Ethics in the United States 

 One of the most infamous studies and a clinical trial where ethical principles were 
lacking was the “Tuskegee Study of Untreated Syphilis in the Negro Male” con-
ducted from 1932 to 1972 by the US Public Health Service with the cooperation of 
the Tuskegee Institute [ 15 ]. Its aim was to record the natural history of untreated 
syphilis. It involved 600 black men from Macon County, Alabama, including nearly 
400 men with late-stage syphilis and 200 healthy controls. In return for participation, 
the subjects were promised free physical examinations, a meal on the day of exami-
nation, and burial stipends. The subjects were not informed whether they had syphi-
lis or not, and many were told they were being treated for “bad blood,” which was a 
common local lay term. Some offi cials at the Centers for Disease Control later 
believed that “bad blood” was a local synonym for syphilis; however, numerous 
patients interviewed over time corroborated the fact that they were not aware that 
they may have harbored syphilis. Prior to 1946, the standard treatment for syphilis 
consisted of injections of arsenic and mercury. Penicillin was found to be an effective 
cure for syphilis in 1946; however, the subjects enrolled in the study were not offered 
this known effective treatment and were not told about their syphilis diagnosis. 

 In 1972, Jean Heller of the Associated Press broke the story of this study. After 
examination of the US Public Health Service, it became obvious that the study did 
not have a formal protocol. While the study never claimed to be about testing treat-
ment effectiveness, the magnitude of the risks taken with the subjects involved led 
numerous individuals to feel that the Public Health Service had “played” with human 
lives. Senator John Sparkman of Alabama denounced the study as “absolutely 
appalling” and “a disgrace to the American concept of justice and humanity” [ 15 ]. 

 The Tuskegee study proved to be an American tragedy. It ultimately played a key 
role in creating the institutions and practices that govern the use of human volun-
teers in US biomedical research today. However, it made the public wary of agree-
ing to participate in clinical studies and introduced a certain level of distrust between 
patients and physicians.  

12.7     The Belmont Report 

 On July 12, 1974, the National Research Act was signed into law, creating the 
National Commission for the Protection of Human Subjects of Biomedical and 
Behavioral Research. The Commission was charged with identifying the basic ethi-
cal principles that would underlie the conduct of biomedical and behavioral research 
involving human subjects and developing guidelines to assure that research is 
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conducted in accordance with those principles. The committee met monthly for a 
period of 4 years. After a 4-day meeting held in February 1976 at the Smithsonian 
Institution’s Belmont Conference Center, the Belmont Report was put forth to sum-
marize the basic ethical principles identifi ed by the Commission in the course of its 
deliberations. This report stands today as a statement of basic ethical principles and 
guidelines that should assist in resolving the ethical problems that surround the 
conduct of research with human subjects, including clarifying the distinctions 
between medical practice and research. It put forth three basic ethical principles: (1) 
respect for persons (divided into two separate moral principles: to acknowledge 
autonomy and to protect those with diminished autonomy), (2) benefi cence (includ-
ing assurances that research maximizes possible benefi ts and minimizes possible 
harm), and (3) justice (declaring that the benefi ts and burdens of research are divided 
equally among individuals) [ 16 ]. 

 The principles of the Belmont Report have been incorporated into every aspect 
of human research and are the basis for ethical regulations in practice today.  

12.8     The Food and Drug Administration (FDA) 

 The history of the FDA can be traced to the latter part of the nineteenth century and 
the US Department of Agriculture’s Division of Chemistry. Under chief chemist, 
Harvey Wiley, the Division began conducting research into the misbranding of food 
and drugs on the American market. Wiley used these fi ndings and his alliances with 
diverse state regulators and national associations of physicians and pharmacists to 
lobby for a new federal law to set uniform standards for food and drugs. Wiley’s 
advocacy came at a time when the public had become sensitized to public safety 
issues. The 1902 Biologics Control Act had been put in place after diphtheria anti-
toxin was collected from horses and injected into children, resulting in several 
deaths from tetanus contamination [ 17 ]. In the 1920s, numerous men and women 
died from the ingestion of Radithor, a radium-containing drink manufactured by 
Bailey Radium Laboratories, New Jersey, which was touted as a magical cure all 
[ 18 ]. These tragic events had raised public awareness and made lobbying for food 
and drug safety regulation popular. 

 In June 1906, President Theodore Roosevelt signed into law the Food and Drug 
Act, also known as the “Wiley Act.” The Act prohibited the transport of food which 
had been “adulterated,” with that term referring to the addition of fi llers of reduced 
“quality or strength,” coloring to conceal “damage or inferiority,” formulation with 
additives “injurious to health,” or the use of “fi lthy, decomposed, or putrid” sub-
stances. The act applied similar penalties to the marketing of “adulterated” drugs, in 
which the “standard of strength, quality, or purity” of the active ingredient was 
neither stated clearly on the label nor listed in the  United States Pharmacopoeia  or 
the  National Formulary  [ 19 ]. 

 In 1927, the Bureau of Chemistry’s regulatory powers were reorganized under a 
new US Department of Agriculture body, the Food, Drug, and Insecticide 
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organization. This name was shortened to the Food and Drug Administration shortly 
thereafter. By the 1930s, journalists, consumer protection organizations, and federal 
regulators began mounting a campaign for stronger regulatory authority by publi-
cizing a list of harmful products which had been ruled permissible under the 1906 
law, including radioactive beverages such as Radithor, the mascara Lash Lure, 
which caused blindness and worthless “cures” for diabetes and tuberculosis. The 
resulting proposed law was signed by President F. D. Roosevelt on June 24, 1938 as 
the new Food, Drug, and Cosmetic Act. The new law signifi cantly increased federal 
regulatory authority over drugs by mandating a pre-market review of the safety of 
all new drugs. The law also authorized factory inspections and set new regulatory 
standards for foods, cosmetics, and therapeutic devices. This law, though exten-
sively amended in subsequent years, remains the central foundation of the FDA 
today [ 20 ].  

12.9     Clinical Trials and Statistics Evolve 

 A major stimulus for clinical trials in the United States arose from the Kefauver- 
Harris Amendment of 1962 to the US Food, Drug, and Cosmetic Act [ 21 ]. This set 
forth legal requirements for “adequate and well-controlled investigations” that had 
to be satisfi ed before a drug can be approved by the FDA. It required that drug 
advertising discloses accurate information and stopped cheap generic drugs being 
marketed as expensive drugs under new trade names. This amendment was a 
response to the thalidomide fallout, where thousands of children were born with 
birth defects as a result of their mothers taking the drug for morning sickness during 
pregnancy. The law was signed by President J. F. Kennedy in 1962. The Drug 
Effi cacy Study Implementation began classifying all pre-1962 drugs already on the 
market as effective, ineffective, or needing further study [ 22 ]. 

 In 1976, the Medical Device Amendments to the Federal Food, Drug, and 
Cosmetic Act extended some of the testing requirements established for drugs to 
medical devices as well. They established three regulatory classes based on the 
degree of control necessary to assure that the various types of devices are safe and 
effective. This classifi cation continues to be applicable today [ 23 ]. 

 In the 1980s, Thomas Chalmers led a movement to eliminate potential bias when 
physicians are permitted access to study the data during the course of a clinical trial 
by separating patient care from treatment evaluation functions. Chalmers was the 
fi rst in the United States to create a department of biostatistics and a department of 
geriatrics at the Mount Sinai Hospital in New York, where he was the director. He 
was a strong proponent of analytic and methodological rigor in clinical trials and 
contributed signifi cantly to the science of meta-analysis. 

 The roots of meta-analysis may be traced back to the seventeenth-century studies 
of astronomy, but the fi rst collation of all conceptually identical experiments concern-
ing a particular research topic conducted by independent researchers was noted in the 
1940 book-length publication,  Extra-sensory perception after 60 years , authored by 
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psychologists at Duke University and spearheaded by J. G. Pratt [ 24 ]. This encom-
passed a review of 145 reports on extrasensory perception experiments published 
from 1882 to 1939 and included an estimate of the infl uence of unpublished papers 
on the overall effect, known as the “fi le-drawer problem.” In the 1970s, more sophis-
ticated analytical techniques were introduced by medical statisticians Gene Glass, 
Frank Schmidt, John Hunter, and Thomas Chalmers. The term “meta-analysis” was 
coined by Gene Glass, who described it as an “analysis of analyses” [ 25 ].  

12.10     Cancer Research in the United States 

 The creation of the National Cancer Institute (NCI) in 1937 designated the start of 
federally sponsored medical research in the United States, which ultimately was 
recognized as the National Institutes of Health (NIH) in 1981. In 1955, the NCI 
formed a clinical studies panel. During one of its early meetings, Sidney Farber and 
others introduced the concept that the study of leukemia would move forward more 
quickly if physicians worked together on clinical trials through a “cooperative 
group” mechanism, which would allow for broad collaboration among researchers 
from various medical institutions. This research method already had been proven 
successful in Veterans Administration hospitals when they studied tuberculosis 
[ 26 ]. The NCI created eight cooperative cancer research groups: the Eastern 
Cooperative Oncology Group, the Cancer and Leukemia Group B, the Gynecological 
Oncology Group, the Northern Central Cancer Treatment Group, the National 
Surgical Adjuvant Breast and Bowel Project, the Radiation Therapy Oncology 
Group, the Southwest Oncology Group, and the Children’s Oncology Group. These 
groups have had signifi cant success over the years in several oncology areas, and 
they continue to exist today. To name a few of the signifi cant contributions, they 
produced long-term survival and cures for a majority of pediatric cancer cases; 
demonstrated that breast conservation surgery is often better than radical mastec-
tomy; developed optimal adjuvant chemotherapy regimens and hormonal therapy 
for breast cancer; developed paclitaxel as an effi cient treatment for ovarian cancer 
and metastatic non-small cell lung cancer; showed that interferon is a mainstay of 
treatment for metastatic melanoma; and showed that combination chemotherapy 
and radiotherapy is the most effective treatment for advanced cervical cancer [ 27 ].  

12.11     Recent Times 

 As clinical trials became more complex, they required more regulation and admin-
istration. Clinical trials at academic centers often ran from specifi c medical depart-
ments. More encompassing clinical trial offi ces (CTO) emerged over the last two 
decades to consolidate administrative activities related to clinical trials, ranging 
from protocol development to billing compliance. Their main goal was to enhance 
institutional research capabilities. A review of CTOs at eight academic health 
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centers in 2008 revealed, however, that there was little uniformity in the structure or 
functions designated to the CTOs across institutions; some were gatekeepers on all 
budgeting and billing, others provided educational or liaison services, while some 
had monitoring and auditing responsibilities for compliance [ 28 ]. This review 
pointed to the fact that institutions still are challenged by the lack of clearly defi ned 
organizational structure for clinical trial administration. CTOs will become increas-
ingly important as there is increased pressure on academic organizations to focus 
their billing and compliance activities, increase communication between research-
ers, consolidate education and training, decrease costs and redundancy in infrastruc-
ture, and increase visibility of trials. 

 Clinical trials continue to evolve in scope, design, funding, regulation, and 
administration. With the overall decline in federal funding for research in the United 
States, physicians and researchers have developed new approaches to medical 
research, including looking at international collaborations and harmonization of 
resources. This has led to the development of large national and international mega- 
trials. These multicenter and multinational trials are attractive for a number of rea-
sons, including patients’ recruitment to achieve the needed numbers, regulatory and 
ethical issues, as well as marketing strategies. Mega-trials often include thousands 
of patients with signifi cant heterogeneity in demographics, clinical characteristics, 
presence of comorbidities, and associated therapies in the study population. Often 
the need for such large sample of patients denotes the fact that the effect size of the 
intervention or drug is expected to be quite small. One downside to applying the 
fi ndings of a mega-trial to daily medical practice is that group-averaged data are 
transferred to individual care often with weak demographic, ethnic, and clinical 
associations [ 29 ]. For these reasons, the enthusiasm for the international mega-trials 
has waned somewhat, and researchers have started to focus their energies in more 
individualized and tailored patient-centered research. While it is true that there may 
not be a “perfect trial,” clinicians and researchers will continue to collaborate and 
innovate.

  Coming together is a beginning. Keeping together is progress. Working together is success. 
(Henry Ford) 
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13.1            Ethical and Regulatory Background 

 The aim of clinical trials is to obtain generalizable knowledge that can be used to 
advance health and health care. The ethical issues in clinical trials arise when human 
subjects, who may not directly benefi t from the research, are faced with the risk of 
being exploited or harmed. The current ethical framework for research is based on 
guidelines and laws which were a necessary response to historical abuses of partici-
pants in the name of science (Table  13.1 ).

13.1.1       Early Codes of Research Ethics 

 Albert Neisser, a professor of dermatology and venereology at the University of 
Breslau and the person who fi rst identifi ed gonococcus, published clinical trials on 
serum therapy in patients with syphilis in 1898. In an attempt to fi nd a way to pre-
vent the spread of syphilis, he injected serum from syphilis patients into patients 
who were admitted for other medical conditions. Most of his subjects were prosti-
tutes who were neither informed about the experiment nor asked for consent. After 
an ensuing outbreak of syphilis, he claimed that it was not due to the serum, but 
because the patients worked as prostitutes. 
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 In 1900, the Prussian Ministry of Religion, Education and Medical Affairs set 
forth the Berlin Code of Ethics as a direct response to Neisser’s syphilis study. It 
stated that all research interventions in a medical institution could only be per-
formed by the medical director or with his or her authorization. All medical inter-
ventions other than for diagnosis, healing, and immunization were prohibited under 
all circumstances if “the human subject was a minor or not competent for other 
reasons” or if the subject had not given his or her “unambiguous consent” after a 
“proper explanation of the possible negative consequences” of the intervention. 
These requirements, in addition to the other aspects of the case, had to be “docu-
mented in the medical history” [ 1 ].  

13.1.2     Nuremberg Code 

 After World War II, Nazi war criminals were tried before the International Military 
Tribunal for crimes against humanity. The subsequent Doctors’ Trial which took 
place on December 9, 1946, charged 23 Nazi physicians and scientists with murder 
and torture under the guise of scientifi c research. The Nazi regime labeled all Jews, 

   Table 13.1    Guidelines on the ethics of clinical trials   

 Guideline  Source  Date  Reference 

 Nuremberg Code  Nuremberg Military Tribunal 
 United States v .  Brandt  
et al. 

 1947    http://www.hhs.gov/ohrp/archive/
nurcode.html     

 Declaration of 
Helsinki 

 World Medical Association  1964    http://www.wma.net/
en/30publications/10policies/
b3/index.html     

 Belmont Report  National Commission for the 
Protection of Human 
Subjects of Biomedical 
and Behavioral Research 

 1979    http://www.hhs.gov/ohrp/
humansubjects/guidance/
belmont.html     

 45 CFR 46 
(Common Rule) 

 US Department of Health and 
Human Services 

 1991    http://www.hhs.gov/ohrp/
humansubjects/
guidance/45cfr46.html     

 Good Clinical 
Practice: 
Consolidated 
Guidance 

 International Conference on 
Harmonization of 
Technical Requirements 
for Registration of 
Pharmaceuticals for 
Human Use 

 1996    http://www.fda.gov/downloads/
Drugs/…/Guidances/
ucm073122.pdf     

 International 
Ethical 
Guidelines for 
Biomedical 
Research 
Involving 
Human Subjects 

 Council for International 
Organizations of Medical 
Sciences and the World 
Health Organization 

 2002    http://www.cioms.ch/images/
stories/CIOMS/guidelines/
guidelines_nov_2002_blurb.
htm     
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gypsies, Slavs, homosexuals, and disabled persons as subhuman which did not enti-
tle them to basic human rights. Various experiments in the concentration camps 
included the dissection of live infants, castration of boys and men without the use of 
anesthesia, and sterilization of women with an X-ray machine, as well as the effects 
of high-voltage electric shocks, hypothermia, pressure chambers, and euthanasia [ 2 ]. 

 The international outrage from these heinous crimes gave birth to the Nuremberg 
Code, which was drafted in 1947 as a means to prevent the future abuse of human 
subjects. Above all, the Nuremberg Code states that participation in research must 
be voluntary, and research subjects must have the ability to withdraw from the study 
at any time. The benefi ts of the research to the individual or to society must out-
weigh the risks, and any unnecessary suffering must be avoided. Investigators must 
be qualifi ed to conduct the study and prepared to stop the study should the risks 
become unacceptable for the participants (e.g., the possibility of death or disabling 
injury as a foreseeable consequence) [ 3 ].  

13.1.3     Declaration of Helsinki 

 The World Medical Association, in response to the atrocities of the Nuremberg 
Trials, issued the  Ethical Principles for Medical Research Involving Human Subjects  
in 1964 and since then has undergone multiple revisions (most recently in 2008). 
Taking its name from the city in which it was adopted, these principles became 
known as the Declaration of Helsinki. 

 This document stresses the importance of participant health and close monitor-
ing of subjects, especially populations that include the “economically and medically 
disadvantaged,” those who cannot give informed consent (or who may be doing so 
“under duress”), those who will not benefi t personally from the research, and those 
for whom “research is combined with [medical] care.” All research subjects must 
have access to the “best” standard of care treatment as identifi ed in the study, espe-
cially pertaining to placebo-controlled trials, which is an attempt to address the 
potential confl ict in the goals of the clinician (to care for the patient) and the 
researcher (to obtain generalizable knowledge). It also states that voluntary, fully 
informed consent for all research participants is imperative [ 4 ].  

13.1.4     The Jewish Chronic Disease Hospital 

 In 1963, Chester Southam, the chief of virology at the Sloan-Kettering Cancer 
Institute, injected live, cultured cancer cells into 22 debilitated patients at the Jewish 
Chronic Disease Hospital in Brooklyn, New York. He believed that despite the 
patients’ old age and debilitated state, their immune systems would reject the cancer 
cells. The patients were never fully informed of the experiment because Southam 
stated that they would be of “no consequence” to them and did not want to unduly 
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upset them by the word “cancer.” Although all of the patients eventually did reject 
the cancer cells as Southam predicted, the lack of informed consent and disclosure 
of risks, although minimal, illustrates the prevailing paternalistic attitudes in medi-
cal research at that time [ 5 ].  

13.1.5     Willowbrook Hepatitis Study 

 Willowbrook was an institution for mentally retarded children in Staten Island, New 
York. Saul Krugman, an infectious disease specialist, was consulted to study immu-
nity against hepatitis which was endemic to the institution from 1956 to 1967. The 
study involved feeding controlled amounts of the virus, which is shed in the feces, 
to healthy children. Although the parents who brought their children to Willowbrook 
consented to the study, they were coerced into believing that there were no beds 
available except for research subjects. It was also explained to them that the contrac-
tion of hepatitis was “inevitable” when in fact only 30–53 % of children acquired 
the disease at the institution [ 6 ]. In 1966, Henry Beecher, a professor of anesthesiol-
ogy at Harvard Medical School, criticized numerous clinical trials including the 
Willowbrook study in his landmark article  Ethics and Clinical Research  and ques-
tioned why Krugman did not place more emphasis on promoting hygiene and sani-
tation to decrease the risk of infection [ 7 ].  

13.1.6     Tuskegee Syphilis Study 

 From 1932 to 1972, the Public Health Service conducted a clinical study on the 
treatment and natural history of syphilis. The subjects were 399 poor and mostly 
illiterate African American sharecroppers with syphilis in Alabama who neither 
gave informed consent nor were informed of their diagnosis and the risk to others 
through sexual contact. They were told that they had “bad blood” and were offered 
free medical treatment, one free meal per day, and $50 in case of death for the 
funeral. In 1943, when penicillin was discovered as a cure for syphilis, the subjects 
in the study were never offered the drug so that the investigators could further study 
the natural history of the disease. The study resulted in 28 deaths, 100 cases of dis-
ability, and 19 cases of congenital syphilis [ 6 ]. The story appeared on the front page 
of the New York Times in July 1972. The study was terminated, and the Public 
Health Service was forced to settle a $9 million class action lawsuit fi led by the 
NAACP which was divided among the participants.  

13.1.7     Belmont Report 

 The public response to the Tuskegee syphilis study prompted the federal govern-
ment to establish a National Commission in 1974 for the purpose of drafting 
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guidelines for the ethical conduct of research involving humans. The Belmont 
Report was published in 1979 and named after the conference center at the 
Smithsonian Institute in Washington, DC, where the National Commission laid 
much of the groundwork. The Belmont Report explicitly noted the principles of 
 respect for persons ,  benefi cence ,  and justice  that have become the pillars of the ethi-
cal conduct of research. 

 The principle of respect for persons applies to informed consent and requires that 
the autonomy of the individual be respected. Those who do not have decisional 
capacity (e.g., children or persons with intellectual disability) require the consent of 
an authorized third party who is able to make decisions based on the individual’s 
best interest. 

 The principle of benefi cence begins with the medical precept  primum non 
nocere —or fi rst do no harm. Potential harm should be avoided if possible, but 
always minimized, by balancing the risks and the benefi ts to the research partici-
pant. Adhering to this ethical standard is not only the responsibility of the investiga-
tor but also of an independent institutional review board (IRB) to determine if the 
protocol is justifi able. 

 The principle of justice requires that both the burdens and benefi ts of research 
are distributed fairly. Historically, the burdens of research were placed upon the 
economically disadvantaged and the vulnerable, some of whom never reaped any 
physical benefi ts from the research. Because medical research is a public good, all 
of society should benefi t and likewise be called upon to participate equally [ 8 ].  

13.1.8     Code of Federal Regulations 
(45 CFR 46 and 21 CFR 50, 56) 

 As a response to the Belmont Report, the federal government sought to enforce the 
regulatory requirements of research involving human subjects in the United States. 
These efforts were incorporated into the Code of Federal Regulations (CFR), Title 
45, Part 46 (45 CFR 46) or the Common Rule, which went into effect in 1991. The 
Common Rule falls under the authority of the Department of Health and Human 
Services (DHHS) and focuses on the process of review, approval, and oversight of 
research involving human subjects for all institutions receiving any federal support 
for research. Subpart A of 45 CFR 46 outlines the responsibilities of the IRB 
including membership, function, review, and necessary records to approve research 
protocols. It also delineates the required elements of the informed consent form 
and the criteria for waiving informed consent. Subparts B, C, and D involve addi-
tional protections bestowed upon pregnant women, fetuses, neonates, prisoners, 
and children [ 5 ]. 

 The CFR, Title 21, Parts 50 and 56 (21 CFR 50, 56) protects the rights, safety, 
and welfare of subjects in clinical investigations involving products regulated by 
the Food and Drug Administration (FDA) which include food and color additives, 
drugs for human use, medical devices for human use, biological products for human 
use, and electronic products [ 9 ].  
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13.1.9     International Guidelines 

 The Good Clinical Practice (GCP) guidelines (International Conference on 
Harmonization, 1996) and the International Ethical Guidelines for Biomedical 
Research Involving Human Subjects (Council for International Organizations of 
Medical Sciences and the World Health Organization, 2002), based on the Belmont 
Report and the Declaration of Helsinki, were adopted as an international standard for 
designing, conducting, recording, and the reporting of clinical trials. Specifi cally, they 
delineate that research must be scientifi cally sound and must be approved by ethical 
review committees [ 10 ]. In 2008, the FDA published the Final Rule which replaced 
the requirements of the Declaration of Helsinki with those of the GCP guidelines.   

13.2     An Ethical Framework for Research 

 With the harsh lessons from history, these multiple guidelines and regulations have 
helped to create a framework with which to minimize the exploitation of humans for 
research, while still fostering the goals of improving health and health care. Each 
guideline by itself is not comprehensive in addressing the ethical complexities in 
research. However, collectively, they uphold eight ethical principles for clinical 
research:  collaborative partnership ,  social value ,  scientifi c validity ,  fair participant 
selection ,  favorable risk - benefi t ratio ,  independent review ,  informed consent ,  and 
respect for participants  [ 11 ]. Some of these principles will at times confl ict, but it is 
not sound ethical practice to simply ignore one when two or more appear to be at 
odds. It is the investigator’s responsibility to take all of these principles into consid-
eration and weigh the value of each one for any individual case. 

 According to the recommendations in the Belmont Report which are now codi-
fi ed in 45 CFR 46,  research  is “ a systematic investigation, including research, devel-
opment, testing and evaluation, designed to develop or contribute to generalizable 
knowledge .” And a  human subject  is  a  “ living individual about whom an investiga-
tor obtains data through intervention or interaction with the individual ,  or identifi -
able private information ” [ 12 ]. Surgical innovation is an important topic that does 
not cleanly fi t into the defi nition of research, yet is not considered standard of care. 
This topic goes beyond the scope of this chapter, but the ethical issues of informed 
consent and risk assessment remain paramount as surgical innovation continues to 
play an important role in the progress and development of surgical care [ 13 ]. 

13.2.1     Collaborative Partnership 

 Clinical research, in its role to serve a social good, should create a partnership with 
the community in which the research is being conducted. Although there is no legal 
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requirement to do so, communication between the investigator and the community 
helps to prevent any exploitation and can maximize the potential benefi ts to the 
community. The goals of research can be attained through respect for the commu-
nity’s values, context, culture, and social practices. This partnership can be formed 
through community advisory boards, advocacy groups, and town hall meetings. 
Care should be taken to ensure that both the direct and indirect benefi ts of the 
research are fairly distributed between the research team and the community [ 11 ].  

13.2.2     Social Value 

 Clinical research has social value because it can lead to improvements in health or 
health care. However, research void of social value places subjects at risk for no 
benefi t. To have social value, the research results have to be generalizable as well as 
implementable. Although all research cannot be applied universally, it is important 
to fi rst defi ne which group or population will benefi t from the research. Secondly, it 
becomes necessary to determine the potential benefi t of the research for the particu-
lar group or population. Thirdly, a structure should be in place to disseminate the 
knowledge acquired from the research to maximize its social value. Such structures 
include publications in peer-reviewed journals, presentations at medical confer-
ences, letters and presentations to the community, and press releases in the media. 
Lastly, research should lead to strengthening the infrastructure of health care in the 
community [ 11 ].  

13.2.3     Scientifi c Validity 

 In order to truly benefi t society, research must be based on valid science. The fi rst 
crucial step in achieving scientifi c validity is in the design and methods of the 
research. The research should have clear objectives, adequate sample size, unbiased 
and reliable outcome measures, and appropriate statistical analysis. The feasibility 
of the study should be considered to ensure that the study will reach accrual in a 
reasonable amount of time [ 11 ]. 

 Adequate sample size and study design are too often overlooked by investigators. 
According to a study looking at 54 surgical trials from 2008, 28 % of the trials 
reported negative results despite being underpowered. Furthermore, of those that 
were underpowered, 47 % of the studies did not report an a priori power calculation, 
and 40 % reported inappropriate interpretations of the results [ 14 ]. The use of 
underpowered studies to implement novel therapeutic surgical interventions with-
out any evidence that these therapies are equivalent to the standard of care not only 
place patients at increased risk of unnecessary harm, but they also make the risks 
that the research participants undertook unjustifi able due to the studies’ lack of sci-
entifi c or social value. 
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 Randomized controlled trials (RCT) are accepted as the highest standard of evi-
dence regarding the safety and effi cacy of new therapies. Placebo-controlled trials 
are designed to blind subjects and investigators from potential bias during an RCT 
comparing specifi c therapies. The FDA requires “adequate and well-controlled” 
studies to demonstrate the safety and effectiveness of drugs as a condition of approv-
ing their clinical use [ 3 ]. However, the Offi ce for Human Research Protections 
states:  A design involving a placebo control should not be used where there is a 
standard treatment that has been shown to be superior to placebo by convincing 
evidence  [ 15 ]. The potential risks of placebos are not always negligible and must be 
taken into consideration. 

 Charles Fried (1974) believed that it is ethically problematic for a physician to 
enroll one of his or her patients in a randomized trial if the physician believes that 
one of the treatments which is available outside of the study is superior. Prior to 
enrolling a patient in a trial, Fried argued that the physician should be indifferent to 
either treatment (i.e., unsure which treatment is better), which is now commonly 
described as  equipoise  [ 16 ]. Some have argued that as a clinician, it is too diffi -
cult—if not impossible—to have absolute equipoise with regard to different treat-
ments for a patient. Therefore, others have proposed that RCTs could still be ethical 
if there is equipoise among the scientifi c community or the community at large even 
if an individual physician believes one treatment may be superior to the other. 
Attempts to address the problem of equipoise, or lack thereof, have included using 
interim data analysis, unbalanced randomization, and adaptive randomization 
which allocates more subjects to the superior arm once data emerge. However, 
adaptive randomization can confound the interpretation of the results due to 
 potential differences between the groups if one arm is enrolling signifi cantly more 
subjects [ 17 ].  

13.2.4     Fair Participant Selection 

 The target group for a research study should be decided based on scientifi c objec-
tives. With the lessons learned from the numerous cases of abuse in the past, social 
factors that are irrelevant to the research should never infl uence the selection of the 
target group. Diligence must be taken to minimize risk to the group by excluding 
individuals who may be at increased risk of adverse effects from the therapy being 
studied. Also, participants should be chosen to maximize both the social value as 
well as the individual benefi t to the research participants [ 11 ]. 

 The recruitment of research participants is most commonly done through a treat-
ing clinician or through advertisements. It is important that the treating physician 
maintain the integrity of his or her responsibility to the care of the patient before 
enrolling participants into clinical trials, especially when capitation fees are col-
lected from the study sponsor. Researchers must guard against recruiting subjects 
through misleading advertisements that are particularly concerning for vulnerable 
or desperate patients who are running out of standard treatment options. It is crucial 
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that such patients are not misled regarding the purpose of the research study [ 18 ]. 
Research involving vulnerable populations such as individuals with impaired 
decision- making capacity, children, and prisoners must meet a higher standard to 
ensure that the risks to the subjects are minimized, the outcomes of the research 
directly benefi ts the population, and the research is unable to be performed on a less 
vulnerable population. Current challenges in fair participant selection include 
underrepresentation of minorities and the elderly, as well as the overrepresentation 
of economically disadvantaged populations [ 19 ].  

13.2.5     Favorable Risk-Benefi t Ratio 

 For each individual research participant, the net benefi t of research should outweigh 
the risks. In the case where the individual’s risks outweigh the benefi ts, the social 
value must be able to justify the increased risk-benefi t ratio. In every case, the 
potential risks of research must be clearly defi ned and should include not only phys-
ical risks but also psychological, social, and economic risks to the participant or 
community. In the same manner, the benefi ts of the research to the individual and 
group need to be identifi ed. However, in the case of benefi ts, only health-related 
potential benefi ts should be weighed. Secondary benefi ts such as payments or 
greater access to health services should not be factored in the balance as these may 
falsely justify higher-risk research by increasing payment or services [ 11 ]. 

 Phase I clinical oncology trials are a complicated situation where the research 
evaluates the safety and toxicity of a new drug but provides few or no benefi ts to the 
individual. An area of debate arises from the issue of the  therapeutic misconception  
where the subject mistakenly believes—or is led to believe—that the research study 
will in some way directly benefi t him or her. Empirical data examining defi ciencies 
of disclosure to the research subject is still lacking; however, it appears that most 
patients who enroll in Phase I clinical oncology trials do not understand the non-
therapeutic nature of the trials and still hope for a therapeutic benefi t [ 20 ]. In all 
situations, the risk-benefi t ratio, if considered acceptable by the investigator, must 
then be scrutinized and approved by the IRB and then ultimately by the potential 
subject during the informed consent process.  

13.2.6     Independent Review 

 An independent ethical review of all clinical research is necessary to minimize the 
inherent confl ict of interests that potentially affect all investigators as well as to 
ensure that the public benefi t is not derived from the exploitation of other individu-
als. The current review system has been established into law by 45 CFR 46. The 
IRB is made up of at least fi ve members including scientists, clinicians, statisticians, 
and members of the community who are free from any confl ict of interest with the 
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researchers and the clinical studies [ 11 ]. The Institute of Medicine issued a report in 
2002 that outlined four specifi c conditions that should exist in all investigational 
reviews:  accountability ,  resources ,  ethics education ,  and transparency in process . 

 The IRB is a part of every institution’s system to protect human participants in 
research. IRBs are accountable to the volunteer research participants whose inter-
ests they represent, the institution which requires that these protections are upheld 
by law, as well as to the investigator to provide a fair and thorough review of the 
protocol. Adequate resources are important so that the IRB can effectively and effi -
ciently perform its duties of assembling materials for review and monitoring 
approved protocols. Ethics education, such as a core curriculum in research and 
bioethics, should be offered and encouraged for investigators and IRB members 
prior to beginning any research activity. Many resources are available in both web- 
based and traditional written format. Finally, transparency in the process of research 
review has now become mandatory and should be accessible to the community and 
its members. It is recommended that 25 % of the IRB is made up of nonaffi liated lay 
members from the community. This helps ensure that research participants’ knowl-
edge base, understanding of the informed consent, and attitudes toward research 
risks and benefi ts are more accurately represented in the review process [ 21 ].  

13.2.7     Informed Consent 

 The purpose of informed consent is to respect the autonomy of the individual and to 
ensure that he or she is not utilized merely as a means to an end. According to Kant: 
“The human being, however, is not a thing, hence not something that can be used 
merely as a means, but must in all his actions always be considered as an end in itself” 
[ 22 ]. Informed consent requires that the consenting individual has the capacity to 
understand the various risks and benefi ts of the proposed research and to be able to do 
so voluntarily without coercion. Participants should be informed of their right to with-
draw from a study at any time without penalty. Verbal and written communication 
should be in the native language and on an appropriate level for the participants to 
understand. Apart from a few exceptions such as emergency research, research with 
minors, or those who do not have decisional capacity, only the individual who will be 
the research subject can give consent to participate in a research study. In the United 
States, a written signature is required for consent to participate in a research study. 

 The US Federal Regulations (i.e., 45 CFR 46) and European Community Rules 
(i.e., GCP guidelines) include three essential elements of a valid informed consent: 
 disclosure ,  comprehension ,  and voluntariness . With full disclosure, participants 
must be informed of the nature and foreseeable risks of the trial along with the 
therapeutic benefi ts that may or may not be a result of enrolling. They must be 
aware of all appropriate alternative therapeutic options with a right to withdraw 
without penalty. A statement regarding the extent to which the participant’s records 
will be kept confi dential is required. Appropriate information should be given to the 
participant to explain who he or she should contact for any research-related adverse 
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event or for any other questions about the study. There are no good methods to 
determine the comprehension of the participants with regard to the research. 
However, the consent materials should be at an appropriate reading level (8th grade 
reading level) and translated into the appropriate language as necessary. Finally, 
voluntariness involves lack of coercion whether it is by the physician’s infl uence or 
through monetary means. Compensation for travel or lost wages is acceptable; how-
ever, payment above and beyond those thresholds may cause some participants to 
accept a higher level of risk than they normally might take on otherwise and is 
considered unethical [ 23 ]. 

 Vulnerable populations should be protected by specifi c safeguards to ensure safety, 
informed consent, and absence of coercion. Individuals with impaired decision- 
making capacity, children, and prisoners are groups identifi ed by the National 
Commission whom voluntary written informed consent were not considered feasible 
or seemed overly protective. In balancing the social good that could arise from the 
research, as well as allowing these populations to have access to its potential benefi ts, 
the National Commission determined that in light of the principles of benefi cence and 
justice, that research with a modifi ed informed consent or consent by proxy would be 
permissible. However, in order to maintain the protection of these vulnerable popula-
tions, the commission described a  necessity requirement  where the research must be 
relevant to the vulnerable population and cannot otherwise be done in a less vulner-
able population. They also stipulated that strict informed consent could be modifi ed 
or waived if the research posed  minimal risk  to the subjects. Minimal risk is defi ned 
as no more than the  physical or psychological harm that is normally encountered in 
the daily lives ,  or in the routine medical ,  dental ,  or psychological examination of 
healthy persons . In research with children, although they cannot legally give consent 
to enroll in a research study, once they are of the age where they may understand the 
reasons for and implications of the study, in conjunction with an appropriate consent 
from the parents, an assent from the child should be obtained. Likewise, dissent from 
the child should also be appropriately respected [ 24 ]. 

 Research in the emergently ill population—emergency research—is a specifi c 
area where obtaining informed consent is not feasible. In addition to considering the 
previous principles, consulting the community in order to disclose the nature of the 
study and seek community input are requirements for emergency research [ 25 ]. In 
order for the requirement of informed consent to be waived in these situations, two 
criteria must be met: the research cannot be realistically carried out in nonemer-
gency settings, and the research must directly address the emergency needs of the 
participants involved. As soon as consent or legal authorization becomes feasible, it 
should be obtained from the individual or a proxy if indicated [ 23 ].  

13.2.8     Respect for Participants 

 Researchers have a responsibility to care for individuals and treat them with respect 
and monitor their safety throughout the entirety of a research study and sometimes, 
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even after the study ends. Protocols should be structured to adjust treatments in 
response to adverse events and for stopping the study earlier at predetermined time 
points if excessive harms or signifi cant benefi ts are demonstrated during interim 
analysis. In the event of an injury or adverse event from participation in a clinical 
trial, compensation remains voluntary and is usually limited to remedial medical 
care. Procedures to ensure the protection of participant confi dentiality should be in 
place. Participants have a right to have their information kept confi dential from the 
public, insurance companies, and even other family members. In the case of bio- 
banks and genetic research, it is imperative to clearly indicate whether the partici-
pants or their family members want to be contacted in the future if any actionable 
discoveries are made. However, even with all the safeguards in place, participants 
should always be informed that there can be no guarantees that absolute confi denti-
ality can be maintained [ 11 ].   

13.3     Clinical Investigator Conduct 

13.3.1     Confl ict of Interest 

 Confl ict of interest has become one of the core components in the ethics of medical 
research. The two major areas where confl ict of interest may arise in the clinical 
research setting are the  physician - researcher  confl icts and  fi nancial  confl icts. 

 The physician-researcher confl ict revisits the issue of equipoise and the funda-
mental tension that arises between the duties of a physician to the well-being of the 
patient with the duties of a researcher to scientifi c inquiry. The most blatant example 
is in the Tuskegee syphilis study where the physicians did not offer the subjects 
penicillin once it was discovered 29 years prior to the closing of the trial in order to 
further study the natural progression of the disease. The researchers likely did not 
intend to harm the subjects; however, their commitment to scientifi c discovery 
clouded their clinical judgment and their primary responsibility to care for the sick. 
There is no way to completely remove this confl ict of roles from research. However, 
one way to prevent this confl ict from harming participants is through research ethics 
committees such as the IRB. 

 Financial confl icts have become more prevalent in the past 10 years with the 
potential for large profi ts, the rise of medical device and pharmaceutical industries, 
and their infl uence in both clinical and research activities. Companies may pay cli-
nicians for recruitment of patients into their study (i.e.,  capitation ), fund various 
studies, sponsor an endowed chair, or provide company stocks. These confl icts set 
the stage for compromising patient safety in the recruitment and during the course 
of the trial as well as in the integrity of the data and reporting of the study [ 26 ]. 

 The Jesse Gelsinger case in 1999 illustrated how fi nancial confl icts of interest 
could compromise the safety of human subjects. Gelsinger was an 18-year-old male 
who died from complications of a gene therapy trial using adenovirus as a vector to 
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treat a metabolic disease. The lead investigator at the University of Pennsylvania 
allegedly held $13.5 million in the company stock which he sold a couple years 
after Gelsinger’s death [ 27 ]. The FDA investigation reported that the protocol’s 
inclusion criteria was violated for this trial, side effects were underreported, and the 
IRB had not been properly informed of signifi cant events or changes to the study 
protocol [ 28 ]. Although it is impossible to prove a causal relationship between the 
fi nancial interests and the decisions that were made in this case, it illustrates the 
potential dangers that these confl icts can infl ict on the well-being of study 
participants. 

 Financial interests also affect issues such as the design of the study, the interpre-
tation of its results, selective publication, and ghost or gift authorship [ 26 ]. Although 
industry-sponsored research has contributed a considerable amount to medical 
knowledge and social benefi t, there is a tendency for industry-sponsored studies to 
reach industry-friendly conclusions or only publish the results of positive studies 
(which is not unique to industry-sponsored publications). Some sponsors have gag 
clauses that prevent researchers from analyzing data or publishing results without 
the consent of the sponsor which may unduly limit an investigator’s ability to com-
municate scientifi cally valid research results. Furthermore, it has become more 
common for industry sponsors to hire private personnel to analyze and draft the 
manuscript, and then offer it to an established researcher in the fi eld for review and 
subsequent authorship. This practice—termed  gift authorship —is an attempt to pro-
vide more credibility for the study and, in return, becomes an easy publication for 
the academic researcher’s curriculum vitae. Gift authors are not acceptable, and 
investigators must take appropriate caution when dealing with industry-sponsored 
studies [ 26 ,  29 ]. 

 The Public Health Service and the National Science Foundation have introduced 
regulations regarding potential confl icts of interest. Disclosure to the investigator’s 
institution is required if researchers have invested more than $10,000 or own more 
than 5 % in a company. The FDA also requires disclosure of any equity interests 
more than $50,000 and any payments to researchers greater than $25,000 unrelated 
to the costs of research [ 26 ]. Currently, there is no federal regulation requiring 
fi nancial disclosure to the study participants. However, a survey of patients and a 
separate survey of clinicians indicate that disclosure of fi nancial confl icts is the 
more ethically appropriate course in order to preserve the public’s trust [ 30 ,  31 ]. No 
matter how much fi nancial interest is at stake, these confl icts can undermine the 
integrity of medical research and, more importantly, curtail the benefi ts of research 
that are owed to society.  

13.3.2     Authorship 

 Authors have an unstated contract with the readers of their work that demands 
accountability. Authorship usually comes with credit for the work published, but it 
also comes with the responsibility for the integrity and validity of the research. 
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Authorship is also important in the academic hierarchy and has a signifi cant role in 
promotions and academic tenure. As a result, disputes regarding authorship are 
becoming more common yet there are no good solutions for resolving these 
confl icts. 

 The International Committee of Medical Journal Editors developed the follow-
ing criteria: “Authorship credit should be based on substantial contribution to con-
ception and design, or acquisition of data, or analysis and interpretation of data; 
drafting the article or revising it critically for important intellectual content; and 
fi nal approval of the version to be published. Each author should have participated 
suffi ciently in the work to take public responsibility for appropriate portions of the 
content” [ 32 ]. The best way to address this issue may be to keep written documenta-
tion of the authorship order, responsibilities, and expectations at the start of any 
research endeavor [ 29 ].  

13.3.3     Research Misconduct 

 Research misconduct is defi ned as purposeful  fabrication ,  falsifi cation ,  or plagia-
rism  in research. These elements of fraud are not new to the scientifi c community. 
These practices are not only unethical but also illegal according to the White House 
Offi ce of Science and Technology Policy which was implemented in 2005 [ 33 ]. 
Although relatively uncommon, such practices are most likely underreported. The 
downstream consequences of research misconduct are that it can compromise the 
integrity of published research, destroy trust between researchers, and undermine 
the public support of science. Falsifying results also endanger research subjects—
and even patients—if adverse events are not accurately reported or drugs are 
approved with erroneous data [ 34 ]. Research integrity must be an institutional pri-
ority as well as an individual commitment for every investigator. Through educa-
tion, policies, and mentoring, efforts to address research misconduct are vital to the 
future of sound science.      
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14.1            Introduction 

 Fundamental to all intellectual inquiry is a scientifi c method for answering research 
questions. For the majority of medical and surgical questions that seek to determine if 
one intervention is better than another, clinical trials are at the cornerstone of all 
research studies. These, however, must be well designed, with well-thought-out meth-
ods and controls such that relevant answers can be derived to fundamental questions.  

14.2     The Basics 

 All research starts with a fundamental question, for which the investigator (and 
likely the rest of the medical/scientifi c community) is at equipoise. Is treatment A 
better than treatment B? It is critical at    the outset to defi ne the research questions: 
What is the intervention to be tested? What is the alternative? What are the outcome 
measures? What are potential confounders that need to be taken into consideration? 

 After defi ning the question, one needs to address feasibility. What is the popula-
tion to be studied? How rare or common is the condition? How many patients will 
be needed to answer the research question in a robust fashion? It is important to 
engage a statistician early in the process as they can help to better design the study 
but can also determine a sample size based on the research question that can then 
determine the feasibility of the study planned. 

 Inclusion and exclusion criteria are critical to defi ne. On the one hand, having 
broad inclusion criteria may allow for more external generalizability; however, it 
may also limit the applicability of the trial. 
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 Next, one needs to take into consideration the regulatory issues regarding clini-
cal trials. All human subjects research must be conducted in an ethical manner, 
employing good clinical practices. Regulatory guidelines for the conduct of clinical 
trials in medicine have since been established and are documented in the Nuremburg 
Code of 1947 [ 1 ] and the Declaration of Helsinki of 1964 [ 2 ]. These regulations 
were designed to protect subjects and require informed consent from all study par-
ticipants. Therefore, at the outset, one needs to consider how one will protect per-
sonal health information and privacy of patients, how data will be stored, etc. For 
clinical trials, one needs to be cognizant of risks and benefi ts and how these are 
explained to patients in an informed consent process. Respect for autonomy and the 
ability for patients to withdraw from studies also needs to be taken into account 
when considering sample size calculations. Finally, it is critical that all studies be 
reviewed and approved by an appropriate institutional review board.  

14.3     Phases of Trials 

 Traditionally, clinical trials go through several phases, which are required particu-
larly for drugs to obtain approval through the Food and Drug Administration or 
other regulatory bodies. These are enumerated below and shown in Fig.  14.1 .

14.3.1       Phase 0 

 Phase 0 trials are preclinical trials and are intended to expedite the clinical evaluation 
of new molecular entities. They are often performed in animals. The aim is to look 
for a dose–response pattern and gather information to guide transition into phase I.  

14.3.2     Phase I 

 After demonstrating safety in animals, the next step is to document safety in humans. 
Stage I trials are usually small, and the study population may be comprised of vol-
unteers who are in good health or those for whom there is no effective treatment 
(e.g., metastatic disease). Phase I trials aim to establish safety and perform pharma-
cokinetic studies that help to determine maximum tolerated dose.  

Preclinical Safety Randomized
controlled
Trial

Post-market
Long term
surveillance

Pharmaco-
kinetics

Efficacy

Phase 0 Phase Ι Phase ΙΙ Phase ΙΙΙ Phase ΙV

Animal
models

  Fig. 14.1    Phases of clinical trials – 0, 1, 2, 3, 4       
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14.3.3     Phase II 

 The purpose of phase II trials is to determine effi cacy, i.e., whether the treatment at 
a particular dose/regimen is effective in ideal situations. They determine therapeutic 
activity and further evaluate toxicity and/or side effects.  

14.3.4     Phase III 

 After demonstrating that a given drug is safe and has a reasonable chance of improv-
ing or affecting a disease, phase III trials are undertaken to demonstrate a new drug 
or treatment is superior to current standard of care. These are usually randomized 
controlled clinical trials, with large numbers of patients. If only one drug is being 
evaluated, the design is often placebo controlled and done in parallel. If two or more 
drugs are being evaluated, a factorial or crossover design is also possible [ 3 ]. 
See Fig.  14.2 .

•      Parallel - group design  is a simple design in which each participant is ran-
domly assigned to receive a particular treatment or not. Multiple drugs or 
treatments may be tested versus each other, and there is often a control or 
placebo group. Different doses of the same drug can also be simultaneously 
evaluated. This design is simple and eliminates the potential for drug 
interaction.  

•   In a  crossover design , in general, two treatments are evaluated. Each group 
receives two treatments but the order is randomly assigned. Prior to the cross-
over, the design appears to be similar to a parallel-group design. However, the 
crossover allows one to determine the benefi t of adding one drug/treatment to 
another in a sequential fashion and which order is most benefi cial. This design 
is appropriate for chronic conditions that are stable over time and for interven-
tions that last a short time. It is important that the treatment drugs do not react 
with each other to avoid making inaccurate conclusions about the results. It 
should be noted that crossover designs have also been used to evaluate timing of 
surgical treatments; for example, in the NSABP B-18 trial, patients were ran-
domized to receive either (neoadjuvant) chemotherapy followed by surgery or 
surgery followed by chemotherapy in order whether one sequence was superior 
to the other.  

•   In a  factorial design , two drugs or interventions can be simultaneously evaluated. 
With two drugs, four combinations of treatments and placebo are possible. 
Patients are randomly assigned to each group. For example, one group might 
receive drug A and drug B. Another group would receive drug A and placebo. 
Another would receive drug B and placebo, and another would receive two pla-
cebos. The factorial design can be very effi cient, as data is gathered on two drugs 
at the same time. A drawback of the factorial design is the concern over potential 
drug interactions; however, this design also allows for the determination of syn-
ergies between two treatments.     
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14.3.5     Phase IV 

 Phase IV studies are post-marketing studies that are conducted after the drug has 
been approved for use. The purpose of phase IV studies is to gather information 
regarding additional potential side effects in diverse populations and gather long- 
term follow-up data. 

 For surgical trials of new equipment or implants, a parallel series of trials has 
been proposed [ 4 ].  

14.3.6     Phase I: Laboratory Study 

 This phase, similar to phase 0 trials for drug, is preclinical and often involves animal 
models.  
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  Fig. 14.2    Clinical trial design – parallel, crossover, and factorial       
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14.3.7     Phase II: Cohort Study 

 As devices and implants do not have a “dose” that needs to be titrated, this phase is 
akin to phase II trials where a tightly controlled study is done on a cohort of patients 
to determine effi cacy of a particular device or treatment.  

14.3.8     Phase III: Randomized Controlled Trial 

 As with other phase III randomized controlled trials, the purpose of these studies is to 
compare outcomes with a particular device, implant, or treatment vs. standard of care.  

14.3.9     Phase IV: Surveillance Study 

 Again, careful evaluation must continue for long-term sequelae after a phase III 
randomized controlled trial; for devices or surgical implants, this is similar to phase 
IV trials for drugs.   

14.4     Randomization 

 The gold standard to determine if one intervention is better than another is the ran-
domized controlled trial, which provides the strongest evidence for a cause-effect 
association between an intervention and an outcome. The process of randomization 
effectively limits bias, such that differences in outcome may be attributable to dif-
ferences in treatment groups, rather than to inherent differences or confounding 
factors between the two groups [ 5 ,  6 ]. 

 Several randomization strategies exist.  Simple randomization  is analogous to a 
coin toss; heads means the patient will be randomized to the treatment arm, and tails 
means they will be in the control group. Randomization tables can simply allocate 
patients to one arm or another in whatever ratio the trial dictates. Another (slightly 
more complicated) randomization strategy is  block randomization , where patients 
are divided into blocks (which are often based on some characteristic) and random-
ized within each block. This is also called  stratifi ed randomization , as patients are 
initially stratifi ed according to a key variable or set of variables (e.g., age, race, sex, 
stage) and then randomized within each stratum. In surgical trials, stratifying by 
surgeon has been used to adjust for the experience of individual surgeons [ 7 ]. In 
very large trials, stratifi cation is usually unnecessary, as large imbalances tend to 
diminish with greater numbers of subjects. 

 While often patients are randomized equally between groups, this need not be 
the case. Unequal randomization where patients are randomized 2:1, 3:1, etc., are 
associated with less power but may have other advantages. 
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 In addition, while patients are often randomized at the individual level, larger- 
scale trials may utilize a  cluster design , in which predefi ned groups (e.g., members 
of a particular clinic, region) receive one treatment and are compared to a similar 
group who receives another. This design may be chosen if the treatment or interven-
tion can only be administered on a large scale, such as a behavior modifi cation 
intervention or some screening initiatives [ 8 ]. Sophisticated statistical techniques 
need to account for differences between clusters and the fact that subjects within a 
cluster are correlated.  

14.5     Blinding 

 Ideally, both patients and study personnel are blinded, meaning that they are 
unaware which patients are receiving active drug or placebo. This is referred to as a 
 double - blind  study. In a  single - blind  study, either the investigator or the participant 
knows which group is receiving active treatment, and in an  unblinded  trial, both 
investigators and patients are aware of treatment. There are times when it is not 
feasible to blind patients or investigators to treatment arm, particularly in some 
surgical studies.  

14.6     Hypothesis Testing and Data Analysis 

 A different way to categorize randomized controlled clinical trials is by hypothesis, 
and the criteria by which the null hypothesis will be rejected. In a  superiority  trial, 
the hypothesis is that one drug or treatment is better than the other. In a  non - 
inferiority     trial, the hypothesis is that a new drug or treatment is no worse than the 
existing drug.  Equivalence  trials are based on the hypothesis that there is no differ-
ence between two drugs or treatments. This distinction is important in constructing 
the trial, in calculating sample size needed, and in interpretation of the results. 

 It is also important to defi ne the goals and objectives of the study and the out-
come variables before commencing the trial. There should be a clear primary aim or 
question the trial seeks to answer. Any secondary aims or hypotheses need also to 
be identifi ed.  Subgroup analyses , which refers to the practice of dividing the study 
participants into specifi c groups and doing additional analyses, need to be specifi ed 
at the outset. Subgroup analyses are observational by defi nition and are not based on 
randomized groups. 

 In general, an overall analytic plan should be prespecifi ed prior to starting a trial. 
Often, an  intention - to - treat  analysis is utilized, where patients who were random-
ized to each group are compared, regardless of whether or not they completed the 
specifi ed treatment. In this way, “effectiveness” or how a treatment would work in 
real-life circumstances can be evaluated. Alternatively, analyses may be done in 
 per - protocol  manner, where only patients who completed the specifi ed treatment 
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are compared. In this way, “effi cacy” or how a treatment will work in ideal circum-
stances can be assessed. One should discuss with a statistician how missing data 
will be managed, as there are a number of specifi c statistical methods to manage 
incomplete data fi elds, and the fact that a proportion of patients may either drop out 
of the study or be lost to follow-up should be taken into consideration when comput-
ing sample size.  

14.7     Interim Analyses and Bayesian Design 

 When planning a clinical trial, it is often necessary to plan interim analyses to assess 
both toxicities and adverse effects, as well as whether one arm is clearly superior to 
the other – both of which may require a trial to stop prematurely. Signifi cant adverse 
events must be reported promptly to institutional review boards, but an interim 
analysis will catalog all adverse events such that patterns may become clear. In 
addition, “stopping rules” that would mandate a trial close prematurely when one 
arm is found to be signifi cantly better than the other (and therefore it would be 
unethical to continue to accrue to the poorer arm) should be set in advance. An 
independent data safety and monitoring board should be identifi ed prior to the study 
commencing. This body would meet periodically to review the study’s progress and 
discuss the fi ndings of interim analyses, keeping the primary investigator and key 
study personnel blinded until the study conclusion. 

 One of the key disadvantages of randomized trials is that often they require large 
numbers of patients and signifi cant follow-up before a conclusion is reached about 
the superiority of one treatment over another. At the same time, newer treatments 
are being developed, and incorporation of these agents may be more diffi cult in tri-
als that are “fi xed” by the number of patients to be accrued on a given treatment arm. 
Some modern trials have now incorporated a “Bayesian approach” whereby as we 
learn about the effectiveness of certain treatments in given subgroups of patients, 
they are compared to the next treatment regimen [ 9 ,  10 ]. This approach is analogous 
to doing a series of interim analyses and changing the arms of the parallel-group 
design according to the results. Examples include the i-SPY and BATTLE trials, 
where different treatments are compared given various molecular subtypes [ 11 ,  12 ].  

14.8     Correlative Science and Other Analyses 

 Clinical trials are often expensive endeavors that consume a signifi cant amount of 
both clinical and human resources. Much of this is worth the investment, as the data 
obtained can answer important questions in a well-defi ned population for whom 
treatments are standardized. In order to maximize the knowledge that can be gained 
from clinical trials, thought should be put into other potential questions that can be 
answered in the context of the trial. Correlative science, quality of life surveys, and 
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other analyses are commonly built into trials. It is important to consider potential 
secondary studies that could be done in the context of a trial up front, such that data 
needed to answer these questions are collected prospectively as part of the trial.  

14.9     Reporting Trial Design 

 The Consolidated Standards of Reporting Trials (CONSORT) Statement is a guide 
for investigators in reporting randomized controlled trial in such a way as to opti-
mize the readers’ ability “to understand a trial’s design, conduct, analysis, interpre-
tation, and to assess the validity of its results.” [ 13 ] CONSORT has a checklist that 
can ensure that trial designs and methods are appropriately reported. A similar 
10-item Checklist to Evaluate A Report of Non-Pharmacologic Trials (CLEAR 
NPT) was specifi cally developed for non-pharmacologic treatments, which may be 
more relevant for some surgical studies [ 14 ]. As surgeons, it is critical that meticu-
lous attention is paid to the details of designing trials so that these may withstand 
the rigor of critical assessment [ 15 ].  

14.10     Summary 

 Clinical trials remain the “gold standard” for most clinical research, and while sur-
gical trials have intricacies that are unique, adherence to fundamentals of proper 
design and conduct of clinical trials remain mandatory for key insights to be 
obtained.     

   References 

    1.   The Nuremberg Code. JAMA. 1996;276:1691.  
    2.    World Medical Association declaration of Helsinki. Recommendations guiding physicians in 

biomedical research involving human subjects. JAMA. 1997;277:925–6.  
    3.    Gurusamy KS, Gluud C, Nikolova D, Davidson BR. Design of surgical randomized controlled 

trials involving multiple interventions. J Surg Res. 2011;165:118–27.  
    4.    Gross M. Innovations in surgery. A proposal for phased clinical trials. J Bone Joint Surg Br. 

1993;75:351–4.  
    5.    Sabatine MS. Cardiology patient page. Randomized, controlled trials. Circulation. 

2011;124:e832–4.  
    6.    Stanley K. Design of randomized controlled trials. Circulation. 2007;115:1164–9.  
    7.    Fung EK, Lore Jr JM. Randomized controlled trials for evaluating surgical questions. Arch 

Otolaryngol Head Neck Surg. 2002;128:631–4.  
    8.    Hussey MA, Hughes JP. Design and analysis of stepped wedge cluster randomized trials. 

Contemp Clin Trials. 2007;28:182–91.  

B.K. Killelea and A.B. Chagpar



177

    9.    Lee JJ, Xuemin G, Suyu L. Bayesian adaptive randomization designs for targeted agent devel-
opment. Clin Trials. 2010;7:584–96.  

    10.    Lee JJ, Chu CT. Bayesian clinical trials in action. Stat Med. 2012;31:2955–72.  
    11.    Barker AD, Sigman CC, Kelloff GJ, Hylton NM, Berry DA, Esserman LJ. I-SPY 2: an adap-

tive breast cancer trial design in the setting of neoadjuvant chemotherapy. Clin Pharmacol 
Ther. 2009;86:97–100.  

    12.    Kim ES, Herbst RS, Wistuba II, et al. The BATTLE trial: personalizing therapy for lung can-
cer. Cancer Discov. 2011;1:44–53.  

    13.   Schulz KF, Altman DG, Moher D, for the CONSORT Group. CONSORT 2010 Statement: 
updated guidelines for reporting parallel group randomised trials. Ann Int Med 2010;152. 
Epub 24 March.  

    14.    Boutron I, Moher D, Tugwell P, et al. A checklist to evaluate a report of a nonpharmacological 
trial (CLEAR NPT) was developed using consensus. J Clin Epidemiol. 2005;58:1233–40.  

    15.    Jacquier I, Boutron I, Moher D, Roy C, Ravaud P. The reporting of randomized clinical trials 
using a surgical intervention is in need of immediate improvement: a systematic review. Ann 
Surg. 2006;244:677–83.     

14 Trial Design: Overview of Study Designs (Phase I, II, III, IV, Factorial Design)



179T.M. Pawlik, J.A. Sosa (eds.), Success in Academic Surgery: Clinical Trials, 
Success in Academic Surgery, DOI 10.1007/978-1-4471-4679-7, 
© Springer-Verlag London 2014

  A 
  Adverse event reporting 

 ascertaining , 19  
 classifi cation of , 18  
 CTCAE , 18–19  
 defi nition , 16  
 example of , 20–23  
 expected , 16–17  
 harmonized tripartite guidelines , 19–20  
 ICH guidelines , 20  
 MedDRA , 18  
 purpose of , 16  
 unexpected , 18  

   Auditing and monitoring 
 errors of , 76  
 FDA audits/inspections , 75–76  
 initiation visit , 75  
 IRB 

 background of , 68  
 exit interview , 73–74  
 goals of , 69  
 informed consent content review , 69–70  
 investigational agents and pharmacy 

operations accountability , 70–71  
 patient case review , 71–73  
 role of , 66  

 pre-study qualifi cation visit , 74–75  
 purpose of , 66  
 quality assurance programs 

 study design , 67  
 trials selection , 67–68  

    B 
  Belmont report , 98, 137, 147–148, 156–157  
   Biomedical research 

 historical perspectives 
 Belmont report , 98  
 Nuremberg Code and Helsinki 

Declaration , 96–98  
 human subjects research 

 federal regulations and federal wide 
assurance , 99  

 food and drug administration and 
clinical research , 101–102  

 good manufacturing practices , 
102–103  

 HIPAA , 100–101  
 institutional review boards , 99–100  
 investigator responsibilities , 103–104  
 new investigators, practical 

considerations , 104–105  
   Block randomization , 173  
   Budget 

 industry-sponsored clinical trials 
 audit charges , 92  
 backup plan , 91–92  
 direct costs , 88, 89  
 enrollment , 92  
 equipment and supply costs , 90  
 facilities and administrative 

cost , 89–90  
 indirect costs , 88, 89  
 infl ation adjustment , 93  
 initiation charges , 91  
 investigational device/drug , 90  
 IRB charges , 89  
 laboratory test costs , 90  
 patient follow-up , 91  
 reimbursement timetable , 92  
 staff salary and training charges , 90  
 study contract , 91  

                    Index 



180

 Budget ( cont .) 
 NIH sponsorship 

 consortiums/subawards , 87  
 cost sharing , 81–82  
 detailed budget   ( see  Detailed budget) 
 funding opportunity announcement 

(FOA) , 80  
 infrastructure , 80  
 modular , 83  
 predicting and planning , 87–88  
 steps for , 80, 81  

    C 
  Case report forms , 15–16  
   Clinical Outcomes of Surgical Therapy 

(COST) Study Group , 32  
   Clinical trial research team 

 biostatistician , 5  
 clinical research coordinator/data 

manager , 4  
 contracts and grants , 6  
 coprincipal investigators , 4  
 data and safety monitoring board , 7–8  
 FDA , 8  
 fi nancial expert , 5–6  
 institutional review board , 7  
 labs/imaging/pathology/electrocardiogram , 

6–7  
 nurse coordinator/research nurse , 5  
 offi ce of human research protections , 8  
 pharmacist , 6  
 principal investigator , 3–4  
 scientifi c review board , 7  
 sponsors 

 industry , 9  
 intra-and extramural grants , 8  
 The National Cancer Institute , 9  

   Cluster design , 174  
   Common Terminology Criteria for Adverse 

Events (CTCAE) , 18–19  
   Consolidated Standards of Reporting Trials 

(CONSORT) , 23  
   Cost sharing , 81–82  

    D 
  Data safety monitoring boards (DSMB) , 

22–23  
 biostatisticians , 55  
 chairperson , 55  
 late-phase clinical trials , 54, 55  
 principal investigators , 55–56  
 responsibilities of , 56–57  
 statistical issues related 

 adaptive trial designs , 61–62  
 Bayesian approaches , 61  
 effi cacy and futility , 60–61  
 group sequential designs , 59–60  
 interim analysis , 58  
 primary  vs.  secondary endpoints , 58–59  
 reporting on , 63  
 sample size , 60  
 type I errors , 59  

 written operating guidelines , 57  
   Detailed budget, NIH sponsorship 

 alterations and renovations (A&R) , 86  
 animal costs , 85  
 consultant services , 86  
 equipment , 84  
 materials and supplies , 85  
 postdoctoral associates and graduate 

students , 84  
 publication costs , 85  
 research patient care costs , 86  
 salary cap , 84  
 senior/key personnel , 84  
 specialized computer services , 86  
 trainee costs , 84–85  
 travel , 85  
 tuition , 86–87  
 unallowable costs avoidance , 87  

   Device clinical trials 
 adverse events , 126  
 Class I and II exemptions , 125  
 classifi cation , 122–123  
 combination products , 125  
 investigators training , 126  
 premarket approval application 

 clinical investigations section , 124  
 nonclinical laboratory studies section , 124  

 premarket notifi cation 510(k) , 124–125  
 regulatory control for , 123  
 reimbursement , 126–127  
 requirements for approval , 128–129  

   Drug clinical trials 
 adverse events , 126  
 investigational new device (IND) 

application 
 emergency , 120  
 investigational , 121  
 investigator information and clinical 

protocols , 121  
 manufacturing information , 121  
 toxicology and pharmacology 

studies , 121  
 treatment , 120  

 investigators training , 126  
 new drug application (NDA) , 121–122  
 reimbursement , 126–127  

Index



181

    E 
  Ethics 

 clinical investigator conduct 
 authorship , 165–166  
 confl ict of interest , 164–165  
 research misconduct , 166  

 framework for research 
 collaborative partnership , 158–159  
 fair participant selection , 160–161  
 favorable risk-benefi t ratio , 161  
 independent review , 161–162  
 informed consent , 162–163  
 respect for participants , 163–164  
 scientifi c validity , 159–160  
 social value , 159  

 regulatory background 
 Belmont report , 156–157  
 code of federal regulations , 157  
 declaration of Helsinki , 155  
 early codes of , 153–154  
 guidelines on , 153, 154  
 international guidelines , 157  
 the Jewish chronic disease hospital , 

155–156  
 Nuremberg code , 154–155  
 Tuskegee syphilis study , 156  
 Willowbrook hepatitis study , 156  

   Exclusion criteria , 132  

    G 
  Good clinical practice , 14–15  

    H 
  Health Insurance Portability and Accountability 

Act (HIPAA) , 100–101  
   History 

  American Review of Tuberculosis  , 145  
 Belmont report , 147–148  
 Book of Daniel , 141  
 cancer research , 150  
 The Canon of Medicine , 143  
 clinical trial offi ces (CTO) , 150–151  
 clinical trials and statistics , 149–150  
 concept of randomization , 145  
 FDA , 148–149  
  Hippocratic Corpus  , 142  
 issue of ethics , 146–147  
 A Treatise on The Scurvy , 143  
 vaccination , 143–144  

   Human subjects research 
 FDA and clinical research , 101–102  
 federal regulations and federal wide 

assurance , 99  

 good manufacturing practices , 102–103  
 HIPAA , 100–101  
 institutional review boards , 99–100  
 investigator responsibilities , 103–104  
 new investigators, practical considerations , 

104–105  

    I 
  Inclusion criteria , 132  
   Institutional Review Board (IRB).    See also  

Auditing and monitoring 
 background of , 68  
 exit interview , 73–74  
 goals of , 69  
 human subjects research , 99–100  
 informed consent content review , 69–70  
 investigational agents and pharmacy 

operations accountability , 70–71  
 patient case review , 71–73  
 role of , 66  

   Investigational new device (IND) application 
 emergency , 120  
 investigational , 121  
 investigator information and clinical 

protocols , 121  
 manufacturing information , 121  
 toxicology and pharmacology 

studies , 121  
 treatment , 120  

    M 
  Modular budget , 83  

    N 
  Nuremberg Code and Helsinki 

Declaration , 96–98  

    P 
  Publication 

 analysis , 110  
 authorship , 108–109  
 collaborative research agreement , 108  
 commitment , 116  
 dataset , 116  
 documentation , 109  
 ICMJE registry , 108  
 IRB approval , 109  
 registration , 108  
 reviewers responding , 115  
 safety monitoring , 109  
 study protocol , 109  

Index



182

 Publication ( cont .) 
 Trial and Experimental Studies 

Transparency (TEST) Act , 108  
 writing 

 abstract , 112  
 CONSORT 25-item checklist , 110, 111  
 fl ow diagram , 112  
 journal selection , 110–111  
 language, professional editing service , 

111–112  
 reference management software , 113  
 title , 112  
 visual displays , 113, 114  

    Q 
  Quality and standardization 

 adverse event reporting 
 ascertaining , 19  
 classifi cation of , 18  
 CTCAE , 18–19  
 defi nition , 16  
 example of , 20–23  
 expected , 16–17  
 harmonized tripartite guidelines , 19–20  
 ICH guidelines , 20  
 MedDRA , 18  
 purpose of , 16  
 unexpected , 18  

 case report forms , 15–16  
 CONSORT , 23  
 DSMB , 22–23  
 good clinical practice , 14–15  
 history , 13–14  

    R 
  Randomization 

 ACOSOG trials , 32  
 adaptive , 31  
 advantages of , 30  
 comparative effectiveness research (CER) , 33  
 COST , 32  
 defi nition , 30  
 ethical confl icts , 31  
 fi xed allocation , 30  
 GUSTO trial , 31  
 nonoperative therapy , 32  
 play the winner approach , 31  
 pragmatic clinical trials (PCTs) , 32  
 simple , 173  
 special consideration , 31–32  
 stratifi ed , 31, 173  
 trial design , 173–174  
 two-armed bandit method , 31  

    S 
  Simple randomization , 173  
   Statistical data analysis 

 clinical setting , 27–28  
 CONSORT statement , 50–51  
 data expression 

 β error , 40  
 chi-square test , 41–42  
 correlation and linear regression , 

43–44  
 α error , 40  
 Fisher exact test , 41–42  
 hypothesis testing , 40  
 relative risk and odds ratio , 42–43  
 survival analysis , 44–45  
 t-test , 41  

 endpoints/response variables , 33  
 intention-to-treat analysis , 45–46  
 missing data 

 defi nition , 48  
 design phase , 49–50  
 dropout , 48  
 handling of missing data in clinical 

trials panel recommendations , 49  
 nonrandomized studies , 28–29  
 null hypothesis , 34  
 power curve , 34, 35  
 randomization 

 ACOSOG trials , 32  
 adaptive , 31  
 advantages of , 30  
 comparative effectiveness research 

(CER) , 33  
 COST , 32  
 defi nition , 30  
 ethical confl icts , 31  
 fi xed allocation , 30  
 GUSTO trial , 31  
 nonoperative therapy , 32  
 play the winner approach , 31  
 pragmatic clinical trials (PCTs) , 32  
 special consideration , 31–32  
 stratifi ed , 31  
 two-armed bandit method , 31  

 sample size considerations , 34–36  
 study design , 28  
 study population , 39–40  
 subgroup analysis , 46–48  
 type II error , 34  

   Stratifi ed randomization , 173  
   Study cohort 

 eligibility criteria 
 external and internal validity , 

134–135  
 feasibility , 135  

Index



183

 outcome defi nition , 133  
 recruitment , 135  
 study sample size , 133–134  

 ethical considerations 
 Belmont report , 137  
 children inclusion , 138  
 women and minorities , 138  

 exclusion criteria , 132  
 inclusion criteria , 132  
 selection criteria 

 modifi cation , 137  
 reporting , 136  

    T 
  Trial design 

 correlative science , 175–176  
 double-blind study , 174  
 hypothesis testing and data 

analysis , 174–175  
 interim analyses and Baysian design , 175  
 phases of 

 cohort study , 173  
 crossover design , 171  
 factorial design , 171  
 laboratory study , 172  
 parallel-group design , 171  
 phase I , 170  
 phase II , 171  
 phase IV , 172  
 phase 0 trials , 170  
 randomized controlled trial , 173  
 surveillance study , 173  

 randomization , 173–174  
 reporting , 176  
 single-blind study , 174  
 unblinded trial , 174  

    U 
  Unblinded trial , 174         

Index


	Foreword
	Preface
	Acknowledgments
	Contents
	Contributors
	Abbreviations
	Chapter 1: Building Your Clinical Trial Research Team
	1.1 Building Your Clinical Trial Research Team
	1.2 Key Members of the Clinical Trial Research Team
	1.2.1 Principal Investigator
	1.2.2 Co-principal Investigators
	1.2.3 Clinical Research Coordinator/Data Manager
	1.2.4 Nurse Coordinator/Research Nurse
	1.2.5 Biostatistics
	1.2.6 Financial
	1.2.7 Contracts and Grants

	1.3 Clinical Affiliates
	1.3.1 Pharmacy
	1.3.2 Labs/Imaging/Pathology/Electrocardiogram

	1.4 Regulatory
	1.4.1 Scientific Review Board
	1.4.2 Institutional Review Board
	1.4.3 Data and Safety Monitoring Board
	1.4.4 The Office of Human Research Protections
	1.4.5 Food and Drug Administration

	1.5 Sponsors
	1.5.1 Intra- and Extramural Grants
	1.5.2 The National Cancer Institute
	1.5.3 Industry

	1.6 Building the Clinical Trial Research Team
	References

	Chapter 2: Clinical Trials: Ensuring Quality and Standardization
	2.1 Introduction
	2.2 History
	2.3 Good Clinical Practice
	2.4 Case Report Forms
	2.5 Adverse Event Reporting
	2.6 DSMB
	2.7 CONSORT
	2.8 Conclusions
	References

	Chapter 3: Statistics: Setting the Stage
	3.1 Introduction
	3.2 Setting the Stage for Clinical Trials
	3.3 Study Design
	3.4 Nonrandomized Studies
	3.5 Randomization Schema
	3.6 Endpoints/Response Variables
	3.7 Statistical Power [ 7 ]
	3.8 Sample Size Considerations
	3.9 Conclusion
	References

	Chapter 4: Clinical Trials: Handling the Data
	4.1 Introduction
	4.2 Who Should Be Analyzed
	4.3 Expressing the Data
	4.3.1 Comparison of Two Means
	4.3.2 Comparison of Two Proportions
	4.3.3 Relative Risk and Odds Ratio
	4.3.4 Correlation and Linear Regression
	4.3.5 Survival Analysis

	4.4 Analyzing the Data
	4.4.1 Intention-to-Treat Analysis
	4.4.2 Subgroup Analysis

	4.5 Handling Missing Data
	4.6 CONSORT Statement
	4.7 Conclusion
	References

	Chapter 5: Data Safety Monitoring Boards
	5.1 Introduction
	5.2 When Is a DSMB Required?
	5.3 Organizing a DSMB
	5.4 Responsibilities of DSMB
	5.5 Workings of a DSMB
	5.6 Statistical Issues Related to DSMBs
	5.6.1 Interim Analysis
	5.6.2 Primary versus Secondary Endpoints
	5.6.3 Control of Type I Errors
	5.6.4 Group Sequential Designs
	5.6.5 Sample Size
	5.6.6 Efficacy and Futility
	5.6.7 Analysis Methods: Statistical Philosophies
	5.6.8 Adaptive Design
	5.6.9 Reporting on DSMB Activities

	5.7 Summary
	References

	Chapter 6: Planning for Data Monitoring and Audits
	6.1 What Is the Difference Between Monitoring and Auditing?
	6.2 Role of the IRB
	6.3 How Study Design Plays a Role in Quality Assurance
	6.4 Selection of Trials to Participate In
	6.5 Background of Auditing Programs
	6.6 Goals of Auditing Programs
	6.7 Auditing of Clinical Trials
	6.7.1 IRB and Informed Consent Content Review
	6.7.2 Accountability of Investigational Agents and Pharmacy Operations
	6.7.3 Patient Case Review

	6.8 Exit Interview
	6.9 Types of Site Visits Other than Auditing and Monitoring
	6.9.1 Pre-study Qualification Visit
	6.9.2 Initiation Visit
	6.9.3 FDA Audits/Inspections

	6.10 How to Learn More About Auditing
	References

	Chapter 7: The Budget
	7.1 The Budget
	7.2 The Budget for NIH Sponsorship
	7.3 Complying with Federal Cost Principles
	7.3.1 The FOA (Funding Opportunity Announcement)

	7.4 Cost Sharing
	7.4.1 Allowable Facilities and Administrative Costs (F&A Costs or Indirect Costs) and the Allowable Direct Costs
	7.4.2 Formats for NIH Budget Submission

	7.5 Modular Budget
	7.6 Detailed Budget
	7.6.1 Research and Support Personnel
	7.6.2 Equipment, Travel, and Trainee Costs
	7.6.3 Budgeting for Other Direct Costs
	7.6.3.1 Materials and Supplies
	7.6.3.2 Animal Costs
	7.6.3.3 Publication Costs
	7.6.3.4 Consultant Services
	7.6.3.5 Specialized Computer Services
	7.6.3.6 Alterations and Renovations (A&R)
	7.6.3.7 Research Patient Care Costs
	7.6.3.8 Tuition
	7.6.3.9 Avoiding Unallowable Costs


	7.7 Consortiums/Subawards
	7.8 Predicting and Planning for the Future Years
	7.9 Budget for Industry-Sponsored Clinical Trials
	7.10 Understanding Ideological Differences Between You and the Sponsor
	7.11 Analysis of Direct and Indirect Costs
	7.11.1 Institutional Review Board (IRB) Charges
	7.11.2 Facilities and Administrative Cost (Institutional Overhead)
	7.11.3 Laboratory Test Costs
	7.11.4 Costs Associated with Preparation of the Investigational Device or Drug
	7.11.5 Staff Salary and Training Charges
	7.11.6 General Equipment and Supply Costs
	7.11.7 Patient Follow-Up

	7.12 Budgetary Considerations for the Study Contract
	7.13 Initiation Charges
	7.14 Backup Plan for Sudden Termination of Study, Delay, and Dropout
	7.15 Ensuring Appropriate Number of Patients to Be Enrolled
	7.16 Reimbursement Timetable
	7.17 Audit Charges
	7.18 Inflation Adjustment for Studies That Span Over Years
	7.19 Summary
	References

	Chapter 8: Regulatory Considerations in Human Subjects Research
	8.1 Introduction
	8.2 Historical Perspectives
	8.2.1 The Nuremberg Code and Helsinki Declaration
	8.2.2 The Belmont Report

	8.3 Regulation of Human Subjects Research
	8.3.1 The Code of Federal Regulations and Federalwide Assurance for the Protection of Human Subjects
	8.3.2 Institutional Review Boards
	8.3.3 The Health Insurance Portability and Accountability Act (HIPAA)
	8.3.4 Food and Drug Administration and Clinical Research
	8.3.5 Good Manufacturing Practices
	8.3.6 Investigator Responsibilities
	8.3.7 Practical Considerations for New Investigators

	8.4 Conclusions
	Suggested Reading

	Chapter 9: Publishing a Clinical Trial
	9.1 Introduction
	9.2 Before the Trial Begins
	9.3 Conduct of the Trial
	9.4 Analysis
	9.5 Writing
	9.6 Responding to Reviewers
	9.7 Commit to Publishing and Do So in a Timely Manner
	9.8 Making the Dataset Publicly Available
	9.9 Conclusion
	References

	Chapter 10: Device Versus Drug Clinical Trials: Similarities and Important Differences
	10.1 Introduction
	10.1.1 Overview of Randomized Controlled Trials

	10.2 Steps Specific to the Clinical Trial of a Drug
	10.2.1 Step 1: Investigational New Device (IND) Application
	10.2.1.1 Information Required of the IND

	10.2.2 Step 2: New Drug Application (NDA)

	10.3 Steps Specific to the Clinical Trial of a Device
	10.3.1 Device Classification: Classes I, II, and III
	10.3.1.1 Class I
	10.3.1.2 Class II
	10.3.1.3 Class III

	10.3.2 Regulatory Control for Class II and III Devices: Investigational Device Exemption, Premarket Approval, and Premarket Notification 510(k)
	10.3.3 Premarket Approval Application
	10.3.3.1 Nonclinical Laboratory Studies Section
	10.3.3.2 Clinical Investigations Section

	10.3.4 Premarket Notification 510(k)
	10.3.5 Class I and II Exemptions to 510(k)
	10.3.6 Combination Products

	10.4 Categorical Similarities and Differences Between Drug and Device Trials
	10.4.1 Training of Investigators
	10.4.2 Adverse Events
	10.4.3 Reimbursement
	10.4.3.1 Category A: Experimental
	10.4.3.2 Category B: Investigational, Nonexperimental


	10.5 Index
	Suggested Reading

	Chapter 11: Defining the Study Cohort: Inclusion and Exclusion Criteria
	11.1 Introduction
	11.2 Inclusion Criteria
	11.3 Exclusion Criteria
	11.4 Establishing Eligibility Criteria
	11.4.1 Defining the Outcome
	11.4.2 Study Sample Size
	11.4.3 Ensuring External and Internal Validity
	11.4.4 Maintaining Feasibility of a Clinical Trial
	11.4.5 Study Cohort Recruitment

	11.5 Reporting Selection Criteria
	11.6 Modifying Selection Criteria
	11.7 Ethical Considerations
	11.7.1 The Belmont Report
	11.7.2 Women and Minorities
	11.7.3 Inclusion of Children

	References

	Chapter 12: The History of Clinical Trials
	12.1	 Introduction
	12.2	 Early History
	12.3	 Clinical Trials Begin
	12.4	 The Beginning of Large-Scale Trials
	12.5	 Ethics in Clinical Trials
	12.6	 A Test of Medical Ethics in the United States
	12.7	 The Belmont Report
	12.8	 The Food and Drug Administration (FDA)
	12.9	 Clinical Trials and Statistics Evolve
	12.10	 Cancer Research in the United States
	12.11	 Recent Times
	References

	Chapter 13: Ethics of Clinical Trials
	13.1 Ethical and Regulatory Background
	13.1.1 Early Codes of Research Ethics
	13.1.2 Nuremberg Code
	13.1.3 Declaration of Helsinki
	13.1.4 The Jewish Chronic Disease Hospital
	13.1.5 Willowbrook Hepatitis Study
	13.1.6 Tuskegee Syphilis Study
	13.1.7 Belmont Report
	13.1.8 Code of Federal Regulations (45 CFR 46 and 21 CFR 50, 56)
	13.1.9 International Guidelines

	13.2 An Ethical Framework for Research
	13.2.1 Collaborative Partnership
	13.2.2 Social Value
	13.2.3 Scientific Validity
	13.2.4 Fair Participant Selection
	13.2.5 Favorable Risk-Benefit Ratio
	13.2.6 Independent Review
	13.2.7 Informed Consent
	13.2.8 Respect for Participants

	13.3 Clinical Investigator Conduct
	13.3.1 Conflict of Interest
	13.3.2 Authorship
	13.3.3 Research Misconduct

	References

	Chapter 14: Trial Design: Overview of Study Designs (Phase I, II, III, IV, Factorial Design)
	14.1 Introduction
	14.2 The Basics
	14.3 Phases of Trials
	14.3.1 Phase 0
	14.3.2 Phase I
	14.3.3 Phase II
	14.3.4 Phase III
	14.3.5 Phase IV
	14.3.6 Phase I: Laboratory Study
	14.3.7 Phase II: Cohort Study
	14.3.8 Phase III: Randomized Controlled Trial
	14.3.9 Phase IV: Surveillance Study

	14.4 Randomization
	14.5 Blinding
	14.6 Hypothesis Testing and Data Analysis
	14.7 Interim Analyses and Bayesian Design
	14.8 Correlative Science and Other Analyses
	14.9 Reporting Trial Design
	14.10 Summary
	References

	Index

