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    Chapter 1   
 An Introduction to Translational Informatics 
and the Future of Knowledge-Driven 
Healthcare 

             Philip     R.    O.     Payne       and     Peter     J.     Embi     

        P.  R.  O.   Payne    ,  PhD, FACMI      (*) 
  Department of Biomedical Informatics ,  The Ohio State University Wexner Medical Center , 
  Columbus ,  OH ,  USA   
 e-mail: philip.payne@osumc.edu   

    P.  J.   Embi       ,  MD, MS, FACP, FACMI    
  Departments of Biomedical Informatics and Internal Medicine ,  The Ohio State University , 
  Columbus ,  OH ,  USA   
 e-mail: peter.embi@osumc.edu  

         By the End of This Chapter, Readers Should Be Able to:  

•      Defi ne grand challenges and opportunities surrounding emerging trends in bio-
medical research and healthcare delivery, with a focus on the data, information, 
and knowledge needed to achieve the vision of such a healthcare model;  

•   Understand important trends related to the need for and potential barriers to creating 
and sustaining a learning healthcare system in which systems-thinking and preci-
sion medicine become normative approaches to both research and care delivery; and  

•   Discuss future directions for the fi eld of translational informatics with a particu-
lar emphasis on the technology, cultural, and policy issues that must be addressed 
to realize the promise of knowledge-drive healthcare.     

1.1     Introduction 

 The fi eld of biomedicine has undergone, and continues to undergo, massive and 
some might argue tectonic changes, particularly over the past decade. At the core of 
these changes is a confl uence of trends related to the ways in which biomedical 
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education, research, and clinical care organizations fund, staff, and operate their 
enterprises. Such factors are called into sharp relief by simultaneous pressures 
exerted at the economic, governmental, and policy levels. When taken as a whole, 
this environment and the changes it has experienced can be defi ned by a number of 
critical challenges and opportunities, as enumerated below:

•     How can we transform the delivery of both clinical care and wellness promotion, 
such that the quality, safety, and effi cacy of such efforts are improved, while 
simultaneously decreasing the costs and complexity of doing so?   

•    How do we accelerate the speed with which discoveries in the basic sciences are 
translated into actionable and widely utilized diagnostic and/or therapeutic 
strategies?   

•    How can we drive the process of discovery as a natural outgrowth of patient care 
by leveraging data that is collected through clinical interactions?   

•    How will a biomedical workforce, with appropriate levels and types of training 
and related career trajectories, both evolve and be sustained in a manner aligned 
with such rapidly changing needs?     

 A shift in emphasis and thinking, relative to the ways in which the broad health-
care community addresses the collection, storage, management, analysis, and dis-
semination of data, information, and knowledge, will be required to address these 
questions. Such a shift will be impossible to achieve without signifi cant cultural 
change. It must de-emphasize application or domain-specifi c silos in favor of inte-
grative and systems-level translation between and among disciplines and driving 
biological or clinical problems. For readers not familiar with the premise of such 
systems-level approached, we will defi ne the concept more fully in Sect.  2.2 . 
When taken as a whole, we have labeled this paradigm as “Translational 
Informatics” or “TI”, and will argue that the defi nition and application of TI prin-
ciples is essential to the realization of a knowledge-driven healthcare enterprise 
capable of addressing the aforementioned challenges and opportunities. Building 
upon this overall motivation, and in order to contextualize the remainder of this 
book, in this chapter, we will:

•     Describe in greater detail the motivating factors for the formulation of the TI 
vision, including the promise of translation, an emergent shift in scientifi c inves-
tigation away from reductionism and towards systems thinking, and the evolving 
central dogma of the discipline of Biomedical Informatics ;  

•    Introduce exemplary trends that serve to illustrate the importance of the preced-
ing factors, including an increasing emphasis on the creation of learning health-
care systems, the evolution of precision medicine, and the dawning era of “big 
data” ;  

•    Propose a set of next steps related to the advancement of critical strategic 
research foci, implementation science best practice, and workforce development, 
in response to such motivating trends ;  and   

•    Introduce a hypothetical environment in which all of the preceding factors are 
present, spanning a spectrum from patients to policy makers. This environment 
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will be used throughout the remainder of book to contextualize major areas of 
innovation that contribute to attainment of a TI model and the vision for 
knowledge- driven healthcare.     

 When taken as a whole, we believe that the foundational argument for the vision 
of TI is that improved translation and systems thinking, enabled by Biomedical 
Informatics theories and methods, will yield a platform and “way forward” towards 
critical advances in human health made possible by fully knowledge-driven work-
fl ows and practices (Fig.  1.1 ).

1.2        Motivation for a Translational Informatics Vision 

 In the sections that follow, we will review three critical and motivating factors 
underlying our vision for Translational Informatics (TI), namely: (1) the promise of 
new models for clinical and translational research (collectively referred to as trans-
lational science and described in more detail in Sect.  2.1 ), particularly as applied to 
biomedicine; (2) an emergent trend away from reductionism and towards systems 
thinking; and (3) the formalization of a central dogma for the broad domain of 
Biomedical Informatics. 

1.2.1      The Promise of Translational Science 

 As was introduced at the outset of this chapter, increasingly, the biomedical and 
healthcare communities have experienced a shift away from narrowly focused and 
individualized research programs towards a model that emphasizes team-based 

Evidence
Generation

Learning
Healthcare
System(s)

Improved
Translation

Systems
Thinking

Advances
in Human

Health

Enabled By Biomedical Informatics Theories and Methods

  Fig. 1.1    Foundational argument for the vision of TI, wherein improved translational capabilities, 
combined with systems thinking, and enabled by Biomedical Informatics theories and methods, 
can facilitate critical advances in human health as provided by knowledge-driven paradigms such 
as rapid-cycle evidence-generation predicated on the existence of learning healthcare system(s)       
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approaches to complex problems that often span traditional organizational boundar-
ies. Such a change in thinking and research practice has been described in many 
venues as “Translational Science”, and has been broadly defi ned (and redefi ned) in 
a variety of reports and books [ 1 – 3 ]. Another critical dimension of this shift in 
thinking has been towards a model in which research and clinical care are tightly 
and iteratively connected, whereby data generation and evidence generation span-
ning these two complementary areas are synergistic, integrated, and highly effi cient. 
Ultimately, such an approach to knowledge discovery, research, and evidence- 
generation are intended to overcome what has been described as a highly ineffi cient 
or even dysfunctional paradigm in which new basic science discoveries can take up 
to two decades to be translated into broadly utilized clinical care or population 
health practices. An illustration of the integrative and cyclical nature of the 
“Translational Science” paradigm is provide in Fig.  1.2  and described below:

•      In the “Translational Science” paradigm, a variety of   data, information, and 
knowledge resources are generated   via   either clinical or population-level 

Integration

Hypothesis
Discovery and

Testing

Clinical and/or
Population
Encounters

IT + Biomedical
Informatics

Research

Data
Generation

Knowledge
Generation

  Fig. 1.2    Overview of the “Translational Science” paradigm, in which an integrative and cyclical 
approach to knowledge discovery, research, and evidence generation seeks to accelerate the trans-
lation of new scientifi c discoveries into clinical and/or population-based healthcare practice       
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encounters  , wherein patient- or cohort-level features are instrumented, codifi ed, 
and represented in ways that support and enable their reuse  [ 1 – 4 ];  

•    In a similar manner and as part of the “Translational Science” paradigm,   basic 
science research is conducted in a manner that emphasizes the analysis of the 
data generated in the lab as contextualized by driving clinical problems   and 
related data sets derived from the preceding facets of the model as are concerned 
with instrumenting the healthcare delivery environment to support research 
endeavors  [ 5 – 11 ];  

•    Spanning the two preceding areas is the combined use of information technology 
(IT) and Informatics theories and methods, such that   data, information, and 
knowledge generation are enabled in an effi cient and harmonized manner  
[ 2 ,  4 ,  6 ];  and   

•    Finally, employing such an integrative view of basic science, clinical, and 
population- level data, information, and knowledge resources,   investigative 
teams are able to both discover and test high-impact hypotheses that can con-
tribute to the overall biomedical and healthcare delivery knowledge base, and 
quickly deliver such knowledge in terms of standard-of-care practice guide-
lines and interventions  [ 2 ,  4 ,  6 ] .     

 While the “Translational Science” approach we have described is indeed diffi cult 
to achieve given current technical, cultural, and policy-based constraints, the ability 
to overcome such barriers opens a pathway towards a number of promising benefi ts, 
including both:

•     The ability to   break-down conventional barriers   between critical components of 
the research process, such that the “hand-off” of data, information, and knowl-
edge between such activities becomes timely and effi cient, and perhaps more 
importantly, an expected and valued aspect of such efforts ;  and   

•    The facilitation of   rapid cycling and recycling of data, information, and knowl-
edge   between complementary scientifi c disciplines, thus creating a systematic 
whole that is greater than the sum of its constituent parts ;    

 Ideally, the combination of these benefi ts can lead to the timelier, resource- effi -
cient, and impactful delivery of scientifi c evidence at the point-of-care, thus improv-
ing the health of patients and populations in any number of critical areas from 
disease prevention and control to the diagnosis and treatment of complex and here-
tofore unaddressed pathophysiological states.  

1.2.2      Systems Thinking in Biomedicine 

 In a manner analogous to the shift towards a translational science paradigm as previ-
ously introduced, there is also a shift occurring relative to the fundamental thought 
processes used to conceptualize and execute both research and care in the biomedi-
cal and health sciences domains. Traditional models of thinking, tracing their origins 
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back to the fi rst discovery of cellular-level phenomena, have emphasized a 
 reductionist approach to science [ 12 ]. In such a reductionist approach, large and 
complex problems are broken down into small, manageable units for investigation 
and inquiry. The size and scope of such units have historically been dictated by a 
combination of inherent human cognitive limitations and the capabilities of avail-
able instruments and data management methods, the latter spanning a spectrum from 
paper to early computers to modern cloud based technologies. The belief system 
surrounding reductionist thinking has been and continues to be predicated on the 
idea that if we can understand the structure, function, or other features of interest of 
a given unit of investigation, we can then reassemble the knowledge gained from 
such investigation with similar understanding of complementary or co-occurring 
units within broader settings (such as biological or organ systems, or at a higher 
order, organizations and populations). In effect, the reductionist viewpoint is that 
knowledge of a system can be built from “building blocks” of knowledge concerning 
the sub-units of that system, as studied in isolation. Such a mindset is quite pervasive 
in the biomedical and broader scientifi c communities, dictating aspects of those 
fi elds including the ways in which we describe and label various sub- disciplines 
from an educational and professional standpoint, to the ways in which we organized 
publication venues and funding programs (e.g., in a manner aligned with organ, 
disease, or higher-order systems or foci, decomposed from broader systems such as 
human beings or populations). However, recent scientifi c endeavors have begun to 
elucidate a number of critical fl aws in this type of reductionist thinking, namely [ 12 ]:

•     The elemental units that may make up a complex biological system rarely oper-
ate in isolation, and instead, are highly interrelated from a structural and func-
tional standpoint with any number of other entities making up the broader whole. 
As a result, by studying such units in isolation, the likely outcome is that we will: 
(1) not fully understand the phenomena of interest that can characterize that 
unit; and (2) not understand or measure the important interrelationships and 
dependencies between and across units, thus limiting the ability to reassemble 
unit-level knowledge into an understanding of the greater system ;  

•    Given emerging evidence that many if not all biological systems behave in a 
similar manner when evaluated as networks of interacting entities and processes 
(what is referred to in the scientifi c community as “scale free network theory” – 
an explained in greater detail by Barabasi and colleagues  [ 6 ] ), it can be con-
cluded that the most important targets for the disruption or manipulation of 
those systems are the nodes or components that are the most highly interrelated 
with other nodes or components (i.e., having a high degree of “nodality” or in 
more lay-level terms, serving as “hubs” between individual or groups of nodes). 
However, by not studying the interrelationships and/or dependencies between 
the units that comprise systems of interest, the ability to identify such high-value 
targets, which could inform diagnostic and/or therapeutic strategies, is signifi -
cantly diminished ;  and   

•    The building body of knowledge generated by the systems biology and medicine 
communities (e.g., scientifi c communities who are applying the preceding 
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 systems thinking principles to complex biological or clinical problems) is 
 beginning to demonstrate that by taking a systems level approach, which is now 
possible given new and extremely high-capacity instrumentation and data man-
agement tools not previously available, we can in fact study complex systems as 
a whole. These systems-approaches allow for the realization of benefi ts related 
to network- level analyses of the interactions between important entities in a bio-
logical or disease system and their role in high impact end points such as iden-
tifying new uses of existing drugs, identifying important markers for risk of 
disease; or developing novel therapeutic strategies for a broad spectrum of 
pathophysiological states.     

 Thus, when examined in a similar systems level perspective, prevailing 
approaches to the pursuit of biomedical and healthcare research are showing signs 
of moving from a historically motivated tendency for reductionism, towards a sys-
tems thinking model, with all of the aforementioned and resultant potential 
benefi ts.  

1.2.3     Towards a Central Dogma for Biomedical Informatics 

 Finally, in a manner that is crosscutting and underlies the role of Biomedical 
Informatics as it pertains to both translational science and systems thinking, the 
increasing maturity of the fi eld is leading to the recognition of a “working” central 
dogma for Biomedical Informatics. In this “working” defi nition of the broad pur-
pose for Biomedical Informatics as a scientifi c fi eld, core theories and methods that 
span the discipline that can collectively be seen as contributing to the translation of 
raw data into information through the provision of context and subsequently the 
translation of such information into knowledge by rendering it in a manner that is 
actionable. For example, given a clinical data point such as a laboratory value, 
through the addition of metadata (e.g., context) via the use of technical standards 
and knowledge engineering methods, we are able to transform that data into infor-
mation. Subsequently, by representing and communicating that information to a 
clinical decision support system that has been designed and validated using decision 
modeling and analysis methods and frameworks, we can render it actionable as 
knowledge for clinical decision making at the point-of-care. As another example, 
given a transcriptome sequencing dataset, we can normalize and structurally and/or 
functionally annotate up- or down-regulated genes using available knowledge bases 
and deep semantic reasoning methods so as to create an information resource that 
characterizes a given sample. We could then apply advanced data visualization and 
interactive data analytic frameworks and methods to deliver a graphical representa-
tion of such an information resource. Investigators can then identify and refi ne pat-
terns or motifs of interest relative to their experimental paradigm, thus rendering the 
underlying information actionable as a knowledge resource. This overall working 
“central dogma” is illustrated in Fig.  1.3 .
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1.3         Emerging Trends and Their Implications 
for Translational Informatics 

 Building upon the three motivating factors introduced in the preceding sections, we 
will now go on to discuss three emergent trends that serve to exemplify and illus-
trate the challenges and opportunities afforded by TI, specifi cally: (1) an increasing 
emphasis on the creation and operation of learning healthcare systems; (2) the evo-
lution of precision medicine as a means of improving wellness promotion as well as 
clinical care; and (3) the expanding role and impact of “big data” in biomedicine. 

1.3.1     Learning Healthcare Systems 

 Increasingly, at the local, regional, national, and international levels, emphasis is 
being place on the creation of what are being referred to as “Learning Healthcare 
Systems” (LHCs). Such LHCs are characterize by a number of dimensions [ 13 ,  14 ], 
including:

•     The instrumentation of clinical care activities such that data that is useful for  
 both   care delivery and the investigation of phenomena of interest that could yield 
new evidence concerning health and wellness, is collected and made accessible 
to all members of healthcare delivery and research teams. Of note, a major 
aspect of this particular dimension involves the engineering and/or re- 
engineering of Electronic Health Record (EHR) systems to support the system-
atic capture, extraction, and reporting of high-value structured, semi-structured, 
and un-structured data that can support and enable primary (clinical) and sec-
ondary (research) use cases ;  

•    The execution of pragmatic research programs, in which large numbers of 
patients are engaged in the investigation of clinically-relevant hypotheses via 
their participation in minimally invasive registry or outcomes research programs 

Data Information Knowledge

+ Context + Actionability

  Fig. 1.3    A diagrammatic 
representation of an emerging 
and “working” central dogma 
for Biomedical Informatics, 
in which theories and 
methods collectively 
contribute to the generation 
of information from data 
through the addition of 
context, and subsequently to 
the generation of knowledge 
via the delivery of such 
information in an actionable 
format/mechanism       
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that leverage data sets being created during the course of standard-of-care 
activities ;  

•    The rapid and cyclical feedback of observations, fi ndings, and evidence between 
clinical care and research teams, utilizing the aforementioned capabilities ;  and   

•    The rationalization of regulatory frameworks and policies so as to maximize the 
balance between clinical, research, and patient privacy/confi dentiality needs in 
an equitable, transparent, resource effi cient, and timely manner.     

 When viewed collectively, these dimensions that serve to characterize LHCs are 
predicated on an emerging model in which research and clinical care are both inexo-
rably and desirably intertwined, and where barriers between such activities are miti-
gated or removed. Further, in the LHC construct, there is a fundamental transition 
away from a unidirectional model in which research informs practice (evidence 
based practice or EBM), and towards a bi-directional or cyclical model in which 
practice informs research that in turn informs practice (which can be described as 
evidence generating medicine or EGM). This new approach can be thought of as 
enabling a model in which every patient encounter is an opportunity to improve the 
care of that patient, their family, and their community, by bringing together health 
and wellness care with the best possible and appropriately contextualized science, 
and by recognizing and valuing the role of clinicians, researchers, patients, and their 
communities as equal partners in such an endeavor.  

1.3.2     The Evolution of Precision or Personalized Medicine 

 The objective of precision medicine is to ensure that each patient has the best clini-
cal outcome by tailoring both preventative measures and treatments to meet his or 
her unique needs and characteristics. Achieving such a vision requires not only the 
collection and application of the best possible data, information, and knowledge 
during each patient encounter, but also, learning from each encounter and engaging 
patients and their families in the healthcare process, as has been described previ-
ously in the context of the emerging LHC model. An innovative and paradigm- 
shifting approach to conceptualizing precision medicine has been described by 
Weston and Hood using the moniker of “P4 Medicine” – where it was proposed that 
our fundamental approach to disease prevention, diagnosis, and treatment must 
transition from being a primarily reactive model to one that is predictive, personal-
ized, preventive and participatory [ 11 ]. In this model, it is envisioned that our fun-
damental approach to the delivery of healthcare will be shifted from an emphasis on 
treating illness to the early and continuous prevention of disease and the promotion 
of wellness. Furthermore, under this paradigm, the patient becomes an integral part 
of the healthcare delivery ecosystem, taking an active role in the identifi cation and 
modifi cation of disease-related risk factors, while also assuming responsibility for 
critical aspects of their ongoing care (moving from being a passive consumer of 
clinical care to an active member of the overall healthcare team). Unfortunately, it 
is widely noted that the current healthcare delivery workfl ows (including essential 
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data, information, and knowledge management methods) are not well aligned with 
the P4 paradigm, thus impeding the implementation of the model [ 3 – 5 ,  15 ,  16 ]. 

 As can be readily ascertained, the continuum of data, information, and knowl-
edge management that is central to the premises underlying P4 medicine is directly 
aligned with the emerging and “working” central dogma for Biomedical Informatics 
that we have previously described. Unfortunately, current approaches to basic sci-
ence research, clinical care, and biomedical informatics are often poorly integrated, 
yielding clinical decision-making processes that do not take advantage of up-to-date 
scientifi c knowledge and capabilities afforded by Biomedical Informatics theories 
and method [ 5 ,  12 ,  15 ]. There are an increasing number of systems modelling and 
in-silico knowledge synthesis techniques that can provide investigators with the 
tools to address such information needs, but their adoption and evaluation remains 
an area of early and open research [ 3 ,  4 ,  8 ,  12 ,  16 ]. Given increasing concerns over 
barriers to translating discoveries from the laboratory to the clinic or community, 
such high-throughput informatics methods are highly desirable, and in our opinion, 
central to the P4 paradigm [ 4 ,  6 – 8 ,  12 ]. As such, the on-going evolution in precision 
or “P4” medicine has been and continues to be focused on overcoming fundamental 
barriers that serve to prevent or impede rapid and systematic translation between 
research and clinical care. Such barriers include a lack of unifi cation between data 
generation environments, as regularly occurs in the laboratory, clinical, and com-
munity settings, and knowledge generation, which is the fundamental pursuit of 
research. The lack of unifi cation is attributable to a number of factors as introduced 
previously, including innate technical limitations to current clinical decisions sup-
port systems, socio-technical and regulatory barriers, as well as a lack of suffi ciently 
robust and widely adopted informatics platforms intended to “shorten the distance” 
between data and knowledge generation [ 3 ,  4 ]. Such a state of affairs is both prom-
ising, in terms of the potential benefi ts of precision or “P4” medicine that can be 
enabled through the use of Biomedical Informatics theories and methods, and also 
challenging, given a landscape that remains somewhat misaligned with this vision 
for the future of knowledge-driven healthcare.  

1.3.3     The Role of “Big Data” in Biomedicine 

 Finally, and of note, there is an expanding focus in a variety of technical and 
information- intensive domains on what has been called “Big Data.” In contemporary 
discussions of trends in “Big Data”, it has been argued that the defi nitional character-
istics of a data set that is “Big” can be summarized via the three “Vs” [ 17 ,  18 ], namely:

•     Volume  : the data set is of suffi ciently large in scale or volume that it requires 
specialized collection, storage, transaction, and/or analysis methods ;  

•    Velocity  : the speed with which the data is generated is such that it requires spe-
cialized collection, storage, or transaction technologies ;  and   
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•    Variability  : the syntactic and/or semantic nature of the data is highly variable, 
requiring specialized knowledge management and engineering approaches in 
order to support the analysis of such resource     

 It is widely held that a data set or resource demonstrating any one or more of the 
aforementioned characteristics is “Big Data.” As can readily be concluded, any num-
ber of data types commonly encountered in the modern biomedical environment can 
be classifi ed as “Big Data”, such as patient-derived phenotypes extracted from 
EHRs, sensor data used to understand patient or population characteristics outside of 
the clinical care environment, and the data resulting from modern bio- molecular 
instrumentation such as that associated with exome or whole genome sequencing. 

 The primary challenges that have prompted the defi nition of what is (and is not) 
“Big Data”, and that have catalyzed such widespread interest in “Big Data” analyt-
ics, include [ 17 ]:

•     The absence of well accepted and/or validated tools and methods capable of 
 reliably and effi ciently supporting or enabling the collection, storage, transaction, 
and analysis of “Big Data” in a timely and cost-effective manner (e.g., not requir-
ing specialized, costly, and time-intensive computational tools and approaches) ;  

•    The minimal understanding of how common quantitative science measurements, 
such as conventional statistical signifi cance testing, scale to indicate and 
 quantify patterns or phenomena of interest in “Big Data” constructs, especially 
for those that exhibit two or more of the “3Vs” and thus could include consider-
able sparsity or “noise” ;  and   

•    The innate challenges of delivering “Big Data” to human end-users in a manner 
that is comprehensible and capable of leveraging innate cognitive capabilities 
relative to higher-order pattern recognition and semantic reasoning.     

 Because of these, and many other compelling computational, quantitative sci-
ence, and Biomedical Informatics challenges associated with “Big Data”, this area 
has emerged as a rapidly growing and dynamic area of research and investigation, 
likely to greatly infl uence and contribute to the overall TI vision introduced here.   

1.4     A Path Forward for Translational Informatics 
and Knowledge-Based Healthcare 

 As can be ascertained by the preceding survey of the current state of biomedical 
knowledge and practice, and the major factors and trends that we have emphasized, 
it can be argued that the realization of a TI vision is beset by signifi cant challenges 
and opportunities. As such, we will contend in subsequent chapters of this book that 
there are three major areas that must be addressed in order to advance the TI 
knowledge- base from both a basic and applied perspective, namely: (1) the pursuit 
of strategic, TI-relevant strategic and research foci; (2) an increased emphasis on the 
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tight coupling of implementation science and technology-based intervention 
 strategies; and (3) enhanced and expanded workforce development relative to the 
creation of a TI-focused community consisting of both innovators and practitioners. 
We will explore each of these areas in the following sub-sections: 

1.4.1     Strategic and Operational Foci 

 In order to advance and sustain both the knowledge base and downstream practices 
incumbent to the TI vision, it will be essential for the health and life science com-
munities, as well as the broader community of interested parties, to identify and 
engage in the systematic pursuit of core strategic and operational foci. It is only 
though collective effort and the combinatorial effect of the information and knowl-
edge gained from such endeavors that we can realize the potential benefi ts of the TI 
vision and a knowledge-driven approach to healthcare. These focus areas include:

•     The support and pursuit of scientifi c programs that combine Biomedical 
Informatics and driving biological or clinical problems in order to achieve trans-
lational science end-points ;  

•    The re-alignment of scientifi c and applications-level policies and cultural norms 
with a systems-thinking approach to decision making, hypothesis generation/
testing, research funding, care delivery, and career development for individuals 
pursuing such efforts ;  

•    Continued development and validation of core Biomedical Informatics theories 
and methods that can contribute to fi lling in gaps in knowledge and practice 
pertaining to the aforementioned “working” central dogma for the fi eld ;  

•    The creation and demonstration of “real world” LHCs that can positively impact 
the quality, safety, effi ciency, and outcomes of clinical care, as informed by virtu-
ous cycles of evidence generation and practice ;  

•    The refi nement of core theories, methods, and models by which precision medi-
cine paradigms can be used to ensure that clinical care is informed by the best 
possible science ;  and   

•    The ongoing development and utilization of “Big Data” theories and methods 
that will enable a broad spectrum of individuals to ask and answer meaningful 
questions in a high throughput manner relative to all types of data exhibiting one 
or more of the “3Vs”      

1.4.2     The Role of Implementation Science 

 At the same time that the preceding strategic and research foci are pursued, it is of 
great importance that a parallel and complementary application of implementation 
science principles be pursued. In this context, we defi ne implementation science as:
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  …the study of methods to promote the integration of research fi ndings and evidence into 
healthcare policy and practice… (Source: National Library of Medicine) 

   Given such a defi nition, it is clear that implementation science theory and 
practice will be central to the ability to understand and optimize the pathways by 
which knowledge fl ows among the myriad disciplines and settings involved in 
the broader TI ecosystem. The use if implementation science theories and meth-
ods can and will ultimately assist in the analysis of key socio-cultural and envi-
ronmental factors that may serve to infl uence or predispose the way in which the 
vision of TI, and ultimately knowledge-driven healthcare, is operationalized. 
However, it is also important to note that implementation science, at least in the 
biomedical and healthcare domains, is an emergent and relatively “young” disci-
pline, and thus an area defi ned by a broad spectrum of open research questions. 
Despite such limitations, if the lessons learned from the intersection of imple-
mentation science and other disciplines (such as the social science and public 
health domains) are taken as exemplars [ 19 ], the application of these principles 
lead to a deeper and richer understanding of the complex “real world” issues that 
ultimately decide the fate of knowledge translational from research to practice to 
widespread adoption.  

1.4.3     Workforce Development 

 Finally, and of equal importance to the preceding areas, given the paucity of indi-
viduals with training or expertise in both basic and applied Biomedical Informatics, 
particularly with relevance to the pursuit of TI, it will remain imperative for the 
biomedical and healthcare communities to pursue and sustain workforce develop-
ment activities in such domains. The types of stakeholders to be engaged, and the 
acuity of knowledge relative to Biomedical Informatics competencies needed by 
such trainees, should be used to appropriately inform such workforce development 
programs. At a high level, such stakeholders and training acuity levels can be strati-
fi ed into three major categories:

•     Acculturation : At this level of training, individuals should become familiar with 
high level defi nitions and methodological frameworks such that they are able to 
prioritize and direct both basic and applied research, development, and systems 
evaluation activities. Examples of stakeholders at this level of acuity include 
C-level executives, project managers, and perhaps most importantly, clinicians 
and other healthcare providers.  

•    Applied Knowledge : At this level of training, individuals should understand 
how to select and apply theories and frameworks to satisfy use-case specifi c 
information needs. Examples of stakeholders at this level of acuity include tech-
nical architects, software engineers, and technology deployment/support staff.  

•    Foundational Knowledge : At this level of training, individuals should have a 
thorough theoretical and methodological grounding, as well as expertise in 
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 scientifi c investigation and research methods, such that they can conceptualize, 
design, and evaluate novel theories and methods. Examples of stakeholders at 
this level of acuity include investigators, educators, and knowledge engineers.    

 This overall model for workforce development is illustrated in Fig.  1.4 .

1.5         Conclusions 

 As was introduced at the beginning of this chapter, the premise for this book is that 
a shift in emphasis and thinking, relative to the ways in which the broad biomedical 
healthcare community addresses needs concerning the collection, storage, man-
agement, analysis, and dissemination of data, information, and knowledge, is nec-
essary but diffi cult to achieve without signifi cant cultural change. This shift should 
be one that de-emphasizes application or domain-specifi c silos, and instead, 
emphasizes integrative and systems-level translational between and among disci-
plines and driving biological or clinical problems. This emerging paradigm, which 
we have described as “Translational Informatics” or “TI”, is essential to the real-
ization of a knowledge-driven healthcare enterprise capable of addressing the 
aforementioned challenges and opportunities. Given these basic concepts, through-
out the remainder of this book, we review a spectrum of Biomedical Informatics 
theories, methods, and use cases that serve to inform and exemplify the TI vision 
on scales from bio- molecules to patients to populations. In doing so, we hope to 

  Fig. 1.4    Overview of levels of training acuity in TI relevant Biomedical Informatics theories and 
methods, including alignment of stakeholder types       
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provide readers with the basic knowledge and understanding needed to apply TI 
principles in multiple settings, from policy making to research to clinical practice 
to population health. Ultimately, such a goal is, in our opinion, critical to achieving 
the transformation of our healthcare system into one that uses the best possible 
science to inform and enable a shift from an emphasis on episodic “sick care” to a 
new and more effective and desirable emphasis on longitudinal wellness and health 
maintenance. 

  Discussion Points   

•     What are motivating and contemporary factors for the formulation TI vision?  
•   What trends in the broad biomedical and healthcare domains are infl uencing or 

otherwise motivating the preceding factors?  
•   What are the critical strategic research foci, implementation science best prac-

tices, and workforce development needs associated with the vision of TI and 
knowledge-based healthcare?  

•   How does the TI vision relate to our ability to transform the delivery of both 
clinical care and wellness promotion, such that the quality, safety, and effi cacy of 
such efforts are improved, while simultaneously decreasing the costs and com-
plexity of doing so?  

•   How does the TI vision relate to our ability accelerate the speed with which 
 discoveries in the basic sciences are translated into actionable and widely uti-
lized diagnostic and/or therapeutic strategies?         
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         By the End of this Chapter, Readers Should Be Able To  

•      Understand the multiple types and levels of stakeholders, and their respective 
activities that can and should be impacted by the Translational Informatics 
paradigm;  

•   Describe an exemplary clinical scenario that illustrates the scope and impact of 
Translational Informatics on the delivery of knowledge driven healthcare; and  

•   Apply the preceding context to subsequent chapters that explore various dimen-
sions of the tight coupling of Biomedical Informatics and the domains of bio-
medical research and clinical care delivery in order to achieve the vision of 
Translational Informatics.     

2.1     Introduction 

 As was presented in Chap.   1    , the vision for Translational Informatics (TI) is predi-
cated on three critical and synergistic dimensions, namely:

    1.    The promise of translational science, particularly as applied to biomedicine [ 1 ,  2 ];   
   2.    An emergent trend away from reductionism and towards systems thinking [ 3 – 5 ]; 

and   
   3.    The formalization of a central dogma for the broad domain of Biomedical 

Informatics.    

  These dimensions have broad ranging and signifi cant impacts on a variety 
of actors and their activities that serve to make up the biomedical research and 
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 healthcare delivery environments. At a high level, we can classify such actors as 
belonging to one or more of the following categories:

•     Evidence and policy generators  , who direct, support and pursue the creation of 
scientifi c evidence and frameworks that can catalyze and sustain a TI-centric 
environment ( e.g.,  government agencies, academic health centers, and individ-
ual researchers and their laboratories);   

•    Providers and healthcare organizations  , who fund clinical care, deliver it to 
patients and populations, and measure its impact ( e.g.,  integrated delivery net-
works, hospitals, clinical practices, third-party payers, and individual physi-
cians or other healthcare professionals); and   

•    Patients and their communities  , who are provided with, support or consume 
healthcare knowledge and services ( e.g.,  patients, their families, community 
organizations of like-minded individuals, and other social support structures)     

 In this categorization, there exist critical relationships (labeled as [1] in 
Fig.  2.1 ) between evidence and policy generators, and providers and healthcare 
organizations, that serve to set a scientifi c and operational framework in which 
knowledge- driven healthcare can and is delivered. Similarly, a there are relation-
ships (labeled as [2] in Fig.  2.1 ) between those same evidence and policy genera-
tors, and patients and their surrounding communities that provide both a means 
of accountability for the aforementioned framework, as well as for the ability to 
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  Fig. 2.1    Conceptual model for the “real world” entities that are infl uenced and/or affected by the 
TI and knowledge-driven healthcare paradigms       
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instrument large-scale and population level “signals” that inform research and 
policy making activities. Finally, there are relationships (labeled as [3] in Fig.  2.1 ) 
between providers and healthcare organizations, and patients and their surround-
ing communities that provide both the basis for the practice of knowledge driven 
healthcare as well as the determination of process and outcomes-oriented mea-
surements of such activities, which can again inform research and policy making 
activities. This overall model is illustrated in Fig.  2.1  and will be described in 
further detail throughout this chapter.

   It is extremely important to note that while such a categorization and relationship 
schema would appear to indicate concrete and discernable barriers between such 
roles and activities, in “real world” settings, such intersection points are often quite 
“fuzzy”, with individuals and organizations fulfi lling multiple and simultaneous 
roles. Thus, readers should be aware of this complexity when attempting to apply 
the described model to assess and evaluate “real world” problem domains.  

2.2       A Prototype of Translational Informatics in Action 

 Our example case of TI in action will focus on the most common type of colon can-
cer, known as colon adenocarcinoma [ 6 ]. This is a diagnosis that affects 140,000 
people per year in the United States according to the National Cancer Institute 
(NCI), with a incidence of approximately 40 cases for every 100,000 people [ 6 ]. 
People age 50 years and older are at the highest risk for this type of colon cancer. In 
some but not all cases, colon adenocarcinoma can be aggressive, metastasizing from 
the primary site in the colon to other parts of the body, including organ systems as 
well as the lymphatic system. While highly treatable (with more than 50 % of 
patients surviving for 5 years or more after therapy), the likelihood of a positive 
clinical outcome post-treatment increases dramatically if the cancer is detected 
early (with long term survival rates of 80 % or higher given early diagnosis and 
treatment). One of the challenges relative to such early detection and treatment is 
that colon adenocarcinoma grows slowly at fi rst, and patients can often remain 
symptom free for up to 5 years. Symptoms that lead to the diagnosis of colon adeno-
carcinoma often include gastrointestinal bleeding or blockages, as well as general 
abdominal pain, fatigue, shortness of breath, and angina. A typical screening or 
diagnostic protocol for the detection of colon cancer includes digital rectal exam, 
blood testing, and a colonoscopy. Confi rmation of a colon adenocarcinoma diagno-
sis usually involves the collection of a biopsy that is then reviewed by a pathologist 
using a microscope or equivalent imaging modality. If pathology studies confi rm the 
diagnosis, additional imaging studies maybe used to both stage the primary cancer 
(e.g., assess its size and severity) as well as to detect any metastases. Treatments 
available for patients with confi rmed colon adenocarcinoma include chemotherapy, 
radiation therapy and/or surgery. Of these options, surgery is usually the “front line” 
treatment, especially for those cases that are detected early. Of note, while less than 
4 % of colon adenocarcinoma cases are directly attributable to familial genetics, an 
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additional 20 % of cases are signifi cantly associated with multifactorial and rare 
variant genetic lesions that are not always easily recognized. Identifi cation of such 
genetic traits in the later group requires complex genotyping and mapping to both 
patient and familial medical history as well as additional individual level clinical 
phenotype-related measurements (e.g. laboratory measures, patient reported out-
comes, etc.). Individuals with both of the aforementioned genetic predispositions 
for colon adenocarcinoma are both at higher risk of the disease and may present 
with more aggressive cancers than other types of patients [ 6 ,  7 ]. 

 Building upon this overall clinical context, let us consider a prototypical environ-
ment in which cases of colon adenocarcinoma may occur. We will defi ne this environ-
ment in terms of the following axes: (1) evidence and/or policy generators; (2) 
healthcare providers and healthcare delivery organizations; and (3) patients with the 
disease or risk therein and their surrounding families and communities. Each axis is 
explored below. At the outset, we will situate our example is a medium sized North 
American city with a population of approximately one million people. In this city, there 
is a higher-than normal rate of colon adenocarcinoma with an incidence of 80 cases per 
100,000 people in the community, or twice the average for the United States. That is, 
we can expect that at any given time, there may be up to 800 cases of colon adenocar-
cinoma; the exact number could be variable, depending on additional demographic and 
environmental factors that we will not go into detail about in this discussion. 

2.2.1     Evidence and Policy Generators 

 In our prototypical city, a variety of researchers and policymakers have taken note of 
the increased incidence of colon adenocarcinoma and are investigating the basis for 
this rate of cancer as well as policy or other measures that could be taken to enhance 
or improve early detection and/or diagnosis of colon adenocarcinoma so as to 
decrease costs and quality of life impact associated with the disease and its treatment. 
Such measures could include but are not limited to: (1) funding research programs to 
identify the genetic or other bases for the increased cancer incidence; (2) launching 
a public education and awareness campaign concerning the importance of screening 
and early detection of colon cancer; and (3) taking measures across and between 
healthcare providers and delivery organizations to help primary and specialty care 
providers to readily identify those patients at greatest risk for colon adenocarcinoma 
(e.g., individuals with a high familial incidence and genetic predisposition).  

2.2.2     Healthcare Providers and Organizations 

 In our same city, there are two to three integrated healthcare delivery organiza-
tions (e.g., combined inpatient and outpatient care providers, with associated sup-
porting services), where at least one of those organizations is also part of an 
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academic health center (AHC) this is involved in additional teaching and research 
activities. Further, there is network of community based primary and specialty 
(including oncology) care providers, operating in small practices that are loosely 
aligned with the preceding integrated healthcare delivery organizations. Within 
this community, there is also a health information exchange (HIE), which allows 
for the fl ow of basic diagnostic and treatment history data between and among the 
Electronic Health Record (EHR) systems used by all of these care providers. 
Finally, the AHC includes a Biomedical Informatics department or center, as well 
as a genomic sequencing and bio-specimen collection/storage facility, which col-
lectively are capable of retrospective and prospective sequencing and analysis of 
complex patient-specifi c genotypes for both research and clinical decision making 
purposes.  

2.2.3     Patients, Families and Communities 

 Given the increased incidence rate of colon cancer introduced previously, it is likely 
the case that individuals, their families and various sub-parts of the community in 
this city will be concerned about the number of colon cancer cases surrounding 
them, the likelihood that they or their family members or friends might have such a 
diagnosis, and the need for more aggressive measures to identify individuals at risk 
or exhibiting the disease as early as possible in order to ensure optimal treatment 
outcomes and survival. Further, those individuals in the community who do have a 
diagnosis of, are undergoing treatment for, or have survived colon adenocarcinoma, 
may have an even more signifi cant concern about the potential familial or genetic 
components of the disease that could put their family members at risk of similar 
diagnoses. As such, we can expect that individuals, affected families and commu-
nity groups, such as churches or social entities, may engage in both information 
seeking and/or advocacy activities intended to address concerns surrounding the 
preceding high incidence of colon cancer, and the need for both early detection and/
or better treatment options.  

2.2.4     Putting the Pieces Together 

 In our prototypical (and idealized) setting, a number of measures and initiatives 
could be establish under the auspices of a TI paradigm, which can be aligned into 
the major categories detailed below:

•     Applying the emerging central dogma of Biomedical Informatics : Given the 
confl uence of public interest at the individual and community levels, as well as 
the capabilities of the incumbent AHC and regional HIE, and fi nally the desire of 
evidence and policy generators to take proactive measures to address the 
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increased incidence of colon adenocarcinoma, a research program could be 
launched with the multiple aims of:

    1.    Collecting and analyzing both bio-specimens and clinical phenotype data 
from patients with either diagnosed colon cancer or who have family mem-
bers with such a diagnosis, in order to determine if rare genetic variants or 
other clinical factors may be responsible for the higher than normal number 
of cancer cases;   

   2.    Simultaneously working with community members and organizations to 
determine if additional socio-demographic or environmental factors that may 
have been observed outside of the clinical setting may correlate with inci-
dence of colon adenocarcinoma; and   

   3.    Leveraging Biomedical Informatics theories and methods to “package” the 
information and knowledge gained from the data sets associated with items 
(1) and (2) as well as that available in the public domain (e.g., literature, 
 public data sets, etc.) in order to deliver highly tailored clinical decision sup-
port to regional healthcare providers that would promote early screening 
activities as well as personalized treatments for individuals at risk of or hav-
ing colon cancer that can be characterized using genomic, clinical, socio-
demographic and environmental factors. Such approaches are concerned with 
capitalizing on the role of Biomedical Informatics as a conduit for translating 
a variety of raw data sources into contextualized information and ultimately 
actionable clinical knowledge.    

•      Realizing the promise of translational science : Achieving the vision articu-
lated above relative to the conduct and delivery of wide-ranging research activi-
ties that have immediate and demonstrable clinical actionability, is an example of 
translational science in practice. However, such activities will require the coordi-
nation and collaboration of community members, clinicians, basic science 
researchers (e.g., geneticists), biomedical informaticians, clinical researchers, 
public health researchers and practioners, policy-makers, and funders. This type 
of multidisciplinary team must be assembled and operated in a manner that over-
comes traditional “translational blocks” in order to rapidly move data, informa-
tion and knowledge between and among such individuals. Further, this type of 
activity requires the design of clinical studies, care delivery guidelines and pub-
lic health interventions that are based on the best possible and integrated scien-
tifi c knowledge base. Findings and data should be rapidly translated between 
parties involved in the establishment and tracking of such initiatives.  

•    Employing systems thinking : Finally, as opposed to a traditional view of clini-
cal care, research and public health in which those activities occur in at best a 
loosely coordinated manner, the scenario described here requires a systems level 
approach that bridges such “silos”. By quickly engaging the community, clini-
cians, researchers, public health professionals and policy makers in a team based 
set of initiatives that combine large amounts of distributed and heterogeneous 
data, information and knowledge, we are ultimately enabling the type of hypoth-
esis discovery and testing called for by a systems thinking model. Further, by 
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employing downstream solutions such as clinical guidelines for screening and 
treatment of colon cancer as well as public health interventions to promote early 
diagnosis of the disease, the solution to the increased incidence of colon adeno-
carcinoma takes on a systems-level confi guration (as opposed to interventions 
limited to the aforementioned silos).    

 Unfortunately, as promising as the scenario described above appears, it is the 
exception rather than the norm relative to current approaches to healthcare delivery, 
research and policy formulation. The reasons for such challenges are at a high level 
a function of traditional reductionist thinking paradigms coupled with social, regu-
latory and technical barriers, and are further explored in Sect.  2.3  of this chapter.   

2.3      Implications of This Prototype for Knowledge-Driven 
Healthcare 

 As noted in Sect.  2.2 , while the ideal and prototypical scenario of using TI to over-
come a higher-than-average incidence of colon cancer is highly desirable, it is also 
extremely uncommon given the current state-of-the-art in healthcare delivery, 
research and associated policymaking. This of course raises the question of why 
such a model is not widely seen in the “real world”. Broadly speaking, there are a 
number of organizational, social, regulatory and technical barriers that serve to 
defi ne this space, and that can be attributed to traditional and reductionist view-
points. The major and contributing areas that make up current “silos” in the health-
care domain are illustrated in Fig.  2.2  and described below:

•     At the core of the current healthcare paradigm is a  unidirectional care delivery 
model  in which clinicians diagnose and/or treat patients in episodic encounters, 
which are increasingly codifi ed and recorded using Electronic Health Record 
(EHR) systems. In this approach, the patient is usually a passive recipient of 
care, and does not necessarily contribute substantive data or information to the 
decision making process that occurs during clinical encounters;  

•    Clinicians who engage in clinical care utilize a variety of knowledge sources 
that are delivered to them in a similar unidirectional manner to them with 
variable time-frames for the delivery of that knowledge . For example, health-
care educators train clinicians in terms of prevailing basic and clinical science. 
Such training is usually augmented and informed over time by new evidence that 
is generated by a variety of researchers. Finally, policy makers at the local, 
regional, national and international levels may generate guidelines or other poli-
cies corresponding to clinical best practices and reimbursement that serve to 
infl uence or constrain the decision making of a clinician. Of note, all of the 
aforementioned relationships to the clinician tend to be unidirectional and the 
generators of such knowledge or policies are rarely the recipients of data, infor-
mation or knowledge “feedback” from the point-of-care unless they are engaged 
in highly targeted and formalized research programs.  
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•   Simultaneous to the preceding unidirectional care delivery and knowledge prop-
agation paradigm,  patients are also supported and characterized by a num-
ber of constructs and data sources , including:

    1.    Their family members and surrounding community entities that often provide 
the bulk of both wellness promotion and healthcare delivery for individuals 
while they are outside of the clinical environment;   

   2.    Any number of sensors or other ubiquitous computing technologies (e.g., 
smartphones, etc.) that capture data that may be pertinent to measuring the 
health status of individuals; and   

   3.    Public data sources that both inform the socio-demographic aspects of an 
individual’s health, as well as provide access to health and wellness informa-
tion that may be acted upon by those individuals in a manner disparate and 
independent from the care delivered by their clinical providers. Examples 
include large public databases such as those associated with census or other 
survey data, and/or data derived from prior research programs and made 
available for reuse.    

     Unfortunately, models and mechanisms for bringing all of these items to the fore-
front of clinical decision-making are rare and in many cases, not well understood or 
trusted by care providers. 

 In contrast to the issues and concerns noted above, the prototypical case described 
in Sect.  2.2  provides a glimpse of what has been commonly referred to as a “Learning 

Researchers

Educators

Policy-Makers

New
Evidence

Clinical
Science

Basic
Science

Guidelines

Policies

Train

Influence
or Constrain

EHR

Patient
Family/Community

Public Information
Resources

Emergent Data Sources
(e.g., sensors)

clinician(s)

Characterize

Inform

Delivers
Care To

Inform

Support

Records

  Fig. 2.2    Traditional model of healthcare delivery, in which various activities occur within comple-
mentary but isolated silos relating to research, education, policy-making, and the variety of con-
structs and data sources that surround and characterize a given patient       
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Healthcare System” [ 8 ] in which an “Evidence Generating Medicine” [ 9 ] paradigm 
is adhered to. In this model:

•     Clinicians, patients, family members and community entities populate a 
healthcare “ecosystem” ;  

•    All of the interactions between the individuals and entities that exist in the 
“ecosystem” are characterized using Biomedical Informatics theories, 
methods and technologies , resulting in the population of numerous accessible 
and reusable information resources such as EHRs, Personalized Health Records 
(PHRs), emergent data generators such as the sensors and ubiquitous computing 
devices described earlier, and a variety of public data and information 
repositories;  

•    These foundational resources in-turn catalyze evidence-generation via the 
conduct of clinical and translational science programs  that involve 
 multi- disciplinary teams of researchers, educators and policy makers, all of whom 
can use the knowledge gained from such research to quickly inform their respec-
tive roles in terms of advancing science, educating the healthcare workforce or 
population- at-large, and informing large-scale policies and best practices; and  

•    Such evidence generation supports and enables a systems-level approach  to 
analytics, the creation and delivery of actionable knowledge that can be delivered 
based on patient-specifi c characteristics, and the instantiation of decision support 
tools that bring the best possible knowledge to the point-of-care and wellness 
promotion, such as in the patients home or in community settings. This type of 
systems thinking ultimately delivers on the promise of personalized medicine 
[ 10 ], and informs the healthcare “ecosystem” introduced earlier.    

 Finally, and perhaps most importantly, all of these activities occur within a virtu-
ous and rapid cycle (Fig.  2.3 ), via which every encounter that occurs in the health-
care “ecosystem” is an opportunity to learn and improve the care and wellness 
promotion delivered to patients, their families and their communities, building upon 
all of the preceding components of the “Learning Healthcare System”.

2.4        Conclusions 

 The fundamental vision for Translational Informatics (TI), which has been intro-
duced and elaborated upon in the fi rst two chapters of this book, is predicated on the 
interaction of three critical and synergistic dimensions, namely:

    1.    The promise of clinical and translational research in the biomedical and health-
care domains;   

   2.    The adoption and utilization of systems thinking approaches; and   
   3.    The application of an emergent central dogma for the broad domain of Biomedical 

Informatics concerned with bridging the gaps between data, information and 
knowledge.     
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 Further, these dimensions have broad ranging and signifi cant impacts on a vari-
ety of actors and their activities that serve to make up the biomedical research and 
healthcare delivery environment, including: (1) evidence and policy generators; 
(2) providers and healthcare organizations; and (3) patients and their communi-
ties. In our prototype case that describes a community with higher-than-average 
incidence of colon cancer, we have shown how all of these factors, when com-
bined, in order to achieve what has been called a “learning healthcare system”, 
can have profound and important impacts on health and wellness that is pertinent 
to all of the preceding types of individuals and roles. Further, we have also intro-
duced how traditional and reductionist approaches to the multiple areas that make 
up such a vision are impediments to its realization, and therefore can and should 
be mitigated. Building upon all of these arguments, in the ensuing chapters, we 
will survey a number of critical theories, methods, and examples that illustrate a 
path forwards to achieving this vision. Finally, we will revisit the impact of each 
chapter’s contribution to the activities of such actors at the conclusion of each 
such discussion. 
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  Fig. 2.3    Translational informatics vision for knowledge-driven healthcare, in which a virtuous 
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  Discussion Points  

•      What are the major actors and activities impacted by the vision of Translational 
Informatics? How are they interrelated?  

•   What barriers exist to achieving this vision and what are their origins?  
•   How do the frameworks related to the creation of “learning healthcare systems” 

that exhibit an “evidence generating medicine” paradigm impact or infl uence the 
Translational Informatics and knowledge-driven healthcare vision?         
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         By the End of This Chapter, Readers Should Be Able to  

•      Understand the meaning of the term “personalized medicine”;  
•   Become familiar with the underlying biology and novel technologies that have 

enabled and enhanced the realization of personalized medicine;  
•   Learn about “hot topics” and future directions in the area of personalized medi-

cine; and  
•   Understand the implications of personalized medicine from the viewpoint of 

patients and their communities, healthcare providers, and policy makers.     

3.1     Introduction 

 Personalized medicine is a key concept in discussions regarding the transformation 
of health care. At the highest level, personalized medicine means health care, and 
disease prevention, that is targeted to the individual at the appropriate time. By that 
defi nition, though, any senior physician will tell you she has been performing per-
sonalized medicine for decades. So what has changed? 

 Personalized medicine in the post-genome era represents a confl uence of factors 
in which informatics plays a key role, enabling the transformation of increasingly 
voluminous amounts of data into information, and subsequently translating this 
information into actionable knowledge both in research and at the point of care. 
First, the sequencing of the human genome and the technologies that project has 
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enabled have triggered a paradigm shift in biological inquiry. Instead of focusing 
solely on one gene or protein of interest, technologies developed over the past few 
decades have enabled collection of data across tens of thousands of molecules at a 
time. In this way, biology has become more of a systems-oriented, data-driven dis-
cipline. In addition, increasing adoption of health information technology in the 
form of electronic medical records, enables a learning health care system in which 
information collected through clinical care, at different points in time and by differ-
ent providers, can be more easily consolidated and retrieved for use in both aggre-
gated analysis and clinical decision making. Increased information about an 
individual, increased access to that information at the point of care, and more pre-
cisely targeted guidelines help to enable delivery of the right treatment to the right 
patient, at the right time.  

3.2     Not Your High School Teacher’s Biology 

3.2.1     Refresher: The Central Dogma of Biology 

 In order to give context to the sections below, what follows is a brief refresher in the 
basics of molecular biology. Recall that DNA (deoxy-ribonucleic acid) exists as a 
double helix in the nucleus of the cell. Its shape is often compared to a ladder, 
though it might be better compared to a spiral staircase in which the steps are made 
up of pairs of molecules known as nucleotides or “bases,” specifi cally, cytosine (C), 
guanine (G), adenine (A), and thymine (T). A small portion of the genome, on the 
order of 1.5 %, is devoted to the specifi cation of protein sequences [ 1 ], while the 
vast majority of human DNA does not code for proteins. Of the remaining 98.5 %, 
some is known to be structural, e.g. ribosomal RNA, which makes up part of the 
ribosome, and some is used for gene regulation. For much of it, though, the function 
remains unknown. The ENCODE project is a large NIH-funded initiative intended 
to decipher the purpose and function of the rest of the genome, beyond the protein 
coding segments. While it has long been suspected that use of the term “junk DNA” 
for the remaining 98.5 % was a misnomer, the ENCODE consortium surprised 
many researchers with the assertion that they had identifi ed biochemical functions 
for over 80 % of the genome. 

 DNA has the property that specifi c bases only pair with specifi c other bases, 
specifi cally G with C, and A with T (see Fig.  3.1 ). This leads to the ability for a 
single strand of DNA to be used as a template to create a matching (complementary) 
copy, which can in turn be used to create an exact copy of the initial sequence. This 
template-based replication is what takes place when cells divide, creating two new 
cells with the same genome as the original cell. This property can also be exploited 
for a number of other purposes, from amplifying DNA (i.e. making many copies 
of a specifi c DNA molecule), to capturing and identifying DNA, to its use as a 
“ barcode” to identify different species of organisms.
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   When a given gene is activated or “expressed”, the information from that portion 
of the DNA is transferred to a complementary strand of  ribonucleic acid , or RNA, 
through a process known as  transcription . RNA is made up of nucleotides similar to 
those in DNA, but with uracil (U) instead of thymine (T). G still pairs with C, and 
A with U. This complementary strand of RNA undergoes certain processing (e.g. 
splicing out of introns, addition of a “poly-A tail”, etc.) and is then  translated  into a 
polypeptide sequence, or chain of amino acids. The polypeptide then folds in three 
dimensions and may undergo  post - translational modifi cations , e.g. additions of 
functional molecular groups, resulting in a functional protein molecule. Ultimately, 
proteins are broken down into amino acids and derivative compounds (metabolites) 
and eliminated from the cell. Figure  3.2  summarizes this process. The term genom-
ics may be used to refer to data regarding DNA sequence or gene expression (A, B). 
The term transcriptomics refers to gene expression (B). Proteomics may be used to 
refer to all aspects of proteins, from sequence to shape to modifi cations (C, D). And 
metabolomics is used to refer to metabolites, the smaller molecules that are gener-
ated as a result of the breakdown of proteins (E).

Base pair

Sugar phosphate backbone

Nitrogenous bases:

Adenine

Thymine

Guanine

Cytosine

  Fig. 3.1    DNA takes the form 
of a double helix, with 
nucleotide pairs as the 
“rungs.” Adenine pairs with 
Thymine, and Guanine pairs 
with Cytosine (Reprinted 
with permission from: 
OpenStax College. Organic 
Compounds Essential to 
Human Functioning, 
OpenStax_CNX Web site. 
  http://cnx.org/content/
m46008/1.4/    , Jun 27, 2013)       
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   One’s DNA sequence, or genome, is generally the same across every cell in the 
body, while changes in the expression levels of genes, and the quantity and state of 
gene products (i.e. proteins) determine both the cell type and the biological state of 
the cell. The ability to measure which genes and gene products are active in  different 
tissues gives critical clues regarding the underlying mechanisms of biological pro-
cesses and how these processes can be disrupted in disease.  

3.2.2     The “Omics” Revolution 

 The amount that is known about the human genome, and the tools at our disposal to 
learn more have expanded signifi cantly since most of today’s adults last took a 
course in biology. The mid-1990s saw the advent of DNA microarray technology, 
which could be used to quantitate the expression of tens of thousands of genes in a 
single assay. In 2001, a complete draft of the human genome sequence was 
announced by two different competing groups. The public effort, led by the NIH, 
was carried out with the intention to share all data from the start [ 1 ]. Celera 

Intron

Transcription

Translation

Exon

amino acids

A. DNA

B. RNA

C. Polypeptide

D. Protein E. Metabolites

  Fig. 3.2    Molecular biology refresher. ( A  –  C ) The central dogma of biology: DNA exists in the cell 
nucleus. Through a process known as transcription, the DNA is “read” and a matching strand of 
RNA is created. After further processing of this messenger RNA ( mRNA ), the specifi c sequence is 
“translated” into a corresponding sequence of amino acids, forming a polypeptide chain. ( D ) This 
chain folds in a highly specifi c manner to form a three-dimensional protein structure. This 3D 
structure, and consequently the functionality of the protein, may be affected by post-translational 
modifi cations, e.g. the addition of a phosphate group (PO 4 ) ( E ). Proteins are broken down into 
metabolites to be eliminated from the cell       
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Genomics, headed up by J. Craig Venter, performed a parallel effort [ 2 ]. This private 
effort initially intended to retain their sequence data as proprietary, but later made it 
available for non-commercial use [ 3 ]. With the completion of these draft sequences, 
which took approximately 10 years and $100 million [ 4 ], scientists had the “parts 
list” for human cellular biology. However, in much the same way that a parts list for 
a Boeing 747 would not be suffi cient for building an airplane, or troubleshooting it 
once it was built, a genomics parts list is only the beginning. The key information is 
how all the different parts work together. Upon sequencing the human genome, 
then, the focus shifted from cataloging the parts to understanding what each of those 
parts does both individually and collectively. This transition helped to bring about a 
radical change from the reductionist approach used in the past to a more holistic and 
dynamic systems approach used widely in biological research today. 

 The word “genome” was coined in 1930 as a combination of the words “gene” 
and “chromosome.” Despite the term’s venerability, the fi eld of  genomics  arguably 
only came into its own in the mid-1990s with the invention of DNA microarrays, 
which enabled measurement of gene expression across tens of thousands of genes at 
one time. These chips, no bigger than a microscope slide, are printed with specifi c 
DNA sequences from known genes. The general approach entails labeling cellular 
RNA (i.e. the RNA that is present in cells for genes that are activated or “turned on”) 
with fl uorescent dyes and then washing the labeled RNA over the chips. Through 
complementary base pairing, the labeled RNA only sticks to spots with a matching 
sequence (Fig.  3.3 ). Spots that light up when viewed with a laser scanner indicate 

Tissue of
interest RNA Labeled cDNA

Fluorescent scanner
quantitates spot intensities Labeled molecules bind to specific sequences on chip

  Fig. 3.3    Overview of DNA microarrays. Messenger RNA is extracted from the cells of interest 
and serve as a template for the creation of labeled cDNA. Those labeled molecules are then washed 
over a chip printed with known, gene-specifi c sequences at known coordinates. A fl uorescent laser 
scanner is then used to detect the intensity of each spot, which corresponds to the amount of RNA 
that was present in the cell for each of the genes represented on the chip       
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that the corresponding gene is activated in the sample in question. Brighter fl uores-
cence indicated a higher degree of activation. Spots that do not light up, because no 
labeled RNA stuck, indicate that the corresponding gene was not active in the given 
sample. In this way, researchers can compare the cellular activity of, for example, 
skin vs. muscle, or healthy lung vs. cancerous lung tissue. Functional relatedness 
can also be hypothesized for genes that are expression at the same time, under the 
same conditions.

   A similar technique can be used to determine specifi c genotypes. Both versions 
of the variable portion of a gene are printed on an array, and then the relative levels 
of bound RNA compared, suggesting heterozygosity (two different nucleotides, one 
from each parent, e.g. AG) or homozygosity (two of the same nucleotide), and for 
which base (i.e. AA vs. GG). This information can then be used for genome-wide 
association studies (GWAS) in which a population with a given phenotype is com-
pared to a control population. Each observed SNP (single nucleotide polymorphism) 
is evaluated for statistical enrichment in cases versus controls. Enrichment for a 
given genotype in one group or the other suggests a causal mutation  in that area  of 
the genome. This approach has a number of limitations. One is that only a fi nite 
number of SNPs are printed on a given array (on the order of one to two million), 
generally refl ecting relatively common variants that have already been identifi ed as 
polymorphic. Only those SNPs that are printed on the array can be directly observed, 
but they may not be the actual causal mutation, or even in the same gene as the true 
mutation. In this sense, GWAS only provides a “guilt-by-association” approach to 
deciphering the underlying mechanism of disease. Due in part to this drawback, as 
well as the rapidly dropping cost of sequencing, genotyping is increasingly being 
performed through sequencing as an alternative to the chip-based approach. In addi-
tion, GWAS suffers from what is known in quantitative sciences as the “curse of 
dimensionality.” That is, by its very nature it entails multiple hypothesis testing—as 
many as one to two million hypotheses, in fact. Correcting for this degree of multi-
ple hypotheses can make it very diffi cult to detect actual signal. 

 Another key technological advance, widely adopted beginning in 2004, was next 
generation (“NextGen”) sequencing. NextGen sequencing offers signifi cant advan-
tages over Sanger sequencing, the method used for both early human genome 
sequencing projects. In both cases, DNA is amplifi ed and then cut into millions of 
short, overlapping fragments. These individual fragments are sequenced, and then 
informatics techniques are used to “stitch” together the “reads,” or short sequences, 
into long contiguous sequences. Sanger sequencing is based on “DNA chain termi-
nation,” which relies on selective incorporation of chain-terminating bases, and then 
separation of different sized molecules using gel electrophoresis. The process is 
relatively slow and expensive, but it is still used for small-scale projects and in cases 
where long contiguous reads are desired since the Sanger approach can produce 
reads up to 1,000 bases in length. NextGen sequencing enables sequencing to be 
done in a massively parallel manner, speeding up the process to where an entire 
human genome may be sequenced in a matter of days. Instead of identifying the 
sequence of bases through chain-termination followed by separation in a gel, the 
various fl avors of NextGen sequencing identify nucleotide sequences by synthesiz-
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ing DNA, adding one base at a time and observing which base is incorporated in any 
given step. In January 2014, Illumina announced that through the release of its 
HiSeq X Ten, the long sought-after $1,000 genome barrier had been broken [ 5 ]. One 
downside to NextGen sequencing is that the read lengths are relatively short (on the 
order of 100 bases). This makes it impossible to accurately sequence some portions 
of the genome, particularly highly repetitive regions. 

 Third generation sequencing is aimed at taking the next big leap: continuous 
single-molecule sequencing. Instead of determining a very long DNA sequence 
by sequencing millions of short reads and then aligning them, third generation 
sequencing reads the individual based pairs from a single molecule [ 6 ]. Major 
advantages to this approach include the small sample size required and increased 
accuracy in highly repetitive regions of DNA. As the price of sequencing has 
dropped, these techniques are increasingly being used not only for DNA but for 
other assays too, e.g. RNA expression (RNA-seq) and transcription factor binding 
assays (ChIP-seq). 

 With these technological advances for generating massive amounts of omics 
data, biologists can no longer glean new scientifi c knowledge simply by looking at 
a gel or a spreadsheet. Rather, computational tools are required to make sense of 
tens of thousands of data points from a single assay. Visualization tools, statistical 
methods, and machine learning techniques are all critical for turning genomic data 
into knowledge. Thus was born the fi eld of bioinformatics, opening up a whole new 
frontier of scientifi c inquiry. As described above, DNA microarrays enabled eluci-
dation of underlying pathways by showing which genes had similar expression pat-
terns. Genome-wide associated studies (GWAS) enable researchers to identify 
genotypes that are associated with a given condition, providing hints regarding the 
area of the genome where causal mutations are found. And whole genome and 
whole exome sequencing have enabled fi ne-grained detection of rare, disease- 
causing mutations. 

 It is worth noting that a signifi cant proportion of the fi eld of personalized medi-
cine, and hence the content of this chapter, is devoted to genomics, despite the fact 
that the real action in biology tends to happen downstream of genes, at the level of 
proteomics and metabolomics. Unfortunately, proteins and metabolites do not have 
DNA and RNA’s intrinsic base-pairing quality, so specifi c quantitation can be more 
diffi cult. Protein microarrays have been developed with which proteins can be cap-
tured using antibodies and fl uorescent dyes. But by far the most popular approach 
to quantifi cation of proteins, peptides, and metabolites is the use of mass spectrom-
etry (MS), a technology that has actually been in existence since the fi rst half of the 
twentieth century. MS involves the separation, ionization, and detection of mole-
cules and their sub-components. This enables researchers to compare the observed 
particle sizes with known molecular weights and thus deduce which molecules are 
present in a given sample and their relative quantity. MS may be used in a discovery 
fashion to detect all molecules above a minimum level of abundance in a given 
sample, or specifi c molecules may be labeled with a radioisotope, enabling quanti-
fi cation of the molecule in question relative to the labeled molecule of known 
concentration. 
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 Together, these various omic technologies have provided biomedical researchers, 
and increasingly health care providers, with new instruments with which to query 
the state of an individual. In much the same way as the microscope and stethoscope 
changed the way doctors surveyed the conditions of their patients, so too has the 
omic era expanded the scope of possible clinical observations, enabling a much 
more fi ne-grained picture of what is going on with a patient.   

3.3     Medicine by Any Other Name 

 Between the medical literature, a major report from the Institute of Medicine, and 
mainstream media, personalized medicine has been extolled as the future of health 
care. In this section we discuss what is meant by personalized medicine, as well as 
some issues and caveats around it. 

3.3.1     P* 

 While there is near consensus regarding the need for personalized medicine, far less 
agreed upon is what to call it. A 2011 report by the Institute of Medicine describes 
a path toward “Precision Medicine” [ 7 ]. Others refer to P4 medicine (predictive, 
preventive, personalized, participatory) [ 8 ], individualized [ 9 ], targeted [ 10 ], 
genomic [ 11 ], or stratifi ed medicine [ 12 ]. The details or emphasis for each of these 
concepts varies, e.g. a focus on genes and gene products, timely intervention, patient 
proactivity, or grouping individuals into similar cohorts, but common across all of 
these concepts is improving our ability to target the right intervention for the right 
patient at the right time (See Fig.  3.4 .).

3.3.2        Biomarkers 

 Biomarkers may be defi ned as any biological phenomenon that gives informa-
tion regarding some underlying biological state [ 14 ]. Macroscopic biomarkers 
have been used for millennia—fever, pain, rash. More recently, in the latter half 
of the twentieth century, cellular and molecular data points, e.g., glucose, antibod-
ies, and prostate specifi c antigen (PSA), have been used in this way. The various 
omics technologies described above have opened up a new frontier of potential 
biomarkers. Often these biomarkers represent not a single data point but a multi- 
dimensional signature of biomarkers. These signatures may be used to further 
stratify individuals, beyond the limited diagnosis or prognosis enabled by more 
traditional methods. 
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3.3.2.1     Predictive vs. Mechanistic Biomarkers 

 Different players have different motivations for probing underlying biological state 
through the use of biomarkers, and different types of biomarkers may be used for 
different purposes. Health care providers are primarily interested in  predictive  bio-
markers. The biomarker itself may be causal for a disease or phenotype, or simply 
correlated with the phenotype because both are physiologically downstream of the 
actual cause. As long as the marker can be used as a reliable indicator for, e.g. diag-
nosis, prognosis, or therapeutic response, it can be useful from a clinical perspec-
tive.  Mechanistic  biomarkers, in contrast, are useful to researchers to devise methods 
for intervention and prevention. Understanding underlying disease mechanism can 
help identify causal pathways, which may in turn suggest new directions for 
hypothesis- driven research or new leads for drug targeting.  

3.3.2.2     From Statistical Signifi cance to Clinical Utility 

 In any discussion of biomarkers, it is critical to recognize the differences between 
statistical and clinical signifi cance, analytic and clinical validity, and clinical utility. 
Statistical signifi cance is a measure of confi dence that a fi nding from a statistical test 
is actually true. Some common statistical tests performed in the biomedical context 
include the t-test, Chi-squared test, or analysis of variance (ANOVA). In each case, 
the test essentially asks whether different sets of values likely came from the same 
distribution, or different distributions. Statistical signifi cance is often expressed in 
the form of a  p -value, which represents the probability of being wrong if one were 
to conclude that the distributions are indeed different. (Drawing this conclusion is 
commonly described as “rejecting the null hypothesis”, i.e. the hypothesis that there 
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  Fig. 3.4    Personalized medicine: ( a ) A group of individuals may appear homogeneous upon mac-
roscopic observation through traditional methods. ( b ) Novel molecular assays enable discernment 
of underlying physiological differences. This stratifi cation can inform decisions regarding life-
style, disease prevention, and therapeutic interventions (Reprinted from [ 13 ], used with permission 
from Springer)       
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is no difference between the groups.) A  p -value of 0.05 suggests that the observed 
results could be attributed to chance only 5 % of the time [ 15 ]. The value of 0.05 is 
an arbitrary, but commonly accepted, threshold below which a test is said to be  sta-
tistically signifi cant . Typically, the more samples one uses to make a determination, 
of signifi cance the more statistically signifi cant a fi nding will be. Clinical signifi -
cance, on the other hand, refl ects whether that difference has any impact on clinical 
care. As an example, one might hypothesize that a given genotype confers increased 
risk for heart attack. If, hypothetically, one were to test that gene in one million cases 
and one million controls, it may be shown that individuals with the genotype in 
question were 1.1 times as likely as those without it to have a heart attack. With such 
a large sample size, the  p -value for this fi nding could be <0.00001, a statistically 
signifi cant result. However, from a health care perspective, it changes nothing. This 
hypothetical test thus lacks clinical signifi cance. 

  Analytical  validity refers to the accuracy and reliability of a test itself, e.g. how 
well a given test predicts the presence or absence of a particular genetic change. 
Criteria for analytic validity include not only sensitivity and specifi city of the test 
itself, but also factors such as reproducibility, quality control, and limits of quantita-
tion [ 16 ].  Clinical  validity, on the other hand, is a measure of the degree to which the 
test result refl ects the presence, absence, or risk of disease. Clinical validity relies on 
analytical validity, but also incorporates disease penetrance and prevalence and the 
concepts of positive and negative predictive value, i.e. if the test indicates a person has 
the disease, how likely is it that the person  actually  has the disease, and vice versa. 

 Clinical utility is related to the concept of clinical signifi cance. It is a measure of 
how useful that information actually is in informing clinical care. A biomarker test 
may be 100 % accurate, and perfectly indicative of a given disease, but if no treat-
ment for that condition exists, the test lacks clinical utility. Alternatively, a test may 
be suggestive for specifi c treatment course, but cost of treatment or severity of side 
effects may outweigh that recommendation in light of uncertainty. In addition, clini-
cal utility must be evaluated in the larger clinical context. An advanced biomarker 
is only useful if it provides additional information beyond what could be gleaned 
through standard, more easily obtained, observations. For example, in order to have 
clinical utility, a molecular biomarker for risk of heart attack would need to be more 
accurate than a standard clinical model that takes into account BMI, smoking status, 
family history, etc.   

3.3.3     Stratifi cation 

 Biomarkers can be used to stratify patients along a number of different axes. This 
stratifi cation may or may not be actionable. For example, some people respond well 
to certain drugs while others do not respond at all, or worse, have an adverse event. 
Knowing which of these groups a patient belongs to can help inform pharmaceutical 
intervention. Biomarkers may also help to group people by diagnosis where macro-
scopic observations cannot differentiate. For example, it can be diffi cult to know 
whether fl u-like symptoms are caused by a virus or a bacterial infection, but if 
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patients with a virus can be designated as such, unnecessary prescription of antibiot-
ics may be avoided [ 17 ]. One of the most promising areas of application for disease 
stratifi cation is in cancer, where molecular information can provide clues regarding 
which pathways have been dysregulated, and thus what therapy is likely to work 
best, or not at all. Less specifi c, but still potentially quite valuable, is grouping 
patients by prognosis. Knowing that someone has a very poor prognosis can help to 
inform decisions regarding how aggressive to be with treatments that are known to 
have unpleasant side effects. 

 Even when a distinction is not medically actionable through a specifi c therapeu-
tic decision, biomarkers to differentiate between different groups can be useful. If a 
biomarker signature can be used to predict symptomatic fl are-ups in advance, then 
even if no treatment is available, a patient can use this information to inform deci-
sions regarding work schedule or recreational plans. Relapsing remitting multiple 
sclerosis is a good example of such a condition [ 18 ]. Similarly, if a cohort with a 
given diagnosis can be stratifi ed by likelihood of disease progression, this can help 
increase the fi nancial feasibility of carrying out a clinical trial on potential leads. As 
an example, currently available drugs for osteoarthritis treat only the symptoms and 
not the disease [ 19 ]. This is true in part because it can be hard to predict which 
patients’ disease will progress and whose will remain static, thus requiring very 
large numbers of participants in a clinical trial in order to obtain suffi cient statistical 
power. In this case, biomarkers for likely disease progression can be used to enrich 
the population being tested with likely progressors, enhancing statistical power and 
ultimately lowering the high cost of bringing a drug to market.  

3.3.4     Beyond Biomarkers 

 It is important to note that personalized medicine is not solely about physiological 
biomarkers. Equally important are intangible factors such as personal preferences 
and values. A risk-averse person may choose a low-risk intervention that will only 
partially resolve a condition rather than a radical option that could effectively cure 
the condition, but comes with a higher risk of mortality. Likewise, a person might 
make different decisions, or differently timed decisions, if he or she is starting a new 
job, about to get married, or about to become a grandparent for the fi rst time. 
Unfortunately, fi nancial resources and insurance coverage factor in as well. Other 
considerations might include past prescription compliance, environmental condi-
tions, literacy, and presence of caregivers and a support network.  

3.3.5     Timing 

 One theme throughout the different approaches to personalized medicine, particu-
larly in the P4 version, is that of timeliness. Intervention before a patient is symp-
tomatic, or better yet before a person is sick, is far less expensive than the therapies 
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and procedures that are required once disease has set in (see Fig.  3.5 ). The ability to 
target interventions based on who is at risk for a given disease, and ideally to pre-
vent the disease from manifesting in the fi rst place, would signifi cantly raise an 
individual’s quality of life and also lower health care costs. To this end, personalized 
medicine aims to detect individuals who are at risk for a particular disease so that, 
for example, diet and lifestyle may be changed before a high risk person has a heart 
attack at age 45. Of course, everyone knows that exercise and a healthy diet are 
benefi cial to one’s health, and yet few people practice these guidelines. Studies are 
ongoing to detect whether knowledge of one’s personal risk provide the additional 
motivation required to catalyze actual change [ 20 ].

3.4         Translational Bioinformatics in Personalized Medicine 

 The American Medical Informatics Association (AMIA) defi nes Translational 
Bioinformatics as “the development of storage, analytic, and interpretive methods 
to optimize the transformation of increasingly voluminous biomedical data, and 
genomic data, into proactive, predictive, preventive, and participatory health” [ 21 ]. 
It is clear, then, how TBI plays a critical role in personalized medicine, as described 
above. We describe here some “hot topics” in personalized medicine for which TBI 
methods play an integral role. 

3.4.1     Pharmacogenomics (PGX) 

 One of the most successful areas of application for personalized medicine 
approaches has been in pharmacogenomics, or how a person’s genes affect his or 
her response to drugs. Interestingly, while attempts to identify genes responsible 
for specifi c diseases have been somewhat disappointing, genes affecting the body’s 
ability to process and metabolize drugs have been more readily discovered. This 
may be in part because there has been selective pressure against disease-risk genes 
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over many millennia, while mutations affecting drug response have only relatively 
recently become relevant [ 22 ]. 

 Warfarin is a prime example of a drug for which genetic information may affect 
prescribing. It is an anticoagulant, initially developed as rat poison in the mid- 
1900s. The drug itself has a very narrow therapeutic index: too low a dose and there 
is no therapeutic effect, too high a dose and the patient may bleed out. Two genes in 
particular, VKORC1 and CYP2C9, are known to affect the activity of warfarin, 
causing the FDA to include this information on the drug label. Various resources 
(e.g. websites, smartphone “apps”) exist to provide clinical decision support that 
incorporates genotype data for initial dosing, though clinical studies to date have 
reached different conclusions regarding improved outcomes through use of genetic 
information in dosing [ 23 ,  24 ]. 

 Other examples of pharmacogenomics success stories in recent years include 
targeted use of ivacaftor (Kalydeco™) to treat cystic fi brosis in patients with G551D 
CFTR mutations [ 25 ], approval of crizotinib (Xalkori™) for ALK positive non- 
small cell lung cancer [ 26 ], and Vemurafenib, the fi rst drug approved for BRAF- 
mutant cancer [ 27 ].  

3.4.2     Direct to Consumer (DTC) Genetic Testing 

 The direct to consumer (DTC) genetic testing landscape has been an evolving one 
since deCODE and 23andMe fi rst launched their services in 2007, with others to 
follow soon after. These companies varied fairly widely in terms of cost, number of 
mutations tested, and degree of support provided. In general, the customer would 
provide a biospecimen, e.g. by spitting into a test tube or taking a buccal swab, and 
send the specimen back to the company to be processed. The test results were then 
made available to the customer through a secure web interface (see Fig.  3.6 ). Some 
companies focused primarily on actionable, disease-related traits. 23andMe, the 
main player still standing by 2014, included both health traits (at least initially, see 
below) and other more recreational information, such as wet versus dry earwax, and 
the ability to smell a metabolite of asparagus in one’s urine. They also introduced 
functionality around tracing ancestry, and the ability to participate in surveys, 
thereby furthering biomedical research.

   DTC testing has been somewhat controversial from a regulatory perspective. 
It was, and at some level still is, unclear to what extent these services are or should be 
regulated by the FDA. Through 2010 and 2011, the FDA approached companies indi-
vidually, with communications suggesting that their services might qualify as devices 
and therefore require FDA review and approval for use. They requested that the com-
panies either explain why this was not the case, or how they intended to pursue agency 
approval. In late 2013, the FDA issued a letter to 23andMe ordering that it cease to 
market its service until FDA authorization was received. Shortly thereafter, the com-
pany stopped airing a television advertisement in which they promoted the service’s 
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ability to inform customers of their risk for specifi c diseases and conditions, and 
stopped offering health-related reports for anyone who purchased a kit after the date 
when the FDA issued its letter at the time of writing, (and take out the work “now”). 
The company’s website now indicates that they provide ancestry information and raw 
genomic data, but that they have suspended health-related genetic reports [ 28 ].  

3.4.3     Sequencing in Rare Diseases 

 Rare diseases are very diffi cult to detect using GWAS due to the “guilt by associa-
tion” approach that SNP chips necessitate. DNA sequencing to determine genomic 
variation can have far greater resolution to pinpoint the actual functional variant. 
Indeed, there have been some spectacular successes using this approach, some of 
which have been picked up by the mainstream media. As one example, in 2007, a 
2-year-old boy named Nicholas Volker had a mysterious and excruciating bowel 
condition. Whole exome sequencing allowed researchers to compare his DNA with 
the human reference genome in order to determine the likely culprit. Researchers 
were able to identify 1,500 novel mutations in Nic’s genome. A causal muta-
tion was identifi ed and, equally as important, a known treatment was available. 

  Fig. 3.6    Interface for a 23andMe health report (no longer offered to new customers). The odds 
calculator shows the estimated incidence of a disease for a person sharing this individual’s gender, 
ethnicity, and genotype for the selected markers. Only markers that are included in 23andMe’s 
gene chip are included in the calculation, and the relative risk shown does not factor in environ-
ment or lifestyle, which are both known to play a role in one’s risk for disease (©23andMe, Inc. 
2013. All rights reserved; distributed pursuant to a limited license from ©23andMe)       
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A curative cord blood transplant was performed. Two years later, while not with-
out challenges, Nic was eating real food, playing sports, and generally living his 
life, outside of the hospitable and without the excruciating intestinal episodes that 
started him and his family down their diagnostic odyssey [ 29 ]. Nic celebrated his 
ninth birthday in late 2013. 

 In 2011, fraternal twins Noah and Alexis Beery had their genomes sequenced to 
identify the genetic mutations that were causing severe health problems in both, 
though manifesting differently in each [ 30 ]. At age 5 they had been diagnosed with 
dopa-responsive dystonia, for which they were prescribed a dopamine precursor. 
That treatment had helped with symptoms until the twins were 13, when Alexis 
developed a severe respiratory condition. Genome sequencing identifi ed mutations 
in a gene called SPR, or sepiapterin reductase, which enables the synthesis of neu-
rotransmitters. This mutation had been previously linked to some cases of dopa- 
responsive dystonia. Already taking the dopamine precursor, the twins were 
additionally prescribed 5-hydroxytryptophan, a serotonin precursor. Within a 
month, this additional therapy resolved the respiratory condition. 

 In 2005, a woman named Beth McDaniel was diagnosed with a rare T cell lym-
phoma [ 31 ]. Chemotherapy held the disease at bay for 5 years, but in 2010 the 
tumors under her skin came back. Her son, a molecular biologist, took a leave of 
absence from his job to devote himself full-time to seeking an answer through DNA 
sequencing. With considerable effort and resources recruited to the cause, scientists 
were able to identify a gene fusion event that was causing signals for T cells to stop 
growing to be interpreted as signals to grow, and vice versa. As luck would have it, 
a new melanoma drug had been approved that worked by signaling T cells to grow. 
The hope was that this drug could be used to cause Mrs. McDaniel’s T cells to stop 
growing. Beth’s response to the new drug was immediate and striking, but unfortu-
nately short lived. Two months later, the cancer was back, and 2 months after that, 
it took her life. 

 One last example is that of Dr. Lukas Wartman, a cancer researcher at Washington 
University. When he was diagnosed with adult acute lymphoblastic leukemia, his 
colleagues at the university’s genomic institute put other work on hold to sequence 
his entire genome, both in cancer cells and healthy ones [ 32 ]. Through this exercise, 
they were able to identify a causal mutation for which an FDA approved drug 
existed. The drug had been approved for use in kidney cancer, not leukemia, but as 
reported in the New York Times, was successful in driving Dr. Wartman’s cancer 
into remission. 

 It is worth noting that these heartwarming success stories are the exception, not 
the rule. In each case, not only were researchers lucky to fi nd a causal mutation, 
there was also a known, approved therapeutic intervention to target that mutation. 
That is not always the case. In addition, while a tumor sequencing approach is 
becoming slightly more common in cancer cases where standard treatment has 
failed, this approach is generally used only in special circumstances. In almost 
every case, the patient[s] in question knew someone who had specialized knowl-
edge and who worked in cutting edge research organizations. Dr. Wartman was an 
expert in the fi eld and worked at a university with a world class genome institute. 
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The Beery twins’ father was CIO at Life Technologies. Timothy McDaniel, Beth’s 
son, worked for Illumina. Though these stories give cause for optimism, we are still 
a long way from widespread use of sequencing to guide clinical care.  

3.4.4     Epigenetics 

 Epigenetics refers to functionally relevant, heritable changes to the genome that do 
 not  involve changes to DNA sequence [ 33 ]. Some examples include DNA methyla-
tion (the addition of a methyl group to a specifi c site along the DNA molecule) or 
modifi cation of histones, the proteins responsible for maintaining the 3D structure 
of DNA in its coiled state in the nucleus. Much remains to be discovered about the 
mechanisms of epigenetic phenomena, but links have been demonstrated to various 
biomedical phenomena, such as aging [ 34 ] and oncogenesis [ 35 ]. It is likely that 
epigenetic biomarkers will increasingly help to target therapies and interventions in 
much the same way as the genomic biomarker signatures discussed above.  

3.4.5     Gene/Environment Interaction 

 While genome-wide association studies have revealed a number of locations along 
the genome that appear to play a role in various different diseases, rarely is the cor-
relation absolute. That is, a given genotype may be more common in people who 
have a given disease than those who do not, but by no means does everyone with 
that genotype develop the disease. Of course, many diseases are complex, with 
numerous genes and pathways playing their respective roles. But even with identi-
cal twins who generally have the same genotype across all genes, one may become 
sick while the other remains healthy. 

 It is important to note that genes do not manifest themselves in a vacuum. The 
interactions between people’s genes and the environment to which they are exposed 
are critical in determining downstream phenotype. Take smoking as an example. 
Different people’s genotypes predispose them to the risk of cancer to varying degrees. 
Within a set of identical twins, the genetic risk is essentially the same. However, if 
one twin smokes regularly, and the other is a life-long non-smoker, the smoker is 
far more likely to develop lung cancer. As another example, exposure to sunlight is 
known to increase the risk of skin cancer. However, sun exposure is confers greater 
risk for light skinned individuals than for dark skinned individuals. Recent work has 
begun to uncover some molecular mechanisms underlying these gene-environment 
observations. For example, in post-traumatic stress disorder (PTSD), it has been 
shown that FKBP5, a stress response regulator, is more likely to be “demethyl-
ated” (i.e. the DNA is without a “methyl group” attached) in children exposed to 
trauma. In this case, therefore, the underlying mechanism for this  gene-environment 
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interaction turns out to be epigenetic. This change persists, enhancing expression of 
FKBP5, causing higher risk of developing PTSD in adulthood [ 36 ].  

3.4.6     The Microbiome 

 It has long been known that our gut, skin, and mucosal membranes are host to an 
entire ecosystem of microbial organisms that live with us in a symbiotic fashion. 
Less commonly recognized is the fact that human beings carry around approxi-
mately ten times as many microbial cells as human ones [ 37 ]. In attempting to target 
therapies to the individual, it would be ill-advised to ignore such a signifi cant con-
tributor to our constitution. The Human Microbiome Project is a large-scale NIH- 
funded initiative with the goal of characterizing microbial communities found on 
several different sites of the human body. Ultimately this effort seeks to understand 
the relationship between diseases and changes in the human microbiome. 

 The microbiome has been shown to play a role in a wide range of diseases, 
including autism, depression, infl ammatory bowel disease, type 1 diabetes, and 
various other autoimmune related illnesses [ 38 ]. Again, new sequencing tech-
niques have enabled deeper exploration of these microbial communities, fostering 
a greater understanding of the make-up of these microbial ecosystems, the conse-
quences of microbial imbalance, and potential therapeutic interventions to restore 
a healthy population. As one somewhat surprising example, a procedure known as 
fecal microbiota transplant, or FMT, has been performed with great success for 
the treatment of  C. diffi cile  infection [ 39 ]. Medicine does not get much more per-
sonal than that.  

3.4.7     Clinical Decision Support 

 The human brain has a fi nite capacity to integrate different data sources [ 40 ]. This 
fact can be limiting even in the traditional practice of medicine, as it has been per-
formed for decades. Increasing the number of facts or parameters that must be taken 
into account to inform health care decision making only serves to exacerbate this 
problem. The introduction of novel, high dimensional data types into clinical care 
(Fig.  3.7 ) takes us down this path.

   Informatics, more specifi cally bioinformatics, introduces the challenge of a data 
deluge. Informatics also helps address this challenge in the form of clinical decision 
support (CDS). The information technology system underlying electronic health 
records can effectively integrate dozens, hundreds, even thousands of data points to 
make a recommendation regarding therapeutic decisions. Novel visualization tech-
niques help to deliver these recommendations, along with the underlying reasoning, 
to time-constrained clinicians at the point of care.   
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3.5     Discussion 

 In the preceding sections, we have described what is meant by the term “personal-
ized medicine” (and its many variations), and have presented a number of hot topics 
within the fi eld. As suggested above, these topics have both necessitated and guided 
the development of a number of subfi elds within informatics. Below we discuss the 
implications of these topics and their accompanying informatics advances on areas 
outside of research and the delivery of health care  per se . 

3.5.1     Economic Issues 

 Ultimately, personalized medicine should help drive down the cost of health care. 
By focusing on the right treatment for the right patient at the right time, fewer 
resources are wasted on ineffective treatments, and fewer costly treatments are 
required due to early intervention and prevention of disease in the fi rst place. But a 
number of caveats must be considered in the context of reimbursement. First, in the 
era of personalized medicine, reimbursement will be required not only for the treat-
ment, but also up front for various different diagnostic tests. Justifi cation for that 
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expense requires signifi cant evidence that outcomes are improved. As an example, 
CMS will currently only approve genetic testing for warfarin metabolism if the test-
ing is performed in the context of a clinical study. In addition, all of the benefi ts 
described above apply  on average . Individual cases may raise ethical quandaries. 
As an example, consider pharmacogenomics. If a terminally ill patient has a 50 % 
chance of responding to a drug, should insurance cover it? What about 5 %? 0.05 %? 
What if another drug is available, but causes more unpleasant side effects? What if 
the patient in question is your child? 

 One stakeholder for whom personalized medicine is mixed news is the pharma-
ceutical industry. On one hand, stratifi cation of the patient population makes block-
buster drugs less likely. Drug companies stand to make greater profi ts when a drug 
is prescribed across the largest possible number of people. On the fl ip side, diagnos-
tic companion tests may enable FDA approval for whole classes of drugs that would 
not have been seen as successful across the population. In some cases, a test may 
help rule out patients who are likely to have adverse events. In other cases, the test 
may help single out people who are particularly likely to respond well to a drug. 
Focusing on the right segment of the population can make clear the benefi ts of a 
drug that, on average, would not outperform the current standard of care.  

3.5.2     Ethical, Legal, and Social Issues 

3.5.2.1     Data Sharing 

 From the data generation and policy perspective, personalized medicine necessi-
tates “big data” approaches. The sheer number of variables means that larger num-
bers of subjects (i.e. “bigger N”) are required to support scientifi c conclusions. In 
light of the need for larger N, data sharing and re-use becomes increasingly impor-
tant. Research funding cannot sustain the sample size that is required in the increas-
ingly high-dimensional domain of biomedical research [ 41 ]. Those generating data 
must share the data in a manner that makes them accessible and comprehensible to 
those who would use them to further biomedical discovery. Makers of policy, 
including publishers and funders, have already established a number of guidelines 
for good data sharing practices. And increasingly these policies are actually be 
enforced. 

 Of course, a mandate to share data necessitates the creation of somewhere to put 
the data. Publicly available databases are also needed as repositories for researchers 
to deposit and access data. Free, unobstructed access to well-annotated, high quality 
data enables collaborations and data re-use and reduces obstacles to research. dbGap 
and TCGA (The Cancer Genome Atlas) are two examples of such repositories, 
though arguably there is some room for improvement in ease of use of the interfaces 
for data access [ 42 ]. In addition, after researchers demonstrated that it was possible 
to identify the presence or absence of an individual in a complex mixture of DNA 
samples, the NIH limited access to GWAS data to eligible researchers who are 
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required to apply for access. On the plus side for data access, there has been a recent 
movement to enable people who want to share their data to do so. Sicker patients 
tend to be less concerned with data privacy and more concerned that their data be 
made available to anyone working on a potential cure. Initiatives like the Portable 
Legal Consent [ 43 ] and 23andWe [ 44 ] aim to empower individuals to share their 
personal health data in meaningful ways.  

3.5.2.2     Data Privacy 

 The unintended consequence of increased data sharing (genomic and otherwise) is 
an increased chance of a data breach, and of this information becoming available to 
those who would use it against the individual from whom it was derived. One often 
cited example is an insurance company refusing to cover someone with increased 
risk of a given disease, or charging exorbitant rates for such coverage. GINA, the 
Genetic Information Nondiscrimination Act, was passed in 2008 to address some of 
these issues, but it only covers employment and healthcare insurance. It does not 
extend to life, disability, or long term care insurance [ 45 ]. Another more dramatic 
scenario, as offered up in the consent form for the Personal Genome Project [ 46 ], is 
that if a person’s sequence is known, it could in theory be used to create artifi cial 
DNA to be planted at the scene of a crime. 

 The 18th HIPAA identifi er is defi ned as “Any other unique identifying number, 
characteristic, or code, unless otherwise permitted by the Privacy Rule for re- 
identifi cation” [ 47 ]. And yet, as of early 2014, the US Department of Health and Human 
Services has not issued clear guidance on how the HIPAA Privacy Rule applies to 
genetic data nor whether DNA sequence is considered an identifi er under HIPAA [ 48 ].  

3.5.2.3     Return of Results 

 For a patient or research participant who has his or her genome sequenced, should 
that information be provided back to the individual? Surely a person should have 
access to his or her own data if desired. On the other hand, so much of the data is 
of questionable clinical utility or part of the “incidentalome,” analogous to inciden-
tal fi ndings in radiology [ 49 ]. Undiscovered, these traits would remain benign. 
Instead, their observance can lead to costly tests, emotional distress, or worse. Will 
providing hints of uncertain risk do more harm than good in causing mental or 
emotional stress? While most fi ndings from DTC testing are benign, some are not. 
For potentially troubling results such as ApoE carrier status or BRCA mutations, 
23andMe does not show these results along with the others but requires the user to 
click an extra link to “unlock” those results. It is appropriate to enable people to get 
their genomic data without the involvement of a clinician? Are people ready to 
learn about a life-altering genetic mutation over the internet? Conversely, is it 
overly paternalistic to think people should have their own data kept from them? 
This is an area of ongoing investigation, but studies to date regarding people’s 
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ability to handle genetic bad news without long-term distress give cause for 
 optimism [ 50 ,  51 ]. 

 The American College of Medical Genetics and Genomics (ACMG) issued a set 
of guidelines in 2013 regarding incidental fi ndings [ 52 ]. The guidelines recommend 
that disease-causing variants from 57 known genes, related to 24 disorders, be 
returned to the ordering physician regardless of patient preference. Various commen-
taries expressed concern over these recommendations, leading to a clarifi cation state-
ment on the ACMG’s website which emphasized, among other things, that variants 
of unknown signifi cance were not included in the recommended list. Rather, the list 
included only a set of variants for which there is “signifi cant potential for preventing 
disease morbidity and mortality if identifi ed in the presymptomatic period” [ 53 ]. 

 But there are other questions that the guidelines do not address. What are the 
researcher’s or health care provider’s obligations to follow up with the individual as 
new knowledge accrues? If a person’s genotype is of unknown signifi cance today, 
but understood and actionable 10 years later, should he be made aware? What if the 
signifi cance is known and dire, but  not  actionable? These will surely be topics of 
debate in the coming years.   

3.5.3     Training 

 As biology and biomedicine become increasingly data driven, the curricula for train-
ing both biomedical researchers and clinicians will need to include more quantitative 
components. Basic statistics and computer science will be mandatory. Researchers 
with some basic programming skills will be at a signifi cant advantage, both for basic 
data formatting tasks and use of common software packages such as R and 
Bioconductor. Perhaps the most basic, but also the most important, addition to train-
ing will be increasing the skill of  numeracy , that is, the ability to reason with and 
apply numerical concepts. Researchers, care providers, and patients alike will all ben-
efi t from greater numeracy, enabling, for example, interpretation of probabilities. 

 On the clinical side, recent surveys have shown that only slightly more than half 
of primary care physicians report feeling confi dent in interpreting genetic test 
results, and 20 % report having had no genetics education [ 54 ]. In addition to quan-
titative sciences, medical training programs will need to make genetics, biomarkers, 
and other “molecular medicine” courses part of their core curricula in order to meet 
the needs of clinicians in the post-genome era.  

3.5.4     Participatory Medicine 

 Patients need not just sit back and wait for the benefi ts to accrue. There are a number 
of ways in which they can maximize the likelihood that they themselves will see the 
benefi t of personalized medicine. First and foremost, patients can make sure they 

3 Personalized Medicine



56

are informed. So much information is available online—individuals can learn about 
everything from the human genome to mechanisms of disease to how to interpret a 
 p -value. Reputable medical websites such as WebMD 1  and the Mayo Clinic 2  offer 
information across a broad set of conditions. In addition, many disease-centric soci-
eties offer information to patients and their families. While one must exercise com-
mon sense and restraint, not believing everything one reads on the internet, and not 
bombarding a time-constrained physician with reams of internet-derived medical 
wisdom, better informed patients will be better able to ask the right questions and to 
have a meaningful dialog with their care providers. This, in turn, will enable the 
patient to feel more empowered and to play an active role in formulating a treatment 
plan. Cancer survivor, Dave deBronkart, also known as “ePatientDave,” has taken 
participatory medicine to a new level with his website, blog, social media presence, 
and keynote presentations on patient engagement, with particular emphasis on 
HealthIT. 3  Taking a broader view, patient communities can advocate for causes that 
increase the likelihood, and speed, that personalized medicine will become a reality, 
including research funding, data sharing, and science education.   

3.6     Implications for Stakeholders 

 It can be seen that each of the different stakeholders described in Chap.   2     benefi ts 
from realization of the vision of personalized medicine: physicians provide better 
care, patients are healthier and receive better care when they do get sick, and payers 
get more for their money. But there are other implications as well. Key among 
those are:

  Evidence and Policy Generators 

•   Researchers must continue to  develop and master new technologies and statis-
tical techniques  to generate new data types, convert that data into information, 
and extract new biomedical knowledge from the information, informing new 
guidelines for clinical care.  

•   Policy makers must  consider ethical ,  legal ,  social ,  and economic issues  around 
the new capabilities that are enabled through personalized medicine and transla-
tional bioinformatics.   

  Providers and Healthcare Organizations 

•   Medicine is poised to shift away from the macroscopic classifi cations that have 
been employed for centuries toward a more  precise and personalized approach 
to health and disease .  

1   http://www.webmd.com/ 
2   http://www.mayoclinic.com/health-information/ 
3   http://www.epatientdave.com/ 
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•   As the number of factors affecting clinical decisions increases,  information 
technology and the clinical decision support  it can provide becomes increas-
ingly important.   

  Patients and Their Communities 

•   Patients and their advocates can help clinicians do a better job providing care by 
being  informed and engaged .    

 Finally, across all stakeholders but particularly clinicians and researchers, train-
ing programs will need to evolve to increase general  knowledge in genetics ,  com-
puter science ,  and quantitative methods .  

3.7     Conclusions 

 This is a very exciting time for the fi eld of personalized medicine, and informatics 
plays a critical part in both enabling its achievements and addressing its challenges. 
Ongoing advances in biomedical techniques, health information technology, and 
informatics methodologies will continue to accelerate progress in this important 
area of translational research and clinical practice. Ultimately, realization of person-
alized medicine will benefi t stakeholders across the biomedical enterprise. 

  Discussion Points  

•      How does personalized medicine differ from how medicine has been practiced 
for decades? Haven’t doctors always taken the specifi c individual into account? 
What has changed?  

•   How can personalized medicine reduce health care costs even as more treatments 
are being discovered? How could it increase them? What new costs could be 
introduced that did not apply in the past?  

•   What are the respective wins from personalized medicine for the various stake-
holders? What are some potential challenges it raises? Consider health, econom-
ics, ethics, and workforce training.  

•   How can personalized medicine facilitate patient engagement? What are some 
ways in which patients can help realize the participatory aspect of P4 medicine?  

•   What are some other potential future directions for personalized medicine?         

   References 

     1.    Burgoon LD, Boutros PC, Dere E, Zacharewski TR. dbZach: a MIAME-compliant toxicoge-
nomic supportive relational database. Toxicol Sci. 2006;90(2):558–68.  

    2.    Zimmermann P, Schildknecht B, Craigon D, Garcia-Hernandez M, Gruissem W, May S, et al. 
MIAME/Plant – adding value to plant microarrray experiments. Plant Methods. 2006;2:1.  

    3.    Davies K. The $1000 genome: the revolution in DNA sequencing and the new era of personal-
ized medicine. 1st ed. New York: Free Press; 2010.  

3 Personalized Medicine



58

    4.   NHGRI. DNA sequencing costs. 2013. [9/17/2013]. Available from:   http://www.genome.gov/
sequencingcosts/    .  

    5.   Herper M. The $1,000 genome arrives – for real, this time. Forbes [serial on the Internet]. 2014. 
Available from:   http://www.forbes.com/sites/matthewherper/2014/01/14/the-1000-genome-
arrives-for-real-this-time/    .  

    6.    Schadt EE, Turner S, Kasarskis A. A window into third-generation sequencing. Hum Mol 
Genet. 2010;19(R2):R227–40.  

    7.   NRC. Toward precision medicine: building a knowledge network for biomedical research and 
a new taxonomy of disease. 2011.  

    8.    Hood L. Systems biology and p4 medicine: past, present, and future. Rambam Maimonides 
Med J. 2013;4(2):e0012.  

    9.    Evans WE, Relling MV. Moving towards individualized medicine with pharmacogenomics. 
Nature. 2004;429(6990):464–8.  

    10.    Burrill GS. Where’s the beef? Drug Discov. 2003;4:9.  
    11.    Green ED, Guyer MS. Charting a course for genomic medicine from base pairs to bedside. 

Nature. 2011;470(7333):204–13.  
    12.    Trusheim MR, Berndt ER, Douglas FL. Stratifi ed medicine: strategic and economic implica-

tions of combining drugs and clinical biomarkers. Nat Rev Drug Discov. 2007;6(4):287–93.  
    13.       Shortliffe EH, Cimino JJ. Medical informatics: computer applications in health care and bio-

medicine. London: Springer; 2013.  
    14.    Killion PJ, Sherlock G, Iyer VR. The Longhorn Array Database (LAD): an open-source, MIAME 

compliant implementation of the Stanford Microarray Database (SMD). BMC Bioinforma. 
2003;4:32.  

    15.    Nuzzo R. Scientifi c method: statistical errors. Nature. 2014;506(7487):150–2.  
    16.   CDC. [9/10/2013]. Available from:   http://www.cdc.gov/genomics/gtesting/ACCE/    .  
    17.    Ginsburg GS, Woods CW. The host response to infection: advancing a novel diagnostic para-

digm. Crit Care. 2012;16(6):168.  
    18.      Hecker, Michael, et al. Reassessment of blood gene expression markers for the prognosis of 

relapsing-remitting multiple sclerosis. PloS one. 2011;6(12):e29648.  
    19.    Kraus VB, Burnett B, Coindreau J, Cottrell S, Eyre D, Gendreau M, et al. Application of bio-

markers in the development of drugs intended for the treatment of osteoarthritis. Osteoarthr 
Cartil. 2011;19(5):515–42.  

    20.    Voils CI, Coffman CJ, Edelman D, Maciejewski ML, Grubber JM, Sadeghpour A, et al. 
Examining the impact of genetic testing for type 2 diabetes on health behaviors: study protocol 
for a randomized controlled trial. Trials. 2012;13:121.  

    21.    Butte AJ. Translational bioinformatics: coming of age. J Am Med Inform Assoc. 2008;
15(6):709–14.  

    22.    Cirulli ET, Goldstein DB. Uncovering the roles of rare variants in common disease through 
whole-genome sequencing. Nat Rev Genet. 2010;11(6):415–25.  

    23.    Pirmohamed M, Burnside G, Eriksson N, Jorgensen AL, Toh CH, Nicholson T, et al. A  randomized 
trial of genotype-guided dosing of warfarin. N Engl J Med. 2013;369(24):2294–303.  

    24.    Kimmel SE, French B, Kasner SE, Johnson JA, Anderson JL, Gage BF, et al. A pharmacoge-
netic versus a clinical algorithm for warfarin dosing. N Engl J Med. 2013;369(24):2283–93.  

    25.    Sermet-Gaudelus I. Ivacaftor treatment in patients with cystic fi brosis and the G551D-CFTR 
mutation. Eur Respir Rev. 2013;22(127):66–71.  

    26.    O’Bryant CL, Wenger SD, Kim M, Thompson LA. Crizotinib: a new treatment option for 
ALK-positive non-small cell lung cancer. Ann Pharmacother. 2013;47(2):189–97.  

    27.    Bollag G, Tsai J, Zhang J, Zhang C, Ibrahim P, Nolop K, et al. Vemurafenib: the fi rst drug 
approved for BRAF-mutant cancer. Nat Rev Drug Discov. 2012;11(11):873–86.  

    28.       Annas GJ, Elias S. 23andMe and the FDA. N Engl J Med. 2014;370(11):985–8.  
    29.      Johnson M, Gallagher K. Living on the edge of science. Journal Sentinel. 2012. 6/30/2012.  
    30.    Bainbridge MN, Wiszniewski W, Murdock DR, Friedman J, Gonzaga-Jauregui C, Newsham I, et al. 

Whole-genome sequencing for optimized patient management. Sci Transl Med. 2011;3(87):87re3.  

J.D. Tenenbaum

http://www.genome.gov/sequencingcosts/
http://www.genome.gov/sequencingcosts/
http://www.forbes.com/sites/matthewherper/2014/01/14/the-1000-genome-arrives-for-real-this-time/
http://www.forbes.com/sites/matthewherper/2014/01/14/the-1000-genome-arrives-for-real-this-time/
http://www.cdc.gov/genomics/gtesting/ACCE/


59

    31.   Kolata G. A new treatment’s tantalizing promise brings heartbreaking ups and downs. 
New York Times. 2012. 7/8/2012.  

    32.   Kolata G. In treatment for leukemia, glimpses of the future. New York Times. 2012. 7/7/12.  
    33.    Goldberg AD, Allis CD, Bernstein E. Epigenetics: a landscape takes shape. Cell. 2007;128(4):635–8.  
    34.    Madrigano J, Baccarelli A, Mittleman MA, Sparrow D, Vokonas PS, Tarantini L, et al. Aging 

and epigenetics: longitudinal changes in gene-specifi c DNA methylation. Epigenetics. 2012;
7(1):63–70.  

    35.    Dawson MA, Kouzarides T. Cancer epigenetics: from mechanism to therapy. Cell. 2012;
150(1):12–27.  

    36.    Klengel T, Mehta D, Anacker C, Rex-Haffner M, Pruessner JC, Pariante CM, et al. Allele- 
specifi c FKBP5 DNA demethylation mediates gene-childhood trauma interactions. Nat 
Neurosci. 2013;16(1):33–41.  

    37.   Zimmer C. How microbes defend and defi ne us. The New York Times. 2010 July 12. 2010.  
    38.    de Vos WM, de Vos EA. Role of the intestinal microbiome in health and disease: from correla-

tion to causation. Nutr Rev. 2012;70 Suppl 1:S45–56.  
    39.    Kassam Z, Lee CH, Yuan Y, Hunt RH. Fecal microbiota transplantation for Clostridium dif-

fi cile infection: systematic review and meta-analysis. Am J Gastroenterol. 2013;108(4):
500–8.  

    40.    Stead WW, Searle JR, Fessler HE, Smith JW, Shortliffe EH. Biomedical informatics: changing 
what physicians need to know and how they learn. Acad Med. 2011;86(4):429–34.  

    41.    Ginsburg GS, Staples J, Abernethy AP. Academic medical centers: ripe for rapid-learning 
personalized health care. Sci Transl Med. 2011;3(101):101cm27.  

    42.   Doan S, Lin KW, Conway M, Ohno-Machado L, Hsieh A, Feupe SF, et al. PhenDisco: 
 phenotype discovery system for the database of genotypes and phenotypes. J Am Med Inform 
Assoc. 2014; 21(1):31–6. doi:   10.1136/amiajnl-2013-001882    . PubMed PMID: 23989082; 
PubMed Central PMCID: PMC3912702  

    43.   weconsent.us. Consent to Research. [9/11/2013]. Available from:   http://weconsent.us/donate-
your-data/data-donation-faq/    .  

    44.   23andMe. 23andWe Research. [9/11/2013]. Available from:   https://www.23andme.com/research/    .  
    45.    Hudson KL, Holohan MK, Collins FS. Keeping pace with the times–the Genetic Information 

Nondiscrimination Act of 2008. N Engl J Med. 2008;358(25):2661–3.  
    46.    Church GM. The personal genome project. Mol Syst Biol. 2005;1:2005.0030.  
    47.   NIH. HIPAA privacy rule and its impact on research. [8/27/2013]. Available from:   http://pri-

vacyruleandresearch.nih.gov/pr_08.asp    .  
    48.      HIPAA, the privacy rule, and its application to health research. In: Nass SJ LL, Gostin LO, 

editor. Beyond the HIPAA privacy rule: enhancing privacy, improving health through research. 
Washington, DC: National Academies Press; 2009.  

    49.    Kohane IS, Masys DR, Altman RB. The incidentalome: a threat to genomic medicine. JAMA. 
2006;296(2):212–5.  

    50.    Green RC, Roberts JS, Cupples LA, Relkin NR, Whitehouse PJ, Brown T, et al. Disclosure of 
APOE genotype for risk of Alzheimer’s disease. N Engl J Med. 2009;361(3):245–54.  

    51.    Bloss CS, Schork NJ, Topol EJ. Effect of direct-to-consumer genomewide profi ling to assess 
disease risk. N Engl J Med. 2011;364(6):524–34.  

    52.   Green RC, Berg JS, Grody WW, Kalia SS, Korf BR, Martin CL, et al. ACMG recommenda-
tions for reporting of incidental fi ndings in clinical exome and genome sequencing. 2013; 
15(7):565–74. doi:   10.1038/gim.2013.73    . Epub 2013 Jun 20. PubMed PMID: 23788249; 
PubMed Central PMCID: PMC3727274.  

    53.   ACMG Board of Directors. Points to consider in the clinical application of genomic 
sequencing. Genet Med. 2012;14(8):759–61. doi:   10.1038/gim.2012.74    . PubMed PMID: 
22863877.  

    54.    Bernhardt BA, Zayac C, Gordon ES, Wawak L, Pyeritz RE, Gollust SE. Incorporating direct-
to- consumer genomic information into patient care: attitudes and experiences of primary care 
physicians. Per Med. 2012;9(7):683–92.   

3 Personalized Medicine

http://dx.doi.org/10.1136/amiajnl-2013-001882
http://weconsent.us/donate-your-data/data-donation-faq/
http://weconsent.us/donate-your-data/data-donation-faq/
https://www.23andme.com/research/
http://privacyruleandresearch.nih.gov/pr_08.asp
http://privacyruleandresearch.nih.gov/pr_08.asp
http://dx.doi.org/10.1038/gim.2013.73
http://dx.doi.org/10.1038/gim.2012.74


60

  Additional Reading 

   Altman RB. Personal genomic measurements: the opportunity for information integration. Clin 
Pharmacol Ther. 2013;93(1):21–3.  

   Angrist M. Here is a human being: at the dawn of personal genomics. New York: Harper; 2010.  
   Ashley EA, Butte AJ, et al. Clinical assessment incorporating a personal genome. Lancet. 

2010;375(9725):1525–35.  
   Butte AJ. Translational bioinformatics: coming of age. J Am Med Inform Assoc. 2008;15(6):

709–14.  
   Butte AJ, Ito S. Translational bioinformatics: data-driven drug discovery and development. Clin 

Pharmacol Ther. 2012;91(6):949–52.  
   Butte AJ, Ohno-Machado L. Making it personal: translational bioinformatics. J Am Med Inform 

Assoc. 2013;20(4):595–6.  
   Chen R, Mias GI, et al. Personal omics profi ling reveals dynamic molecular and medical pheno-

types. Cell. 2012;148(6):1293–307.  
   Davies K. The $1000 genome: the the revolution in DNA sequencing and the new era of personal-

ized medicine. New York: Free Press; 2010.  
   Fernald GH, Capriotti E, Daneshjou R, Karczewski KJ, Altman RB. Bioinformatics challenges for 

personalized medicine. Bioinformatics. 2011;27(13):1741–8.  
   Ginsburg GS, Willard HF. Genomic and personalized medicine. 2nd ed. London: Elsevier/

Academic; 2012.  
   Hamburg MA, Collins FS. The path to personalized medicine. N Engl J Med. 2010;363(4):301–4.  
   Hood L, Friend SH. Predictive, personalized, preventive, participatory (P4) cancer medicine. Nat 

Rev Clin Oncol. 2011;8(3):184–7.  
   Overby CL, Tarczy-Hornoch P. Personalized medicine: challenges and opportunities for transla-

tional bioinformatics. Per Med. 2013;10(5):453–62.  
   Sarkar IN. Biomedical informatics and translational medicine. J Transl Med. 2010;8:22.  
   Sarkar IN, Butte AJ, et al. Translational bioinformatics: linking knowledge across biological and 

clinical realms. J Am Med Inform Assoc. 2011;18(4):354–7.  
   Whirl-Carrillo M, McDonagh EM, et al. Pharmacogenomics knowledge for personalized medi-

cine. Clin Pharmacol Ther. 2012;92(4):414–7.     

J.D. Tenenbaum



61P.R.O. Payne, P.J. Embi (eds.), Translational Informatics: 
Realizing the Promise of Knowledge-Driven Healthcare, Health Informatics,
DOI 10.1007/978-1-4471-4646-9_4, © Springer-Verlag London 2015 

    Chapter 4   
 Leveraging Electronic Health Records 
for Phenotyping 

             Adam     B.     Wilcox     

        A.  B.   Wilcox ,  PhD     
  Department of Medical Informatics ,  Intermountain Healthcare , 
  Murray ,  UT ,  USA   
 e-mail: adam.wilcox@imail.org  

         By the End of This Chapter, Readers Should Be Able to:  

•      Understand phenotyping  
•   Understand how data from electronic health records (EHRs) can be used for 

phenotyping  
•   Identify the key challenges to using EHR data for phenotyping  
•   Understand current changes that can affect phenotyping from EHR data     

4.1     Introduction 

 Arguably the greatest advancements in biomedicine over the last few decades have 
been in genetics. From the mapping of the human genome to the development of 
genetic testing to research biobanks, genomic science has advanced to be a domi-
nant fi eld in biomedical research. Today, research labs across the country are con-
stantly mining the genetic code of thousands of individuals, identifying associations 
that can change both the way health care is delivered and how disease is prevented. 
The fi rst human genome was sequenced at a cost of nearly $3 billion [ 1 ] – in a few 
years, scientists expect the cost to drop to around $100. This opens opportunities for 
even more genetic studies, which will only increase the impact of genetics on how 
we understand health. 

 Currently, among the most common studies using genetics are genome-wide 
association studies (GWAS). These are done by taking a large number of sequenced 
genomes of patients along with specifi c characteristics of the patients, and 
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 identifying how the patients’ different genes are related to their characteristics. The 
set of characteristics, or phenomena, for an individual is called a phenotype. Linking 
genotypes and phenotypes has signifi cantly accelerated genetic discovery. At fi rst, 
the phenotypes were collected like other research studies when the biosamples were 
collected: fi rst obtaining consent from the patient, then asking a series of questions 
to defi ne the phenotype, collecting the sample, and matching it to the phenotype. 
But this approach was both slow and zexpensive, especially since a large number of 
subjects need to be included for genotype-phenotype studies. Innovations in both 
genetic sequencing and consent processes have increased the genotype collection. 
For phenotypes, the greatest innovation has been to extract the information from 
data already collected as part of the clinical care process – from electronic health 
records (EHRs). 

 The ability to leverage electronic information in health records for genetic 
research is an excellent example of translational informatics and its infl uence in the 
future of biomedical research and healthcare. In this chapter, we discuss the impor-
tance of EHRs for creating phenotypes and how they can be used. First we describe 
a brief history of its use, and recent infl uences that are affecting its current interest. 
We review examples of projects that are successfully leveraging EHRs for pheno-
typing, identifying both their successes and challenges. Finally, we discuss the 
future of phenotype extraction from EHRs, and the impact on genetic research as 
well as other health care research domains.  

4.2     History of Secondary Use of Electronic Health Data 

 The idea of using EHR data beyond clinical care is not new. Health care is an 
information- intensive fi eld, and generates large amounts of information. For 
decades, researchers have been recommending their use in research studies. Many 
of the Patient Outcomes Research Teams created by the Agency for Health Care 
Policy and Research specifi cally used data from medical records, and identifi ed the 
importance of using medical records rather than claims and billing information [ 2 , 
 3 ]. Early informatics researchers were successful in both demonstrating that EHR 
data can be valuable to research and identifying the challenges inherent in using it 
[ 4 – 7 ]. Even when very few health care institutions were collecting electronic health 
data, the use of electronic health data for secondary use in research was pursued. 
This interest only increased as data mining and data warehousing in medical data-
bases grew in the late 1990s. The increased use in the 2000s of electronic research 
databases and the desire to both populate these systems with existing clinical data 
and facilitate cohort identifi cation and selection [ 8 ,  9 ] demonstrated secondary data 
use as a core part of the emerging discipline of translational informatics. 

 Perhaps nothing has been as signifi cant in increasing the need for EHR data 
for research as genomics in the last few years [ 10 ]. A main reason was the emerg-
ing need for genome-wide association studies (GWAS). Initial genetic discoveries 
were from family-based studies. Researchers were studying diseases with a strong 
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hereditary link and rare genetic variants [ 11 ,  12 ]. But there are also many common 
disorders caused by many common genetic variants, with weaker links. New types 
of studies other than family-based studies were needed for common genetic vari-
ants. GWAS are population-based studies of common variants with small effects 
[ 13 ]. GWAS have also been used successfully to identify variations in patients’ 
responses to different medications, leading to personalized medicine. 

 One thing that makes GWAS particularly interesting is that the genotype, once it 
has been sequenced, is available for studying multiple associations. A challenge is 
to then have a large enough sample to do population-based studies on common dis-
eases [ 14 ]. Various institutions have created biobanks to address this, where bio-
logic samples are collected for use in GWAS studies, many with tens of thousands 
of samples [ 15 ]. The last decade has seen a tremendous growth in sequencing abil-
ity, with a corresponding reduction in costs. EHRs can then be used as a source of 
phenotypic information for genotype-phenotype studies like GWAS. 

 The emergence of GWAS has changed the potential of using EHRs for research 
data for many reasons. First, the large number of subjects required for GWAS has 
increased the overall benefi t of using EHRs. When smaller numbers of subjects 
were needed, alternatives to phenotype extraction from EHRs could be an accept-
able option. Second, successes in GWAS have been both signifi cant and rapid. Since 
the fi rst GWAS study in 2005, thousands of GWAS studies have examined hundreds 
of traits and diseases [ 16 ]. The results and interest in GWAS, and the subsequent 
need for phenotypic data to expand it, has been explosive. Third, successful GWAS 
studies have included development of an infrastructure that can be more easily lev-
eraged for successive studies. The creation of biorepositories is comparatively more 
diffi cult than extraction methods from electronic health records. Once the biore-
pository is created, however, its marginal cost of use drops rapidly especially for 
genotyped samples. The comparative cost-benefi t of using EHR phenotypes makes 
it a more worthwhile pursuit. 

 Initial demonstrations using EHRs for research has only expanded their per-
ceived potential. Beyond GWAS, they are seen as a method to rapidly identify vari-
ables and outcomes of cohorts that can then be applied to similar patients under 
treatment [ 17 ]. Comparative effectiveness research has also increased the demand 
for using EHR data in research [ 18 ]. Effectiveness research focuses on studying 
interventions in the “real world,” or the environment where the interventions would 
be most likely to be received. This is in contrast to clinical trials that have actively 
limited the environment of the trial to study effi cacy of an intervention, without 
confounders. EHRs collect data in the world where care is provided, so their data 
are more relevant to effectiveness studies than data collected in case report forms 
during effi cacy studies. The learning health system is focused on effectiveness, and 
the use of EHR data to support it is fundamental to its vision [ 17 ]. Phenotype extrac-
tion from EHRs has become a critical requirement of both research and health care 
transformation. 

 Understanding the history of leveraging EHRs for research is important to recog-
nize both the potential benefi ts and challenges. It has been pursued for a long time, 
with great successes and even greater potential. Some of the most signifi cant early 
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successes in genetic studies and clinical informatics arose from secondary data use. 
Researchers in the discovery of BRCA1 used the Utah Population Database, which 
includes familial histories linked to data extracted from electronic health databases 
[ 11 ]. Evans et al. demonstrated one of the fi rst examples of a learning health system 
with the Antibiotic Assistant, which used data in the EHR from similar patients to 
compute recommendations for antibiotic prescribing [ 19 ]. These studies were suc-
cessful in part because they used very specifi c data for defi ned purposes among 
defi ned populations. As more data were collected and the data types, use and scope 
broadened, researchers began to face limitations in secondary use of EHR data. 
Early research using EHR data for improving adverse drug events (ADEs) showed 
that structured data were incomplete and underestimated the number of ADEs[ 20 ]. 
Studies in data mining were also limited by methods extracting data from EHRs 
[ 21 ]. Issues of data quality and completeness have continued to challenge EHR data 
reuse [ 22 ,  23 ]. For many years, the early potential was unmet as researchers identi-
fi ed and faced multiple barriers, even while the collection of data was increasing [ 6 ].  

4.3     Recent Developments 

 Now that we have established how the use of EHR data for phenotypes has emerged 
over time, and why it is interesting now, we can discuss how it is done more clearly. 

4.3.1     Extracting Data from EHRs 

 EHRs contain various types of data that are used for various purposes. Some data 
are collected primarily for administrative purposes. Demographics information is 
needed to identify an individual, both for treatment and payment. Diagnosis data 
indicate the overall condition of a patient, and are generally collected for billing. 
Procedure data indicate the various actions taken by clinicians, and are also used for 
billing. Because demographics and billing data are most commonly and consis-
tently collected for patients, they have been a primary source for phenotype infor-
mation in population research [ 24 ]. However, because they are used primarily for 
non-clinical care, researchers have observed inconsistencies and errors in billing 
data [ 2 ]. Other data are collected primarily to support clinical care. These include 
medications prescribed, assessments made, tests and activities ordered, results of 
tests, actions performed, and statements of clinical judgment. Laboratory test results 
and standard patient assessments (e.g., vital signs) are generally stored in structured 
form, and can be used to interpret phenotypes for diseases that are specifi cally indi-
cated by test results [ 25 ]. Medication orders and prescriptions are also often struc-
tured, but may also be stored as part of unstructured text (e.g., medication history). 
Medications can also reveal patient clinical conditions by what is being treated [ 26 ]. 
The richest source of clinical information is usually stored as unstructured text in 
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clinical documentation. This is the most clinically relevant information, representing 
what was clinically important, but is also the most diffi cult to extract. Narrative text 
allows a high degree of expressiveness and fl exibility, but this same fl exibility makes 
it diffi cult to extract information from the records on a large scale. Researchers have 
for years been refi ning approaches to natural language processing (NLP) to extract 
information from narrative text [ 27 ], and more recently have been applying this to 
records specifi cally for phenotype extraction [ 28 ]. 

 Because of the multiple data types in the electronic health record that require 
different methods of extraction for phenotype representation, a signifi cant amount 
of research in using EHR data for phenotypes has been done just on extracting data 
from electronic health records. The SHARPn project, for example, was funded spe-
cifi cally to determine and demonstrate best approaches for extracting data from 
EHRs for secondary data analysis [ 28 ]. Research in medical language processing 
for extracting phenotypic information has grown substantially to be a signifi cant 
focus of the fi eld [ 29 ]. And multiple initiatives have emerged that focus on defi ning 
different phenotypes that can be extracted from the different data sources from 
EHRs [ 30 ,  31 ]. Usually, the actual extraction algorithm is a set of rules that query 
for data from different data sources. For example, a diabetes phenotype extraction 
algorithm is a combination of administrative visit data, laboratory results, diagnosis 
codes, prescribed medications, and family history data from narrative text [ 32 ].  

4.3.2     Performing Genome-Wide Association Studies 

 As mentioned above, when researchers can successfully extract disease phenotypes 
from EHR data, they can use this information to perform GWAS. GWAS analyze a 
large number of genotypes and matched phenotypes. Genotypes must be sequenced 
from biological samples, so the collection of biospecimens determines what geno-
types can be done. Currently most genotyping is done through chip-based microar-
ray techniques that identify millions of markers on the genetic code for one 
individual, but it is anticipated that future sequencing techniques will provide the 
full DNA sequence within a few years. Currently the markers used in the genotype 
are single nucleotide polymorphisms, or SNPs. SNPs are small changes in the DNA 
sequence that occur relatively frequently in the human genome. They typically do 
not have substantial impact on biological processes, but are helpful for marking 
genetic variation among individuals. Regardless of the method of genotyping, it is 
critical that the sample and genotype be matched to an identifi ed subject, so that a 
matching phenotype can be queried from the data in the EHR [ 13 ]. 

 The order of the two tasks (genotyping or phenotyping) is less important, as long 
as a genotype is linked to a phenotype for the same patient. The methods of the study 
will often dictate which must be done fi rst based on dependencies. In some cases, 
the genotype is fi rst collected from all biospecimens in a population of subjects who 
also have data in EHRs. Then extraction rules for a specifi c phenotype of interest 
can be developed, validated and used to query that phenotype for the  subjects from 
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the EHR. In other cases, a large sample of biospecimens is collected fi rst, but is 
not genotyped. Extraction rules for a specifi c phenotype are developed, and this is 
run against the EHR for all the subjects in the biobank. Cases and controls are then 
selected as a subset based on the matching phenotypes, and then biospecimens from 
those specifi c subjects are genotyped. This is a cost-savings approach, because only 
a sub-population requires genotyping, which is typically the most costly component 
for the research study. 

 Genome-wide association (GWA) analysis can occur once the genotypes and 
phenotypes are created and linked. Analysis is often done with standard statistical 
testing, such as analysis of variance, contingency tests, or regression analyses. More 
advanced testing is used to account for covariates. More complicated testing is done 
when the interest is not just single gene variations, but for interactions among dif-
ferent genes. These multi-locus analyses quickly become computationally diffi cult, 
but various methods have been successfully used to fi lter SNPs for analysis. The 
results of the analyses are identifi cation of signifi cant associations between gene 
markers or combinations of genes and specifi c phenotypes. Like all scientifi c stud-
ies of signifi cance, the result can be further validated by replicated tests, until a 
recognized association for a trait is made, and a genetic test can then be developed 
to mark an individual’s specifi c risk for that condition [ 13 ].  

4.3.3     Pharmacogenetics and Personalized Medicine 

 A specifi c example of applying genotype-phenotype analysis from EHRs is in 
discovering medication effi cacy, or pharmacogenetics. Bush and Moore [ 13 ] give 
a good example about warfarin, a blood-thinning medication that helps prevent 
clots in patients at risk of an embolism. Administering anticoagulation therapy 
to patients is a delicate process, where the right dose needs to be determined and 
used. If too low a dose is used, the medication will not prevent potentially fatal 
clots; if too high a dose is used, the blood can become too thin and the patient 
risks dangerous internal and external bleeding. When administering anticoagu-
lation therapy, clinicians must carefully watch the patient’s clotting activity, or 
prothrombin time, because warfarin has a very narrow therapeutic window. A 
GWAS has shown that there is also wide variation due to genetics in a patient’s 
response to warfarin – in some populations greater than any other known factor 
[ 33 ]. Phenotype data for this study were collected from electronic health records, 
including warfarin doses for the patients, lab tests indicating clotting activity, and 
demographics. Linear regression was then used to analyze the data. The result 
of the GWAS is the development of a genetic test for patients to determine their 
appropriate safe warfarin doses. This type of test, designed to tailor the care pro-
vided to an individual based on her genotype, is personalized medicine, and rep-
resents an important translation of GWAS to actual patient care. A benefi t of 
personalized medicine being developed from data extracted from electronic health 
records is that they can be more effective when used with computerized decision 
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support. Since the clinical data needed to apply the rule (e.g., the  prescribing of 
warfarin and patient demographics) were already used in the discovery of the 
 correlation, its application is simplifi ed.  

4.3.4     Projects Leveraging EHRs for Genotype-Phenotype 
Studies 

 Based on the early results and promise of using EHRs for extracting phenotype 
information for genetics research, the National Human Genome Research Institute 
(NHGRI) funded the Electronic Medical Records and Genomics Network, or 
eMERGE. The NHGRI began working with the International Human Genome 
Project, and continues to support genome research as one of the National Institutes 
of Health. eMERGE was created to specifi cally develop methods and practices for 
using EHRs for genomic research [ 15 ,  34 ]. It began as a network of fi ve institutions, 
each with a biobank and an electronic health record. The size of the biorepositories 
at each site ranged from about 4,000 to 75,000. Each eMERGE site was focused on 
a particular primary and secondary phenotypic outcome with its subject population. 
eMERGE later expanded to include nine main research groups or institutions, and 
additional affi liate institutions. 

 eMERGE has been signifi cant in advancing the understanding of capabilities and 
issues of using EHR data for phenotyping. They have published results of GWAS 
using phenotypes from EHRs in each of the primary conditions studied: cataract 
and HDL, dementia, electrocardiographic QRS duration, peripheral arterial disease, 
and type 2 diabetes. Their successes have furthered the interest in using EHRs for 
GWAS. They also were able to successfully validate and deploy phenotypes devel-
oped at one institution using one EHR to other institutions and EHRs across the 
network [ 35 ]. 

 eMERGE has also increased understanding of issues related to using EHRs for 
phenotypes, that has extended beyond the goals of GWAS. They published results 
of studies demonstrating how privacy could be both breached and protected when 
performing research with data from EHRs for GWAS and other studies [ 36 – 38 ]. 
The timing of these analyses and results was signifi cant – with breach penalties 
incurred from the HITECH act, many institutions had diffi culty in navigating the 
new rules of privacy and confi dentiality, while still sharing data. eMERGE research-
ers were also able to demonstrate how phenotypes from EHRs could be used for a 
new type of study beyond GWAS. Rather than scanning genotypes for associations 
with a defi ned phenotype, as is done with GWAS, they demonstrated scanning a 
large set of phenotypes for associations among various genotypes. This new 
approach created phenome-wide association studies, or PheWAS. 

 Another product of eMERGE has been resources for other researchers to use in 
GWAS or PheWAS research. Software to perform PheWAS was made available and 
distributed to researchers. eMERGE researchers created over 21 different pheno-
types, that are made publically available in the Phenotype KnowledgeBase. These 
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concrete resources are in addition to the methods and lessons learned that were 
published in the scientifi c literature. 

 Other groups have also used EHRs for genotype-phenotype studies. The 
Pharmacogenomics Research Network (PGRN) includes sites that use EHR data for 
phenotypes, though the use of EHRs is not defi ning of the goals as is eMERGE. The 
Kaiser Permanente Research Program on Genes, Environment and Health used 
EHRs for phenotypic information linked to genotypes [ 26 ]. While not having the 
breadth of institutional participation or depth of use of EHR data, these projects 
demonstrate the interest in leveraging EHR data for genotype-phenotype research 
extends beyond the initial demonstration projects. 

 The Integrating Informatics and Biology at the Bedside (i2b2) is particularly 
important to leveraging EHR data for phenotypes because it provides a platform 
for storing, linking and querying data from EHRs directly by researchers. It also 
allows cross-institution queries for connected research institutions. Data extracted 
from EHRs are loaded into the i2b2 data model. Individuals can then create queries 
based on the organization of the clinical data. It allows linking of genotype infor-
mation to support GWAS. It also includes a natural language processing engine to 
extract fi ndings from text reports. Perhaps the greatest indication of importance for 
i2b2 is its broad use – it has been adopted by over 60 academic health centers 
internationally [ 39 ]. 

 The Measurement to Understand the Reclassifi cation of Disease of Cabarrus/
Kannapolis (MURDOCK) Study in North Carolina represents a slightly different 
approach to creating an infrastructure for genotype-phenotype studies. It focuses on 
creating a comprehensive database of phenotype information along with biospeci-
mens, and is non-disease specifi c. Rather than recruiting biospecimens at one time 
with consent to link to EHR data, MURDOCK enrolls the whole individual. Subjects 
consent to provide biospecimens, complete annual surveys, link data to their EHRs, 
and be contacted for participation in other studies. In addition, environmental and 
geospacial data are collected so that non-clinical factors can be measured for their 
impact on health and treatment effectiveness. The MURDOCK study is a good 
example demonstrating how the extraction of phenotype data from EHRs can be 
extended beyond the genotype, and to fully patient-centered and personalized 
research.  

4.3.5     Projects Leveraging EHRs for Comparative Effectiveness 

 Some projects have focused on leveraging EHR data for secondary analysis in com-
parative effectiveness and patient-centered outcomes research, rather than specifi -
cally on GWAS or other genetic studies. In 2010, the Agency for Healthcare 
Research and Quality (AHRQ) funded multiple large projects designed to create 
data infrastructures using EHR data to perform comparative effectiveness research. 
Like the eMERGE network, each of these projects collected data for a specifi c pop-
ulation, focusing on a particular disease. Unlike eMERGE, they each included data 
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from multiple clinical sites, and addressed issues of merging data from different 
EHRs to increase both the breadth and depth of the data available. For example, the 
Scalable Architecture for Federated Translational Inquiries Network (SAFTINet) 
project in Colorado created a distributed research network across multiple sites of 
care in multiple states, allowing the creation of large cohorts of patients with EHR 
data. They also focused on diverse and underserved populations, and initially stud-
ied heart and blood vessel conditions, as well as breathing conditions [ 40 ]. The 
SUrveillance, PREvention, and ManagEment of Diabetes Mellitus (SUPREME-DM) 
project at the Kaiser Permanente Institute for Health Research leverages EHR data 
to create a longitudinal registry of diabetes care for 1.3 million patients across 11 
geographically-disparate integrated delivery systems. They also studied other con-
ditions related to the population, such as gestational diabetes, obesity, and heart 
conditions. Like SAFTINet, they used a distributed data network [ 41 ]. 

 The Washington Heights/Inwood Informatics Infrastructure for Comparative 
Effectiveness Research (WICER) also leveraged EHR data to create patient pheno-
types. Similar to MURDOCK but different than SAFTINet and SUPREME-DM, 
WICER used EHR data as one source among many for a specifi c population. The 
focus was an underserved, immigrant population in New York City. WICER linked 
data from EHRs of multiple providers (inpatient, ambulatory, home care) to create 
a comprehensive and longitudinal view of the clinical data for a patient. For a subset 
of the population, WICER also surveyed individuals at various locations on clinical 
measures, social attitudes and networks, and health behaviors and beliefs. They also 
collected biospecimens for some of the population. For patients with biospecimens, 
EHR data across sites and survey data, WICER created one of the most comprehen-
sive datasets for a research population. By collecting data from multiple sources, 
WICER investigators are also able to study differences in data quality and com-
pleteness across different sources [ 42 ]. 

 While eMERGE, i2b2 and other studies have advanced the understanding of EHR 
data for genotype-phenotype research, these AHRQ-funded studies have been criti-
cal in learning important lessons about using EHRs for cohort studies in a popula-
tion. They have advanced understanding of data display and navigation, data security, 
primary data collection, distributed queries, research sustainability, and data quality 
[ 18 ,  22 ,  40 ,  42 – 44 ]. They have also each built an infrastructure that is now being 
extended for more analyses. These infrastructures demonstrate both the viability and 
potential of leveraging EHR data to defi ne subjects for clinical research studies.  

4.3.6     Challenges and Future Directions in Using EHR Data 
for Research 

 Along with these successes, however, are challenges. Secondary use of EHR data is 
more available and inexpensive than primary research collection, but since it is col-
lected for a different purpose its quality for research is different. For example, EHR 
data is most complete on patients who have visits to health providers using the 
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EHR. If a patient is not being treated, the information is not collected. If the pro-
vider does not use the EHR, the information is not collected. If the information is 
not directly relevant to the care being provided, the information may not be col-
lected by the provider. In contrast, with research-based case report forms the spe-
cifi c data elements of interest are defi ned prospectively, and the data are collected 
for each subject. 

 The real effect of these biases is still unknown. Researchers acknowledge that 
data quality could undermine the ability to use EHR data as a surrogate for primary 
research collection. Previous studies using billing data have had noted quality issues 
[ 2 ]. Currently, researchers with EHR data for phenotypes are investigating methods 
for assessing quality [ 40 ,  45 ]. Best practices have been defi ned for researchers to 
validate the accuracy of phenotypes that are extracted from EHRs [ 13 ]. And studies 
have shown that the data, while imperfect, are at least similar in specifi c cases to 
self-report data.[ 26 ] At the same time, a study of differences in phenotype defi ni-
tions for diabetes showed signifi cant variation in populations depending on the 
 phenotype defi nition used [ 25 ]. Data quality continues to be an area of concern, 
though it has yet to invalidate the approach. 

 One issue of data quality from EHRs that is expected to decrease over time is the 
issue of data completeness. With government incentives for EHR adoption under 
the Meaningful Use program, institutions have increased their use of EHRs. More 
signifi cantly, the Meaningful Use criteria have specifi ed certain data types that must 
be collected above threshold levels [ 46 ]. For the data elements that are part of the 
Meaningful Use regulations, this will undoubtedly increase the consistency of their 
creation, and will likely increase the consistency of phenotypes defi ned for extract-
ing that information from the EHRs for research.   

4.4     Implications for Stakeholders 

 As was introduced in Chap.   2    , a variety of stakeholders can and will benefi t from the 
ability to leverage data sources, such as EHRs, in order to enable patient- and 
population- level phenotyping. Critical examples of these benefi ts stratifi ed by 
stakeholder type include the following:

  Evidence and Policy Generators 

   Research at the patient and/or population levels requires the derivation and 
analysis of complex and discrete phenotypes . Such phenotyping is even more 
critical when attempting to link clinical presentations of health or disease with bio-
molecular markers, such as the activities introduced in Chap.   3    . While the adop-
tion of healthcare IT platforms, such as EHRs, provide a basis for such phenotype 
generation, the act of computerizing patient records does not represent a complete 
solution to such information needs. Thus, the application of phenotyping princi-
ples such as those described in this chapter are central to generating data critical to 
research endeavors that will ultimately result in new, actionable knowledge.  
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  In a similar manner,  policy makers must make decisions and set priorities based 
upon the best available data and knowledge . To-date, such decision making, 
when it pertains to clinical data sets, has been limited due to the lack of compre-
hensive and actionable representations of patient or population level phenotypes 
in computational tractable formats. Thus, the provision of comprehensive and 
rigorous phenotyping methods provides a means of enhancing such data-driven 
policymaking.   

  Providers and Healthcare Organizations 

   Providing tailored and contextually appropriate decision support at the point-of- 
care, such as that which would like clinical and bio-molecular phenotypes in 
order to inform disease prevention and/or treatment planning needs, requires 
computationally tractable representations of patient phenotype data . The use 
of phenotyping methods overcomes the challenges of what is often critical and 
unstructured data this is not well aligned with these types of information needs, in 
order to enable such evidence-driven and personalized healthcare delivery.  

  As healthcare organizations seek to achieve the “triple threat” of lower costs, 
increased quality, and improved outcomes of care,  the ability to characterize 
and manage populations of patients requires that we understand the pheno-
types of those individuals and groups . As such, the use of phenotyping algo-
rithms is central to such population management tasks, which are inherently data 
analytic in their nature.   

  Patients and Their Communities 

  Patients often wish to be integral parts of the care delivery, and even better, wellness 
promotion activities that make up healthcare management at the individual or 
population levels. By phenotyping patients based upon the contents of their EHR 
related information, and enabling the linkage of that data with patient-reported 
outcomes, sensor data, and other non-traditional sources,  we can enable patients 
to become part of a “data fabric” the facilitates such shared healthcare deci-
sion making .  

  Finally, communities often wish to understand measures that can be taken to pro-
mote health and wellness.  By using EHR-derived phenotypes for community- 
based and/or participatory research paradigms, we can empower 
communities to be part of the evidence-generation process  that underlies 
knowledge-based approaches to achieving optimal health outcomes.     

4.5     Conclusion 

 For years, researchers have been recommending and attempting the use of EHR data 
for research. These efforts have been met with moderate success on opportunistic 
projects where the EHR data was complete enough and matched the research goals. 
Recently, changes in research towards GWAS in biology and comparative 
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effectiveness in clinical research have opened wide opportunities with increased 
need for EHR data. The successes and lessons learned of initial research projects in 
these areas have created both a foundation and a critical mass that is leading to more 
and more use. While challenges still exist, studies demonstrating either the limits of 
those challenges or solutions to them have kept momentum strong. Recent develop-
ments to increase the consistency and completeness of EHR data will undoubtedly 
add to that momentum. We are now at a point that research leveraging EHR data for 
phenotype and subject defi nition moves from an opportunity, to an accepted 
approach, to a priority. This will continue to have dramatic effects on the need for 
translational informatics. 

  Discussion Points  

•      Review what a phenotype is. Discuss what types of data are used to defi ne a 
phenotype, and where that data exist.  

•   Discuss how different phenotypes could actually be biased according to data.  
•   Discuss the effect of Meaningful Use, and how data are actually growing (at 

what rate is it growing?).  
•   Discuss how data that are not collected in EHRs could be collected.         
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         By the End of This Chapter, Readers Should Be Able to  

•      Understand the role of literature in biomedicine (the “bibliome”);  
•   Explore approaches to impute knowledge from the bibliome; and  
•   Demonstrate the potential of bibliome mining for a learning healthcare system     

5.1     Data-Driven Knowledge in Biomedicine 

 Data in biomedicine originate from a plethora of sources that span the continuum of 
healthcare. Molecular data may originate from whole genome sequencing, identifi -
cation of gene sequence variants (such as Single Nucleotide Polymorphisms 
[SNPs]), or transcriptomic signatures associated with gene expression (such as 
microarrays). Health data may originate from electronic systems that gather data 
directly from patients (e.g . , using “quantifi ed self” technologies or personal health 
records), as part of the health care system (e.g . , through electronic health record 
systems or as recorded in health care utilization data sets), or as a result of popula-
tion health initiatives (e.g . , vital records or infectious disease surveillance). To be 
deemed useful, biomedical data must be analyzed and interpreted through a system-
atic and repeatable process. The results of these processes, and the foundation on 
which future insights are often based, are ensconced in biomedical literature. 
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5.1.1     Hypothesis Generation and Hypothesis Testing 

 Without context or purpose, data are essentially meaningless. To elicit the value of 
data, they must fi rst be transformed into  information , which in turn needs to be 
coalesced into  knowledge  before any utility may be ascertained. This knowledge, 
which may be deemed as “actionable,” may be immortalized as  wisdom  that is used 
to guide future encounters with data. Formally, the process of data transformation is 
cast as the “Data-Information-Knowledge-Wisdom” (DIKW) framework. The 
DIKW framework, and its contemporary incarnations largely attributed to Ackoff 
[ 1 ], provides a formal construct to analyze data transformation. Most importantly, 
the DIKW framework offers both context and purpose as constraints to instill mean-
ing into volumes of data. This architecture is increasingly important as improve-
ments in data generation and acquisition technologies continue to exceed intellectual 
capacity for interpretation. It is outside the scope of the present discourse to describe 
the complete process of data transformation associated with the DIKW framework. 
Nonetheless, the DIKW framework offers a useful construct to describe how data 
are used within biomedical contexts. 

 The advancement of technologies across the spectrum of biomedicine has 
resulted in a new cadre of data that are referred to as “Big Data” Chap.   7     provides 
more detail about the nuances of Big Data. Within the current context, where the 
focus is to leverage knowledge that have been recorded in some reusable form, 
the discussion will be around approaches that are used for one of two purposes: 
(1) for hypothesis  generation ; or (2) for hypothesis  testing . Historically, these 
two purposes can be perceived to be in confl ict with each other; the increased 
ability to generate hypotheses is of no value without completing the testing of 
those hypotheses that have already been postulated. Indeed, the scientifi c meth-
odologies for hypothesis generation and testing are largely considered indepen-
dently (those that generate hypotheses seldom actually test them and those that 
test hypotheses seldom are focused on hypotheses generation approaches). 
However, the realities of contemporary scientifi c inquiry in light of the volume of 
data that are available require a synergy between the generation and testing of 
hypotheses. 

 For the purposes of this chapter, it is not essential to fully understand the 
philosophical principles of the Baconian Method or Scientifi c Method, which 
can be seen as frameworks for respectively formalizing the process of hypothesis 
generation and testing [ 2 ]. Instead, it is useful to consider these as two major 
scientifi c philosophies as approaches that involve the use of data. Big Data might 
be best leveraged through a Baconian process of reduction of highly complex, 
highly produced, and highly heterogeneous data into tractable units of “action-
able knowledge.” Similarly, actionable knowledge might be best utilized if sub-
jected to the Scientifi c Method for validation. Thus, in the context of a learning 
healthcare system, there is a necessary synergistic relationship between the 
Baconion Method and the Scientifi c Method that marry the realms of hypothesis 
generation and testing.  
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5.1.2     Role of Biomedical Literature: The “Bibliome” 

 The array of data repositories collectively provides an infrastructure for cataloguing 
and providing access to artifacts that are generated as part of the scientifi c process. 
By themselves, the data may not directly convey their meaning; the transformation 
to knowledge is recorded as wisdom that, within the biomedical context, commonly 
takes the form of publications. The transformation of individual datum points into 
actionable knowledge results in an array of artifacts that can be catalogued and be 
deemed “wisdom” that form the foundation for future studies. It is essential to 
understand that the transformation of data into wisdom is not necessarily linear in 
structure; Data might lead to wisdom that, in turn, may be perceived as data for 
another context. In addition to the interpretations of data that impart wisdom for a 
particular context, it is essential that the process of transformation is catalogued and 
that the data themselves are preserved in a potentially reusable form. Indeed, it is 
important to accept that the ultimate purpose of a given set of data may not actually 
be known at the time of collection. In biomedical research parlance, this is often 
referred to as “secondary use” of data – e.g . , data that may have been collected for 
the purposes of monitoring the progress of treatment for a given individual may be 
aggregated with a population of patients with similar conditions or treatments and 
form the basis of future studies [ 3 – 5 ]. 

 The ultimate utility of archived data is determined not only by the ability to 
understand associated interpretations, but also by the ability to leverage the data 
in combination with other data. To facilitate the archiving of data for potential 
future uses, it is imperative that a defi ned standard be used for the representation of 
the data. In biomedicine and health care, there are defi ned standards for how data 
should be represented (e.g . , as defi ned by standards organizations such as Health 
Level 7 [HL7] and the International Health Terminology Standards Development 
Organisation [IHTSDO]) or as archived in catalogues of standardized nomencla-
tures or ontologies (e.g., by the National Library of Medicine as part of the Unifi ed 
Medical Language System [UMLS [ 6 ]] or as indexed in the BioPortal maintained 
by the National Center for Biomedical Ontology [NCBO [ 7 ]]). 

 There are a multitude of data repositories that can be categorized by data type. 
For example, nucleotide sequence data are commonly archived (often by journal 
publisher mandate) in a repository that participates in the International Nucleotide 
Sequence Database Consortium (INSDC, which consists of GenBank [maintained 
by the National Center for Biotechnology Information at the United States National 
Library of Medicine], European Nucleotide Archive [maintained by the European 
Bioinformatics Institute in Europe] or the DNA Databank of Japan). Many data 
repositories, such as those associated with nucleotide sequence data, are freely 
accessible either through direct search interfaces or programmatically. Other data 
repositories may be more restrictive due to either privacy or confi dentiality rea-
sons. For example, patient data may be archived in a clinical data warehouse that is 
associated with a healthcare organization and their access is restricted to only those 
that have approved human subjects research protocols that are in accordance with 
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appropriate legal requirements (e.g., as might be defi ned by institutional or federal 
guidelines for research use of human subjects data [ 8 ]). 

 Perhaps the most important role of data repositories is their role in providing an 
accessible archive of raw material onto which subsequent scientifi c inquiry might 
be built. As such, publicly accessible data archiving has increasingly become man-
dated for publication, receipt of funding, as well as deemed an essential aspect of 
scientifi c citizenship. Because of their central role, data are commonly archived in 
non-proprietary formats and supported centrally by governments as an essential 
aspect of national importance for research and development (e.g., data repositories 
for much of biomedicine in the United States are maintained by the National Library 
of Medicine, one of the institutes of the National Institutes of Health and the largest 
biomedical library in the world [ 9 ]). 

 Perhaps the best-known repository of data is of these publications, which is 
maintained by the United States National Library of Medicine. This archive, the 
 Med ical Literature Analysis and Retrieval System On line  (MEDLINE) is an indexed 
resource that catalogues the sum of wisdom associated with data that may originate 
from individual experiments by bench researchers, observations by clinicians, or 
aggregate analyses of patterns across populations by epidemiologists. MEDLINE 
traces its origins to the  Index Medicus  that was developed and manually curated by 
the fi rst director of the National Library of Medicine, John Shaw Billings. As of this 
writing, MEDLINE consists of over 22 million citations that are systematically 
indexed with Medical Subject Headings (MeSH), which is the biomedical analog to 
the Library of Congress Subject Headings (LCSH). MeSH was designed with the 
purpose to provide a granular set of index descriptors specifi c to biomedicine and 
have a more detailed coverage than what is available in the LCSH R (Medicine) 
hierarchy. In total, there are over 27,000 MeSH descriptors that are applied to each 
MEDLINE entry. 

 The potential wealth of knowledge that is embedded within MEDLINE is 
immense. Concomitant with the rise of various “omic” areas of specialization (e.g . , 
the three canonical “omics” that are aligned with the central dogma of biology: 
genomics [the study of genome data], transcriptomics [the study of gene expression 
data], or proteomics [the study of protein data]), the study of data embedded in lit-
erature sources is termed “bibliomics.” The initial introduction of the term can be 
traced to the early 2000s and was initially presented as the application of computa-
tional approaches to discover new knowledge from within growing corpora of bio-
logical texts [ 10 ]. 

 In contrast to traditional “omic” areas of study, bibliomics is not canonically 
focused on the analysis of primary biological data. Instead, the emphasis is on the 
development of techniques to identify potential linkages across reports about pri-
mary data in a way that may unveil new linkages. Intuitively, researchers develop 
many postulations and evaluate the plausibility of potential hypotheses through the 
deep study of literature. In the context of bibliomics, the use of computational or 
informatics techniques to catalyze the process of hypothesis discovery is driven by 
the promise that new knowledge will emerge. However, grand promises such as this 
as well as its relatively amorphous defi nition, along with the non-direct relation to 
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primary biological data, have earned bibliomics the dubious honor of “Bad Omics 
Word of the Day” [ 11 ]. In the present context, the discussion and use of the term 
bibliomics will be specifi c to the process of eliciting knowledge from biomedical 
literature using techniques such as those associated with data mining. 

 In pursuit of identifying new knowledge from the growing corpora of biomedical 
literature, bibliomics offers a unique perspective that is essential in the era of big 
data. As raw data are produced at increasingly unbelievable rates, the complemen-
tary literature offers a key distillation of at least some of these data. Minimally, 
published reports provide a narrative description of the experiments and the original 
purpose as well as fi ndings relevant at the time of data generation. New types of 
publications are also emerging that even more specifi cally focus on description of 
data and associated experimental parameters that put the data into context (e.g . , 
 Scientifi c Data  [ 12 ]). It is rare that a publication describing an original investigation 
does not involve data, therefore literature plays an essential role in mediating the 
interpretations about data. Subsequent analyses that may involve the amalgamation 
of data sets further extend the meaning that can be conferred from data. Finally, 
literature presents a distilled view of data that can itself be mined to identify poten-
tially novel relationships that can either lead to the support, refutation, or generation 
of hypotheses. It is this last role that is the primary focus of bibliomics.   

5.2     Eliciting Knowledge from Biomedical Literature 

 Continued advances in the technical and practical ability to generate data at unprec-
edented rates has resulted in an avalanche of data that presents a two-fold challenge: 
(1) interpreting the data themselves; and, (2) leveraging interpretations to support 
the scientifi c process. In the context of biomedicine, biomedical literature is a pri-
mary source of data interpretations and subsequent application of the interpreta-
tions. It is thus the essential role of literature to serve as the repository of complete 
biomedical wisdom. Such a position also implicates the enormity of challenges that 
are faced with leveraging biomedical literature to be used subsequently to support 
scientifi c endeavors. In part this challenge is due to the historical audience of bio-
medical literature: human readers. As such, the utility of biomedical literature for 
“out-of-the-box” knowledge discovery using automated techniques is a Herculean 
feat. Whilst there will be increasing sets of biomedical literature that are available 
in digital format that are machine usable (e.g . , in a structured format like the eXten-
sible Markup Language [XML]), the most value of biomedical literature is in the 
narrative descriptions of how data were used or interpreted in the context of a study 
that has encoded nuances that only a human reader is capable of appreciating. This 
knowledge paradox, where human readability confers greater conveyance of knowl-
edge than more machine-readable formats, suggests that as there is increased gen-
eration of big data in biomedicine there will be increased need to develop approaches 
for leveraging biomedical literature to reveal the potential value of the newly ren-
dered atoms of knowledge. 
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5.2.1     The Challenge of Unstructured Data 

 In contrast to well-formed, machine-readable data, the majority of content in bio-
medical literature is in unstructured form. The value of unstructured format is that 
it permits one to convey concepts, such as interpretations about data, in a way that 
is most expressive with no limitations except those that are inherent in language. 
Although outside the scope of the present discussion, it is important to also acknowl-
edge that beyond written language (e.g . , narrative text) another signifi cant source of 
biomedical knowledge within literature is embedded in graphical formats such as 
embedded fi gures that summarize data to facilitate human interpretation. The devel-
opment of computational approaches for leveraging data interpretations presented 
in graphical format is an active area of research [ 13 ], but will not be covered in the 
context of bibliome mining here. 

 Unstructured data, which are most often encountered in the form of text-based 
sources such as biomedical literature, embody the full suite of challenges associ-
ated with understanding written language. Aside from core grammatical features 
(e.g . , periods usually represent the full stop of a sentence or thought), the power of 
language is in its fl exibility. This fl exibility, which is inherent in the story-telling 
nature of human discourse, results in myriad complications for developing auto-
mated or machine based approaches to sift through the volumes of generated text. 
Nonetheless, the story-telling aspect of describing data is an essential element in 
scientifi c discourse, since it allows for one to present potentially novel interpreta-
tions in a manner without requiring complete redefi nition of fundamental  concepts 
[ 14 – 16 ]. 

 Amidst the continued attempts to structure unstructured data, there remains a 
constant need for unstructured formalisms to capture and describe aspects that are 
simply not structured. The perennial challenge is thus achieving the appropriate bal-
ance of structured and unstructured data formats in a way that allows for the neces-
sary effi ciency of structured formalisms and still allows fl exibility of unstructured 
formats. 

 Biomedical literature does have some structure inherent in its presentation. It 
is uncommon to fi nd a published article that is not organized into sections such 
as  introduction, background, materials, methods, results, discussionn  and  conclu-
sion . Furthermore, narrative can be encoded into structured templates, such as the 
PubMed Central Document Type Defi nition (PMC DTD) template that is now part 
of the Journal Article Tag Suite [ 17 ], which further facilitates machine interpre-
tation of document components. For example, the use of the PMC DTD enables 
one to develop automated routines to extract the methods sections across an entire 
corpus. Even with structured templates such as PMC DTD, the majority of knowl-
edge remains embedded in narrative form and thus requires additional processing 
for utility in automated discovery frameworks. Because of the fl exibility allowed 
in unstructured narrative to describe potentially never before described interpreta-
tions for a set of data, unstructured formats will likely remain the primary modal-
ity for conveying knowledge and recording wisdom. Nonetheless, there is a strong 
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case for leveraging templates to systematically enhance otherwise unstructured 
documents with structure to support subsequent uses for the document (e.g . , for 
knowledge discovery).  

5.2.2     Natural Language Understanding 

 Appreciating that there will be likely be a signifi cant component of biomedical lit-
erature that continues to be represented in narrative form, there will be a continued 
demand for the development and use of computational approaches to identify poten-
tial embedded knowledge. The sheer volume of biomedical literature that needs to 
be analyzed will perpetually necessitate the use of computational approaches. As 
mentioned earlier, MEDLINE consists of more than 20 million citations. Even more 
impressive is the growth rate of MEDLINE – currently exceeding 1.5 million arti-
cles a year, up from 500,000 articles a year less than a decade ago. It is not incon-
ceivable, that with the growth of biomedical data generation, that the interpretations 
that are embodied into biomedical literature will result in continued growth of 
annual MEDLINE entries. The sheer volume of text represents a challenge that will 
increasingly depend on automated approaches for the elicitation of embodied 
knowledge that might be sequestered in text form. 

 Natural language processing systems are built around algorithms to mediate 
between unstructured data and human understanding [ 18 ]. Natural language pro-
cessing systems are of two fl avors: (1) Natural Language Understanding (NLU); 
and, (2) Natural Language Generation (NLG). Both types of systems are rife with 
challenges. The combination of NLU and NLG systems in fact embody the ultimate 
Turing test – where the human is able to directly communicate with the computer in 
natural language without the human being able to detect that it is not interacting 
with a computer. For the present discussion, we will focus the discussion on NLU 
systems, since they focus on extracting information from unstructured data such as 
embodied in biomedical literature. 

 NLU systems are generally built on a combination of linguistic heuristics that 
approximate human interpretation of concept recognition, grammar, and ultimately 
meaning connoted from text. At a high-level, there are three major aspects of NLU: 
(1) Lexical Analysis – identifi cation of named concepts that can be matched to a 
dictionary of terms; (2) Syntactic Analysis – identifi cation of syntax used to encode 
grammar in context of identifi ed terms; and, (3) Semantic Analysis – identifi cation 
of concepts represented by identifi ed terms. NLU systems have been developed that 
focus on either one or a combination of these major areas. The inherent variety that 
is afforded through the power of natural language is also what continues to support 
the need for advanced research in the development of NLU systems. 

 The challenges faced by NLU systems not withstanding, the potential to leverage 
automated routines for extracting information from volumes of text addresses a key 
issue in the leveraging of potentially available knowledge. The recent exposition of 
artifi cial intelligence supported by NLU systems is the Watson system developed by 
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IBM [ 19 ], which harnesses available knowledge including that are encoded into 
natural language formats. It is important to acknowledge the diffi culty in NLU and 
the interpretation of human discourse – it is not uncommon for meaning to be con-
veyed through idioms or indirect references. Other challenges are faced by NLU 
systems, such as resolving abbreviations, connecting concepts across statements; 
and disambiguation of identifi ed entities, form the inspiration for research. To initi-
ate the process of knowledge discovery, complete NLU functionality that equates to 
human understanding may not be required. The ability for entity recognition and 
semantic reconciliation of identifi ed concepts has evolved to the point that a number 
of publicly available systems can be used with confi dence within research environ-
ments. Two commonly used systems in biomedicine are the MetaMap system from 
the National Library of Medicine [ 20 ] and Annotator from the National Center for 
Biomedical Ontology (NCBO) [ 21 ]. 

 The vast majority of bibliome mining approaches and resources in biomedicine 
are geared towards researchers. There is some energy in developing “real-time deci-
sion support” that would provide some active support for clinicians; however, most 
decision support applications are based on passive decision support. In contrast to 
active decision support systems, where important knowledge inferences are made in 
real time to clinicians through interactive interfaces, passive decision support 
 systems are based on searching already curated (either manually or through the use 
of bibliome mining algorithms). An increasingly popular exemplar of this type of 
passive decision support is the “infobutton,” which is increasing being integrated 
into modern electronic health record systems [ 22 ]. Infobuttons work through pro-
viding a guided interface to information resources, such as MEDLINE for biomedi-
cal literature. In addition to a number of systems that have been designed by 
dedicated researchers for analyzing specifi c types of natural language (e.g . , for ana-
lyzing clinical texts, there are a number of well-described systems like MedLEE 
[ 23 ], MPLUS/ONYX [ 24 ,  25 ], or MedSynDiKATe [ 26 ]) there is a continued need 
to develop NLU systems to extract usable information from the range of natural 
language sources (including those that are more general in nature, like the ARC 
system that was designed to be 90 % good for 90 % of information extraction tasks 
[ 27 ]). Historically, NLU systems were designed as specifi c solutions (commonly 
written in logic programming languages such as Prolog). In recent years, common 
programming frameworks have facilitated the ability to develop NLU systems that 
can be more community driven. The two most prevalent systems are the General 
Architecture of Text Engineering (GATE [ 28 ]) and Unstructured Information 
Management Architecture (UIMA [ 29 ]). By being community driven, it is possible 
to combine features and functionality into new systems that can meet specifi c infor-
mation extraction needs as well as design new techniques that can be shared and 
enhanced by the community. Active decision support systems that leverage bibli-
ome mining techniques are often termed “question-answer” tools, where a clinician 
(or anyone with a biomedical question) can present a question in natural language 
and then the response is based on bibliome mining of all available corpora [ 30 ]. The 
most well-known examples of these types of question-answer system includes the 
aforementioned IBM Watson as well as the publicly accessible WolframAlpha [ 31 ] 
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search engine. There is some indication that both IBM and Wolfram are interested 
in applying their technologies for biomedicine (especially with respect to providing 
more insight into the costs of healthcare, but also for identifying meaningful pat-
terns associated with disease), and there has been some progress within the research 
community. The IBM Watson system, in fact, was built largely using the UIMA 
framework and is a testament to the ability and potential power of community driven 
frameworks. It is also possible to integrate existing NLU systems such as MetaMap 
into frameworks such as GATE or UIMA, thus enabling one to leverage well-known 
NLU systems with new techniques.  

5.2.3     Role of Metadata and Indexing 

 In addition to knowledge that may be embedded in text, there are additional sources 
of information that can be used for knowledge discovery. These come generally in 
the form of “metadata”. Metadata are simply defi ned as “data about data.” In a 
well- curated system, digital objects are associated with a range of metadata. The 
most signifi cant benefi t of indexing initiatives, such as those led by the National 
Library of Medicine for indexing MEDLINE [ 32 ], is the generation and applica-
tion of additional metadata for enabling information retrieval systems to meet 
information needs. The aforementioned MeSH descriptors that are applied through 
a systematic review of content by subject matter experts and librarians enables one 
to retrieve citations on a given topic (or combination of topics, or even exclusion of 
certain topics) with high reliability. Thus, while indexing does not refl ect every 
possible topic, it does provide an accurate high-level aggregation of data objects 
according to some systematic process. In the case of using MeSH descriptors for 
organizing MEDLINE content, one can navigate a large corpus of biomedical lit-
erature according to more than 27,000 descriptors. Metadata can be generic in form 
and function, such as to enable discovery of the objects that are organized into a 
collection. 

 In contemporary context, metadata are applied to data objects in a systematic 
manner. A popular metadata format applied to general digital data objects is Dublin 
Core (DC) [ 33 ]. DC is designed for describing a wide array of digital objects, such 
as those discoverable on the Internet. Within biomedicine, the largest repository of 
publicly available biomedical literature (MEDLINE) is associated with nearly 90 
metadata types that are formally described in a Document Type Defi nition (DTD) 
schema. DTDs are written in a formal syntax (written in XML) that is used to 
describe the set of metadata types that can be associated with a particular digital 
object. Through DTDs, digital objects become “machine readable,” which promotes 
the potential for computational approaches for discovery of new knowledge. Beyond 
DC and DTDs, additional metadata standards have emerged that allow for descrip-
tion of scientifi c research objects. One of particular note is the Investigation, Study 
and Assay tools (ISA-tools) [ 34 ]. The ISA-tools metadata standard can be used to 
organize and publish the artifacts associated with a particular study. 
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 Metadata in and of themselves are of limited value if they are not universally 
adopted. Indeed, the challenge of big data is largely defi ned by the enormity of data and 
the general inability to decipher not only what the data might mean, but also what the 
data actually are. This is the essential role that metadata plays. The process of applying 
metadata to individual datum or sets of data is referred to as “indexing.” Canonically, 
the process of indexing involved the use of tags that could be used for quick reference 
about the contents of a particular data object. Indexing can be divided into two major 
tasks: (1) organization of key metadata that are supplied by the data object creator; and 
(2) application of additional metadata that are specifi c to the purpose of how the data 
objects might be organized within an information retrieval system. 

 The process of indexing thus provides structured information that would other-
wise be considered unstructured. In the case of biomedical literature, the largest 
benefi t of indexing is that it provides a necessary functionality to retrieve appropri-
ate information at the point and time of need. For example, if one wanted to identify 
all literature published by a given author, a well-indexed system would allow for 
query by the author’s name that is identifi ed for each contained data object. Of 
course, there are inherent challenges with this particular type of query, since one’s 
name may not necessarily be unique. 

 Metadata and its associated indexing process offer something that natural 
 language does not: quick thumbnail descriptions of collections of data objects. On 
the other hand, metadata does not necessarily refl ect the full view of what might be 
contained within a given data object. Thus, one might consider metadata to allow 
for rapid, highly reliable retrieval of related data objects but more involved meth-
odologies are required to shed light on the specifi cs of what are contained in the 
data objects themselves. The large volumes of data that are generated does suggest 
that there may be some merit to leveraging computational techniques such as NLU 
to facilitate the indexing process. Indeed, the National Library of Medicine has 
been researching this very challenge through its Medical Text Indexer (MTI) initia-
tive [ 32 ]. The aforementioned MetaMap system is in fact a major artifact of this 
initiative and has been shown to perform at similar levels as human indexers. Such 
initiatives refl ect a major paradigm shift that forms the basis for the key challenge 
in the era of big data: one that is concerned less with the  generation  of new data, 
but instead one that is focused on  how to identify  relevant data to meet a set of 
needs.  

5.2.4     Modeling Techniques 

 Through the development and use of techniques such as NLU and metadata index-
ing, it is possible to explore large volumes of text using systematic techniques. 
Beyond the day-to-day utility of indexed information that can be readily accessed at 
the time of need (e.g . , to identify the most relevant literature by a physician in need 
of the latest literature about the effi cacy of a particular treatment regimen), there is 
a signifi cant potential benefi t to computable data that can be used to infer new 
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knowledge. Perhaps the most well known example of the value of extracting 
 information from biomedical literature to demonstrate the potential to identify new 
knowledge is demonstrated in a study done by Swanson in 1986 [ 35 ]. In this study, 
Swanson extracted key concepts associated with fi sh oil and Raynaud’s disease. By 
identifying literature that suggested that Raynaud’s disease was associated with an 
increase in blood viscosity as well as literature that described the reducing effect on 
blood viscosity by fi sh oil, Swanson was able to use the transitive property to sug-
gest the hypothesis that fi sh oil may be used as a treatment for Raynaud’s disease. 
The subsequent validation of this hypothesis through a clinical trial [ 36 ] has pro-
vided the underpinning inspiration for how new knowledge might be discovered 
from biomedical text that is systematically organized with resources like 
MEDLINE. However, the most important part of this study was that it fully lever-
aged a process of systematically analyzing relevant documents in a way that key 
facts could be identifi ed and later combined using logic relationships. 

 The promise of bibliomining is embodied by Swanson’s discovery, and has 
since provided the inspiration for developing algorithmic approaches that aspire 
to recreate human intuition for identifying potential relationships. The Swanson 
study demonstrates the potential to identify new knowledge, but also highlights 
the importance of developing systematic techniques to extract information from 
biomedical  literature. Since the original study, a computer-mediated system called 
ARROWSMITH was developed and enables one to identify potential linkages 
between two sets of MEDLINE searches [ 37 ,  38 ]. The ARROWSMITH system is 
built on the principle that common words or phrases that occur in two sets of docu-
ments may be used to identify potentially interesting linkages and thus suggest 
testable hypotheses. The challenge with language, however, is that in the descrip-
tion of archetypal concepts a variety of terms may be used. This is where NLU 
systems are essential for the mediation of what was  written  versus what was  meant . 
Meaning (or “semantics”) is the underpinning challenge of NLU and metadata 
indexing systems. 

 The general principles that underpin the ARROWSMITH system can be 
described through what is referred to as “modeling” algorithms. The essence of 
these modeling approaches is that identifi ed concepts are placed into a mathemati-
cal construct that enables the identifi cation of relationships between the concepts. 
Relationships are of two general types: (1) direct – where concepts are found to 
explicitly occur with each other in a specifi ed context (e.g . , in the same document); 
or, (2) indirect – where concepts are related based on inferred relationships that are 
based on some logical formalism (e.g . , in the case of Swanson’s study, through a 
bridging concept that enabled the transitive property to be used to relate otherwise 
unrelated concepts). Depending on the particular representation approach used, 
various weights can be applied to each relationship. There are a number of ways that 
weights can be calculated, including those that are based on direct frequency or 
weighted frequency. Direct frequency approaches are based on a simple tabulation 
of how often a particular relationship occurs; weighted frequency approaches are 
based on tabulation of how often a given relationship occurs, normalized according 
to how common the relationship is in the universe of all possible relationships. 
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Weighted frequency approaches are generally more reliable, since they account for 
the relative importance of a given relationship within a particular context. 

 A common weighted frequency approach is TF*IDF, where the Term Frequency 
(TF; the frequency of a given term or relationship occurring in a given document) is 
normalized according to the Inverse Document Frequency (IDF; the frequency of 
the given term or relationship occurring in the entire collection of documents). 
TF*IDF was fi rst demonstrated by Salton in his System for Mechanical Analysis 
and Retrieval of Text (SMART) information retrieval system [ 39 ]. The incorpora-
tion of TF*IDF into the SMART system was the fi rst demonstration of the potential 
utility of modeling techniques for representing concepts and their relative relation-
ships to each other. In formal terminology, TF*IDF is an example of a “Vector 
Space Modeling” technique that enables for one to identify the closeness of two 
potentially related concepts in a mathematical (algebraic) space. For the SMART 
system, the concepts of interest were the documents themselves, with the goal being 
to identify potentially related documents to one another. This can be generalized to 
identify potential relationships between concepts based on relative relationships to 
one another. Recent studies have also shown how genetic information can also be 
incorporated within a vector space modeling approach to identify potential related-
ness between concepts (e.g . , between genetically related diseases [ 40 ] or between 
potential medicinal plants and therapeutic applications [ 41 ]). 

 The development of modeling techniques for discerning potential relationships 
between concepts of interest continues to be an active area of research. Computational 
approaches continue to be needed and enhanced that can accommodate not only the 
heterogeneity of how data are represented in the plethora of potential knowledge 
sources, but also accommodate the volume of data that are being generated as a 
product of a highly accelerated data generation process. These challenges contribute 
to those that are even more generally seen with the leveraging of big data for the 
purposes of real-time knowledge generation (as further described in Chap.   7    ).  

5.2.5     Plausibility of Discovered Knowledge: Evaluation 

 The mere development of approaches for identifi cation of potentially important 
concepts or potential relationships through modeling techniques is of little value if 
one cannot ascertain the value of the potentially identifi ed knowledge. Rigorous 
evaluation is thus essential for the establishment of trust for knowledge discovery 
systems. Evaluation of bibliome mining can be done in one of two ways: (1)  Ad hoc  
review by experts; or (2) Relative to a pre-defi ned gold standard. There are relative 
merits and challenges to each approach, but the general principle is that potential 
results of an algorithm need to be quantifi ed in some way so that one can ascertain 
the reliability of the predictions. 

 Since the overall principle behind developing computational approaches for 
identifying new knowledge is meant to actually refl ect human intuition for discover-
ing new knowledge, a common approach for evaluation involves the leveraging of 
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human experts. This  ad hoc  review process involves the identifi cation of individuals 
that have relative expertise to determine whether the results produced by a system 
are meaningful. Meaningfulness can be specifi ed either as a binary decision (e.g . , 
yes/no) or along a graded scale (e.g . , 1[best]-5[worst]). To accommodate for inher-
ent biases that may be introduced as a consequence of human subjectivity, it is 
considered good practice to have two or more reviewers. The relative agreement 
between experts can then be quantifi ed using a statistical test, such as Cohen’s 
Kappa [ 42 ] (best for cases where there are two experts) or Fleiss’ Kappa [ 43 ] (which 
works for scenarios that involve more than two experts). In cases where the results 
to be evaluated may be intractable, it is common practice to analyze a statistically 
signifi cant sample (which may be determined either as a defi ned proportion of the 
entire result set or as an even sampling of result types to be evaluated). The main 
advantage to  ad hoc  review evaluation is that one does not require  a priori  knowl-
edge of what might constitute a meaningful result. On the other hand, the challenge 
of determining the value of an  ad hoc  review is that it is a largely subjective deter-
mination and can be biased based on the expertise of the reviewers. 

 The use of a “gold standard” provides an objective benchmark against which 
results from a knowledge discovery system can be compared. A gold standard is 
made of verifi ed results that are to be expected from an accurate knowledge 
 discovery system. Results from a system are then categorized as either: (1) True 
Positive (TP) – those results that match an expected result; (2) False Positive (FP) – 
those results that are reported as relevant from a system, but not found in the gold 
standard; (3) True Negative (TN) – those results that are not expected and also not 
reported by the system; and, (4) False Negative (FN) – those results that are not 
reported by the system but are expected. Building on these categorizations, addi-
tional statistics are used to quantify the system relative to the gold standard. The two 
most commonly used are: (1) Sensitivity (Sn) – which assesses the system’s ability 
to detect expected results, calculated as TP/(TP + FN); and, (2) Specifi city (Sp) – 
which assesses the correctness of the results returned by the system, calculated as 
TN/(TN + FP). Statistically, Sn and Sp respectively quantify the Type 1 (incorrect 
rejection of a true null hypothesis) and Type 2 (incorrect rejection of a false null 
hypothesis) errors. 

 Benchmarking relative to a gold standard offers an objective assessment of 
system performance; however, the challenge with gold standards are related to 
the completeness and appropriateness of a gold standard for a given context. 
Appreciating that a gold standard may not actually be complete or contain all pos-
sible solutions, they may also be referred to as a “reference standard.” Another 
related shortcoming with a gold or reference standards is the general inability to 
completely enumerate what should be a true negative for a given system. This is 
especially the case in bibliome mining context. Of course, the ideal situation is 
one where the complete set of results can be compared to a gold standard and then 
evaluated according to Sensitivity and Specifi city. However, the reality is that it is 
often diffi cult to determine the true negative rate or even completely specify what 
should not be expected within a gold standard. To address this, an additional sta-
tistic is used, called the Positive Predictive Value (PPV) or Precision (Pr), which 
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is calculated as TP/(TP + FP). Precision is commonly paired with Recall, which is 
calculated in the same way as Sensitivity. Precision and Recall can be combined 
into a single statistic that is the harmonic mean, called the F1-score or F-measure: 
(Pr × Sn)/(Pr + Sn). 

 Regardless of what approach might be used for evaluation, it is important to be 
fully cognizant of the limitations of each approach. That is, evaluation is relative to 
a given gold standard or expertise used in an  ad hoc  assessment. Nonetheless, it is 
essential to perform evaluation of knowledge discovery systems, especially in the 
context of bibliome mining. One valid criticism of gold standard based evaluation is 
that it may not accurately assess the value of a bibliome mining system to assess 
 new  knowledge. Furthermore, one might consider that evaluation against a gold 
standard only validates that a system is able to identify what is already known. 
Thus, in the context of bibliome mining,  ad hoc  evaluations are more commonplace. 
This is because the evaluation is based on a true comparison between machine 
inferred knowledge and human expertise. There are certainly limitations to this 
approach (e.g . , having consistent evaluations across experts); however, such limita-
tions can be addressed in part by metrics such as the aforementioned Cohen’s or 
Fleiss’ Kappa statistics. It is important to continuously evaluate biblioming systems 
and provide benchmark evaluations based on statistically meaningful samples.   

5.3     Bibliome Mining to Support a Learning 
Healthcare System 

 Within biomedicine, bibliome mining is an area of ongoing research. Many bibli-
ome mining systems have been developed with the ultimate goal of identifying 
putative hypotheses that can be used to inform clinical decisions. The nuances and 
complications with how data and thus knowledge are embedded within biomedical 
literature continue to challenge the research community. However, there is great 
potential for identifying potentially useful knowledge that may be actionable using 
the bibliome mining systems that have been developed to date. The relevance of 
knowledge that may be embedded within biomedical literature may indeed be the 
underpinning support for the identifi cation of innovations and their subsequent eval-
uations in the context of a learning healthcare system. As described in Chap.   1    , the 
promise of a learning healthcare system is that it is one that knowledge associated 
with healthcare are seamlessly fed-forward (to identify new knowledge) and fed-
back (to quantify the effect of using identifi ed knowledge). Bibliome mining may 
very well be an essential process that enables this paradigm shift from the current, 
static environment of knowledge sharing. For example, considering the previously 
described discovery of the possible treatment of Raynaud’s syndrome using cod 
liver oil from study of literature (by Swanson), it is essential to consider how to dis-
seminate such knowledge into clinical practice and also evaluate the effect at the 
population level. 
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5.3.1     Imputing Wisdom from Available Data 

 The tsunami of data that are generated across the spectrum of biomedicine underlie 
the belief that the wisdom of the masses will lead to a revolution in biomedical 
research and offer unprecedented improvements in quality of patient care [ 44 – 46 ]. 
Advances in computation, both from effi ciency and algorithmic innovations, have 
even suggested that machine-based knowledge extraction systems will help meet 
the demand for increased health care professionals. It is important to temper these 
types of beliefs with the reality of how data are currently available. Indeed, the 
computational advances that have arose in the last 20 years have led to unprece-
dented ability to analyze more data than ever believed possible. However, the vol-
ume at which data are being generated greatly exceeds the potential to leverage 
them in a meaningful and, perhaps more importantly in the context of healthcare, 
timely manner. 

 The use of bibliome mining techniques are thus needed for two critical and inter-
dependent activities: (1) to partition the growing landscape of biomedical data into 
relevant versus irrelevant for a given context; and, (2) from within relevant corpora, 
identify associations that either by themselves or in combination with other data 
give useful insights that may have not been otherwise obvious. These activities 
should both be driven by the common goal to identify the most relevant data, at the 
most relevant time, and in the most effi cient manner. The general challenges that 
characterize the diffi culty in leveraging big data (described in Chap.   7    ) are general-
izable to data described within a collection of biomedical literature. 

 The supporting biomedical infrastructure thus requires a repository of knowl-
edge that can underpin future innovations. Especially in the era of big data and high 
throughput data generation, it is essential to be able to identify meaningful knowl-
edge from just highly occurring concepts. And, herein lies the greatest challenge: 
deciphering useful knowledge from simply frequently occurring correlations that 
are a result of aberrations in how the data are generated or recorded. In order for 
knowledge to be considered wisdom, signifi cant curation effort is required. No mat-
ter how much data are generated, or how much purported knowledge is imputed, the 
amount of usable storage of wisdom will always be fi nite. This has signifi cant impli-
cations. It is therefore important to appreciate that not all knowledge need be cata-
logued as wisdom, and yet still be accepted as useful for a given scenario. 

 Mining the bibliome thus requires a realistic understanding of what problem is 
aiming to be solved. The needs for bench scientists, clinical practitioners, and com-
munity participants may be met by a common set of biomedical literature; however, 
the detailed approach for mining the appropriate level of knowledge will undoubt-
edly require differing computational or algorithmic approaches. For example, a 
bench scientist may be satisfi ed with the generation of testable hypotheses, whereas 
a clinical practitioner would require some statistical support for a proposed hypoth-
esis, or whereas a community participant would require some understanding of 
broader implications of a hypothesis. It is essential to refl ect that bibliome mining 
may offer some glimpse at new knowledge, but many mining exercising will only 

5 Mining the Bibliome

http://dx.doi.org/10.1007/978-1-4471-4646-9_7


90

identify that there are gaps in current knowledge that prevent the generation of new 
hypotheses. 

 The potential limited short-term utility of bibliome mining is also its greatest 
asset in the context of a learning healthcare system. The point of a learning health-
care system is not that it is all knowing, but instead that it is capable of  learning . 
Thus, the ability to identify gaps in current knowledge or evaluate new knowledge 
based on previously accepted reference standards (that may have evolved from 
accepted gold standards) is the biggest potential contribution of bibliome mining. 
Similarly, the process of bibliome mining within a particular context (e.g . , what is 
the current wisdom about type 2 diabetes mellitus?) is an essential aspect of level-
setting the present status of the healthcare system. The next major task of a bibliome 
mining process is then to identify potential opportunities (e.g . , by addressing the 
question: “what are common versus uncommon medications that have been 
described in the context of clinical trials associated with the top three common 
comorbidities associated with type 2 diabetes mellitus?”). 

 Within learning healthcare system, bibliome mining plays an essential support-
ing role. The raw data that are generated (e.g . , standardized clinical outcomes) are 
the primary source of evaluation. Bibliome mining would allow one to develop 
benchmarks to identify how innovations that are implemented within a healthcare 
environment are changing (either positively or negatively) versus the existing state. 
However, the most signifi cant limitation of bibliome mining is that it is not, in and 
of itself, a process to identify primary data. Primary level evaluations need to be 
done within the learning healthcare system constraints. Nonetheless, bibliome min-
ing offers an ability to provide general understanding of the implications of applied 
innovations whilst offering a sobering “reality check” of how primary data are being 
interpreted – either by those within the specifi c learning healthcare environment 
(e.g . , health care delivery researchers) or by those in a larger context (e.g . , 
epidemiologists).  

5.3.2     Leveraging Data as Actionable Knowledge 

 Within any biomedical context that involves mining for new knowledge, the most 
sought after type of knowledge is that which is “actionable.” Referencing the earlier 
mentioned Baconian method, a major goal of bibliome mining is the reduction of 
data interpretations into what can be distilled to defi nable hypotheses that can be 
subsequently subjected to the standard Scientifi c Method. This is the essence of 
actionable knowledge – that which provides the underpinning for some action that 
can be tested and evaluated using accepted methodologies. With the increased fl ow 
of data from across the biomedical spectrum, the potential to identify coalesced data 
that can be used to form the basis of testable hypotheses is unprecedented. However, 
the great volume, variety, and velocity of the data being generated pose signifi cant 
challenges in ascertaining the potential value towards identifying knowledge. Of 
particular note is the challenge of data quality. Just because the volume of data may 
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be great, if the majority of the data are undecipherable then they are of limited 
value. Thus, within the array of data sources that may be the source of knowledge 
within a learning healthcare system it is important to consider the quality and reli-
ability of data. 

 The challenges with data should not preclude the pursuit of eliciting knowledge. 
Indeed, the methodologies that have been or will be developed to transform indi-
vidual datum points into potentially new knowledge will undoubtedly enable a para-
digm shift both in knowledge discovery and knowledge sharing. To bolster this 
paradigm shift, the identifi cation of evaluation methodologies (and accepting their 
potential shortcomings) will be crucial. Within the context of a learning healthcare 
system, the development of new knowledge (i.e., testable hypotheses that can lead 
to actionable events) will require the constant evaluation in light of real-world 
health contexts. By accepting the shortcomings of a given methodological approach 
for eliciting new knowledge, but identifying the potential advantages, the healthcare 
system can learn and thus advance towards a step of identifying new wisdom that 
can be used to inform subsequent decisions.  

5.3.3     Making Biomedical Data Consumable for Populations 

 Beyond its roles in identifying new knowledge through computantional inferencing, 
the process of bibliome mining can have more general implications. For consumers, 
the role of bibliome mining has two major facets: (1) to support their providers 
through the identifi cation of known facts and potentially new knowledge that can 
lead to new therapies; and, (2) to provide insights into the realm of known informa-
tion and offer a means to identify potential suggestions to providers. Together, these 
two facets refl ect the essential role that bibliome mining plays in light of the vol-
umes of biomedical data that need to be deciphered. Bibliome mining is necessary 
by those directly working in biomedicine – from researchers to clinicians – as well 
as those who benefi t from biomedical innovations – most notably, consumers. 

 As ubiquitous monitoring (often as part of the overall “quantifi ed self” move-
ment) becomes increasingly the norm, the leveraging of bibliome mining techniques 
will become more relevant for the general public. For example, for an individual 
who uses a tracker device (e.g . , a Fitbit [ 47 ]) as well as had their genome profi led 
(e.g . , using 23andMe [ 48 ]) may benefi t from an understanding of what their per-
sonal data mean in light of published reports. For individual genes or disease condi-
tions, services like 23andMe has offered some insights to the meaning of results in 
light of available literature (which has been subjected to a combination of biobliome 
mining techniques and manual curation; at the time of this writing – March 2014– 
this service has been suspended in response to an FDA warning letter). Prospectively, 
the need for bibliome mining that can address general queries that span multiple 
resources (e.g . , activity  and  genomic data) may help unveil meaningful insights that 
can promote more overall positive health. The ultimate utility of quantifi ed self 
technologies or knowledge inferred from biomedical literature for the general  public 
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still remains to be determined; however, the process of bibliome mining will be 
essential in the proof or refutation of the importance of such movements.   

5.4     Implications for Stakeholders 

 Again, as was the case in the preceding chapters, we will briefl y revisit the stake-
holders and activities as described in Chap.   2    . Each class of such individuals can 
and should benefi t from robust and systematic approaches to mining the bibliome in 
support of TI. Specifi c examples of these opportunities for advancing a vision of 
knowledge-based healthcare include the following:

  Evidence and Policy Generators 

•   Researchers can  inform the design and execution of protocols and other pro-
grammatic initiatives based upon a systematic and comprehensive under-
standing of the current scientifi c knowledge base , as represented in the domain 
literature.  

•   Similarly, researchers can  discover new knowledge within integrated collec-
tions of domain literature and associated data sets, using in silico hypothesis 
discovery methods  (a topic that will be addressed in detail in Chap.   8    ).  

•   Policy-makers are able to  identify, consume, and otherwise employ scien-
tifi c literature that represents that state-of-the-art in terms of domain 
 knowledge , through the use of rigorous information retrieval and delivery 
mechanisms.   

  Providers and Healthcare Organizations 

•   Individual clinicians can  support point-of-care decision making through the 
coupling of available data and fi ndings with appropriate and application- 
specifi c domain knowledge  as found in various bibliographic sources, thus 
enabling just-in-time evidence-based-practice.  

•   Healthcare delivery organizations can  promote and/or enforce evidence-based 
practice through the targeted and tailored delivery of contextually appro-
priate information  at various junctures throughout the care delivery process 
(e.g . , “infobuttons” and equivalent constructs).   

  Patients and Their Communities 

•   Patients are able to  obtain and digest appropriate domain knowledge from 
the latest scientifi c evidence  such that they are able to both ensure that the 
healthcare information they consume is of high quality, and that they are able to 
act upon that information to enhance health or wellness.  

•   Community members can  understand and apply the evidence as found in 
domain-specifi c literature  to inform activities such as advocacy and community- 
based participatory research paradigms.     
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5.5     Conclusion: Mining the Bibliome of the Future 

 There is no end in sight with technological improvements that enable an increase in 
available data at an exponential rate that far exceeds human ability for interpreta-
tion, understanding, or meaningful use. Within health care, biomedical literature is 
an essential mechanism for transfer of knowledge, which is the result of  transforming 
raw data into meaningful information, as wisdom that can guide research inquiry, 
clinical practice, and community understanding. Biomedical literature will increas-
ingly become the essential bridge between the volumes of data and their interpreta-
tions. As the medium for literature increasingly shifts from analog (paper) to digital 
formats, the ability to leverage bibliome mining approaches will correspondingly 
improve. Similarly, the ultimate utility of biobliome mining techniques for identify-
ing actionable knowledge will depend on appropriate evaluation and understanding 
of limitations of inferred knowledge. There will undoubtedly be the need for contin-
ued improvements in bibliome mining techniques, which collectively will need to 
shift from research-only environments to contexts for support clinical care decisions 
(either by providers or patients). Nonetheless, the prospect of leveraging computa-
tional approaches to extract and identify potentially novel knowledge from bio-
medical literature offers some hope in the harnessing the value of next generation 
biomedical data. 

 The process of knowledge discovery and cataloguing of wisdom is inherent in 
the overall decision support lifecycle. A grand challenge remains the generalization 
of this decision support lifecycle in the context of a real-world health care system 
with targeted challenges (e.g . , identifying ways to reduce costs while keeping the 
quality of care or clinical outcomes the same). The most signifi cant role of the bib-
liome, therefore, is to be the catalogue of wisdom onto which new knowledge dis-
covery approaches are used. Furthermore, the process of bibliome mining will help 
unveil new potential hypotheses that can be demonstrated or tested within the con-
text of a real-world healthcare system. 

 As advances in technologies like natural language understanding continue, along 
with improvements in literature and metadata representation, the potential role of 
the bibliome will become an essential element central to any functioning and self- 
assessing healthcare system. This is not entirely different from the  ad hoc  manner 
in which clinicians may base clinical decisions or identify potential treatment regi-
mens – by scanning literature such as systematically catalogued in resources like 
MEDLINE, a clinician can identify case studies that describe a particular patient 
population and possible treatment options along with expected outcomes. By lever-
aging computational methods to further curate biomedical literature, it is conceiv-
able that new knowledge may be identifi ed that might have otherwise been 
overlooked. This is because in contrast to a clinician seeking a particular answer for 
a particular scenario, bibliome mining presents the full array of potential knowledge 
to consider for a variety of scenarios. In this way, the application of bibliome mining 
in the context of a learning healthcare system may identify potential hypotheses that 
advance the overall system in a way that may not have been otherwise considered. 
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Of course, this is not to suggest that traditional, clinical-based query of the literature 
will be replaced. Instead, bibliome mining techniques can further enhance knowl-
edge seeking tasks. 

 Thus, while the growth of biomedical data will continue to expand in terms of 
volume as well as scope, the systematic cataloging and interpretation as available in 
biomedical literature (both as traditional scientifi c inquiry driven publications and 
purely data description publications) will be essential for the ultimate leveraging of 
data for purposes beyond those that were used for their initial generation. For learn-
ing healthcare systems to fully advance using all the knowledge available, they need 
to leverage not only those data that were generated to support a given healthcare 
environment but also those data that may have been generated for some other pur-
pose. The key role of bibliome mining is thus to identify how those data that are not 
primarily associated with a given learning healthcare query may be relevant. 

  Discussion Points  

•      Describe the pivotal role that biomedical literature has for both hypothesis gen-
eration and hypothesis testing.  

•   What are the advantages/disadvantages of indexed systems like MEDLINE?  
•   Do bibliome mining techniques only rediscover what is already known? How 

might one evaluate novelty of fi ndings from bibliome mining?  
•   What are practical considerations when using bibliome mining for: (1) Research? 

[or other T1 contexts]; (2) Clinical practice? [or other T2 contexts]; or (3) 
Community Guidance? [or other T3+ contexts]         
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         By the End of This Chapter, Readers Should Be Able to  

•      Describe study types and designs commonly encountered in the clinical and 
translational research domain;  

•   Understand the information needs of stakeholders involved in clinical and trans-
lational research, and how those needs can be satisfi ed using Biomedical 
Informatics theories and methods;  

•   Understand how to critically evaluate study designs and information needs in 
order to optimize the adoption/adaptation of Biomedical Informatics tools or 
technologies; and  

•   Synthesize the challenges and opportunities in the Biomedical Informatics 
domain as they pertain to clinical or translational research, and that may serve to 
inform new lines of basic and applied research and innovation.     
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6.1     Introduction 

 Clinical and Translational Research (CTR) is a virtuous cycle during which diag-
nostic or therapeutic discoveries generated in the laboratory settings are validated 
for safety and effi cacy via pre-clinical studies (often involving model organisms), 
and subsequently evaluated in terms of safety, effi cacy, and clinical outcomes in 
humans via systematic and rigorous clinical studies. If the preceding clinical studies 
result in a positive fi nding, the knowledge generated therein is then disseminated for 
application at either the point-of-care or population levels. Furthermore, in this 
same virtuous cycle, observations of “real world” phenomena at the individual and 
population levels can be used to inform new hypotheses for laboratory study, thus 
bringing the cycle back to its origins. Underlying the CTR cycle is a complementary 
substrate of Biomedical Informatics (BMI) theories and methods, which per the 
working central dogma for the fi eld as introduced in Chap.   1    , are concerned with the 
translation of raw data into information and ultimately knowledge. This overall con-
struct is illustrated in Fig.  6.1 .
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  Fig. 6.1    Overview of the CTR cycle and underlying Biomedical Informatics substrate upon which 
it operates       
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   As described in a number of recently published reports, the conduct of CTR is chal-
lenging due to a variety of technical and socio-cultural factors. In one seminal report 
sponsored by the Institute of Medicine (IOM) and authored by Sung and colleagues, a 
set of critical “barriers” that exist in the CTR cycle were enumerated, namely [ 1 – 5 ]:

•    A “ T1 ”  barrier  between the knowledge generated in laboratory studies and the 
design/conduct of clinical studies informed by that knowledge;  

•   A “ T2 ”  barrier  between the knowledge generated in clinical studies and the dis-
semination/adoption of that knowledge in clinical care setting; and  

•   Multiple barriers, including those labeled as “ T3 ”  and beyond , that serve to 
impede the translation of knowledge across and between settings and  communities 
after such evidence has been generated and initially disseminated via traditional 
research processes.    

 Underlying these barriers are numerous informatics-relevant challenges, such as 
those associated with: (1) providing effi cient and high quality data collection instru-
ments; (2) facilitating the integration and “normalization” of complex and heteroge-
neous data sets; (3) analyzing multi-dimensional data and information in a manner that 
leverages the best available quantitative practices and pre-existing knowledge bases; 
and (4) representing and disseminating knowledge in a manner that ensures that those 
products are both transportable and understandable (by humans and computers alike). 
These challenges are, in large part, the result of a combination of technical, cultural, 
and organizational impediments, with examples of such issues enumerated in Table  6.1 .

6.2        A Primer on Clinical and Translational Research 

 In the following discussion, we briefl y review the basic defi nitions, constructs, and 
frameworks that underlie most, if not all, CTR projects. Specifi cally, we will fi rst 
describe the basic components that make up a traditional clinical trial or study, and 
then describe how such models can be extended or enhanced to yield more transla-
tional investigative paradigms. 

6.2.1       Clinical Studies 

 The National Institute for General Medical Sciences (NIGMS) defi nes a clinical 
trial as a “ scientifi c study in which physician - researchers study the effects of poten-
tial medicines on people ;  usually conducted in three phases  ( I ,  II ,  and III )  that 
determine safety ,  whether the treatment works ,  and if it ’ s better than current thera-
pies ,  respectively ” [ 6 ]. Of note, a potential limitation to this defi nition is that it only 
references medical treatment modalities. In reality, clinical trials can incorporate 
additional therapeutic and non-therapeutic approaches, including surgery, medical 
devices, and tissue banking. In addition, there are various types of clinical studies 
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that do not involve direct and study-specifi c interventions (such as observational or 
comparative effectiveness studies), and instead rely on data generated during the 
course of standard-of-care activities. Therefore, for the purposes of this book, we 
will defi ne a clinical study (which can included clinical trials as well as non- 
interventional investigations) as follows:

    A scientifi c study in which investigators evaluate one or more aspects of the 
effi cacy ,  safety ,  cost ,  and / or performance of a diagnostic or therapeutic 
approach to a given disease state ,  or observe a disease state in order to bet-
ter understand its biological ,  clinical ,  and population level implications .    

 As implied previously, clinical studies are part of a broader research paradigm, 
often referred to as translational research [ 7 ]. A common metaphor for this process 
is that of bringing a novel therapeutic approach from “bench to bedside”. 

 Given their role as the “gold standard” for clinical studies, we now focus on the 
design and conduct of clinical trials. Such trials can be divided into two primary 
types: (1) observational studies and (2) randomized controlled clinical trials. 
Observational studies are generally the result of reoccurring clinical phenomena 
observed by investigators during the delivery of conventional care. These observa-
tions are then evaluated, generalized and reported upon [ 8 ]. In contrast, randomized 
controlled trials are specifi cally designed studies that aim to answer pre-defi ned 
scientifi c questions and minimize bias in study results [ 9 ]. The overall design of 
randomized controlled trials can be further divided into three major classes [ 8 ]:

•     Open Trials : Study investigators and participants know the type of treatment 
being provided.  

•    Single - blind : Study investigators know the type of treatment being provided, but 
participants do not.  

•    Double - blind : Neither study investigators nor participants know what type of 
treatment is being provided. A set of records to allow for un-blinding during 
subsequent data analysis is maintained by a trusted third party.    

 A key component of the randomized controlled trial model is the concept of 
 control , which refers to the comparison of the performance of an intervention in a 
test group to the performance of a control group that does not receive the aforemen-
tioned intervention. These test and control groups can be further sub-divided based 
on variations in the aims of the study. The process of assigning trial participants to 
test or control groups is usually done in a random manner during a process known 
as randomization. This random assignment is performed in order to reduce potential 
biases in the study outcomes. The groups to which participants are assigned are 
often called  treatment  or  study  arms. 

 The conduct of clinical trials can be further defi ned by study phases, where each 
phase corresponds to a discrete scientifi c aim of the trial. A complete clinical trial 
ideally consists of four phases [ 8 ]:

•     Phase I : Investigators evaluate the intervention in a small group of participants 
in order to assess overall safety. This safety assessment includes dosing levels in 
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the case of medical trials, and potential side effects or adverse effects of the 
therapy.  

•    Phase II : Investigators evaluate the intervention in a larger group of participants 
in order to assess the effi cacy of the intervention in the targeted disease state. 
During this phase, assessment of overall safety is continued.  

•    Phase III : Investigators evaluate the intervention in an even larger group of par-
ticipants and compare its performance to a reference standard, which is usually 
the current standard of care for the targeted disease state. In general, this is the 
fi nal study phase to be performed before seeking regulatory approval for the 
intervention as is required depending on its type/nature.  

•    Phase IV : Investigators study the performance and safety of the intervention 
after it has been approved and marketed. This type of study is performed in order 
to detect long-term outcomes and effects of the intervention. It is often called 
“post-market surveillance.”    

 The conduct of a Phase I, II or III clinical trial can be thought of in an operational 
sense as consisting of three primary stages: (1) screening, (2) active monitoring and 
(3) follow-up [ 10 ] (Fig.  6.2 ). During the three stages, a specifi c temporal series of 
processes is executed. First, potential participants must be screened to determine if 
they meet the inclusion and exclusion criteria for the study (e.g., specifi c demo-
graphic and/or clinical parameters required for subjects to be eligible for the study). 
Once a potential participant has been deemed eligible for the study, they are pro-
vided with an informed consent document, which must be signed prior to proceed-
ing with the enrollment process. ‘Enrollment’ in the context of clinical trials means 
offi cially registering as a study participant, and is normally associated with the 
assignment of a study-specifi c identifi er. Once a person agrees to become a partici-
pant, they are enrolled, and in the case of studies with multiple study groups or 
arms, randomized into one of the study arms. In second stage of the trial, known as 
active monitoring, the participant receives the intervention indicated by their study 
arm and is actively monitored to enable the collection of study-specifi c data. This 
intervention and active monitoring process is often iterative, involving multiple 
cycles of intervention delivery and active monitoring. Finally, the follow-up phase 
begins once a participant has completed the active monitoring stage of a study. 
During this stage, subjects are contacted on a specifi ed temporal basis in order to 
collect additional data of interest, such as long-term treatment effects, disease status 
or survival status [ 8 ].

   A clinical trial is usually described using a document called a  protocol , which 
contains background information, scientifi c goals, aims, hypotheses and research 
questions to be addressed by the trial. In addition, the protocol describes policies, 
procedures, and data collection or analysis requirements. A summary of tasks and 
events that must occur during the active monitoring phase of a trial, known as the 
study schema or calendar, is often included in the protocol document. 

 The quality of data produced by a clinical trial is assessed using multi- dimensional 
metrics, which take into account the design, execution, analysis and dissemination 
of the study results. The quality of a clinical trial is also judged with respect to the 
signifi cance or relevance of the reported study results within a clinical context [ 11 ]. 
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  Fig. 6.2    Phase I-III clinical trial processes. Such processes can generally be divided into the 
screening, active monitoring, and follow-up phases       
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One key metric used to assess clinical trial quality is  validity , which can be defi ned 
both internally and externally. Internal validity is defi ned as the minimization of 
potential biases during the design and execution of the trial, while external validity 
is the ability to generalize study results into clinical care [ 11 ]. The primary source 
of internal validity problems are either the Hawthorne Effect (e.g., a scenario in 
which the act of measuring a pheromone of interest serves to change the targeted 
process or behavior) [ 12 ], or study bias, which Juni et al. have defi ned as falling into 
four primary types [ 11 ]:

•     Selection bias  occurs when participants are enrolled or randomized in a study in 
preferential manner.  

•    Performance bias , often found in open or single-blind trial designs, occurs 
when therapies are provided to study participants in a preferential manner.  

•    Detection bias , usually found in open or single-blind trial designs, occurs when 
knowledge regarding to which arm a participant has been assigned is allowed to 
affect the interpretation of study outcomes.  

•    Attrition bias  occurs when data is censored or otherwise removed from study 
analyses due to the attrition of participants.        

6.2.2     Extending the Clinical Study Paradigm to Achieve 
Translational Aims 

 In order to extend the clinical study model described in Sect.  6.2.1  to achieve 
broader and translational aims, it is usually necessary to extend and enhance the 
clinical study design. Such extension and enhancement include the provision of cor-
relative aims and scientifi c activities both prior to the design and conduct of Phase I 
clinical studies, as well as the creation of feedback mechanisms from Phase IV and/
or observational studies to inform novel hypotheses for testing in laboratory based 
settings. Such additions to the model introduced in Sect.  6.2.1  are illustrated in 
Fig.  6.3  and correspond to the conduct of “ Basic and Pre - Clinical Research ” 
upstream of clinical studies, and the conduct of “ Pragmatic Research ” downstream 
of clinical studies, as described below.

6.2.2.1       Basic and Pre-clinical Research 

 In this precursor phase to the design and conduct of clinical studies, laboratory- 
based investigators explore the structural and functional bases for a given disease 
state in order to identify causative or modifi able factors that may serve to inform 
diagnostic and therapeutic strategies (referred to as clinical end-points in the remain-
der of this discussion). For those fi ndings that show the potential to lead to new or 
improved clinical end-points, a process of pre-clinical research is then undertaken, 
often using model organisms as a “test bed”, so as to determine the safety and 
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  Fig. 6.3    Overview of upstream and downstream extensions and enhancements to traditional clini-
cal studies intended to support translational aims       
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effi cacy of the specifi c diagnostic or therapeutic strategy. In many cases, pre-clinical 
studies lead to new basic science questions that must be answered prior to moving 
forward with the translation of the clinical end-point. This leads to an iterative 
refi nement cycle. Once such iterative refi nement between basic science and pre- 
clinical research comes to fruition, the resulting diagnostic or therapeutic strategy is 
translated into early clinical studies per the processes and activities described earlier 
in this chapter.  

6.2.2.2     Pragmatic Research 

 In the follow-on phase to clinical research, pragmatic scientifi c questions are posed 
and answered through the assessment of data generated either: (1) during the course 
of standard-of-care activities; or (2) public-domain data sets resulting from histori-
cal clinical studies. These questions can include basic associations between the vari-
ous dimensions of diagnostic or treatment modalities and the outcomes experienced 
by patients (including health status, quality of life, or cost). When such associations 
are found to be present and of interest, they may be further explored to determine 
what hypothesis can be formulated as to their biological or mechanistic bases, thus 
generating research questions that can be “fed back” into the translational cycle and 
used by basic scientists to inform new lines of laboratory based investigation. Of 
note, in some instances, such pragmatic research, if yielding purely clinical hypoth-
esis, can lead to direct feedback to the clinical research process without the neces-
sity for basic science and pre-clinical research.    

6.3      The Role of Informatics in Clinical and Translational 
Research 

 The benefi ts made possible by using BMI theories and methods to address the infor-
mation needs associated with the CTR paradigm have been described frequently in 
the literature [ 1 ,  4 ,  7 ,  13 ]. In general, the use of BMI theories and methods in this 
context can be aligned with one or more of the following problems area: 

6.3.1     The Collection and Management of Heterogeneous 
and Multi-dimensional Data Sets 

 With the increasing availability of high-throughput data sources, such as electronic 
health records (EHRs) and clinical research management systems (CRMS) or 
Electronic Data Capture (EDC) tools, as well as ‘omics’ instrumentation, the size 
and complexity of data sets that researchers must collect, store and retrieve on a 
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regular basis is growing at a rapid and almost unheard of rate [ 13 – 16 ]. At the same 
time, the data management practices currently used in research environments rely 
on the use of conventional database or fi le-based management approaches that are 
ill-suited to such “big data” sets [ 14 ,  16 ,  17 ]. Therefore, the use of integrative and 
scalable information management platforms is critical to reducing the data manage-
ment burden associated with such multi-dimensional data, thus allowing research-
ers and their staff to focus on fundamental scientifi c problems, rather than practical 
computing needs [ 5 ,  7 ,  14 ,  18 ]. In addition, with the growth of scenarios in which 
investigators need to link such high-throughput bio-molecular and phenotypic data 
together in meaningful ways so as to better understand potential relationships 
between them, it is also imperative that the semantics of such data be well under-
stood [ 17 ,  19 ,  20 ]. Such semantic interoperability between data (either within a 
given data set or across data sets) requires the use of knowledge engineering 
approaches to map among various representational schemas and codifi cation 
regimes for source data sets [ 17 ,  20 ]. When taken as a whole, the types of motivat-
ing questions one might encounter relative to the collection and management of 
heterogeneous or multi-dimensional data sets can include:

    1.     What are the optimal tools to allow me to collect or re - use data for my research 
project as it is generated  via  either clinical encounters or research specifi c inter-
actions with participants or populations ?   

   2.     How can I store large collections of research data in ways that make it timely 
and easy to both index and retrieve depending on downstream data analysis 
needs ?   

   3.     How can I  “ normalize ”  the coding schemas or data structures for multiple source 
data sets so that I can then analyze the interrelationships between variables of 
interest contained within those resources ?    

6.3.2       Using Knowledge-Anchored Methods to Discover 
and Test Hypotheses Concerning Linkages Between 
Phenotypic and Bio-molecular Variables 

 Current approaches to hypothesis generation and testing primarily tend to rely upon 
the intuition of an individual investigator or their team [ 13 ,  21 ]. As such, these 
research questions tend to be limited in scope relative to the knowledge and experi-
ence of those individuals, and not necessarily representative of the full scope of 
applicable scientifi c knowledge or inquiry. Beyond this primary limitation, it is also 
important to note that such a human-centered approach is really only practicable 
when the scale and scope of scientifi c data being considered is commensurate with 
basic human cognitive capabilities. However, as data sets expand to reach “big data” 
proportions (minimally in terms of size and speed at which data are generated), such 
an approach becomes rapidly intractable and highly limiting [ 17 ,  19 ]. At the same 
time, signifi cant knowledge that could be used to assist in the formulation of 
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hypotheses relevant to a given data set are often dispersed across a myriad of 
resources such as the domain literature, formal ontologies, and public data sets or 
models [ 19 ]. At the current time, tools and applications that allow researchers to 
access and extract knowledge from domain-specifi c sources, and then use those 
resulting knowledge extracts to inform “high throughput” hypothesis generation, 
remain relative immature [ 17 ,  19 ]. As a result, signifi cant additional effort is needed 
to design and validate such tools and provide them for regular use by the scientifi c 
community. Again, as was the case with the preceding problem area, and when 
taken as a whole, the types of motivating questions one might encounter relative to 
using knowledge-anchored methods to discover and test hypotheses concerning 
linkages between phenotypic and bio-molecular variables in large-scale or “big 
data” constructs can include:

    1.     What are all of the research questions I could ask regarding my data collection ?   
   2.     Based upon the contents of the current biomedical literature ,  are there interest-

ing associations between data elements in my research data set that I should be 
exploring ?   

   3.     Can I augment a research data set with linked ,  open data so that I can test com-
plex or otherwise intractable hypotheses ?    

6.3.3       The Provision of Systematic and Extensible Data- 
Analytic Pipelining Platforms 

 Often, BMI tools and methods are employed in the CTR setting in order to provide 
for systematic data-analytic “pipelining” platforms that are capable of supporting 
the defi nition and reuse of data analysis workfl ows incorporating multiple source 
data sets, intermediate data analysis steps and products, and output types [ 22 ,  23 ]. 
The value of such data analysis pipelines are many, including: (1) support for the 
rapid execution of complex data analysis plans that would otherwise require time- 
and resource-intensive manual multi-step processes to transact, manipulate, and 
analyze data sets; and (2) enable the collection of information concerning the data 
analysis methods being used. In the case of the latter benefi t, such information can 
be utilized to better understand the outcomes of such analyses, and to ensure repro-
ducible results and high data quality through the documentation of all intermediate 
analytical processes and products [ 22 ,  23 ]. While these type of tools remain some-
what early in their development, their potential benefi ts are already being demon-
strated in the computational biology, bioinformatics, and translational bioinformatics 
domains, where they have been used to enable the high-throughput and reproduc-
ible analyses of large amounts of multi-dimensional bio-molecular instrumentation 
data [ 22 ,  24 – 26 ]. Emergent efforts are similarly exploring their applicability to the 
integrative analysis of clinical phenotype data in combination with such bio- 
molecular data, in order to achieve translational end-points. Repeating the assess-
ments in the preceding problem areas, and when taken as a whole, the types of 

P.R.O. Payne and P.J. Embi



111

motivating questions one might encounter relative to using systematic and extensible 
data-analytic pipelining platforms can include:

    1.     How can I ensure that my data analysis plan is both effi cient and reproducible ?   
   2.     Are there ways to reduce the workload associated with the repetitive analysis of 

large - scale and multi - dimensional data sets ?   
   3.     Can I capture intermediate data products associated with my data analysis plans 

so that I can perform quality assurance regarding such evaluative processes ?    

6.3.4       Dissemination and Exchange of Knowledge Generated 
Via Research Activities 

 It is a well-known phenomenon that the time period required to move a basic science 
discovery into clinical research, and ultimately clinical or population-level practice 
can span in excess of one or two decades [ 1 ,  4 ,  14 ,  27 ]. As noted previously in this 
chapter, numerous studies have identifi ed the dissemination or exchange of informa-
tion between various research and operational settings as one of the most pressing 
issues contributing to such long research, development and implementation lifecycles 
[ 14 ]. A wide variety of BMI tools and methods have been developed that are intended 
to overcome these barriers, such as web-based communication and collaboration tools, 
knowledge representation standards and platforms, public data and literature regis-
tries/databases and associated query and reporting tools, and evidence-based practice 
tools such as guideline delivery systems and clinical decision support systems [ 4 ,  7 , 
 16 ,  28 ]. However, current research and development concerning the implementation 
and utilization of these types of informatics platforms tends to be focused on distinct 
domains or settings, rather than conceptualizing and integrating them across the full 
CTR spectrum. Furthermore, there are a plethora of socio-cultural challenges, includ-
ing human factors, workfl ow limitations, and historical or cultural norms of both 
research and clinical activities, which serve to impede the deployment and use of such 
BMI approaches and technologies. As such, the area of data, information, and knowl-
edge exchange across traditional organizational and disciplinary boundaries remains 
an open and vigorous area of BMI research and development. Finally, and again 
repeating the assessments in the previously described problem areas, and when taken 
as a whole, the types of motivating questions one might encounter relative to the dis-
semination and exchange of knowledge generated via research activities can include:

    1.     How do I communicate my laboratory fi ndings in a way that will support or 
enable the rapid design of pre - clinical and or clinical studies informed by the 
knowledge associated with such fi ndings ?   

   2.     Are there optimal ways to encode the data ,  information ,  and knowledge gener-
ated during clinical studies so as to accelerate their dissemination to clinical 
practioners ?   

   3.     What is the best way to ensure that new clinical evidence or guidelines are rap-
idly adopted across a broad clinical or population - level spectrum ?    
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6.4        An Organizing Framework for Informatics Capable 
of Driving Clinical and Translational Research 

 At the most basic level, one can conceptualize of the role of BMI methods tools in 
terms of driving CTR and addressing the problem areas identifi ed in Sect.  6.3  as 
falling into four complementary categories, as illustrated in Fig.  6.4 .

   The fi rst major category of BMI theories and methods that can support and 
enable CTR are focused on the “ Active Research ” phase of such projects, wherein 
investigators and their teams need to collect and manage heterogeneous and multi- 
dimensional data. Examples of the types of tools and technologies used to support 
this category of information need include database management systems; electronic 
data capture (EDC) systems; clinical trials/research management systems (CTMS/
CRMS); or Electronic Health Record (EHR) systems. Underlying the design and 
optimal use of such tools and technologies are theoretical and methodological 
frameworks related to data modeling, semantics, software engineering, and human 
computer interaction (HCI). 

  Fig. 6.4    Overview of Biomedical Informatics framework by which methods and tools support and 
enable the information needs spanning the broad CTR spectrum       
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 The second major category of BMI theories and methods that can support and 
enable CTR are focused on the “ Question Formulation ” phase of such projects, 
wherein investigators and their teams need to formulate data-centric research ques-
tions for subsequent analysis. Examples of the types of tools and technologies used 
to support this category of information need include: (1) database query tools; data 
mining and machine learning “workbenches”; (2) data visualization engines; and 
(3) knowledge-based  in silico  hypothesis generation systems. Underlying the design 
and optimal use of such tools and technologies are theoretical and methodological 
frameworks related to data modeling, information theory, artifi cial intelligence, 
knowledge engineering, and data visualization. 

 The third major category of BMI theories and methods that can support and 
enable CTR are focused on the “ Analysis and Validation ” phase of such projects, 
wherein investigators and their teams need to test and validate the results of the 
research questions generated in the prior phase. Examples of the types of tools and 
technologies used to support this category of information need include: (1) database 
query tools; (2) statistical analysis packages; (3) data-centric scripting languages; 
and (4) visualization tools. Underlying the design and optimal use of such tools and 
technologies are theoretical and methodological frameworks related to the quantita-
tive data sciences, as well as information theory and HCI. 

 A fourth and cross-cutting type of BMI theories and methods that can support 
and enable CTR are focused on “ Dissemination and Exchange of Knowledge ”, 
wherein intermediate and fi nal knowledge products generated via all of the preced-
ing phases are delivered to stakeholders in a variety of human and computer  readable 
formats. Examples of the types of tools and technologies used to support this cate-
gory of information need include: (1) database management systems, (2) electronic 
data interchange and sharing infrastructures, and (3) knowledge editing environ-
ments. Underlying the design and optimal use of such tools and technologies are 
theoretical and methodological frameworks related to knowledge engineering, data 
standards, software architecture, and human computer interaction.  

6.5     Discussion 

 As noted at the outset of this chapter, the design, execution, analysis, and dissemina-
tion of results generated via CTR projects are complex and information-intensive 
endeavors. The ability to effi ciently and effectively conduct CTR requires the avail-
ability of comprehensive and systematic data, information, and knowledge manage-
ment tools and methods. Furthermore, the importance of such platforms and 
techniques is greatly amplifi ed when project involve geographically or temporally 
distributed teams, as well as when the scientifi c aims of given project involve the 
collection of multi-dimensional and heterogeneous data sets (for example, when a 
study involves the collection and integrative analysis of patient-derived clinical and 
bio-molecular phenotypes). To this end, we have introduced not only a general set 
of categories that serve to defi ne the motivating information needs incumbent to 
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CTR, but also a framework for organizing the BMI theories and methods capable of 
meeting those needs. These constructs ultimately provide a model for evaluating, 
understanding, and planning for the BMI requirements of CTR projects, as well as 
informing the ability to critically evaluate such plans and their implementation.  

6.6     Implications for Stakeholders 

 When viewed in the context of the stakeholder and activities introduced in Chap.   2    , 
the advancement of CTS using BMI theories methods has a large number of poten-
tial benefi ts. Specifi c examples of these opportunities include the following:

  Evidence and Policy Generators 

•    Researchers are increasingly approaching complex and systems - level prob-
lems via the formation and operation of multidisciplinary teams . These 
teams can and will require the close coupling of BMI theories and methods with 
fundamental CTR design principles in order to adequately address such needs.  

•    Policy generators need to be able to better  “ connect the dots ”  between basic 
science research and the clinical application of the fi ndings generated therein . 
The integration of BMI and CTR approaches enables the rapid and measurable 
“cycling” of new evidence between such domains, thus enabling an argument for 
clinical “actionability” that helps to drive critical policy and funding decisions.   

  Providers and Healthcare Organizations 

•   As personalized medicine paradigms become increasingly common, there is  a 
need for  “ translational ”  knowledge that bridges bio - molecular and clinical 
phenotypes in a way that is useful to  “ front line ”  care providers . The coordi-
nated use of BMI and CTR methods provides an “engine” by which this type of 
cross-domain and clinically actionable knowledge can be created and delivered 
to the point-of-care.  

•   In order to  realize the  “ triple threat ”  of improved quality ,  safety ,  and cost of 
care ,  provider organizations need highly tailored and contextualized infor-
mation that serves to inform care delivery . The use of combined BMI and 
CTR methods provides a basis for creating the knowledge base that is requisite 
to such decision-making needs.   

  Patients and Their Communities 

•    Patients and their advocates can become critical participants in the CTR 
cycle  by serving as study participants and/or contributing data from beyond tra-
ditional organizational boundaries, thus enhance the scope and reach of such 
investigatory activities.  

•   Finally,  communities - at - large can become integral members of the  “ research 
fabric ” through participatory and other information gathering methods, thus 
ensuring that CTR project are targeted upon topics of interest to such groups of 
constituents.     
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6.7     Conclusions 

 The timely and effi cient pursue of CTR is central to creating an evidence base that 
can in turn enable the delivery of knowledge-driven healthcare, wherein the combi-
nation of quality, safety, and cost are all optimized. As can be seen in this chapter 
and the referenced works, the application of BMI theories and methods has signifi -
cant and wide-ranging potential in terms of achieving such benefi t. As such, the 
tight integration BMI and CTS is of the utmost importance in terms of achieving the 
TI vision set forth in this book. 

  Discussion Points  

•      What types of information needs characterize the CTR environment? How are 
these requirements different that information needs encountered in the discrete 
sub-disciplines that make up the overall CTR spectrum?  

•   How do major BMI method and theories map to the aforementioned information 
needs? In what cases does such a mapping elucidate gaps in knowledge or prac-
tice that represent open areas of research and innovation?  

•   What barriers prevent the effective and timely application of BMI theories and 
methods to address the needs of CTR teams?  

•   How does the increasing use of “big data” serve to infl uence or effect the preced-
ing factors?  

•   How do socio-cultural factors play a role in the effective integration of BMI 
theories and methods with CTR related activities?         
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         By the End of this Chapter, Readers Should be Able to 

•       Defi ne what is big data  
•   Understand how big data change biomedical science  
•   Identify the key questions to ask when analyzing big data  
•   Understand the limitations to be aware of when reasoning with or analyzing big 

data.     

7.1     Introduction 

 “Big Data” is term that is diffi cult to fully defi ne. As a concept, Big Data have 
existed since there was ever a notion of data that required mechanical devices for 
processing or analyzing. Indeed, the fi rst notion of Big Data may very well be attrib-
uted to the motivation of Charles Babbage’s differential and analytic engines, which 
were originally contemplated to develop nautical charts. In recent years, Big Data 
are defi ned as those that data that are challenging relative to available computational 
processing [ 1 ,  2 ]. Generally speaking, data sets that are so large and complex that 
traditional data processing applications are unable to process them are referred to as 
Big Data. Of course, what is traditional is highly dependent on the fi eld of use; and 
what is Big Data in healthcare, might be considered routine (or even “small”) in 
high energy physics research. Therefore, it is necessary to understand the boundary 
at which a fi eld would term a dataset as “Big” and to understand the associated 
change in mindset that Big Data analysis entails [ 3 ]. 
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 As argued in the Wired magazine article “The End of Theory,” we need a change 
in our way of thinking about science when faced with very large datasets [ 4 ]. Typical 
statistical approaches breakdown with suffi ciently large data and the challenge 
becomes to measure and to interpret the data instead of hypothesis-driven experi-
mentation [ 3 ,  4 ]. One of the supporting case studies in the Wired magazine article is 
a tool that predicts crop yields 1  down to the level of individual fi elds by sifting 
through over 50 terabytes of data. In the legal 2  domain, big data analysis is replacing 
armies of lawyers with tireless computer algorithms for task of  discovery , i.e., pro-
ducing relevant materials for a case by examining millions of emails, memoran-
dums, and other documents to extract relevant information. 3  

 It is time for biomedicine to embrace the trend because historical barriers to the 
adoption of EHR systems are giving way to new Federal incentives, resulting in the 
collection of medical data at an unprecedented scale [ 5 ]. The Health Information 
Technology for Economic and Clinical Health Act (HITECH) legislation calls for 
meaningful use objectives 4  to measure progress, to sustain early adoption, and to 
provide accountability. In parallel, new kinds of datasets, such as next-generation 
sequencing datasets and personalized omic profi les [ 6 ,  7 ], are creating large amounts 
of data on individual patients that cannot be analyzed or reviewed by a doctor in a 
15 min offi ce visit. New approaches to capture, store, analyze and interpret such 
massive datasets are urgently needed.  

7.2     The Kinds of Big Data in Medicine and Analyses 
They Enable 

 The discussion of Big Data in translational informatics frequently connotes next- 
generation sequencing data [ 8 – 10 ]. However, this is beginning to change: the use of 
large datasets of various kinds increased dramatically in recent years. ‘Big Data’ is 
an increasingly comprehensive term, including both large amounts of  molecular 
measurements  on a person (e.g., next-generation sequencing) as well as small 
amounts of  routine measurements  on a large number of people (e.g., clinical notes, 
lab measurements, claims data and adverse event reports). 

 Imagine how scientifi c inquiry, and the ability of our healthcare system to ‘learn’ 
[ 5 ], would be different if we collect and share access to lots of data—both genomic 
and “routine.” How will the kinds of questions we ask change when we cross a cer-
tain data-threshold? [ 3 ,  11 ]. Outside of healthcare and biomedicine, a small amount 
of data about millions of individuals is already being collected and mined by Web 

1   http://www.wired.com/science/discoveries/magazine/16-07/pb_feeding . 
2   http://www.wired.com/science/discoveries/magazine/16-07/pb_lawsuit . 
3   http://www.nytimes.com/2011/03/05/science/05legal.html . 
4   http://edocket.access.gpo.gov/2010/pdf/2010-17207.pdf . 
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companies (e.g., a typical social network profi le, when exported is a couple of 
 gigabytes) resulting in a gold rush around analyzing this “digital exhaust” 5  

 The idea of using data for enhancing health and well-being is popular in groups 
such as the  Quantifi ed Self  collaborative and other self-tracking groups. 6  Given the 
rising popularity of such efforts and the increasingly sophisticated collection of 
phenotypic data enables “mass phenotyping,” which is the collection and integra-
tion of massive amounts of diverse phenotypical information (continuous or cate-
gorical variables) in order to discover latent patterns and correlate those patterns 
with health and wellbeing [ 12 ]. 

 In thinking about Big Data in healthcare—genomic, medical, environmental or 
personal phenotypic—it is essential to think about the dimensions along which the 
data are big. For example, genomic data are big in size but relatively small in num-
bers of samples; whereas claims data are small in size but are available for over 100 
million individuals. Thinking along these two axes forms a sector-map (Fig.  7.1 ), 
which aids in thinking about potential analyses and computational solutions to use.

   Finally, both disease and its treatment are processes that unfold over time. Hence, 
it is essential to understand the nature and temporal density of any dataset that is 
used. Continuous time-traces such as those collected by an electrocardiogram moni-
tor are very different from billing data, which are collected only when a person gets 
sick and interacts with the health system. Similarly genomic data are usually a one- 
time measurement and are rarely re-collected over time, except in highly special-
ized situations such as studying the response of a tumor to specifi c anti-neoplastic 
drugs. 

 Depending on the axis along which the data are dense (samples, variables, and 
time in Fig.  7.2 ), different methods apply and lead to different insights. For exam-
ple, relatively simple methods based on recognizing mentions of drugs, diseases, 

5   http://www.vlab.org/article.html?aid=304 . 
6   http://quantifi edself.com/about/ . 
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and adverse events in electronic medical records could identify six out of nine drugs 
recalled in the past decade, roughly 2 years ahead, when incorporating the time 
dimension into the analysis [ 13 ].

   When we cross a certain data-threshold the kinds of questions we can ask 
changes, consider the example by Frankovich et al. [ 14 ]. Where the existing litera-
ture and evidence based guidelines were insuffi cient to guide the clinical care of a 
patient, Frankovich et al. applied trend analysis to the EMR data from 98 patients to 
“learn” a data-driven guideline on how to provide care for a 13-year-old girl with 
systemic lupus erythematosus (SLE) [ 14 ]. In terms of size, the Electronic Health 
Record data from 98 patients are certainly not “big” as would be the case with full 
genome sequences from 98 individuals. However, such approaches, which analyze 
data that are already routinely collected, are particularly valuable when a formal 
guideline is not available or feasible from a practical standpoint—we refer to such 
approaches as practice-based evidence [ 15 ]. 

 As another example, Leeper et al. show that it is possible to examine the out-
comes of decisions made by doctors during clinical practice to identify patterns of 
care that are optimal—generating evidence based on the collective practice of 
experts. The authors examined the validity of a black-box warning on an effective 
drug (Cilostazol) for peripheral vascular disease. Cilostazol is the same kind of drug 
as Milrinone, which in a study in 1991 was found to be associated with sudden car-
diac death when used to treat heart failure; as a result, Cilostazol “inherited” a 
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black-box warning contraindicating its use in any patients with any kind of heart 
failure. Using over 5,892 patient years of data, they observed no association between 
Cilostazol use and major adverse cardiovascular events. The fi ndings recapitulate a 
prospective clinical study, which had less than half the patient years of data and 
failed to reach a statistically signifi cant conclusion. In addition, the data-mining 
study was able to profi le a subset of patients with CHF who were prescribed 
Cilostazol despite its black box warning and examine its safety in this high-risk 
group of patients—something that could not be done prospectively, given the black- 
box warning on the drug. 

 Analyses using “Big Data” go beyond learning biomedical insights as outlined in 
the examples above. The personalization of cancer chemotherapy by examining the 
genomic variations that drive specifi c tumor subtypes and the response of those 
subtypes to specifi c chemotherapy drugs is already being used to personalize treat-
ment of breast cancer [ 16 ] 7  and is likely to be among the fi rst clinical success stories 
about the application of data science to identify alternative treatment strategies. 

 As discussed in the chapter on personalized medicine, consider the example of 
personalizing treatment based on genomic sequencing, where Dr. Howard Jacob’s 
team pinpointed a new casual mutation for the treatment of a 6 year-old boy with an 
extreme form of infl ammatory bowel disease [ 17 ,  18 ]. The authors diagnosed an 
X-linked inhibitor of apoptosis defi ciency, based on which, they decided to perform 
an allogeneic hematopoietic progenitor cell transplant. This case report demon-
strates the power of using genomic data to arrive at a molecular diagnosis in an 
individual patient in the setting of a novel disease. 

 On the operational side—which is related to the practice and delivery of health-
care—the use of Big Data has gained a lot of momentum. Predictive-analytic 
approaches, such as those designed to predict readmissions [ 19 ], are increasingly 
gaining traction 8  and have direct implications for reducing cost, as well as maintain-
ing economic viability of health care delivery systems in the light of new regulation. 
The main drivers for using Big Data on the operational side are [ 20 ]:

•    The Patient Protection and Affordable Care Act, and the creation of accountable 
care organizations (ACOs), which require that healthcare systems have a higher 
degree of “business intelligence”.  

•   Ineffi ciencies, fraud, and waste; where big data can play a crucial role in perfor-
mance improvements.  

•   Adoption of open-data policies by the U.S. Department of Health and Human 
Services, which spark innovation and increase transparency in health care.    

 As more data are made available, and health systems are increasingly under pres-
sure to provide the same or better quality care at less cost, it is natural to use data to 
increase effi ciency, design less costly care workfl ows, increase intervention 

7   http://breakthroughs.cityofhope.org/molecular-subtyping-chemotherapy/5946/ . 
8   http://www.beckershospitalreview.com/healthcare-information-technology/4-steps-to- 
leveraging-qbig-dataq-to-reduce-hospital-readmissions.html . 
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 targeting, and to preserve as well as improve quality. In some sense, the direct appli-
cation of Big Data analytics for healthcare is late to the game and is making a transi-
tion that several other industries—such as airlines, weather prediction, and actuarial 
sciences—made several years ago.  

7.3     Discussion: Hot Topics and Future Directions 

 As the use of data in health care grows, there are several sources of data that need to 
be synthesized and integrated. The key sources to watch are:

•    Clinical: Electronic Health Records  
•   Genomic data  
•   Research and clinical trial data  
•   Patient reported data (via personal health records, surveys or mobile apps)  
•   Social media data (Twitter, Facebook, Google Plus)  
•   Billing, claims and fi nancial data  
•   Sensors collecting data on people and their environment  
•   Public health surveillance and health care utilization data (AHRQ; DHHS)    

 Approaches that go across data-sources and that attempt predictive data- 
mining—such as predicting falls before they happen (via carpet sensors), readmis-
sions [ 19 ], suicides [ 21 ], depression [ 22 ], abuse [ 23 ] —are fruitful directions to 
apply Big Data analyses. 

 Along with the increase in data availability, there is increased participation, own-
ership and stewardship in using data by the “engaged patient”. Instead of being a 
by-stander in one’s own care, patients are empowering themselves with raw data 
(e.g., Quantifi ed self) and other individual’s experiences (e.g.,   www.patientslikeme.
com    ) as well as the wisdom of other patients (e.g., on forums such as   www.smart-
patients.com    ). 

 The idea of using user generated content for enhancing health is exemplifi ed by 
the  Quantifi ed Self  collaborative, which lists over 500 modalities of collecting raw 
data from an individual for self-tracking. 9  Given the popularity of such efforts, the 
application of Big Data analysis for mass phenotyping to discover patterns and cor-
relate those patterns with health and well-being, is bound to increase [ 12 ]. 

 Finally, it is important to realize that just because vast amounts of data are avail-
able we are not guaranteed to fi nd better insights. The results based on Big Data will 
only be as good as the analysis methods employed, and there is therefore an urgent 
need for new formal science methods as advocated by the Data Science movement 10  
to help with Big Data interpretation.  

9   http://quantifi edself.com/about/ . 
10   http://bigdatablog.emc.com/2012/11/09/openchorus-project-the-dawn-of-the-data-science-
movement/ . 
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7.4     Implications for Stake Holders 

 As we have done in prior chapters, we can review the implications of “Big Data” 
as it applies to the broad biomedical and health sciences domains by organizing 
such thoughts round the major stakeholder groups we have already enumerated. 
Specifi cally, we can determine that:

  Evidence and Policy Generators 

•    Although the use of Big Data holds great promise, sustained progress 
requires that cultural and ethical issues related to patient privacy and data 
ownership be addressed.  Consider a simplifi ed health care setup with a medical 
group, a hospital and an insurer. Usually the hospital pays for and installs an 
electronic health record system, the practitioners from the medical group enter 
the data, which in turn is generated from patients during the provision of care; 
the care is paid for by the insurer. Even in this simplifi ed set up who owns the 
data? Most stake-holders agree that use of data for improving quality of care is 
acceptable use. However, most other uses require some manner of consent, over-
sight or both. The issues get more complicated when the data under consider-
ation can also affect  someone elses’s  privacy, as is the case with genetic data 
where disclosing an individual’s data also discloses some of their parent’s and 
sibling’s data. As Larson argues, we need to build trust in the power of Big Data 
to serve the public good [ 24 ].   

  Providers and Healthcare Organizations 

•    With the shift from a fee-for-service to a pay-for-performance model, pro-
viders have to interact in a zero-sum game to fi gure out what practices work, 
which approaches are most effi cient, how to track each participants’ contri-
bution to a patient’s care, and how to keep patients engaged in their own 
care  [ 25 ,  26 ]. Efforts toward close coordination and patient outreach will benefi t 
immensely.   

  Patients and Their Communities 

•    The primary stake-holders in the decision of, and the impact of using Big 
Data analyses are the patients , and by extensions, the researchers, the health- 
care providers, the payers, and the regulators that collectively impact the health-
care delivered to such individuals. The “providers” group in this relationship is 
the most heterogeneous group encompassing individuals (e.g., physicians or 
nurse practitioners), small group practices, hospitals, and (indirectly) device and 
pharmaceutical companies.    
 For all of the preceding stakeholders, it is crucial to have clarity on the goal of 

using Big Data analyses. The goals fall into two broad groups: (1) enhancing the 
practice of medicine; and (2) advancing biomedical science. It is quite common to 
confuse these two goals and promise new cures in a few years after a research pub-
lication. While it is true that both biomedical science and clinical practice stand to 
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benefi t from using Big Data, it is important for stakeholders to appreciate the pace 
at which the benefi ts are realized unfolds on vastly different time scales. Research 
is inherently exploratory, with false starts and frequent dead ends. Using Big Data 
can speed the process along, but it is possible that the basic nature of the activity 
(i.e., the high failure rate) does not change. At its core, the practice and delivery of 
health care, is an operational problem and Big Data approaches may have their fi rst 
impact in optimizing the conveyer belts of healthcare. It is imperative that scientists 
do not oversell their research use cases that advance the science and that the enter-
prise of health care delivery pay attention to the use of Big Data to improve the 
practice of medicine.  

7.5     Conclusion 

 In summary, Big Data, which is widely used in retail industries as a means to under-
stand consumers’ purchasing habits and preferences, is increasingly being used in 
health care—both for advancing medical science as well as improving the delivery 
of healthcare. In order to achieve the desired goals from the analysis of Big Data, it 
is imperative for stakeholders to be clear on the end goals and the sources of data 
that need to be integrated. Privacy and data ownership are key issues that should not 
be ignored. The axis along which data are voluminous—samples, features, or 
time—affects the kind of analyses that are possible and is a key question to ask 
along with the goal of the analysis. This is further complicated by the rapid rate at 
which data are available (velocity), the heterogeneity of the data (variety), and the 
ability to trust the inferences made from the data (veracity). 

 It is important for all stakeholders to recognize that research is inherently explor-
atory, while the practice and delivery of care is an operational exercise. Big Data 
approaches may have their lasting impact in optimizing the delivery of health care. 
Finally, data will be king; therefore initiatives such as the “blue button”, which 
empower patients in controlling the generation and the access to their healthcare 
data, are developments that stake-holders should monitor. 

  Discussion Points    

•     Review the dimension on which data can be big: Samples, Variables, and Time. 
Discuss what kind of data are big along which axes.  

•   Discuss how the applicable analytic methods change as datasets differ along the 
dimensions of: number of samples, number of variables, and number of measure-
ments over time.  

•   Big Data analysis can be approached in a problem-fi rst or methods-fi rst manner. 
Each approach results in different solutions to the question at hand. Discuss the 
trade-offs.  

•   What problems would you solve with Big Data analysis?         
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         By the End of This Chapter, Readers Should Be Able to:  

     Understand the role of conceptual knowledge collections in terms of informing the 
design and use of reasoning systems for the purpose of in silico hypothesis discovery  
•   Select appropriate evaluation methodologies that can be used the assess the per-

formance of in silico hypothesis discovery tools and platforms  
•   Identify open research questions related to the future of high-throughput hypoth-

esis generation and the impact of such innovations on current and future scien-
tifi c and healthcare delivery paradigms.     

8.1     Introduction 

 As noted in the preceding chapters, the fundamental methods needed to conduct 
basic science, and clinical and translational research are very complex, involving a 
multitude of actors, workfl ows and data types. For example, the translational research 
paradigm focuses on cyclical fl ow of data, information and knowledge between 
laboratory researchers, clinical investigators and clinical or public health practitio-
ners, and is predicated on systems-level approaches that involve diverse information 
needs, sources and management requirements [ 1 ]. A variety of reports and schol-
arly works have enumerated challenges that may prevent the effective conduct of 
translational research. As introduced in Chap.   1    , one such challenge is commonly 
known as the “T1 block” and is concerned with issues that impact the ability to 
move data, information and knowledge between basic science and clinical research 
settings. Similarly, a second challenge, often known as the “T2 block”, focuses upon 
impediments affecting the movement of data, information and knowledge between 
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the clinical research environment and clinical or public health practice [ 2 ]. For both 
of these categories of challenges, the methods required to address them are extremely 
reliant on the provision of tools and methods that can facilitate the collection, formal-
ization, analysis and dissemination of large-scale and integrative data sets [ 3 ]. The 
potential impact of informatics-based approaches in terms of addressing such infor-
mation needs has been well established; yet those same tools and methods remain 
largely under-utilized by the research and practice communities [ 4 – 12 ]. 

  Within this broad context, one major area of concern is the way in which we 
formulate and test hypotheses relative to “big” biomedical data . This concern is 
amplifi ed by the fact that the volume, velocity and variability of biomedical data 
continue to expand at a rapid rate. This growth is in large part a function of the 
proliferation of computerized sources of biomedical data, such as Electronic Health 
Records (EHRs), Personal Health Records (PHRs), Clinical Trial or Research 
Management Systems (CTMS/CRMS), high-throughput bio-molecular instrumen-
tation, and ubiquitous sensor technologies. While computational methods continue 
to be devised and applied to support or enable the capture, storage and transaction 
of these data sets, there has not been a corresponding focus on improvements in the 
ways in which we ask and answer important questions utilizing this data. In fact, 
the traditional, reductionist approach to intuitive hypothesis generation based on the 
expertise or insights of an individual or small number of investigators remains the 
norm (Fig.  8.1 ). However, this approach is highly linear, and limited by the cogni-
tive capacities of such investigators or teams, leading to an underutilization of avail-
able and costly to assemble data sets.

   In effect, we continue to create and maintain bigger and more complex data sets 
at great expense, while we ask and answer small numbers of questions regarding the 
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  Fig. 8.1    Overview of traditional, investigator-driven approach to asking and answering questions 
regarding complex and large scale data sets. In this model, the investigator (or research team) 
serves as the primary integration of various sources of knowledge and expertise, formulating and 
asking questions concerning available data using a combination of their domain knowledge, expe-
riential knowledge from prior studies, and heuristics that they may have formulated relative to an 
application domain       
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contents of those data sets using methods that are not far removed from those used 
around the time of the dawn of modern science [ 13 ]. This concerning juxtaposition 
is the driver for an emerging body of research that seeks to couple high-throughput 
data generation with new and similarly high-throughput hypothesis generation tech-
niques, which can at a high level be referred to as  in silico hypothesis discovery 
methods  (Fig.  8.2 ).

   Such high-throughput approaches to asking and answering questions corre-
sponding to “big data” resources are essential to the synthesis of novel biomedical 
knowledge, such as that required to support personalized medicine paradigms. Such 
precision approaches to wellness promotion and care delivery aim to improve quality, 
outcomes and cost of care [ 2 ,  3 ,  14 – 16 ]. Acting upon this vision of  high- throughput 
in silico hypothesis discovery requires:

    1.    An understanding of the design and appropriate use of domain-specifi c concep-
tual knowledge collections;   

   2.    The application of intelligent agents that are informed by such knowledge col-
lections and based upon formal computational methods; and   

   3.    The evaluation of ensuing hypothesis using appropriate metrics and measures.    
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  Fig. 8.2    Alternative, high-throughput approach to asking and answering questions regarding “big 
data” resources, using in silico hypothesis discovery methods. In this model, intelligent computa-
tional agents draw upon a variety of domain knowledge collections, using formally represented 
variants of those collections, in order to identify potential relationships of interest between ele-
ments or collections of elements in an integrated repository. These relationships are then presented, 
along with corresponding evaluation metrics that serve to characterize their potential accuracy and 
novelty, to both investigators and their teams as well as broader groups of interested community 
members, who can then discover, interact with, and prioritize such hypotheses concerning data- 
level interactions for subsequent investigation       
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  In the following sections, we will explore critical aspects of all three of the afore-
mentioned foundational dimensions that underpin the design and use of in silico 
hypothesis discovery tools and platforms.  

8.2     Conceptual Knowledge in Biomedicine 

  Conceptual knowledge  has been defi ned in the computational, psychology, and edu-
cation literature as being comprised of a combination of atomic units of information 
 and  the meaningful relationships between those units. The same literature goes on 
to defi ne two additional types of complementary knowledge, known as procedural 
and strategic knowledge respectively.  Procedural knowledge  is a process-oriented 
understanding of a given problem domain [ 17 – 20 ], effectively concerned with the 
methods and approaches used to solve a given problem or address a task.  Strategic 
knowledge  is that which is used by individuals in order to translate conceptual 
knowledge into procedural knowledge [ 19 ] (Fig.  8.3 ).

   Of note, these defi nitions are based upon a wide-ranging collection of empirical 
research on learning and problem-solving in complex scientifi c and quantitative 
domains such as mathematics and engineering [ 18 ,  20 ]. The cognitive science lit-
erature provides a very similar and confi rmatory differentiation of knowledge types, 
making the distinction between procedural and declarative knowledge. Declarative 
knowledge in this context is synonymous with conceptual knowledge as defi ned 
previously [ 21 ]. 

 Conceptual knowledge collections in the biomedical domain include a variety 
of constructs such as ontologies, controlled terminologies, semantic networks and 
database schemas. A common theme when considering the existing state-of-the-art 
relative to the design and use of conceptual knowledge collections in the biomedical 
domain is the need for systematic and rigorous processes for representing concep-
tual knowledge in a computable form. It is also important to note when consid-
ering the need for such knowledge representation best practices that conceptual 
knowledge collections rarely exist in isolation. Instead, they usually occur within 
structures that contain multiple types of knowledge. For example, a modern clinical 
decision support system (CDSS) might include: (1) a database of potential fi nd-
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  Fig. 8.3    Spectrum of knowledge types, spanning from conceptual to strategic to procedural 
knowledge, where conceptual knowledge is the most abstract form of understanding a domain, and 
procedural knowledge is the most application- or problem-oriented understanding of a given need 
or task       
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ings, diagnoses and the relationships between them ( conceptual knowledge ); (2) a 
set of guidelines or algorithms used to reason upon the preceding database ( proce-
dural knowledge ); and (3) a formal defi nition of the logic used to operationalize the 
 preceding two knowledge collections ( strategic knowledge ) (Fig.  8.4 ).

   It is only when these three types of knowledge are combined that it is possible 
to realize a functional decision support system [ 22 ]. Given the close similarities 
between such CDSS and the previously introduced framework for in silico hypoth-
esis discovery methods or tools (as is illustrated in Fig.  8.2 ), this phenomenon is 
important to keep in mind for the remainder of this chapter. 

8.2.1      Knowledge Engineering 

 The core theories and methods that underlie the ability to systematically and rigor-
ously represent conceptual knowledge inform a set of application-level techniques 
known as knowledge engineering (KE). The KE process (Fig.  8.5 ) incorporates four 
major steps:

     1.    Acquisition of knowledge (KA)   
   2.    Representation of that knowledge (KR) in a computable form   
   3.    Implementation or refi nement of intelligent agents (e.g., applications that use 

formally represented knowledge to reason upon data sets and generate results of 
interest to end-users) or applications   

   4.    Verifi cation and validation of the output of those knowledge-based agents or 
applications against one or more reference standards.    
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  Fig. 8.4    Overview of a prototypical CDSS platform, incorporating conceptual, procedural, and 
strategic knowledge types in order to generate actionable knowledge from patient-derived data       
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  With regards to the fi nal step of the KE process (verifi cation and valida-
tion), the reference standards used to evaluate the performance of an intelligent 
agent can include expert performance measures, requirements acquired before 
designing the knowledge-based system and/or requirements that were realized 
upon implementation of the knowledge-based system. In this context, verifi ca-
tion is the process of ensuring that the knowledge-based system meets the initial 
requirements of the potential end-user community. In comparison, validation 
is the process of ensuring that the knowledge-based system meets the realized 
requirements of the end-user community once a knowledge-based system has 
been implemented [ 23 ].  

8.2.2     Theoretical Frameworks for KE 

 Underlying the KE process is a set of theories concerning the ability to acquire and 
represent knowledge in a computable format, which is known as the physical sym-
bol hypothesis. First proposed by Newell and Simon [ 24 ], and expanded upon by 
Compton and Jansen [ 25 ], the physical symbol hypothesis argues that knowledge 
consists of both symbols of reality, and relationships between those symbols. This 
defi nition of knowledge thus allows for the creation of “physical symbol systems” 
(e.g., conceptual knowledge collections), which are defi ned as:

  …a set of entities, called symbols, which are physical patterns that can occur as compo-
nents of another type of entity called an expression (or symbol structure). Thus, a symbol 
structure is composed of a number of instances (or tokens) of symbols related in some 
physical way (such as one token being next to another). At any instant of time the system 
will contain a collection of these symbol structures. [ 26 ] 
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  Fig. 8.5    Overview of the Knowledge Engineering ( KE ) process, consisting of knowledge acquisi-
tion ( KA ), knowledge representation ( KR ), system implementation and refi nement, and the verifi -
cation and validation of those systems (numbered per the steps enumerated in Sect.  8.2.1 ). Of note, 
there is an optional feedback mechanism from the verifi cation and validation results back to the 
initial KA component, which helps to inform subsequent KA activities and the refi nement of exist-
ing knowledge bases       
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   In a similar manner, it has been argued within the KE literature that the 
 psychological constructs used by experts can be used as the basis for informing the 
design and composition of conceptual knowledge collections [ 27 ]. This argument 
is based on a framework for expertise transfer known as Kelly’s Personal Construct 
Theory (PCT). PCT defi nes humans as “anticipatory systems”, where individuals 
create templates, or constructs that allow them to recognize situations or patterns 
in the “information world” surrounding them. These templates are then used to 
anticipate the outcome of a potential action given knowledge of similar previous 
experiences [ 28 ]. Kelly views all people as “personal scientists” who make sense 
of the world around them through the use of a hypothetico-deductive reasoning 
system. The details of PCT help to explain how experts create and use such con-
structs. Specifi cally, Kelly’s fundamental postulate is that “ a person’s processes are 
psychologically channelized by the way in which he anticipated events ” [ 28 ]. This 
is complemented by the theory’s fi rst corollary, which is summarized by his state-
ment that [ 28 ]:

  Man looks at his world through transparent templates which he creates and then attempts to 
fi t over the realities of which the world is composed… Constructs are used for predictions 
of things to come… The construct is a basis for making a distinction… not a class of 
objects, or an abstraction of a class, but a dichotomous reference axis. 

 Building upon these basic concepts, Kelly goes on to state in his Dichotomy 
Corollary that “ a person’s construction system is composed of a fi nite number of 
dichotomous constructs ” [ 28 ]. Finally, the parallel nature of personal constructs 
and conceptual knowledge is illustrated in Kelly’s Organization Corollary, which 
states, “ each person characteristically evolves, for his convenience of anticipating 
events, a construction system embracing ordinal relationships between constructs ” 
[ 27 ,  28 ]. 

 When taken as a whole, the two preceding theoretical frameworks provide the 
basic premises for arguing that:

    1.    Domain experts (e.g., humans) use personal constructs that roughly approximate 
those constructs that defi ne formal knowledge (e.g., conceptual, strategic, and 
procedural knowledge), so as to make sense of the “information world” sur-
rounding them;   

   2.    Formal knowledge can be represented in a computationally tractable format, 
based upon the physical symbol hypothesis, and again, such symbolic systems 
closely approximate the defi nitions of conceptual knowledge; and   

   3.    Knowledge engineering methods, and in particular, knowledge acquisition tech-
niques, provide a set of tools for the elicitation and representation (in computable 
formats) of domain expert knowledge, helping to bridge the two preceding and 
complementary postulates.     

 Thus, it is possible to systematically and rigorously collect, formalize, and 
represent domain knowledge in a manner such that computers can reason upon 
those knowledge collections in a high throughput manner, thus replicating expert 
hypothesis generation processes in a way that is not constrained by innate human 
cognitive limitations and/or potential biases. Such a conclusion “opens the door” 
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for an  exploration of ensuing in silico hypothesis discovery methods, as will be 
introduced in Sect.  8.3 . Additionally, Payne et al. [ 29 ] provide a more comprehen-
sive review of the theories, frameworks, and methods that make up the biomedical 
KE domain.   

8.3      Design and Use of Intelligent Agents for In Silico 
Hypothesis Generation 

 While there exist a broad variety of methods that can be used for the purposes 
of in silico hypothesis discovery, spanning a spectrum from machine learning 
and data mining to iterative human-computer interaction in order to discovery 
high level patterns within complex data sets, for the purposes of this chapter, we 
will focus on a specifi c and exemplar type of methodology known as  knowledge 
discovery in databases  (KDD). This specifi c method has been selected in order 
to highlight the generalizable features of a much broad class of knowledge-based 
software and intelligent agents that can be used for in silico hypothesis genera-
tion. At a high level KDD is concerned with the utilization of intelligent agents, 
which are software applications that are designed to replicate human problem 
solving through the leverage of conceptual knowledge collections as an integral 
part of their architecture and function. In KDD, intelligent agents are used spe-
cifi cally to derive knowledge from the contents of databases, including database 
metadata. The use of domain-specifi c conceptual knowledge collections, such as 
ontologies, is central to the KDD induction process since commonly used data-
base modeling approaches do not incorporate semantic knowledge corresponding 
to the database contents. This overall approach is the basis for a specifi c KDD 
methodology known as  constructive induction  (CI). In CI, data elements defi ned 
by a database schema are mapped to concepts defi ned by one or more ontologies 
or equivalent conceptual knowledge collections. Subsequently, the relationships 
included in the mapped ontologies are used to induce semantically meaningful 
relationships between the mapped data elements. The induction process gener-
ates what are known as “facts” concerning the contents of the database, which are 
defi ned in terms of data elements and semantic relationships that signifi cantly link 
those elements together (Fig.  8.6 ).

   These “facts” (which are a type of conceptual knowledge) can then be used 
to support higher level reasoning about the data defi ned by the targeted database 
schema. It is important to note that such “facts” can exploit the transitive closure 
principles associated with the graph-like representation of most ontologies, and 
therefore may include intermediate concepts that do not map to a database element 
but serve to create a semantically related concept triplet or high-order relationship 
that begins and terminates with concepts that do map to database elements. 

 The implementation of an intelligent agent that utilizes the preceding CI method-
ology often follows the multi-step process illustrated in Fig.  8.7  (which each phase 
numbered to refl ect the following description) and outlined below:
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•      Phase 1 – Metadata to Conceptual Knowledge Entity Mapping : In the fi rst 
phase of implementing a CI-based agent, the metadata that serves to defi ne a 
knowledge source of interest (e.g., a data dictionary or equivalent description of 
the contents of a data set or sets) must be mapped using either manual or auto-
mated processes to the entities that comprise one or more conceptual knowledge 
collections (e.g., syntactic or semantic matching of metadata defi nitions to enti-
ties in a terminology, ontology, or equivalent construct). This process usually 
results in one-to-many mappings, in which each metadata items corresponds to 
more than one conceptual knowledge entity. For example, if mapping a clinical 
data set with the specifi c variable corresponding to a “White Blood Cell Count”, 
depending on the mapping approach being used and the intent of the KE initia-
tive, that variable could be linked to multiple ontology-anchored concepts, such 
as the molecular entity “White Blood Cell”, the laboratory procedure “White 
Blood Cell Count”, as well as the clinical fi ndings of “White Blood Cell Count 
Normal”, “White Blood Cell Count High”, and “White Blood Cell Low.” This 
process generates a “knowledge map” that resolves individual variables of 
 interest in the metadata being utilized to a corresponding set of atomic concep-
tual knowledge entities.  

  Fig. 8.6    Overview of constructive induction process whereby mapping between database ele-
ments as described via their metadata and corresponding ontology concepts are used to induce new 
“facts” concerning the contents of the database. In this general case, concepts 6–8, which is 
included in the ontology but does not map to the database construct, is used as an intermediate 
concept to defi ne a concept triplet or higher order construct involving multiple intermediate enti-
ties that begins and terminates with data elements that map to concepts in the ontology construct       
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•    Phase 2 – Subset Selection from Knowledge Collection(s) : Given that many 
conceptual knowledge collections contain thousands, if not hundreds of thou-
sands, of distinct atomic entities and corresponding hierarchical or semantic 
relationships, such constructs can present computational challenges, such as the 
tractability, computational cost, or timeliness of computational tasks applied to 
such knowledge collections, which can be addressed through a process known as 
 search space reduction . Effectively, once Phase 1 (Metadata to Conceptual 
Knowledge Entity Mapping) is complete, we can select a subset of those concep-
tual knowledge collections that directly correspond to: (1) the atomic elements 
mapped to the targeted metadata; (2) the hierarchical and/or semantic relation-
ships that serve to link those atoms together; and (3) any additional atoms neces-
sary to complete the linking paths identifi ed via [ 2 ]. This allows refi nement of 
the initial knowledge collections to one that is constrained to the problem- solving 
task at hand.  

•    Phase 3 – Depth-based Annotation : Once we have reduced the overall search 
space (Phase 2), an additional computational challenge must be addressed, 
concerned with the granularity of concepts being used for reasoning purposes. 
If we extend our prior example of “White Blood Cell Count” and its mapping 

  Fig. 8.7    Overview of major steps, resources, and outputs associated with the design and use of a 
CI-based agent       
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to an ontology-anchored concept of the laboratory procedure that has that same 
name, such a mapping could be used, when traversing the atomic units of infor-
mation and relationships that comprise an ontology, to assert a relationship 
between “White Blood Cell Count” and the broad category of “Laboratory 
Procedures”, which then in turn allows for the resolution of relationships with 
every other known laboratory procedures subsumed by that concept. This 
would be a factually accurate relationship to assert, but one that is functionally 
useless for hypothesis discovery, as it is overly broad and general. Why is this 
the case? Simply put, the concepts of “White Blood Cell Count” and 
“Laboratory Procedure” are not of an equivalent level of granularity (e.g., the 
former is much more specifi c than the latter). One approach that can serve as a 
surrogate for concept granularity in the source ontologies employed by a 
CI-based agent is the relative depth from the ontology root of those concepts 
(Fig.  8.8 ). Using such measurements, we can then constrain “fact induction” 
(Phase 4) to include only relationships between conceptual entities that exist at 
a similar or deeper depth from the ontology root and therefore can be expected 
to express useful and not overly generic hypothetical relationships. Doing so, 
however, requires us to fi rst calculate the depth to the ontology root (or roots) 
for every conceptual entity selected in Phase 2 of this process, usually using 
the shortest such path as the preferred measurement when there exist more than 
one path from the concept to the root of the source ontology or equivalent con-
ceptual knowledge construct.

  Fig. 8.8    Illustration of depth-based annotation and its implications for the induction of useable vs. 
unusable (e.g., overly general) “facts” or hypotheses       
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•       Phase 4 – “Fact” Induction : Once we have completed Phase 1–3, we can begin 
the “fact” induction process. In this phase we begin with a collection of variables 
contained within the target metadata of interest. For example, we could select all 
of the clinical measurements available that might serve to characterize how a 
patient would response to a therapy (such as laboratory fi ndings or disease- 
specifi c performance or functional status indicators). Now, beginning with those 
variables, we can select a second set of variables that might serve as biomarkers 
of interest for predicting such treatment outcome, for example, indicators of 
genomic expression. Then, using the conceptual knowledge collection(s) that are 
mapped and sub-selected due to their connections to such variables, we can 
begin to explore the graph like representation of that knowledge to identify path-
ways that may link together variables in those two respective target “sets”, being 
mindful of the granularity controls introduced in Phase 3. It is important to note 
in this process that such pathways are often “higher order” and can include mul-
tiple “intermediate” concepts and relationships that serve to link together an ini-
tial and terminal concept. For example, using our favorite case of “White Blood 
Cell Count”, we might fi nd that it is linked to the molecular entity “White Blood 
Cell” via a relationship labeled as “measures”, and that “White Blood Cell” in 
turn has a relationship labeled as “expressed in” that connects it to the entity 
“Lymphatic Tissue.” Subsequently “Lymphatic Tissue” could be linked via mul-
tiple “site of” relationships to a variety of bio-molecular processes that in turn 
may have relationships to certain genes or gene products that serve to mea-
sure the function or outcomes of those processes. Thus, we can then assert a 
“fact” that may infer a testable hypothesis linking our initial and terminal con-
cepts and that could be tested using information contained in the source data 
sets(s) characterized by the metadata fi rst identifi ed in Phase 1 of this process (as 
illustrated in Fig.  8.9 ).

•       Phase 5 – Prioritization via Support Analyses : In this nearly fi nal step, it is 
often necessary to prioritize the hypotheses (or “facts”) generated in Phase 4, 

  Fig. 8.9    Example of “fact” induction for prototypical example, in this case, creating testable 
hypotheses linking the initial and terminal concepts via multiple intermediate concepts and rela-
tionships (please note, this example assumes satisfaction of the depth based granularity controls 
associated with Phase 3 of the overall CI process)       
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using some sort of quantifi able metric. This is necessary as CI-based agents can 
often generate thousands of hypotheses when reasoning over even a hundred or 
more initial and terminal variables. It is unlikely that human beings will take the 
time and expense (or have the energy and focus) to review and test all possible 
hypotheses. In response to this need, we often go back to the source data or alter-
natively, look at published literature and the knowledge that can be extracted 
from that literature (for example, the statistical distributions or co-occurrence of 
two variables of interest in the data or literature respectively) to calculate a sup-
port metric. Such support metrics tell us how common or uncommon those data 
or concepts are, and can be used to judge either the likelihood of the hypothesis 
being testable and/or novel. Then, depending on our use case, we can apply such 
metrics to prioritize or rank hypotheses for exploration and testing.  

•    Phase 6 – Evaluation : Finally (and perhaps most importantly), we must evaluate 
the output of CI-based agents using a variety of verifi cation and validation meth-
odologies. Such evaluations must incorporate multiple dimensions, include the 
factual accuracy or validity of system output, its likelihood in terms of informing 
novel hypotheses, and its overall utility as judged by the targeted end users. 
Further details on specifi c approaches to addressing this particular need are pro-
vided in Sect.  8.4 .     

8.4      Evaluating the Output of In Silico Hypothesis 
Generation Tools and Methods 

 The verifi cation and validation of conceptual knowledge collections and the results 
of intelligent agents that leverage such knowledge to reason over data sets is ide-
ally approached as an iterative and multi-method evaluation approach. First and 
foremost, when designing and applying such evaluation plans, it is very important 
to recognize and understand what types of process or outcomes measures are being 
targeted. Attaining such an understanding, in the context of intelligent agent design, 
requires us to differentiate between verifi cation and validation. To summarize the 
defi nitions provided earlier,  verifi cation  is the evaluation of whether an intelligent 
agent meets the perceived requirements of end-users, and  validation  is the evalua-
tion of whether that same agent meets the realized (i.e., “real-world”) requirements 
of the end-users. The only difference between these techniques is that during veri-
fi cation, results are compared to initial design requirements, whereas during valida-
tion the results are compared to the requirements for the system that are realized 
after its implementation. 

 Examples of verifi cation and validation criteria include the degree of interre-
latedness of the relationships discovered by the intelligent agent, the logical con-
sistency of those relationships, and multiple-source or expert agreement with the 
results generated therein. Often, the degree of interrelatedness between relation-
ships generated by an intelligent agent for hypothesis discovery purposes is used 
as a measure of its “quality”, with such “quality” being defi ned by the degree to 
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which possible relationships between entities are enumerated or otherwise defi ned 
within the underlying knowledge collections. The logical, or axiomatic consis-
tency of the relationships that comprise a hypothesis is often used as a measure 
of the accuracy of the output of the agent, again as defi ned by the correspondence 
of axioms that may be derived from the source knowledge collection(s) with 
the hierarchical and semantic assertions that make up such conceptual knowl-
edge. Finally, multiple- source or expert agreement is most commonly used to 
validate the utility or impact of the output of the intelligent agent in “real world” 
application-oriented scenarios. This later set of measures is a critical criterion 
when attempting to measure the likely utility or impact of results generated by an 
intelligent agent. Unfortunately, there is not a single approach for measuring mul-
tiple-source, or expert agreement – since most evaluation methods corresponding 
to this type of metric involve the engagement of multiple (human) subject matter 
experts (SMEs). Instead, metrics must be chosen based upon variables such as 
data type as well as the number and types of knowledge sources being used. Most 
importantly, such analyses must be formulated in a manner consistent with the 
relative importance of four different types of agreement: (1) consensus; (2) cor-
respondence; (3) confl ict; and (4) contrast. Defi nitions of each of these types of 
agreement are provided in Table  8.1 . A detailed discussion of the techniques that 
may be applied to measure agreement can be found in the reviews provided by 
Hripcsak et al. [ 30 ,  31 ].

   At the highest level, the specifi c methods that can be used to satisfy the types of 
evaluation measures introduced above can be organized into a taxonomy consist-
ing of the following major categories: heuristic, quantitative, information theoretic, 
graph theoretic and logical (Fig.  8.10 ). Brief descriptions of the techniques included 
in each category are provided below:

   Table 8.1    Differentiation of types of agreement in multi-expert KA studies. In this model, the use 
of the “same” nomenclature or distinctions refers to the sources or experts using semantically 
similar or compatible means of describing or classifying concepts in a domain. Similarly, the use 
of “different” nomenclature or distinctions refers to the sources or experts using semantically 
dissimilar or incompatible means of describing or classifying concepts in a domain       

P.R.O. Payne



143

8.4.1       Heuristic Methods 

 Heuristic metrics are probably the most common approach to verifying or validat-
ing the output of intelligent agents such as in silico hypothesis discovery tools. In 
this case, we use the term heuristic to refer to “rules of thumb” or more formally, 
rules that are informed by the expertise or commonly held knowledge of human 
SMEs. The advantages of using heuristics are the ability to incorporate domain-
specifi c knowledge or conventions, and their simplicity (i.e., knowledge engineers 
or experts manually review the knowledge collection to determine if the contents 
are consistent with the heuristics). However, since such measures are diffi cult to 
automate or scale to larger data sets, such heuristic techniques are limited in their 
tractability when applied to “big data” contexts. Furthermore, heuristically compar-
ing “quality” across multiple hypotheses or underlying knowledge collections is 
diffi cult, as a result of the relative and qualitative nature of the evaluation. Specifi c 
heuristic criteria for verifying or validating the output of intelligent agents have 
previously been proposed by Gruber [ 32 ] and include the following factors:

•    Clarity  
•   Coherence  
•   Extendibility  
•   Minimal encoding bias  
•   Minimal deviation from ontological commitment, where ontological commit-

ment refers to the situation were all observable actions of a knowledge-based 
system utilizing the given ontology are consistent with the relationships and 
 defi nitions contained within that ontology.     

8.4.2     Quantitative Methods 

 Quantitative methods of evaluating the results generated by intelligent agents are 
best suited for measuring both multi-source agreement and the degree of interre-
latedness of ensuing hypotheses. Such measures can include simple statistics such 
as the precision, accuracy and chance-corrected agreement of the multiple sources 

Verification & Validation Metrics

Heuristic Quantitative Information Theoretic Graph Theoretic Logic (Consistency)

  Fig. 8.10    Taxonomy of verifi cation and validation metrics for the results generated by intelligent 
agents that leverage conceptual knowledge collections       
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used during reasoning processes [ 31 – 36 ]. Using frequency-based measures (e.g., 
measuring the frequency with which a given entity is related to other entities within 
the knowledge collection) in addition to simple statistics can allow for the assess-
ment of the degree of interrelatedness of a set of multiple hypotheses [ 37 ].  

8.4.3     Information Theoretic Methods 

 Information theoretic methods are most commonly applied to measure multi-source 
agreement in an aggregate collection of multiple hypotheses. The use of informa-
tion theory to evaluate the agreement between multiple sources is based on the 
argument that if such agreement exists, it will be manifested as repetitive patterns 
within the resulting information constructs. To utilize this verifi cation and validation 
approach, the relationships between units of knowledge that make up each constitu-
ent hypothesis must be represented as a numerical matrix, where each cell contains 
a numerical indication of the strength of the relationship between the two units of 
knowledge identifi ed by the corresponding row and column indices. Given such a 
matrix, repeating patterns can be quantifi ed based on their effect on information 
content or complexity. Matrix complexity is determined by calculating the number 
of repeating patterns within the matrix less the contribution of the overall envi-
ronment within which the matrix is constructed. The probability of each repeating 
pattern detected in the actual matrix occurring randomly or as a result of the envi-
ronmental contribution can be computed by generating multiple random matrices. 
As matrix complexity decreases, the degree of multi-source agreement increases 
[ 35 ]. This type of evaluation method is summarized in Fig.  8.11 , and further detail 
can be found in the work reported on by Kudikyala et al. [ 35 ].

8.4.4        Graph Theoretic Methods 

 Graph theoretic methods are based on the ability to represent knowledge-based 
formulations, such as the output of intelligent agents, as graph constructs, where 
individual units of information or knowledge are represented as nodes, and the rela-
tionships between these units as arcs. Such graph representation of knowledge col-
lections has been described in a number of areas, including ontologies [ 32 ,  38 ], 
taxonomies [ 39 ,  40 ], controlled terminologies [ 41 ] and semantic networks [ 40 ,  42 ]. 
Given a particular graph representation of a hypothesis or set of hypotheses, the 
degree of interrelatedness of those knowledge-based products can be assessed using 
a group of graph-theoretic techniques known as class cohesion measures. Such 
metrics are used to assess the degree of cohesion, a property representative of con-
nectivity within a graph. Specifi c class cohesion measurement algorithms include 
the Lack of Cohesion of Methods (LCOM), Confi gurational-Bias Monte Carlo 
(CBMC), Improved Confi gurational-Bias Monte Carlo (ICBMC) and Geometrical 
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Design Rule Checking (DRC) algorithms [ 43 ]. All of these algorithms use some 
combination of the number of and distance between interrelated vertices within the 
graph as the basis for determining cohesion. Most cohesive graphs generally pos-
sess more interrelated vertices with relatively short edges between them. However, 
it is important to note that a precise defi nition of what constitutes “cohesion” in a 
graph is not necessarily universally agreed upon. Due to this lack of agreement, 
class cohesion algorithms tend to utilize different measures for cohesion. The appli-
cability of these metrics varies depending on the specifi c evaluation context. As 
a result, the selection of an appropriate cohesion measure is highly dependent on 
the specifi c nature of the data set and application scenario being evaluated. Further 
details concerning the theoretical basis and application of graph theory-based cohe-
sion measures can be found in the review provided by Zhou et al. [ 43 ].  

8.4.5     Logical Methods 

 The application of logic-based verifi cation and validation techniques for the out-
put of intelligent agents focuses on the detection of axiomatic consistency. These 
techniques require the extraction of logical axioms from the knowledge collection 
that has informed such in silico hypothesis discovery operations. Once axioms have 
been extracted, they are then applied within the targeted domain in order to evaluate 
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  Fig. 8.11    Overview of information theoretic evaluation method for determining the degree of 
multi-source or expert agreement within a knowledge collection or system       
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their consistency and performance. In addition, logical methods can be utilized to 
examine axioms and assess the existence of unnecessary or redundant relationships 
within the knowledge collection. One of the most common approaches to imple-
menting this type of evaluation is the representation of the individual hypothesis 
generated by the agent as formal ontological constructs within the Protegé knowl-
edge editor [ 44 ]. Once such hypotheses have been represented in Protégé, logical 
axioms can be extracted and evaluated using the Protegé Axiom Language (PAL) 
extension [ 45 ]. An example of this method can be found in the formal evaluation of 
the logical consistency of the Gene Ontology (GO) [ 46 ] reported by Yeh et al. [ 45 ].  

8.4.6     Hybrid Methods 

 As described earlier, hybrid methods for verifying or validating knowledge col-
lections involve the use of techniques belonging to two or more of the classes of 
measures as described above. An example of such a hybrid method is the novel 
computational simulation approach to validating the results of multi-expert cat-
egorical sorting studies as proposed by Payne and Starren [ 47 ]. This approach 
measures multi-source agreement using a combination of quantitative and graph 
theoretic methods. Another example of a hybrid technique is the use of hypothesis 
discovery methods, such as hierarchical clustering [ 48 ] to determine the degree of 
interrelatedness of a knowledge collection. Such evaluative methods combine sta-
tistical, heuristic and graph theoretic techniques.   

8.5     Implications for Stakeholders 

 It can be seen that each of the different stakeholders described in Chap.   1     benefi ts 
realizing the vision of a Translational Informatics model that enables and facilitates 
knowledge-driven healthcare. With specifi c regard to the concepts associated with 
in silico hypothesis discovery, these benefi ts are multi-fold, and largely focus upon 
the accelerated pace and ease with which new diagnostic and therapeutic discover-
ies can be generated from existing or new data sets. Specifi c benefi ts at all of the 
levels introduced in Chap.   1     include: 

8.5.1     Evidence and Policy Generators 

•      Investments in the creation of large-scale and multi-dimensional data sets 
can exhibit much higher returns on investment  owing to the ability to gener-
ate a larger number of testable and potentially clinically actionable hypotheses 
from those resources;  
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•    Novel evidence and/or policy frameworks can be inferred based upon 
 previously undiscovered patterns or motifs in historical data sets , thus allow-
ing such knowledge or decision making to be informed by the best possible 
information.     

8.5.2     Providers and Healthcare Organizations 

•     Providers are able to  engage in the delivery of evidence-based and precision 
medicine informed by a full spectrum of scientifi c knowledge  that has been 
formulated by identifying and testing large numbers of hypotheses against all 
available data types and resources  

•    Healthcare organizations can leverage their investments in EHR technolo-
gies and bio-molecular instrumentation  so as to rapidly learn from all patient- 
centered data being created during the course of normal clinical operations; that 
is, achieving the vision of a “learning healthcare system” wherein every patient 
encounter is an opportunity to both create new knowledge and improve care for 
that patient, their family, and their community.     

8.5.3     Patients and Their Communities 

•      Patients are able to be part of the “learning healthcare system”  such that they 
both become an integral component of research processes and benefi t from the 
knowledge generated therein  

•    Interested community members can begin to identify novel or interesting 
associations between disparate data that spans healthcare providers and the 
world-at-large , thus becoming part of the research enterprise. For example, 
community members could use in silico hypothesis discovery tools to identify 
relationships between healthcare outcomes and socio-demographic factors that 
could inform advocacy and/or community development activities intended to 
promote wellness.      

8.6     Conclusions 

 As has been discussed in a variety of ways throughout this book, the ongoing 
growth and increasing complexity of biomedical data presents a wealth of chal-
lenges and opportunities relative to informing a Translational Informatics vision 
for knowledge- drive healthcare. In this chapter, we have discussed a specifi c aspect 
of those challenges and opportunities, concerned with the disconnect between the 
volume of data being generated in numerous settings and the current state-of-the-art 

8 In Silico Hypothesis Discovery



148

in terms of hypothesis formulation and testing relative to such resources, which 
remains extremely basic. As has been illustrated, most if not all hypotheses that are 
evaluated in the modern scientifi c setting are generated in a low-throughput manner 
based upon the intuition or belief systems of an individual or team of investiga-
tors. Despite historical precedence for such approaches, they are discordant with 
the modern, high-throughput data types we regularly encounter, and that are being 
generated by EHRs, PHRs, sensor technologies and bio-molecular instrumentation 
(to name a few of innumerable examples). In response to this challenge, we can look 
to a set of core concepts that underlie alternative and high-throughput approaches 
that can lead to in silico hypothesis discovery paradigms. These types of methods 
employ domain-specifi c conceptual knowledge collections, such as ontologies or 
knowledge that can be extracted from the domain literature using machine learn-
ing or natural language processing methods, in order to reason upon and generate 
hypothesis corresponding to a data set or data sets in an extremely high throughput 
manner, usually realized via the implementation of knowledge-based and intelligent 
software agents. While these types of in silico hypothesis discovery methods remain 
very early in their development, they also hold great promise in terms of accelerat-
ing the pace, breadth and depth of scientifi c discovery in the “big data” era, and thus 
represent a critical dimension of the vision for Translational Informatics. 

  Discussion Points    

•     What are the major barriers to the generation and testing of hypotheses in large- 
scale and/or heterogeneous data sets?  

•   What differentiates procedural, strategic, and conceptual knowledge? How are 
these knowledge types related across a continuum of operationalization?  

•   What role can conceptual knowledge collections play in overcoming the preced-
ing barriers?  

•   As an example of an in silico hypothesis discovery method, what considerations 
must be addressed when employing Constructive Induction (CI) relative to con-
cept granularity and/or the evaluation of ensuing hypotheses?  

•   When evaluating the output of knowledge-based intelligent agents used for in 
silico hypothesis generation, what is the fundamental difference between the 
verifi cation versus validation of such constructs?         
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         By the End of this Chapter, Readers Should Be Able to:  

•      To understand the importance of the patient role in translational informatics  
•   To identify examples of how patients can be engaged  
•   To understand risks to patients and how patients can be protected  
•   To recognize trends and factors in patient engagement  
•   To identify potential risks to translational informatics from patient-driven 

activities     

9.1     Introduction 

 Throughout the previous chapters, there have been many components that are 
directly related to patients. In reality, all of translational informatics is related to 
patients, since the ultimate goal is to improve the health and healthcare of patients. 
But some parts of the fi eld are more directly related than others. De-identifi cation 
algorithms that allow a large set of medical records to have protected health infor-
mation removed, so that the dataset can be transferred to other scientists who are 
applying data mining algorithms that can discover associations between groups is 
ultimately related to patients, since those associations may eventually lead to new 
treatments. But it feels comparatively more distant to patients than a website that 
helps them directly to enroll in clinical trials related to their conditions. Other initia-
tives, such as mining the bibliome (Chap.   5    ) and Big Data (Chap.   7    ) feel even more 
distant. Some translational informatics projects are fully dependent on patients and 
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consumers being engaged in the project, others just require their consent, and some 
just require their data. 

 In this chapter, we focus on the more patient-connected parts of translational 
informatics and clarify connections to patients that exist. Previous chapters have 
looked at a specifi c scientifi c paradigm. Here, we will instead focus directly on the 
patient. We begin by describing from the patient perspective the various ways one 
can be involved in research and affected by translational informatics. We then focus 
on areas from that perspective dependent or affected on patient engagement, and 
describe methods that may be used to make the engagement, and therefore the 
research, more successful. Throughout, we give examples of projects that have 
improved research and translational informatics by improving patient engagement.  

9.2     Patient Participation in Research 

 Patients participate in the research process in various ways. Among the most obvi-
ous is by participating as subjects in research studies. In a prospective study, indi-
viduals are followed over a period of time, with data being collected throughout the 
study for measurements used in statistical tests. 

9.2.1     Recruitment 

 Participation in a prospective trial begins with recruitment where potential subjects 
are contacted and requested to participate in a trial. Recruitment happens in multiple 
ways. With some studies, patients may hear about a study through advertisements 
and then contact the study team. In other studies, patients are contacted directly by 
a clinician providing care or someone representing the care provider. These repre-
sent the most common forms of recruitment. 

 Ideally, studies with generic inclusion criteria understood by patients or needing 
to study a broad population would use advertising as a recruitment strategy, while 
studies with more complicated criteria or with rare conditions that are better under-
stood by clinicians would have providers recruit patients directly. In reality, neither 
works well. Two challenges to recruitment are complicated or restrictive entry cri-
teria, and clinician participation in recruitment [ 1 ]. Unfortunately, these two issues 
work together – restrictive entry criteria often need clinical judgment or information 
to identify potential subjects, but identifying this information by clinicians takes 
time, which is already a scarce resource. The result is that most clinical trials experi-
ence recruitment problems [ 1 ,  2 ], including delays, increased costs, or failures of 
the study [ 3 ,  4 ]. 

 Recently, some initiatives have improved recruitment success by leveraging 
patient engagement in the recruitment process. Rather than patients being contacted 
by researchers through advertising or clinicians, patients can proactively indicate 
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their desire to participate in clinical trials, and are then contacted directly. Other 
initiatives have proactively outreached to patients to participate generally in trials, 
creating registries of potential subjects. And still others allow patients to search for 
potential clinical trials based on their clinical information. For example, TrialX.com 
is a consumer website where patients can specifi cally search for clinical trials by 
entering health information and fi nd matching entry criteria [ 5 ]. Notifi cation infor-
mation can then be sent to investigators if the individual matches the criteria, and 
wishes to volunteer as a subject. These initiatives are areas where translational 
informatics has facilitated patient engagement to improve recruitment. 

 A future direction for clinical trial recruitment and informatics is to facilitate the 
use of data in personal health records (PHRs) to facilitate patient-driven recruit-
ment. Use of clinical information by patients, either manually entering the data into 
a search site like TrialX.com, or interpreting the link between data in a PHR and 
trial entry criteria, is a barrier that can reduce patient engagement such that they 
may not participate. The initial successes and proliferation of sites like TrialX 
make it clear that many patients are willing and eager to participate in trials. 
Recruitment failure is therefore often due to barriers patients face in the process, 
that makes them either not engage initially or lose interest before actual recruit-
ment. Anything that reduces the burden of patients to enroll in trials will improve 
the success of patient engagement. By proactively using the information in PHRs, 
patients could automatically search for qualifying clinical trials [ 6 ]. TrialX.com 
allows for importing data from PHRs, but ideally the trial search function would be 
incorporated in the PHR.  

9.2.2     Consent 

 After patients are recruited to participate in a study, they must individually give 
consent to participate, and agree to have data collected and used. In a natural history 
study, only information is collected – no intervention is given to any subjects as part 
of the research study. Some of the most famous research studies in medicine have 
been natural history studies. The Framingham Heart Study, which began with a 
cohort of over 5,000 individuals in Framingham, MA, has been among the most 
infl uential studies in medicine. Much of what we now know as important for treat-
ment and management of cardiovascular health began with this study. The subjects 
were followed for many years, with multiple data collection points throughout the 
study. Over time, scientists were able to see correlations between data they had col-
lected on subjects and their eventual health. While natural history studies do not 
change the treatments given to subjects, they are still intrusive. Data collection can 
be diffi cult, time-consuming, and, where it requires invasive medical tests, even 
painful. If the information needed for a natural history study is already being col-
lected as part of standard care, this data can be collected and used for the study 
instead, thus decreasing the discomfort for the subject and increasing the effi ciency 
of the study. It can also increase the ease of participation, and lead to easier patient 
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recruitment. Some institutions have created research data warehouses based only on 
data collected as part of standard care, existing in the EHRs. These research initia-
tives have limited the invasiveness of research recruitment down to just consent to 
use the information. Examples include the many current translational informatics 
initiatives currently requesting for patients to “donate” their data [ 7 – 9 ]. 

 Even when the data collection is minimized by using existing data from the EHR 
and not changing the intervention, there is still a burden to the patient for which 
consent is needed. This burden is a privacy and confi dentiality risk. Health care 
assessments and therapies are personal and sensitive, and the record of those inter-
actions should not be known outside those providing care, receiving care, or paying 
for care. The Health Insurance Portability and Accountability Act (HIPAA) Privacy 
Rule and the Health Information Technology for Economic and Clinical (HITECH) 
Health Act specifi cally protect patients, by defi ning what data are protected, defi n-
ing rules for the use for the protected health information (PHI), and including penal-
ties for the misuse and loss of PHI. Institutional review boards (IRBs) also protect 
patients in natural history studies against loss of privacy. While protection of confi -
dentiality and privacy does not require engagement of patients directly, it is by 
intent a very patient-centered component of research. 

 A method to reduce the privacy and confi dentiality risk is to de-identify data by 
removing identifying information, such that there are not certain indications of the 
individual with the data. Though full anonymization of clinical data is not possible 
[ 10 ], removal of specifi c identifying information can reduce the risk of 
 re- identifi cation to reduce the risk to acceptable levels [ 11 ]. For some institutions, 
careful use of data de-identifi cation has allowed the creation of very large research 
cohorts, that use both data from EHRs linked to biospecimens from discarded sam-
ples [ 12 ]. By reducing the risk to privacy and confi dentiality, they have fully reduced 
the burden to patients needed to create a biobank.  

9.2.3     Data Collection and Integration 

 Once a patient has consented for use of their EHR data for a natural history, second-
ary data use study, the patient engagement is basically done. For interventional stud-
ies or natural history studies that require primary data collection, patient participation 
begins at consent. Subjects are required to participate in either intervention or data 
collection activities multiple times throughout the study, for the initial data, for the 
fi nal outcomes measurements, and for monitoring during the course of the study. 
This can also be a burden for the patients, requiring time and inconvenience. Ideally, 
data needed for research is the same as data needed for care, but often the research 
and care processes are separate, requiring either different testing schedules or dif-
ferent data elements. To reduce patient inconvenience, some researchers have con-
sidered integrating scheduling data for clinical care and research calendars [ 13 ]. 
The result would be that where appropriate, research visits and clinical care visits 
are coordinated, decreasing the patient burden for research participation. 

A.B. Wilcox



157

 A side effect of participation in an interventional clinical trial for a patient is that 
the patient is receiving an intervention that is not part of standard care, and may not 
be coordinated with other care received. For example, if a patient is recruited to a 
trial that is not directed by the patient’s primary physician, other clinicians will be 
providing interventional care for that patient independent of their primary physi-
cian. Because the clinical trial information system is usually separate from the EHR, 
information about the treatment received may not be accessed as part of regular 
clinical care. For example, a patient may receive an intervention as part of a clinical 
trial that is not indicated in the patient record, and the treating physicians in an 
emergency department may not know about the intervention unless the patient 
informs them of the intervention. Integrating information from the research data 
system to the EHR to notify treating clinicians is thus important to reduce unantici-
pated interactions between care provided, and improve patient safety. 

 Patient engagement can directly infl uence research in the area of data collection, 
because a result of increased patient engagement in health and healthcare is greater 
data about patients. Consumer health and social media sites like PatientsLikeMe.
com have emerged as more patients are using electronic tools for support. Studies 
of such electronic health data sources have identifi ed the potential of using these 
data for research [ 14 ,  15 ]. A benefi t of such sources is that participants collect data 
more frequently than other clinical sources. Extreme data collection by patients 
with such engagement initiatives as Quantifi ed Self provide opportunities for analy-
sis of a high level of self-data collection, and can also lead to innovations for 
advancements in increased data collection for the general population [ 16 ].  

9.2.4     Providing Results 

 In most clinical trials, there is no patient engagement beyond recruitment, consent 
and data collection. Once the data are collected, contact with subjects ends, as the 
research moves to analysis and dissemination phases. Much of the disconnect is due 
to cost – research funds usually only cover what is needed for the study. The prob-
lem is that patients participating in a trial are among the most interested in the 
results of a study, but standard dissemination methods are (a) slow and (b) directed 
at the medical community rather than the patient. This can have a dampening effect 
on the enthusiasm of both subjects and a community for participation in clinical 
trials, where they are less willing to participate in other trials. It can also create 
distrust between the patient and research communities. One study of community 
engagement showed that less than a quarter of studies had meaningful engagement 
with the community, in either advising the direction of the research, facilitating 
recruitment, or having fi ndings shared [ 17 ]. Unfortunately, the effects of non- 
engagement have been seen most strongly in minority and underserved populations, 
the same populations where more research is needed to address health disparities. 

 Community-based participatory research (CBPR) has emerged as an approach 
to improve engagement in research at the community level. CBPR is a form of 
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engagement driven by researchers to actively involve communities in both directing 
questions for research, and providing results [ 18 ]. It has been especially applied to 
populations where the levels of patient engagement in research is comparatively 
low, leading to disparities in research applicability that may be related to disparities 
in health and healthcare. To improve community engagement as a core compo-
nent of translational research, specifi c elements of community engagement have 
been required for the national Clinical and Translational Science Awards (CTSAs) 
[ 19 ]. A critical component of translational informatics is to facilitate CBPR in clini-
cal studies. An example is the WICER project mentioned in Chap.   4    . WICER is 
an informatics infrastructure for comparative effectiveness research, focused on a 
mostly-immigrant, Hispanic population in New York City. A core component of 
WICER is the population survey, where data are collected directly from community 
members. Focus groups within the community were used to refi ne the questions. 
Studies using subjects from the WICER cohort have shown an increased level of 
engagement that other sources, and it has substantially improved the engagement of 
the community in research studies [ 20 ]. 

 A current innovation of WICER is to provide research data back to subjects in a 
way that helps them understand the information, as a health promotion tool. 
Focusing on improved health understanding and cognition, researchers are investi-
gating how to represent data in a simplifi ed and non-ambiguous way, so that sub-
jects can see their health relative to other subjects in the study. This innovation may 
be able to translate research engagement into tools supporting overall health 
 engagement, creating an innovative method of health promotion.   

9.3     Implications for Stakeholders 

 As was introduced in Chap.   2    , a variety of stakeholders can and will benefi t from the 
engagement of patients and their communities in the broad TI paradigm. Critical 
examples of these benefi ts stratifi ed by stakeholder type include the following:

  Evidence and Policy Generators 

•   Traditional approaches to research often focus solely upon data collected by 
practitioners and/or researchers in clinical care or other closely controlled set-
tings. In contrast, signifi cant amounts of data and activity that pertain to health 
and wellness occur or are generated outside of those  settings. By embracing the 
role of patients and their communities as part of the  “ evidence generation ” 
 team ,  the benefi ts of systems - level approaches to complex healthcare prob-
lems can be achieved .  

•   In a similar manner,  policies that infl uence healthcare research and delivery 
are often generated based on data and evidence that does not incorporate 
patient or community input and related information resources . As such, 
these policies can frequently fail due to unanticipated barriers to adoption or 
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implementation when faced with “real world” scenarios. By addressing such 
challenges at the outset, the likelihood of success for such policy related activi-
ties can be greatly enhanced.   

  Providers and Healthcare Organizations 

•   Providers are often forced to make clinical decision based on incomplete evi-
dence and data, for example, not being able to adjust treatment plans based upon 
a rigorous understanding of dietary or activity patterns that occur outside of the 
care delivery environment.  By incorporating patients and communities into 
the data generation pipeline that supports / enables clinical decision making , 
 more comprehensive and effi cacious clinical decision - making is made 
possible .  

•   Much as is the case at an individual level, healthcare delivery organizations are 
also increasingly concerned with managing populations to lower risk and 
improve outcomes, especially when they are fi nancially “at risk” for the wellness 
of those individuals.  By creating a  “ data fabric ”  incorporating patients and 
their communities ,  the ability to comprehensive and predictively model 
such trends in an impactful manner becomes feasible ,  thus resulting in both 
fi nancial and quality of care benefi ts to organizations and the patients they 
serve .   

  Patients and Their Communities 

•   By providing patients with a “voice” in the knowledge-driven healthcare 
 environment,  it is possible to catalyze a cultural change via which those indi-
vidual become active participants in healthcare delivery ,  rather than pas-
sive consumers . Ample evidence exists showing that such activist patients are 
more likely to experience positive healthcare outcomes and greater overall 
wellness.  

•   Finally,  by making communities part of the same healthcare data  “ dialogue ”, 
 trends that may impact entire populations  ( either positively or negatively ) 
 can be surfaced and acted upon , often through community-level advocacy 
efforts and at much lower costs with improved benefi ts when compared to acute 
or episodic care models.     

9.4     Conclusion 

 We have described patient engagement around the process of a clinical trial, from 
recruitment, consent, data collection, and providing results. At each point, patient 
engagement can improve the specifi c research tasks, and improve translational 
research. We have also identifi ed important innovations in each area that affect or 
are affected by patient engagement. As the nation moves to a vision of a learning 
health system, the importance of patient engagement, both as a facilitator of research 
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and a catalyst for translation, becomes increasingly important. Patient-initiated 
activities will be particularly interesting in how they can improve research and 
health of individuals. 

  Discussion Points  

•      How do the different stages of a clinical trial where patients may be more or less 
engaged? What barriers exist at each stage that would lead to patients not 
engaging?  

•   For what reasons may patients want or not want to participate in clinical trials. 
What types of information might affect these reasons?  

•   What are the possible biases that can occur as more patients become engaged in 
the research process? How could research studies mitigate against these biases?  

•   How can the results of a study best be presented to a patient who participates in 
the trial? How would this be different than results for patients who did not 
participate?         
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         By the End of This Chapter, Readers Should Be Able to  

•      Describe the relevance of translational informatics to the establishment of effec-
tive learning health systems  

•   Discuss the roles of various stakeholders to achieving the vision of knowledge- 
driven healthcare  

•   Explain the Evidence Generating Medicine approach and its relevance to the 
paradigm shift toward a virtuous evidence cycle between research and practice     

10.1     Introduction 

10.1.1     Revisiting the Vision of TI and Knowledge-Driven 
Healthcare 

 As the preceding chapters make clear, the future of healthcare holds great promise 
for accelerating biomedical discoveries and translating them into practice. Many 
advances in biomedical informatics in recent years have begun to reap benefi ts and 
address some of the fundamental challenges to translational science [ 1 – 3 ]. In many 
ways, these advances represent early demonstrations of the potential for 
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translational informatics [ 4 ]. Nevertheless, the frequently cited 17-year lag for bio-
medical discoveries to make their way into widespread practice likely persists, and 
there remains a great need for further progress in translational informatics to drive 
improvements in science and resultant knowledge-driven healthcare [ 5 ]. 

10.1.1.1     Capitalizing on the Promise of Translation 

 The past several years have seen substantial ongoing investments and policy inter-
ventions designed to encourage the adoption of healthcare information technolo-
gies, establish translational science infrastructure, and accelerate both healthcare 
and research. The goal of such efforts is to capitalize on scientifi c advances, com-
pare the effectiveness of diagnostic and therapeutic interventions, and ultimately 
improve the quality and cost-effectiveness of healthcare [ 6 ,  7 ] .  Even with existing 
investments and policies, the success of such initiatives will ultimately rely on addi-
tional and fundamental changes to the ways in which healthcare and biomedical 
research are practiced. Indeed, the very relationship between healthcare delivery 
and biomedical science still requires change before the ever-increasing amounts of 
biomedical information can be leveraged to accelerate both science and practice.  

10.1.1.2     Creating Learning Healthcare Systems 

 Fundamental to such advances is the creation of what the Institute of Medicine has 
called a “learning health system” [ 8 ,  9 ]. Indeed, simultaneous advances in the wide-
spread adoption of interoperable, standards-based EHRs, the infrastructure for con-
ducting translational science, and the movement toward healthcare reform in order to 
improve quality and contain costs are helping to support the need for systematic 
“learning” (or science) as part of routine healthcare [ 10 ,  11 ]. While the increased col-
lection and availability of healthcare data facilitated by EHR adoption and so- called 
“meaningful use” are necessary for creating such a learning health system, they are not 
suffi cient. Many additional components, ranging from further technological advances, 
to regulatory and policy changes at the governmental level, to fi scal and administrative 
changes at the organizational level, and cultural shifts among the public will likely be 
needed [ 12 ]. Once created and functional at local, regional and national levels, such a 
learning health system will be essential to enabling translational informatics.  

10.1.1.3     Addressing the Challenges and Opportunities of “Big Data” 
and Precision Medicine 

 As the adoption and use of EHRs continues and as that use is coupled with the 
simultaneous acceleration in the availability of vast amounts of non-EHR-based 
data about patients (e.g. internet-based social information, information about 
Internet usage including social media, and increasingly inexpensive and available 
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ways to test for and store one’s genomic information, etc.), great opportunities and 
challenges will arise. Whatever the current capabilities of our computational infra-
structure, there comes a point where the volume, velocity, and/or variety of the data 
present challenges to existing systems and users [ 13 ]. So-called big-data, while 
thereby challenging to leverage, clearly present great opportunities for advancing 
science and practice of healthcare. 

 A case in point involves the central promise of the genomics revolution – that of 
precision (or genetically guided) medicine. While potentially quite powerful, 
 routine use of genomic information in the clinical setting has yet not come to pass. 
A recent systematic review of precision medicine workfl ows cites three critical bar-
riers [ 14 ]. First, clinicians are poorly equipped to make sense of genomic data; 
genomic competency represents a limited part of medical training and guidelines 
change so rapidly they are often obsolete by the time a clinician has completed 
training and enters practice. Second, genetic experts who can provide actionable 
interpretations and who keep abreast of clinically relevant genomic discoveries are 
a relative few and are often not available to assist. Finally, the growth of both 
patient-specifi c genomic data via exome and genome sequencing as well as gener-
ated knowledge provides a unique challenge to existing electronic health record 
(EHR) platforms that were not designed to manage such information. Clearly, it is 
unreasonable to expect a single clinician to aggregate the needed information from 
multiple sources, keep abreast of and integrate the knowledge-based information to 
interpret the available data, and then render a cogent and appropriate diagnosis and 
treatment plan. Yet, this is how our health system is currently designed to operate. 
To address these issues and realize the benefi ts of the big data opportunities as 
facilitated by translational informatics innovations, fundamental shifts in our health-
care paradigm may be needed.   

10.1.2     Current State (Where Are We Today?) 

10.1.2.1     Technical Capabilities 

 Today’s technologies, while advanced relative to the past and improving on both 
the clinical and research fronts [ 15 ], remain limited in certain ways related to the 
capacity and functionality needed for translational informatics. For instance, a key 
element to realizing a learning health system by enabling the kinds of team-science 
and rapid translation needed involves data exchange. As the volume and velocity of 
data expand, signifi cant advances in network capabilities will be needed across the 
globe. Current efforts to create ubiquitous broadband communication capability is 
a step in the right direction, though it will likely still not be suffi cient for wide-
spread “big data” sharing efforts. As a result, initiatives are now underway to 
develop improved approaches to this problem [ 16 ]. Beyond the purely computa-
tional, other key technical capabilities including the development of services to 
enable federated data sharing, secure transmission of data, and meta-data are 
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needed. While many standards currently exist for describing healthcare data, robust 
standards and meta- data that describe the how, what, when, and where of data col-
lection for the types of data essential to translational informatics remain under-
developed [ 12 ,  17 ].  

10.1.2.2     Cultural Norms 

 Beyond the technological, prevailing cultural norms signifi cantly impact prog-
ress in translational informatics. In many ways cultural issues have a greater 
impact on the development adoption and use of translational informatics capa-
bilities then do the technical and are often far more challenging to overcome. 
Indeed, as Reed Garnder, an informatics pioneer once stated, “The success of an 
(informatics) project is perhaps 80 % dependent upon the development of social 
and political interactions of the developer and 20 % or less on the implementation 
of the hardware and software technology!” [ 18 ]. Today’s cultural norms in 
healthcare and biomedicine impact such translational informatics efforts greatly, 
largely because they are still very much aligned to support the traditional, non-
translational, healthcare approaches. Only when those change over time will 
translational informatics professionals be able to make more rapid progress with 
fewer challenges; unfortunately culture change often takes much longer than 
technological change. After all, computers do what they are “told” whereas peo-
ple often do not.  

10.1.2.3     Organizational Factors 

 Along the same lines, organizational factors are also of great importance to the suc-
cess or failure of translational efforts. After all, it is at the organizational level that 
decisions about relevant policies and funding are often made. Unfortunately, cur-
rent models for organizational structure and alignment in healthcare are largely 
designed with only the healthcare delivery and not the translational research agenda 
in mind. Even at the level of empowered and resourced IT leadership, today’s pre-
vailing leaders such as CIOs and CMIOs concern themselves primarily with the 
clinical and operational missions, often with limited expertise in nor attention paid 
to the needs of the research mission. Recently, some academic health centers have 
seen fi t to established IT leadership roles specifi cally focused on advancing the 
research mission, centralizing and empowering the governance of research infor-
matics/IT alongside clinical and operational IT. Such models should help to facili-
tate responsiveness and strategic planning focused on the unique and often complex 
needs of the research community. They should also yield economies of scale both 
by enabling investments in IT infrastructure that can often serve clinical, opera-
tional and research mission areas, and by advancing translation between knowledge 
and practice [ 19 ].   
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10.1.3     Need to Involve All Stakeholders to Achieve This Vision 

 In order to fully realize the promise of translational informatics, fundamental 
changes in technological, socio-cultural, and organizational realities must take 
place. As such, no single group alone will be able to bring about the changes needed. 
Instead, such a vision will only be realized when all relevant stakeholders (i.e. 
patients, practitioners, healthcare organizations, government, industry, etc.) take 
part and work toward the same goal. There are early signs that this is beginning to 
happen, spurred by the investments and initiatives alluded to above. Still, a roadmap 
for the future is essential such that all will be able to follow it.   

10.2     Critical Dimensions for a TI and Knowledge-Driven 
Healthcare “Roadmap” 

10.2.1     Aligning Technical Capabilities with Motivating 
Problems and Designing for an Informatics 
“Ecosystem” 

10.2.1.1     Overview 

 Fundamental to the advances needed is the development of a framework that informs 
the basic fl ow of data, information and knowledge essential to translational infor-
matics. As depicted in Fig.  10.1 , the vision for patient care involves the Capture of 
both clinical data and bio-molecular data about a patient that when combined with 
domain knowledge and properly conceptualized inform the diagnosis prevention 
and treatment of the patient. It is this fundamental conceptual workfl ow that under-
lies the changes envisioned for knowledge-driven healthcare.

10.2.1.2        Focus on Applications and Infrastructure 

 One of the challenge facing today’s IT and informatics environment is the presence 
of multiple often disconnected systems that are not able to interchange data based 
on common standards. In order to enable the advances in vision for translational 
informatics the future must include in focus on taking current knowledge and 
applications and integrating them in ways that will infrastructure capable of sup-
porting the mirror you workfl ows of clinicians and scientists working to advance 
translational medicine. The presence of comprehensive electronic health records 
that integrate multiple formerly disparate systems into what functions as a com-
mon platform is a good example of the kinds of application development and infra-
structure that is needed. However, while electronic health records have 
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accomplished this for the purposes of clinical care, there are advances needed in 
those platforms in order to integrate them with other translational tools in order to 
realize the vision articulated herein. Once established, an infrastructure that can 
readily transact data between component systems in effi cient, effective and secure 
ways will signifi cantly expand the capabilities needed in order to not only achieve 
meaningful use for clinical care, but also create a learning health system capable 
of improving quality and advancing science by leveraging data collected fi rst and 
foremost for clinical purposes.  

  Fig. 10.1    The conceptual framework underlying many of the advances needed to enable transla-
tional informatics       
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10.2.1.3     Lowering the Barriers to Adopting/Adapting Data Standards 

 Despite the presence of many standards available for the various types of data that 
will need to be exchanged, there are many more that are underdeveloped or simply 
nonexistent for rapidly emerging types of data essential to translational science. 
Moreover, the adoption of said standards by various stakeholders including vendors 
and healthcare organizations has traditionally been challenging, requiring signifi -
cant and limited expertise and resources. In order to realize the vision of a learning 
health system and translational informatics capacity, standards to govern the use 
storage and retrieval of not only clinical but research specifi c data must be improved 
such that it is clear which standards are necessary for particular purpose and their 
adoption and application can be readily operationalized across multiple settings.  

10.2.1.4    Improving UX (User Experience) 

 Any system is only as valuable to an end user as is the interface that user interacts 
with. Unfortunately, health IT systems have traditionally been plagued by limited 
attention to the next level user experience, the kind of experience that has become 
common in consumer applications such as smart phones. Given the complexities 
inherent in integrating and interpreting data in order to then apply it in real world 
clinical settings (as is required to translation knowledge into practice), user inter-
face design will become increasingly critical part of the informatics efforts need to 
establish a translational informatics infrastructure.   

10.2.2     Overcoming Socio-cultural Barriers to Team Science, 
Rapid Cycle Translation, and Systems Thinking 

10.2.2.1     Creating Understanding of Open/Active Research Questions 
and Systems Thinking 

 In the future, it will be the responsibility of not just researchers but also clinicians 
and even patients to actively develop and contribute to the research process. In order 
to enable the kind of activity those who currently do not consider the development 
and pursuit of research or learning as part of their job will need to be properly incen-
tive to do so. Models for recognizing measuring and incentivizing subjectivity have 
been proposed, and will need to be implemented in order to create a culture that 
encourages participant stakeholders’ contributions to translational science [ 20 ]. In 
addition, scientists will increasingly be required to consider the clinic around more 
so than make it today and bring the development of systems thinking from biology 
to the very practice of translational and precision medicine. Only through such cul-
ture shifts in the clinical and biomedical scientifi c rounds will true advances in team 
science and translational activities take place.  
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10.2.2.2     Establishing Career Paths for Translational Professionals 
and Training a Multi-faceted Workforce (Tailoring Training 
to Roles and Responsibilities) 

 A key element that will need to be addressed moving forward is the development 
and growth of a dedicated workforce trained to enable translational science and 
practice. Currently professionals working in the transitional fi eld tend to have 
expertise on one or another and of the translational spectrum. The same is typically 
true for informatics and IT professionals. In the future those working at the intersec-
tion of translational science will need to grow and their training to include formal 
knowledge in a variety of realms as well as in the methodologies necessary to enable 
team science. Furthermore, incentives including funding for career paths and oppor-
tunities for advancement of promotion will need to be aligned much better than they 
are today in order to recognize the value of those working to advance translational 
science and the informatics aspects therein, in particular. Only by creating attractive 
structures and career paths with visible success stories that will motivate trainees to 
enter the fi eld will we overcome the current severe shortage and experts needed to 
achieve the vision laid out herein. 

 In addition to training dedicated professionals in this area, those who will con-
tinue to work on opposite ends of the translational spectrum must also be educated 
as they will be critical members of the translational workforce. Indeed, there is a 
need to educate learners at varying levels of intensity based upon their stage of 
training, their role in the research and informatics/IT enterprise, and their career 
goals. A description of the varying types of learners and the related types of train-
ing that would likely be relevant/of interest to such groups of learners is depicted 
in Table  10.1 . As the chart depicts using different size marks, learners in each 
category on the left may opt for more or less intensive training, but we have indi-
cated with the large “ X ” those offerings we think most appropriate to each type. 
Already, multi-week courses and tutorials have been developed to start addressing 
this need [ 21 ].

   Table 10.1    Educational    program applicability by learner stage/role   

 Learner stage/role 

 Educational program 

    Tutorial 
 Multi- week 
course 

 Certifi cate 
program 

 Master’s 
degree 

 Student/resident, clinicians, faculty, 
leadership 

  X   x 

 Investigators, research staff, or 
informatician liaisons 

 x   X   x 

 Informatician, investigator, or research 
staff who will use or support Research 
Informatics 

 x   X   x 

 Informatician with Research Informatics 
career focus 

 x   X  

   X  = most applicable; x = possibly applicable  
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10.2.3         Creating Organizational Settings That Support 
and Enable TI and Knowledge-Driven Healthcare 

10.2.3.1    Creating Durable Homes and Funding Mechanisms 

 Given the critical importance of translational science at the informatics methods to 
facilitate it, the creation of dedicated academic units and organizations as well as 
funding mechanisms focused on the unique aspects of translational informatics will 
become increasingly important. Well initially embedded in existing organizational 
structures and funding apparatus, the importance of this work would benefi t greatly 
from the creation of durable and dedicated homes in funding environments that 
would not be subject to the wins of those who may not understand the nuances and 
complexities inherent to work.  

10.2.3.2     Removing Artifi cial Barriers Between Research, Practice, 
and Training 

 At both the organizational and regulatory levels it is essential that the current out-
moded and even artifi cial barriers between research practice and training that cur-
rently impede progress and translational informatics be removed. Moving forward 
organizational structures and policies must be established that facilitate the free 
fl ow of information between the research and practice environments in order to 
enable the kinds of translation needed to realize the vision laid out here.  

10.2.3.3    Catalyzing a Culture of Science and Innovation 

 By achieving such advances organizational settings will be established that not only 
allow for but actively support and enable translational informatics and knowledge 
driven healthcare by creating a culture of science and innovation that exists syner-
gistically with healthcare practice.    

10.3     A Paradigm Shift to an Evidence Generating Medicine 
(EGM) Approach 

10.3.1     Overview 

 It has become painful evident that the existing healthcare paradigm which distin-
guishes research from clinical care as distinct activities impedes translational sci-
ence and the related ongoing efforts in translational informatics. Current initiatives 
demand that we leverage point of care activities information and resources to 
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generate evidence and improve the quality of healthcare. Unfortunately the current 
healthcare system is designed to enable the care of a single patient of the time and 
not to focus on research or systematic learning. Without a fundamental paradigm 
shift the challenges preventing advances in translational informatics will continue 
unabated, and the necessary technical, organizational and cultural changes men-
tioned above will remain elusive, at best. Let us explore the basis for this shift.  

10.3.2     Traditional Model 

10.3.2.1     Unidirectional Translation of Knowledge 
from Research into Practice (EBM) 

 The traditional research-practice paradigm upon which our healthcare system is 
built defi nes research and practice as entirely distinct endeavors that share a  unidi-
rectional  relationship, with research fi ndings being applied to practice, ideally via an 
Evidence Based Medicine (EBM) approach. While this prevailing paradigm is well 
suited to individual healthcare delivery, it is at odds with and often frustrates the very 
research and healthcare improvement initiatives in which we are investing. Guided 
by this current research-practice paradigm, mal-aligned organizational, fi nancial, 
and policy decisions impede the integration of research and practice, frustrating 
ongoing efforts [ 22 ]. The prevailing paradigm even feeds into problematic percep-
tions at the individual level, such as the view by clinicians and patients alike that 
engaging in research activities is not part of what should happen at the bedside.  

10.3.2.2    Limited Feedback Between Activities 

 A major and signifi cant consequence of the prevailing paradigm as it relates to tran-
sitional informatics is the limited amount of information fl owing feedback between 
clinical and research activities. Indeed, the challenges facing biomedical informat-
ics professionals working at translational junctures are evident on a daily basis, and 
they expose the fl aws in the current paradigm. Unfortunately, the notion that simply 
digitizing medical information will automatically enable downstream research and 
evidence generation fl awed [ 23 ]. Well data collected at the point of Karen Tesdal 
form is certainly more helpful than that collected otherwise such that are often 
incomplete or inaccurate for the needs of researchers. Moreover current regulatory 
and policy frameworks limit the feedback loops between the clinical and research 
environments due to concerns such as those related to privacy and the reuse of data. 
Groups are beginning to report on such concerns and suggest options for reconciling 
the importance of privacy and advancing research simultaneously [ 11 ,  24 ].   
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10.3.3     New Model 

10.3.3.1     Enabling a Virtuous Cycle Between Research and Practice 
to Create a Learning Health System 

 As previously mentioned, the IOM has recognized the need for a “learning health-
care system” that will systematically improve based on evidence gleaned in the 
course of healthcare delivery [ 8 ]. What the above noted challenge make clear is that 
in order to achieve such a vision, a fundamental paradigm shift in the relationship 
between research and practice is needed. Rather than the current unidirectional rela-
tionship between research and practice, the new paradigm recognizes the essential 
connection between practice and research. The end result is the cyclical generation, 
application, and refi nement of high-quality evidence (via Evidence Based Medicine) 
with the insertion of Evidence Generating Medicine (EGM) as the missing concept 
needed to create such a virtuous evidence cycle (Fig.  10.2 ).

   As defi ned in our recent publication on the topic, EGM involves: “the systematic 
consideration and incorporation of evidence generating activities into the organiza-
tion and practice of healthcare to advance biomedical discovery and improve the 
health of individuals and populations” [ 25 ].  

  Fig. 10.2    The “Evidence Cycle” that emerges with a paradigm shift from a uni-directional model 
of the research-practice relationship to one that is a “virtuous cycle” of evidence, including both 
the generation of evidence through practice-enabled research (i.e. via Evidence Generating 
Medicine) and the application of research-derived evidence to practice (i.e. Evidence Based 
Medicine)       
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10.3.3.2     Key Stakeholders and Factors Essential 
to Operationalizing EGM 

 By advancing EGM we achieve and evidence cycle that is essential to altering the 
research–practice paradigm. This new paradigm informs the work of various stake-
holders, from individual researchers, practitioners, and the public, to institutions, 
government agencies and private-sector concerns. Once recognized as the prevail-
ing paradigm, all such stakeholders can begin to see they have a role in advancing 
the evidence cycle – including research and translation. 

 To operationalize EGM, there are a range of enabling factors that span these 
stakeholders. These include policy and organizational factors, fi scal and administra-
tive factors, and Informatics and Health IT factors [ 25 ].  

10.3.3.3    Implications of Adopting and Operationalizing EGM 

 Adopting EGM and creating the evidence cycle enables us to address the challenges 
facing our research and healthcare enterprises. Indeed with EGM in mind the creation 
of a learning health system becomes not only something that would be nice to have but 
something that is essential to an effective and effi cient health system. Moreover, in 
order to create an evidence cycle as required by such a paradigm, the various goals of 
technological, organizational, and cultural changes must take place. As a result, changes 
to align policies and resources should be made that will improve the efforts of those 
working to advance translational informatics and create learning health systems.    

10.4     Conclusion 

 Realizing the promise of translational informatics requires a signifi cant amount of 
coordinated effort and change. In addition to advancing technologies changes to 
organizational structures regulatory and policy frameworks as well as cultural 
changes must take place. However the momentum to do so is clearly in place and we 
have never been better position to realize the vision of translational informatics and 
knowledge driven healthcare as we are today. By following the frameworks and 
paradigms laid out above the promise of translational informatics to signifi cantly 
improve personalized and precision medicine is within our grasp. 

  Discussion Points  

•      How can the theories and methods that comprise Translational Informatics con-
tribute to the creation of a learning health system?  

•   What challenges and opportunities exist relative to aligning technical capabilities 
with motivating problems for designing an informatics “ecosystem”?  

•   What important socio-cultural barriers need to be overcome in order to opera-
tionalize science, rapid cycle translation, and systems thinking?  
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•   How can we go about creating organizational settings that support and enable TI 
and knowledge-driven healthcare?  

•   What are the critical issues that impact our ability to deliver on the vision of 
EGM – including stakeholder alignment, as well as policy, fi scal, administrative 
and technological factors at the local and broader levels?         
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