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Abstract In this paper, we propose an efficient approach to perform face
alignment and recognition under lighting and expression conditions based on illumi-
nation normalization. For face representation, lighting influence and variable expres-
sions, especially the accuracy of facial localization and face recognition, are the
important factors. Hence, the proposed approach aims to overcome these prob-
lems. This approach consists of two parts. One is to normalize illumination for
face image. The other is to extract feature by means of principal component analysis
and recognize face by means of support vector machine classifiers. Experimental
results demonstrate that our approach can obtain a good facial alignment and face
recognition with varying lighting, local distortion, and expressions.

Keywords Gabor-based filter · Improved active shape model (IASM) · Principal
component analysis (PCA) · Face alignment · Face recognition · Support vector
machine (SVM)

1 Introduction

It is well known that the variations of illumination may change face appearance
dramatically so that the variations between the images of the same face will cause
the mistake recognition. Hence, there are many studies have been worked this effect
on face recognition recently [1–5]. If these factors are considers, the face recognition
rate can be improved and be more robust.

Makwana [2] proposed a survey of passive methods for illumination invariant face
recognition. Authors discussed some methods, such as subspace-based statistical
methods, illumination invariant representation methods, model based methods, etc.
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Marcel et al. [3] proposed a combined ASM with the different local binary patterns
(LBP) method to address the problem of locating facial features in images of frontal
faces. Lin et al. [4] proposed a face recognition scheme using Gaborface-based
2D-PCA classification based on 2D Gaborface matrices instead of transformed 1D
feature vectors. In addition, in order to detect illumination effect, Zhang et al. [5]
proposed a wavelet-based face recognition method to reduce lighting factor.

Owing the effect of lighting factor, it is very challenging problem for face align-
ment and recognition, in this paper, we propose an approach to against lighting
conditions based on template matching method for précising location of facial fea-
tures. In face recognition, we combine the support vector machine to classify and
still keep a good recognition rate.

The remainder of the paper is organized as follows. Section 2 presents the proposed
method. Experimental results and performance evaluation are presented in Sect. 3.
Finally, Sect. 4 concludes this paper.

2 Proposed Method

Facial localization of landmark feature points often suffers from a variety of illu-
mination and occlusion influences, in order to reduce these factors, we propose our
approach to solve these problems.

2.1 Normalizing Illumination

The problem of illumination variation is usually existent and an important factor in
the study of face recognition. Recently, the diversification of light conditions under
the theme of face recognition [2] indicated, feature extraction is imperfect in the case
of light exposure or low light whether the Gaussian filter or histogram equalization
method were used. Hence, in this paper, we will propose an effective method to solve
this factor to improve the recognition rate and localization accuracy of face image.

The advantage of wavelet transform is to overcome the limitations of traditional
Fourier transform, so that it can work in time domain and frequency domain to
analyze the data. Gabor filters, which are generated form a wavelet expansion of
the Gabor kernels [4], exhibit desirable attributes of spatial locality and frequency
domains optimally. In this paper, we use the Gabor-based wavelet filter to modulate
the orientations and frequencies in order to reduce the lighting influence. The Gabor-
based wavelet filter is defined as

ϕμ,v(z) = ||kμ,v||2
σ 2 e
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where μ and v denote the orientation and scale of the Gabor kernels, z = (x, y)

including ϕ (frequency) and σ (bandwidth) parameters. The wave vector kμ,v is
defined as kμ, ν = kν · eiφμ, where kv = kmax

f v and φμ = πμ
8 . kmax is the maximum

frequency, and f is the spacing factor between kernels in frequency domain. The
term kv = 2− v

2 (π
2 ) represents each scale value is Gabor-based wavelet transform.

The term −e

(
− σ2

2

)
represents the deduction illumination noise.

Assuming that the image is filtering by Gabor filter within different scales and
phase angles, the convolution operation is performed and expressed as

Gμ,v(x, y) = f (x, y) ∗ ϕμ,v(x, y) (2)

where f (x, y) represents the input image, ϕμ,ν(x, y) represents 2-D Gabor filter.
Generally, considering the frontal face image processing using Gabor filter, the

orientation (μ) divided into eight different phase angles, and the scale (v) classified
five different scales to obtain forty kernels in Gabor filter. Using these forty kernels
to filter the frontal face image, we can get forty feature images and then compute the
average feature image [5] by Eq. (3).

O(x, y) = 1

N

4∑
i=0

7π/8∑
θ=0

Gi,θ (x, y), (3)

where N denotes the total number of kernels.
For frequency field, the characteristics of high-frequency information represent

the contour and texture features of an image. However, these properties are important
information in face recognition. Hence, in this paper, we utilize local Gabor filter to
extract face features, it not only reduces the computational time in storage for the
amount of data but also decreases the extracting time of features.

Owing to Gabor filter has the characteristic of angle symmetry, in order to avoid
the redundancy operation and retain the characteristic of high-frequency information,
here, we chose the orientation in the range [90, 180] and three smaller scales to cover
more high frequency signal. Assuming an original image is of size 46 ×56 pixels, in
our experiments, we select the last four orientations μ = (4, 5, 6, 7) and three scales
v = (0, 1, 2) to retain the important information and perform our experiments.

2.2 Hierarchical Image Blending

In addition, the average feature image obtained which usually needs to complex
computation, hence, we propose image blending technology to overcome this prob-
lem, at the same time, this technology can retain much edge information to against
illumination factor. About image blending technology, we take the real-part response
of the Gabor filter and hierarchical image blending to recover the lost edge features.
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Fig. 1 Schema of hierarchical image blending process. The real response image (RR), scale (v)
and orientation (μ) in Gabor filter are formed as RR_v_μ

Generally, image blending [6] is used to the source and destination images to syn-
thesize a new image. According to Eq. (4), it makes the pixels to interact blending
to get the virtual image (Iv).

Iv = (1 − M)Is + M × It , 0 ≤ M ≤ 1, (4)

where Is and It represent pixel value on source image and destination image, respec-
tively. Parameter M denotes the percentage of interaction process.

After adequately adjusting interpolation parameter M for the source image and
destination image, we can obtain the blended image. Thus an illumination normaliza-
tion image can be achieved. Figure 1 shows a hierarchical diagram of image blending;
the determination of parameter M is depended on the user. In this study, it is set 0.5.

2.3 Aligning Processing

Active shape models (ASM) [3] is a model-based feature matching method to con-
strain the shape of an object in an image. The ASM is primary based on the shape of
objects as training samples, and then uses this information to find the best match of
the mean shape model to the data in a new image and to obtain the transformation
matrix about deformation process.

In this paper, we use the template with 68 landmarks as the align feature points,
assuming a given training sample set � = {X1, X2, . . . , X N } where N is the
number of training samples, Xi is the shape vector with (xi , yi ) coordinate, the
coordinates of all feature points are concatenated into 2×68-dimensional vector
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represented as X
X = (x1, x2, . . . , x68, y1, y2, . . . , y68)

T , (5)

where (xi , yi ) are as coordinates of the i th landmark in a face image.
Then, we sum up feature points of all training images denoted as a vector, next the

coordinates about those of points are adjusted to the centroid of feature points. And
the training sets are aligned to the specified reference image selected from the training
sample, thus it can make the scale regularization. After alignment processing, the
principal component analysis can be presented the aligned average shape vectors.
The mean of the n aligned shapes (Xi ) is expressed as X

X = 1

n

n∑
i=1

Xi , (6)

and the covariance matrix S is defined as

S = 1

n − 1

n∑
i=1

(Xi − X)(Xi − X)T (7)

The eigenvalues and the corresponding eigenvectors of the covariance matrix S
denote as (λi , . . . , λs) and (pi , . . . , ps), respectively. The first t eigenvalues sat-
isfying the

∑t
i=1 λi ≥ α

∑n
i=1 λi are selected, where α is a selected feature ratio

within the total number of features. Here, it is set 0.95 to 0.98. The recording first
t eigenvectors can be formed as a matrix φ = (p1, p2, . . . , pt ). Finally, the shape
vector can be obtained as the following formula.

X = X + φb, (8)

where b is the eigenvector corresponding to the formation of the shape parameter set.
The allowance of the similar shape is in the range of −3

√
λi < bi < 3

√
λi , i ≤ t.

After processing training model, the mean shape and the transformation matrix
can be obtained and further applied to search the facial features. The mean shape
will be projected on the target area by using a two-dimensional structure profile to
accurately locate to feature points; Fig. 2 shows a two-dimensional profile diagram
for the location of feature points.

After adjusting all feature points, in order to refine the location of feature points,
we use an adaptive affine transform (AT) of global shape model to update position
accuracy of feature points. The adaptive affine transform is defined as Eq. (9). By
this way, let the initial position of next search be close to the positioned place. At
the same time, it can modify the shape parameter b which could be the shape model
more fitting the updated feature points. By iterations of the above procedure until
model convergence, then we can get the consistent with the shape which fits to the
current target. For the adaptive affine transform procedure, the scale value (sc) and
rotation angle (θc) are firstly computing corresponding to the reference image ximage
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Fig. 2 Face alignment using
two-dimensional profile

and test image yimage by using affine transform, respectively. Then the scale factor
and rotation angle by using the Eq. (9) can be obtained. The xc and yc denote the
gravity difference between ximage and yimage, respectively. The s is a scalar factor
corresponding to affine transform.

AT

(
x
y

)
=

[
xt + xc

yt + yc

]
+

[
s · sc cos(θ + θc) s · sc sin(θ + θc)

−s · sc sin(θ + θc) s · sc cos(θ + θc)

] [
x
y

]
(9)

For the current feature point (x, y), the θ+θc is the angle of rotation and s ·sc is the
scale factor, the displacement unit is (xt +xi ) and (yt + yi ). Next, in order to calculate
feature points of image, we utilize the 4-level multi-resolution pyramid strategy to
search the number of rectangular side of the sampling points, and simultaneously to
update the shape parameter b until the shape fits the model as a new point. Until over
95 % feature points in 1/2 image are found or equal to the number of iterations of the
maximum. In our experiments, the number of iterations of the termination condition
is set 24.

2.4 Recognition Processing

Based on radial basis function (RBF) kernel function for SVM, it is only necessary
two parameters (cost function (c) and test kernel function (Gamma)) to adjust the
model calibration. Because the input vector value is stayed in the range [0, 1], the
system can greatly reduce the complexity computation and has a high predictive
ability. However, in order to avoid improper selection of parameters which may be
easy to cause the over-fitting occurrence, here, we adopt K -fold cross-validation
method [7] to evaluate the classification performance. All samples are divided into
training set and test set.
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Table 1 Dataset with two database

Dataset JAFFE Yale_B

Total samples 200 2280
Class 10 38
Sample no. of each class 20 60

3 Experimental Results

In our experiments, we adopt the JAFFE [8] database including rich expressions
and Yale_B [1] including a variety of lighting conditions to estimate the system
performance. Table 1 shows the total number of samples in the database, number of
in a class, and the number of samples in a single-class. The experiment procedures
are firstly splitting the samples into the training and test classes by means of 10-fold
cross-validation method and then to compute the average recognition rate.

The rule of 10-fold cross-validation strategy is that all samples are divided into
10 parts in which the nine-tenths of samples as training set and the rest part as an
identification of test set, after operating ten times, the average recognized results can
be more credible. In order to evaluate the difference of facial feature points location
between ASM and IASM, we adopt the average localization error (E) to measure,
and it is defined as

E = 1

m2

m∑
i=1

m∑
j=1

|Pi, j − P ′
i, j |, (10)

where Pi, j denotes the j th manually-labeled feature point in the i th test image
from m samples. P ′

i, j denotes the correspond fitting position by ASM searching. In
addition, based on Eq. (10), the improved ratio (I ) is used to present the improved
percentage of the proposed IASM algorithm compared with that of ASM method. It is
expressed as

I = E ASM − EI ASM

E ASM
× 100 %. (11)

In Eq. (10), when I is positive, the proposed IASM method is better than the ASM
method.

In this paper, we adopt two labeled modes for face image to estimate the perfor-
mance of the location of feature points, mode 1 (Database_1) is selected manually
feature points positioned on the two eyes shown in Fig. 3a, mode 2 (Database_2) is
used the Viola-Jones (V-J) detector [9] to detect and locate the face region shown
in Fig. 3b. Table 2 shows the localization errors (E) and improved result for JAFFE
and Yale_B database compared ASM to IASM. From Table 2, it is evident that our
proposed IASM method has the significant improvement effect in JAFFE or Yale_B
database. Figure 4 presents the located results for some of cases of JAFFE database
compared ASM to IASM.
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Fig. 3 Mode of locations. a Mode 1 locating on the two eyes, b mode 2 V-J face location

Table 2 Improved performance with different database

Mode E I (%)
ASM IASM

JAFFE_1 3.72 2.13 42.74
JAFFE _2 11.63 5.33 54.14
Yale_B_1 5.56 4.07 26.79
Yale_B _2 30.44 10.98 63.92

Fig. 4 JAFFE face localization comparison of ASM (a) and IASM (b). a ASM result b IASM
result

For recognition process, we use the receiver operating characteristic (ROC curve)
[10], as shown in Fig. 5, to analyze the recognizing results. The ROC is a graph-
ical plot of sensitivity, or true positive rate versus false positive rate for a binary
classifier system. For Fig. 5, the recognition result of Yale_B after processing illu-
mination normalization can increase the sensitivity. Table 3 presents the recognition
accuracy rate, and mean execution time (MT) compared whether illumination nor-
malization or not. After processing illumination normalization, recognition rate can
be increased to 83.33 %.
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Fig. 5 Recognition results using the ROC curve

Table 3 Recognition evaluation

Database Samples Accuracy (%) MT (s)

JAFFE 200 100.0 0.371
Yale_B 2280 66.71 6.254
*JAFFE 200 100.0 0.385
*Yale_B 2280 83.33 4.660

Symbol * indicates that the database has been processed by illumination normalization

4 Conclusions

In this paper, we have presented a face alignment and recognition under varying
lighting conditions and multi-expressions based on illumination normalization. The
purpose of this system is to align the facial features more exactly and to improve the
recognition rate. Experimental results show that our proposed method is feasible and
efficient to achieve face alignment and recognition.
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