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Introduction

This book is an introduction to the theory of automorphic forms. Starting with clas-
sical modular forms, it leads to representation theory of the adelic GL(2) and cor-
responding L-functions. Classical modular forms, which are introduced in the be-
ginning of the book, will serve as the principal example until the very end, where
it is verified that the classical and representation-theoretic approaches lead to the
same L-functions. Modular forms are defined as holomorphic functions on the upper
half plane, satisfying a particular transformation law under linear fractional maps
with integer coefficients. We then lift functions on the upper half plane to the group
SL2(R), a step that allows the introduction of representation-theoretic methods to
the theory of automorphic forms. Finally, ground rings are extended to adelic rings,
which means that number-theoretical questions are built into the structure and can
be treated by means of analysis and representation theory.

For this book, readers should have some knowledge of algebra and complex anal-
ysis. They should be acquainted with group actions and the basic theory of rings.
Further, they should be able to apply the residue theorem in complex analysis. Ad-
ditionally, knowledge of measure and integration theory is useful but not necessary.
One needs basic notions of this theory, like that of a σ -algebra and measure and
some key results like the theorem of dominated convergence or the completeness of
Lp-spaces. For the convenience of the reader, we have collected these facts in an
appendix.

The present book focuses on the interrelation between automorphic forms and
L-functions. To increase accessibility, we have tried to obtain the central results
with a minimum of theory. This has the side effect that the presentation is not of the
utmost generality; therefore the interested reader is given a guide to the literature.

In Chap. 1 the classical approach to modular forms via doubly periodic functions
is presented. The Weierstrass ℘-function leads to Eisenstein series and thus to mod-
ular forms. The modular group and its modular forms are the themes of Chap. 2,
which concludes with the presentation of L-functions. According to Dieudonné,
there have been two revolutions in the theory of automorphic forms: the interven-
tion of Lie groups and the intervention of adeles. Lie groups intervene in Chap. 3,
and adeles in the rest of the book. We try to maintain continuity of presentation by
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vi Introduction

continually referring back to the example of classical modular forms. Chapters 4
and 5 pave the way for Tate’s thesis, which is introduced in Chap. 6. We present
it in a simplified form over the rationals instead of an arbitrary number field. This
is more than adequate for our purposes, as it brings out the central ideas better. In
Chap. 7 automorphic forms on the group of invertible 2 × 2 matrices with adelic
entries are investigated, and Chap. 8 we transfer the ideas of Tate’s thesis to this set-
ting and perform the analytic continuation of L-functions. For classical cusp forms
we finally show that the classical and representation-theoretic approaches give the
same L-functions.

For proofreading, pointing out errors, and many useful comments I thank Ralf
Beckmann, Eberhard Freitag, Stefan Kühnlein, Judith Ludwig, Frank Monheim and
Martin Raum.
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Notation

We write N= {1,2,3, . . .} for the set of natural numbers and N0 = {0,1,2, . . .} for
the set of natural numbers with zero, as well as Z, Q, R and C for the sets of integer,
rational, real, and complex numbers, respectively.

If A is a subset of a set X, we write 1A :X→C for the indicator function of A,
i.e.

1A(x)=
{

1 if x ∈A,
0 if x /∈A.

A ring is always considered to be commutative with unit. If R is a ring, we denote
by R× its group of invertible elements.

ix



Chapter 1
Doubly Periodic Functions

In this chapter we present meromorphic functions on the complex plane which are
periodic in two different directions, hence the wording ‘doubly periodic’. These are
constructed using infinite sums. The dependence of these sums on the periods leads
us to the notion of a modular form.

1.1 Definition and First Properties

We recall the notion of a meromorphic function. Let D be an open subset of the
complex plane C. A meromorphic function f on D is a holomorphic function
f :D � P → C, where P ⊂D is a countable subset and the function f has poles
at the points of P .

The set of poles P can be empty, so every holomorphic function is an example
of a meromorphic function. An accumulation point of poles is always an essential
singularity. As we do not allow essential singularities, this means that the set P has
no accumulation points inside D, so poles can accumulate only on the boundary
of D.

Let Ĉ = C ∪ {∞} be the one-point compactification of the complex plane, also
called the Riemann sphere (see Exercise 1.1). Let f be meromorphic on D and let
P be its set of poles. We extend f to a map f :D→ Ĉ, by setting f (p)=∞ for
every p ∈ P .

A meromorphic function can thus be viewed as an everywhere defined, Ĉ-valued
map.

For a point p ∈D and a meromorphic function f on D, there exists exactly one
integer r ∈ Z such that f (z)= h(z)(z− p)r , where h is a function that is holomor-
phic and non-vanishing at p. This integer r is called the order of f at p. For this we
write

r = ordp f.

Note: the order of f at p is positive if p is a zero of f , and negative if p is a pole
of f .

A. Deitmar, Automorphic Forms, Universitext,
DOI 10.1007/978-1-4471-4435-9_1, © Springer-Verlag London 2013
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2 1 Doubly Periodic Functions

Definition 1.1.1 A lattice in C is a subgroup Λ of the additive group (C,+) of the
form

Λ=Λ(a,b)= Za⊕Zb= {ka + lb : k, l ∈ Z},
where a, b ∈C are supposed to be linearly independent over R. In this case one says
that the lattice is generated by a and b, or that a, b is a Z-basis of the lattice.

A lattice has many sublattices; for example, Λ(na,mb) is a sublattice of Λ(a,b)
for any n,m ∈N. A subgroup Σ ⊂Λ is a sublattice if and only if the quotient group
Λ/Σ is finite (see Exercise 1.3). For instance, one has

Λ(a,b)/Λ(ma,nb)∼= Z/mZ×Z/nZ.

Definition 1.1.2 Let Λ be a lattice in C. A meromorphic function f on C is said to
be periodic with respect to the lattice Λ if

f (z+ λ)= f (z)

for every z ∈C and every λ ∈Λ. If f is periodic with respect to Λ, then it is so with
respect to every sublattice. A function f is called doubly periodic if there exists a
lattice Λ with respect to which f is periodic (see Exercise 1.2).

Proposition 1.1.3 A doubly periodic function which is holomorphic is necessarily
constant.

Proof Let f be holomorphic and doubly periodic. Then there is a lattice Λ =
Λ(a,b) with f (z+ λ)= f (z) for every λ ∈Λ. Let

F =F(a, b)= {ta + sb : 0≤ s, t < 1}.
The set F is a bounded subset of C, so its closure F is compact. The set F is called
a fundamental mesh for the lattice Λ.

Two points z,w ∈C are said to be congruent modulo Λ if z−w ∈Λ.

To conclude the proof of the proposition, we need a lemma.

Lemma 1.1.4 Let F be a fundamental mesh for the lattice Λ ⊂ C. Then
C=F +Λ, or more precisely, for every z ∈C there is exactly one λ ∈Λ such that
z+ λ ∈F . Equivalently, we can say that for every z ∈C there is exactly one w ∈F
such that z−w ∈Λ.
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Proof of the Lemma Let a, b be the Z-basis of Λ, which defines the fundamental
mesh F , so F =F(a, b). Since a and b are linearly independent over R, they form
a basis of C as an R-vector space. Thus, for a given z ∈ C there are uniquely de-
termined r, v ∈ R with z = ra + vb. There are uniquely determined m,n ∈ Z and
t, s ∈ [0,1) such that

r =m+ t and v = n+ s.

This implies

z= ra + vb=ma + nb︸ ︷︷ ︸
∈Λ

+ ta + sb︸ ︷︷ ︸
∈F

and this representation is unique. �

We now show the proposition. As the function f is holomorphic, it is continuous,
so f (F) is compact, hence bounded. For an arbitrary z ∈C there is, by the lemma,
a λ ∈Λ with z+λ ∈F , so f (z)= f (z+λ) ∈ f (F), which means that the function
f is bounded, hence constant by Liouville’s theorem. �

Proposition 1.1.5 Let F be a fundamental mesh of a lattice Λ⊂C and let f be an
Λ-periodic meromorphic function. Then there is w ∈ C such that f has no pole on
the boundary of the translated mesh Fw =F +w. For every such w one has∫

∂Fw

f (z) dz= 0,

where ∂Fw is the positively oriented boundary of Fw .

Proof If f had poles on the boundary of Fw for every w, then f would have un-
countably many poles, contradicting the meromorphicity of the function f . We can
therefore choose w in such a way that no poles of f are located on the boundary
of Fw .

The path of integration ∂Fw is composed of the paths γ1, γ2, γ3, γ4 as in the picture.
The path γ3 is the same as γ1, only translated by b ∈Λ and running in the reverse
direction. The function f does not change when one translates the argument by b

and the change of direction amounts to a change of sign in the integral. Therefore



4 1 Doubly Periodic Functions

we get∫
γ1

f (z) dz+
∫
γ3

f (z) dz= 0 and similarly
∫
γ2

f (z) dz+
∫
γ4

f (z) dz= 0,

which together give
∫
∂Fw

f (z) dz= 0 as claimed. �

Proposition 1.1.6 Let f 
= 0 be a meromorphic function, periodic with respect to
the lattice Λ ⊂ C and let F be a fundamental mesh for the lattice Λ. For every
w ∈C we have ∑

z∈Fw

resz(f )= 0.

Proof In case there is no pole on the boundary of Fw , the assertion follows from
the last proposition together with the residue theorem. It follows in general, since
the sum does not depend on w, as congruent points have equal residues. Hence we
have ∑

z∈Fw

resz(f )=
∑

z∈CmodΛ

resz(f ). �

Proposition 1.1.7 Let F be a fundamental mesh for the lattice Λ⊂C and let f 
= 0
be a Λ-periodic meromorphic function. Then for every w ∈ C the number of zeros
of f in Fw equals the number of poles of f in Fw . Here zeros and poles are both
counted with multiplicities, so a double pole, for instance, is counted twice.

Proof A complex number z0 is a zero or a pole of f of order k ∈ Z if the function f ′
f

has a pole at z0 of residue k. Hence the assertion follows from the last proposition,
since the function f ′

f
is doubly periodic with respect to the lattice Λ as well. �

1.2 The ℘-Function of Weierstrass

Except for constant functions, we have not yet seen any doubly periodic function.
In this section we are going to construct some by giving Mittag-Leffler sums which
have poles at the lattice points.

We first need a criterion for the convergence of the series that we consider. We
prove this in a sharper form than is needed now, which will turn out useful later. Let
b ∈ C � {0} be a fixed number. For every a ∈ C � Rb the set Λa = Za ⊕ Zb is a
lattice.

Lemma 1.2.1 Let Λ⊂C be a lattice and let s ∈C. The series
∑
λ∈Λ
λ
=0

1

|λ|s
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converges absolutely if Re(s) > 2. Furthermore, fix b ∈ C � {0} and consider the
lattice Λa for a ∈ C � Rb. The sum

∑
λ∈Λa,λ
=0

1
|λ|s converges uniformly for all

(a, s) ∈ C × {Re(s)≥ α}, where C is a compact subset of C�Rb and α > 2.

Proof Let α andC be as in the lemma. We can assume Re(s) > 0, because otherwise
the series cannot converge as the sequence of its summands does not tend to zero.
Further it suffices to consider the case s ∈ R since for s ∈ C the absolute value of
|λ|−s equals |λ|−Re(s). So, assuming s > 0, the function x 
→ xs is monotonically
increasing for x > 0. Let F(a) be a fundamental mesh for the lattice Λa and let

ψa,s(z)=
∑
λ∈Λa
λ
=0

1

|λ|s 1F(a)+λ(z).

We then have ∣∣F(a)∣∣ ∑
λ∈Λa
λ
=0

1

|λ|s =
∫
C

ψa,s(x + iy) dx dy,

where |F(a)| is the area of the fundamental mesh F(a). The continuous map
a 
→ |F(a)| assumes its minimum and maximum values on the compact set C.
One has ψa,s ≤ ψa,α if s ≥ α, so it suffices to show the uniform convergence of∫
C
ψa,α(z) dx dy in a.
Let r > 0 be so large that for every a ∈ C the diameter of the fundamental mesh

F(a),
diam

(
F(a)

)= sup
{|z−w| : z,w ∈F(a)

}
is less than r . For every z ∈ C we have ψa,α(z) = 1

|λa,z|s for some λa,z ∈ Λa with
|z− λa,z|< r . For every a ∈ C and z ∈C with |z| ≥ r one has the inequality

|λa,z| = |λa,z − z+ z| ≤ |λa,z − z| + |z|< r + |z| ≤ 2|z|.
On the other hand, for |z| ≥ 2r we have

|λa,z| =
∣∣λa,z − z− (−z)∣∣≥ ∣∣|λa,z − z| − |z|∣∣≥ 1

2
|z|.

Let R = 2r . For |z| ≥ R we have 1
2s |z|−s ≤ ψa,α(z) ≤ 2s |z|−s for every a ∈ C.

The continuous map a 
→ ∫
|z|≤R ψa,α(z) dx dy is bounded on the compact set C.

Therefore the series converges uniformly for a ∈ C, if
∫
|z|>R

1
|z|α dx dy <∞. We

now use polar coordinates on C. Recall that the map P : (0,∞)× (−π,π] → C,
given by

P(r, θ)= reiθ = r cos θ + ir sin θ

is a bijection onto the image C� {0}. The Jacobian determinant of this map is r , so
we get, by the change of variables formula,∫

C×
f (x + iy) dx dy =

∫ π

−π

∫ ∞

0
f
(
reiθ

)
r dr dθ
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for every integrable function f . Therefore∫
|z|>R

1

|z|α dx dy = 2π
∫ ∞

R

r1−α dr,

which gives the claim. �

The following theorem contains the definition of the Weierstrass ℘-function.

Theorem 1.2.2 Let Λ be a lattice in C. The series

℘(z)
def= 1

z2
+

∑
λ∈Λ�{0}

1

(z− λ)2
− 1

λ2

converges locally uniformly absolutely in C � Λ. It defines a meromorphic
Λ-periodic function, called the Weierstrass ℘-function.

Proof For |z|< 1
2 |λ| we have |λ− z| ≥ 1

2 |λ|. Further it holds that |2λ− z| ≤ 5
2 |λ|.

So that∣∣∣∣ 1

(z− λ)2
− 1

λ2

∣∣∣∣=
∣∣∣∣λ

2 − (z− λ)2

λ2(z− λ)2

∣∣∣∣=
∣∣∣∣ z(2λ− z)

λ2(z− λ)2

∣∣∣∣≤ |z| 5
2 |λ|

|λ|2 1
4 |λ|2

= 10|z|
|λ|3 .

Using Lemma 1.2.1, we get locally uniform convergence.
The way the sum is formed, it is not immediate that the ℘-function is actually

periodic. For this we first show that it is an even function:

℘(−z)= 1

z2
+

∑
λ∈Λ�{0}

1

(z+ λ)2
− 1

λ2
= 1

z2
+

∑
λ∈Λ�{0}

1

(z− λ)2
− 1

λ2
= ℘(z),

by replacing λ in the sum with−λ. Since the series converges locally uniformly, and
the summands are holomorphic, we are allowed to differentiate the series term-wise.
Its derivative,

℘′(z)=−2
∑
λ∈Λ

1

(z− λ)3
,

is Λ-periodic. Hence for λ ∈Λ� 2Λ the function ℘(z+ λ)−℘(z) is constant. We
compute this constant by setting z=−λ

2 to get ℘(λ2 )−℘(−λ
2 )= 0, as ℘ is even. �

Theorem 1.2.3 (Laurent-expansion of ℘) Let r = min{|λ| : λ ∈Λ� {0}}. For
0< |z|< r one has

℘(z)= 1

z2
+

∞∑
n=1

(2n+ 1)G2n+2z
2n,

where the sum Gk =Gk(Λ)=∑λ∈Λ�{0} 1
λk

converges absolutely for k ≥ 4.
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Proof For 0< |z|< r and λ ∈Λ� {0} we have |z/λ|< 1, so

1

(z− λ)2
= 1

λ2(1− z
λ
)2
= 1

λ2

(
1+

∞∑
k=1

(k + 1)

(
z

λ

)k)
,

and so

1

(z− λ)2
− 1

λ2
=

∞∑
k=1

k + 1

λk+2
zk.

We sum over all λ and find

℘(z)= 1

z2
+

∞∑
k=1

(k + 1)
∑
λ
=0

1

λk+2
zk = 1

z2
+

∞∑
k=1

(k + 1)Gk+2z
k,

where we have changed the order of summation, as we may by absolute conver-
gence. This absolute convergence follows from

∞∑
k=1

k + 1

|λ|k+2
|z|k ≤ 1

|λ|3
∞∑
k=1

k+ 1

|λ|k−1
|z|k

and Lemma 1.2.1. Since ℘ is even, the Gk+2 vanish for odd k. �

1.3 The Differential Equation of the ℘-Function

The differential equation of the ℘-function connects doubly periodic functions to
elliptic curves, as explained in the notes at the end of this chapter.

Theorem 1.3.1 The ℘-function satisfies the differential equation(
℘′(z)

)2 = 4℘3(z)− 60G4℘(z)− 140G6.

Proof We show that the difference of the two sides has no pole, i.e. is a holomorphic
Λ-periodic function, hence constant.

If z 
= 0 is small we have

℘′(z)=− 2

z3
+ 6G4z+ 20G6z

3 + · · · ,
so

(
℘′(z)

)2 = 4

z6
− 24G4

z2
− 80G6 + · · · .

On the other hand,

4℘3(z)= 4

z6
+ 36G4

z2
+ 60G6 + · · · ,
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so that

(
℘′(z)

)2 − 4℘3(z)=−60G4

z2
− 140G6 + · · · .

We finally get

(
℘′(z)

)2 − 4℘3(z)+ 60G4℘(z)=−140G6 + · · ·

where the left-hand side is a holomorphic Λ-periodic function, hence constant. If
on this right-hand side we put z= 0, we see that this constant is −140G6. �

1.4 Eisenstein Series

For a ring R we denote by M2(R) the set of all 2× 2 matrices with entries from R.
In a linear algebra course you prove that a matrix

(
a b
c d

) ∈M2(R) is invertible if and
only if its determinant is invertible in R, i.e. if ad − bd ∈ R×. You may have done
this for R being a field only, but for a ring it is just the same proof. Let GL2(R) be
the group of all invertible matrices in M2(R). It contains the subgroup SL2(R) of
all matrices of determinant 1. Consider the example R = Z. We have Z× = {1,−1}.
So GL2(Z) is the group of all integer matrices with determinant ±1. The subgroup
SL2(Z) is therefore a subgroup of index 2.

For k ∈ N, k ≥ 4 the series Gk(Λ) =∑
λ∈Λ�{0} λ−k converges. The set wΛ is

again a lattice if w ∈C
× and we have

Gk(wΛ)=w−kGk(Λ).

Recall for α,β ∈C, linearly independent over R we have the lattice

Λ(α,β)= Zα⊕Zβ.

If z is a complex number with Im(z) > 0, then z and 1 are linearly independent
over R. We define the Eisenstein series as a function on the upper half plane

H= {z ∈C : Im(z) > 0
}

by

Gk(z)=Gk

(
Λ(z,1)

)= ∑
(m,n) 
=(0,0)

1

(mz+ n)k
,
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where the sum runs over all m,n ∈ Z which are not both zero. Using matrix multi-
plication, we can write mz+ n= (z 1)

(
m
n

)
. The group Γ0 = SL2(Z) acts on the set

of pairs
(
m
n

)
by multiplication from the left. For γ = ( a b

c d

) ∈ Γ0 we have

Gk(z) =
∑
m,n

(
(z 1)

(
m

n

))−k
=
∑
m,n

(
(z 1)γ t

(
m

n

))−k

=
∑
m,n

(
(z 1)

(
a c

b d

)(
m

n

))−k
=
∑
m,n

(
(az+ b, cz+ d)

(
m

n

))−k

= (cz+ d)−k
∑
m,n

((
az+ b

cz+ d
,1

)(
m

n

))−k
= (cz+ d)−kGk

(
az+ b

cz+ d

)
,

or

Gk

(
az+ b

cz+ d

)
= (cz+ d)kGk(z).

Proposition 1.4.1 If k ≥ 4 is even, then

lim
y→∞Gk(iy)= 2ζ(k),

where

ζ(s)=
∞∑
n=1

1

ns
, Re(s) > 1,

is the Riemann zeta function. (See Exercise 1.4.)

Proof One has

Gk(iy)= 2ζ(k)+
∑
(m,n)
m 
=0

1

(miy + n)k
.

We show that the second summand tends to zero for y→∞. Consider the estimate∣∣∣∣
∑
(m,n)
m 
=0

1

(miy + n)k

∣∣∣∣≤
∑
(m,n)
m 
=0

1

nk +mkyk
.

Here, every summand on the right-hand side is monotonically decreasing in as y→
∞ and tends to zero. Further, the right-hand side converges for every y > 0, so we
conclude by dominated convergence, that the entire sum tends to zero as y→∞. �

1.5 Bernoulli Numbers and Values of the Zeta Function

We have seen that Eisenstein series assume zeta-values ‘at infinity’. We shall need
the following exact expressions for these zeta-values later. We now define the
Bernoulli numbers Bk .
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Lemma 1.5.1 For k = 1,2,3, . . . there are uniquely determined rational numbers
Bk such that for |z|< 2π one has

z

ez − 1
+ z

2
= z

2

ez + 1

ez − 1
= 1−

∞∑
k=1

(−1)kBk
z2k

(2k)! .

The first of these numbers are B1 = 1
6 , B2 = 1

30 , B3 = 1
42 , B4 = 1

30 , B5 = 5
66 .

Proof Let f (z) = z
ez−1 + z

2 = z
2
ez+1
ez−1 . Then f is holomorphic in {|z| < 2π}, so its

power series expansion converges in this circle. We show that f is an even function:

f (−z)=− z

2

e−z + 1

e−z − 1
=− z

2

1+ ez

1− ez
= f (z).

Therefore there is such an expression with Bk ∈C.
Let g(z)= z

ez−1 =
∑∞

k=0 ckz
k . We show that the ck are all rational numbers. The

equation z= g(z)(ez − 1) gives

z=
∞∑
n=0

zn

(
n−1∑
j=0

cj

(n− j)!

)
.

So c0 = 1 and for every n ≥ 2 the number cn−1 is a rational linear combination of
the cj with j < n− 1. Inductively we conclude cj ∈Q. �

Proposition 1.5.2 For every natural number k one has

ζ(2k)= 22k−1

(2k)! Bkπ
2k.

The first values are ζ(2)= π2

6 , ζ(4)= π4

90 , ζ(6)= π6

945 .

Proof By definition, the cotangent function satisfies

z cot z= zi
eiz + e−iz

eiz − e−iz
.

Replacing z by z/2i, this becomes

z

2i
cot

(
z

2i

)
= z

2

ez + 1

ez − 1
= f (z),

so that

z cot z= 1−
∞∑
k=1

Bk
22kz2k

(2k)! .

The partial fraction expansion of the cotangent function (Exercise 1.8) is

π cot(πz)= 1

z
+

∞∑
m=1

(
1

z+m
+ 1

z−m

)
.
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Therefore

z cot z= 1+ 2
∞∑
n=1

z2

z2 − n2π2
= 1− 2

∞∑
n=1

∞∑
k=1

z2k

n2kπ2k
,

from which we get
∞∑
k=1

Bk
22kz2k

(2k)! = 2
∞∑
n=1

∞∑
k=1

z2k

n2kπ2k
.

Comparing coefficients gives the claim. �

1.6 Exercises and Remarks

Exercise 1.1 The one-point compactification Ĉ= C ∪ {∞} of C has the following
topology. Open sets are

• open subsets of C, or
• sets V which contain ∞ and have the property that C � V is a compact subset

of C.

Show that Ĉ is compact. Consider the three-dimensional space C×R and let

S = {(z, t) ∈C×R : |z|2 + t2 = 1
}
.

Then S is the two-dimensional sphere. Consider the point N = (0,1) ∈ S, called the
north pole. Show that for every z ∈ C the line through z and N meets the sphere S
in exactly one other point φ(z). Show that the resulting map φ : C→ S � {N} is a
homeomorphism which extends to a homeomorphism Ĉ→ S by sending ∞ to N .
This homeomorphism is the reason why Ĉ is also called the Riemann sphere.

Exercise 1.2 Let a ∈ C� {0}. A function f on C is called simply periodic of pe-
riod a, or a-periodic, if f (z+ a)= f (z) for every z ∈C. Show that if a, b ∈C are
linearly independent over R, then a function f is Λ(a,b)-periodic if and only if it is
a-periodic and b-periodic simultaneously. This explains the notion doubly periodic.

Exercise 1.3 A subgroup Λ ⊂ C of the additive group (C,+) is called a discrete
subgroup if Λ is discrete in the subset topology, i.e. if for every λ ∈Λ there exists
an open set Uλ ⊂C such that Λ∩Uλ = {λ}. Show

1. A subgroup Λ ⊂ C is discrete if and only if there is an open set U0 ⊂ C with
U0 ∩Λ= {0}.

2. IfΛ⊂C is a discrete subgroup, then there are three possibilities: eitherΛ= {0},
or there is a λ0 ∈Λ with Λ= Zλ0, or Λ is a lattice.

3. A discrete subgroup Λ⊂C is a lattice if and only if the quotient group C/Λ is
compact in the quotient topology.

4. If Λ ⊂ C is a lattice, then a subgroup Σ ⊂ Λ is a lattice if and only if it has
finite index, i.e. if the group Λ/Σ is finite.



12 1 Doubly Periodic Functions

Exercise 1.4 Show that the sum defining the Riemann zeta function, ζ(s) =∑∞
n=1 n

−s , converges absolutely for Re(s) > 1. One can adapt the proof of
Lemma 1.2.1.

Exercise 1.5 Show that the Riemann zeta function ζ(s)=∑∞
n=1 n

−s has the Euler
product

ζ(s)=
∏
p

1

1− p−s
, Re(s) > 1,

where the product runs over all prime numbers p. (Hint: consider the sequence
sN(s) =∏

p≤N 1
1−p−s . Using the geometric series, write 1

1−p−s =
∑∞

k=0 p
−ks and

use absolute convergence of the Dirichlet series defining ζ(s).)

Exercise 1.6 Let α,β,α′β ′ ∈ C with C = Rα + Rβ = Rα′ + Rβ ′. Show that the
lattices Λ(α,β) and Λ(α′, β ′) coincide if and only if there is

(
a b
c d

) ∈GL2(Z) with(
α′

β ′

)
=
(
a b

c d

)(
α

β

)
.

Exercise 1.7 Let f be meromorphic on C and Λ-periodic for a lattice Λ. Let Fw =
F +w a translated fundamental mesh for Λ, such that there are no poles or zeros of
f on the boundary ∂Fw . Let S(0) be the sum of all zeros of f in F , counted with
multiplicities. Let S(∞) be the sum of all poles of f in F , also with multiplicities.
Show:

S(0)− S(∞) ∈Λ.
(Integrate the function zf ′(z)/f (z).)

Exercise 1.8 Prove the partial fraction expansion of the cotangent:

π cot(πz)= 1

z
+

∞∑
m=1

(
1

z+m
+ 1

z−m

)
.

(The difference of the two sides is periodic and entire. Show that it is bounded and
odd.)

Exercise 1.9 Let z,w ∈ C and let ℘ be the Weierstrass ℘-function for a lattice Λ.
Show that ℘(z)= ℘(w) if and only if z+w or z−w is in the lattice Λ.

Exercise 1.10 Let ℘ be the Weierstrass ℘-function for a lattice Λ.

(a) Let a1, . . . , an and b1, . . . , bm be complex numbers. Show that the function

f (z)=
∏n

i=1℘(z)−℘(ai)∏m
j=1℘(z)−℘(bj )

is even and Λ-periodic.
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(b) Show that every even Λ-periodic function is a rational function of ℘.
(c) Show that every Λ-periodic meromorphic function is of the form R(℘(z)) +

℘′(z)Q(℘ (z)), where R and Q are rational functions.

Exercise 1.11 (Residue theorem for circle segments) Let r0 > 0 and let f be a
holomorphic function on the set {z ∈ C : 0 < |z| < r0}, which has a simple pole at
z = 0. Let a, b : [0, r0)→ (−π,π) be continuous functions with a(r) ≤ b(r) for
every 0 ≤ r < r0 and for 0 < r < r0 let γr : (a(r), b(r))→ C the circle segment
γr(t)= reit . Show:

lim
r→0

1

2πi

∫
γr

f (z) dz= b(0)− a(0)

2π
resz=0 f (z).

Exercise 1.12 Let (an) be a sequence in C. Show that there exists an r ∈R∪{±∞},
such that for every s ∈ C with Re(s) > r and for no s with Re(s) < r the Dirichlet
series

∑∞
n=1 ann

−s converges absolutely.

Remarks Putting g4 = 15G4 and g6 = 35G6 one sees that (x, y) = (℘,℘′/2)
satisfies the polynomial equation

y2 = x3 − g4x − g6.

This means that the map z 
→ (℘ (z),℘′(z)/2) maps the complex manifold C/Λ

bijectively onto the elliptic curve given by this equation. Indeed, every elliptic curve
is obtained in this way, so elliptic curves are parametrized by lattices. The book
[Sil09] gives a good introduction to elliptic curves.

The Riemann zeta function featured in this section has a meromorphic extension
to all of C and satisfies a functional equation, as shown in Theorem 6.1.3. The
famous Riemann hypothesis says that every zero of the function ζ(s) in the strip
0< Re(s) < 1 has real part 1

2 . This hypothesis is considered the hardest problem of
all mathematics.



Chapter 2
Modular Forms for SL2(Z)

In this chapter we introduce the notion of a modular form and its L-function. We
determine the space of modular forms by giving an explicit basis. We define Hecke
operators and we show that the L-function of a Hecke eigenform admits an Euler
product.

2.1 The Modular Group

Recall the notion of an action of a group G on a set X. This is a map G×X→X,
written (g, x) 
→ gx, such that 1x = x and g(hx)= (gh)x, where x ∈X and g,h ∈
G are arbitrary elements and 1 is the neutral element of the group G.

Two points x, y ∈X are called conjugate modulo G, if there exists a g ∈G with
y = gx. The orbit of a point x ∈ X is the set Gx of all gx, where g ∈ G, so the
orbit is the set of all points conjugate to x. We write G\X or X/G for the set of all
G-orbits.

Example 2.1.1 Let G be the group of all complex numbers of absolute value one,
also known as the circle group

G= T= {z ∈C : |z| = 1
}
.

The group G acts on the set C by multiplication. The map

[0,∞)→G\C,
x 
→Gx

is a bijection.

An action of a group is said to be transitive if there is only one orbit, i.e. if any
two elements are conjugate.

This is the usual notion of a group action from the left, or left action. Later, in
Lemma 2.2.2, we shall also define a group action from the right.

A. Deitmar, Automorphic Forms, Universitext,
DOI 10.1007/978-1-4471-4435-9_2, © Springer-Verlag London 2013
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For given g ∈G the map x 
→ gx is invertible, as its inverse is x 
→ g−1x.
The group GL2(C) acts on the set C2

� {0} by matrix multiplication. Since this
action is by linear maps, the group also acts on the projective space P

1(C), which
we define as the set of all one-dimensional subspaces of the vector space C

2. Every
non-zero vector in C

2 spans such a vector space and two vectors give the same space
if and only if one is a multiple of the other, which means that they are in the same
C
×-orbit. So we have a canonical bijection

P
1(C)∼= (C2

� {0})/C×.

We write the elements of P1(C) in the form [z,w], where (z,w) ∈C
2
� {0} and

[z,w] = [z′,w′] ⇔ ∃λ ∈C
× : (z′,w′)= (λz,λw).

For w 
= 0 there exists exactly one representative of the form [z,1], and the map
z 
→ [z,1] is an injection C ↪→ P

1(C), so that we can view C as a subset of P1(C).
The complement of C in P

1(C) is a single point ∞= [1,0], so that P1(C) is the
one-point compactification Ĉ of C, the Riemann sphere. We consider the action of
GL2(C) given by g.(z,w)= (z,w)gt ; then with g = ( a b

c d

)
we have

g.[z,1] = [az+ b, cz+ d] =
[
az+ b

cz+ d
,1

]
,

if cz+ d 
= 0. The rational function az+b
cz+d has exactly one pole in the set Ĉ, so we

define an action of GL2(C) on the Riemann sphere by

g.z=
{
az+b
cz+d if cz+ d 
= 0,

∞ if cz+ d = 0,

if z ∈C. Note that cz+d and az+b cannot both be zero (Exercise 2.1). We finalize
the definition of this action with

g.∞= lim
Im(z)→∞g.z=

{
a
c

if c 
= 0,

∞ otherwise.

Any matrix of the form
(
λ
λ

)
with λ 
= 0 acts trivially, so it suffices to consider the

action on the subgroup SL2(C)= {g ∈GL2(C) : det(g)= 1}.

Lemma 2.1.2 The group SL2(C) acts transitively on the Riemann sphere Ĉ. The
element

(−1
−1

)
acts trivially. If we restrict the action to the subgroup G= SL2(R),

the set Ĉ decomposes into three orbits: H and −H, as well as the set R̂=R∪ {∞}.

Proof For given z ∈C one has z= ( z z−1
1 1

)
.∞, so the action is transitive. In partic-

ular it follows that R̂ lies in the G-orbit of the point ∞.
For g = ( a b

c d

) ∈G and z ∈C one computes

Im(g.z)= Im(z)

|cz+ d|2 .
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This implies that G leaves the three sets mentioned invariant. We have
( 1 x

1

)
.0 =

x ∈ R and
(−1

1

)
.0 =∞, therefore R̂ is one G-orbit. We show that G acts transi-

tively on H. For a given z= x + iy ∈H one has

z=
(√

y x√
y

0 1√
y

)
i. �

Definition 2.1.3 We denote by LATT the set of all lattices in C. Let BAS be the set
of all R-bases of C, i.e. the set of all pairs (z,w) ∈C

2, which are linearly indepen-
dent over R. Let BAS+ be the subset of all bases that are clockwise-oriented, i.e.
the set of all (z,w) ∈ BAS with Im(z/w) > 0. There is a natural map

Ψ : BAS+ → LATT,

defined by

Ψ (z,w)= Zz⊕Zw.

This map is surjective but not injective, since for example Ψ (z+w,w)= Ψ (z,w).
The group Γ0 = SL2(Z) acts on BAS+ by γ.(z,w) = (z,w)γ t = (az + bw, cz +
dw) if γ = ( a b

c d

)
. Here we remind the reader that an invertible real matrix preserves

the orientation of a basis if and only if the determinant of the matrix is positive.

The group Γ0 = SL2(Z) is called the modular group.

Lemma 2.1.4 Two bases are mapped to the same lattice under Ψ if and only if they
lie in the same Γ0-orbit. So Ψ induces a bijection

Ψ : Γ0\BAS+ ∼=−→ LATT.

Proof Let (z,w) and (z′,w′) be two clockwise-oriented bases such that Ψ (z,w)=
Λ= Ψ (z′,w′). Since z′,w′ are elements of the lattice generated by z and w, there
are a, b, c, d ∈ Z with (z′,w′) = (az+ cw,bz+ dw)= (z,w)

(
a b
c d

)
. Since, on the

other hand, z and w lie in the lattice generated by z′ and w′, there are α,β, γ, δ ∈ Z

with (z,w) = (z′,w′)
( α β

γ δ

)
, so (z,w)

(
a b
c d

)( α β

γ δ

) = (z,w). As z and w are lin-

early independent over R, it follows that
(
a b
c d

)( α β

γ δ

) = ( 1
1

)
and so g = (

a b
c d

)
is an element of GL2(Z). In particular one gets det(g) = ±1. Since g maps the
clockwise-oriented basis (z,w) to the clockwise-oriented basis (z′,w′), one con-
cludes det(g) > 0, i.e. det(g)= 1 and so g ∈ Γ0, which means that the two bases are
in the same Γ0-orbit. The converse direction is trivial. �

The set BAS+ is a bit unwieldy, so one divides out the action of the group
C
×. This action of C

× on the set BAS+ is defined by ξ(a, b) = (ξa, ξb). One
has (a, b)= b(a/b,1), so every C

×-orbit contains exactly one element of the form
(z,1) with z ∈ H. The action of C× commutes with the action of Γ0, so C

× acts
on Γ0\BAS+. On the other hand, C× acts on LATT by multiplication and the map
Ψ translates one action into the other, which means Ψ (λ(z,w)) = λΨ (z,w). As
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Ψ is bijective, the two C
×-actions are isomorphic and Ψ maps orbits bijectively to

orbits, so giving a bijection

Ψ : Γ0\BAS+ /C× ∼=−→ LATT/C×.
Now let z ∈H. Then (z,1) ∈ BAS+. For γ = ( a b

c d

) ∈ Γ0 one has, modulo the C
×-

action:

(z,1)γ tC× = (az+ b, cz+ d)C× =
(
az+ b

cz+ d
,1

)
C
×.

Letting Γ0 act on H by linear fractionals, the map z 
→ (z,1)C× is thus equivariant
with respect to the actions of Γ0.

Theorem 2.1.5 The map z 
→ Zz+Z induces a bijection

Γ0\H ∼=−→ LATT/C×.

Proof The map is a composition of the maps

Γ0\H ϕ−→ Γ0\BAS+ /C× ∼=−→ LATT/C×,
so it is well defined. We have to show that ϕ is bijective.

To show surjectivity, let (v,w) ∈ BAS+. Then (v,w)C× = (v/w,1)C× and
v/w ∈H, so ϕ is surjective. For injectivity, assume ϕ(Γ0z)= ϕ(Γ0w). This means
Γ0(z,1)C× = Γ0(w,1)C×, so there are γ = ( a b

c d

) ∈ Γ0 and λ ∈ C
× with (w,1)=

γ (z,1)λ. The right-hand side is

γ (z,1)λ= λ(az+ b, cz+ d)= (w,1).

Comparing the second coordinates, we get λ= (cz+ d)−1 and so w = az+b
cz+d = γ.z,

as claimed. �

The element −1 = (−1
−1

)
acts trivially on the upper half plane H. This moti-

vates the following definition.

Definition 2.1.6 Let Γ 0 = Γ0/± 1. For a subgroup Γ of Γ0 let Γ be the image of
Γ in Γ 0. Then we have

[Γ 0 : Γ ] =
{ [Γ0 : Γ ] if −1 ∈ Γ,

1
2 [Γ0 : Γ ] otherwise.

Let

S
def=
(

0 −1
1 0

)
, T

def=
(

1 1
0 1

)
.

One has

Sz= −1

z
, T z= z+ 1,
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as well as S2 =−1= (ST )3. Denote by D the set of all z ∈H with |Re(z)|< 1
2 and

|z|> 1, as depicted in the next figure. Let D be the closure of D in H. The set D is
a so-called fundamental domain for the group SL2(Z); see Definition 2.5.17.

e2πi/6e2πi/3
i

D

0 1
2− 1

2

Theorem 2.1.7

(a) For every z ∈H there exists a γ ∈ Γ0 with γ z ∈D.
(b) If z,w ∈D, with z 
=w, lie in the same Γ0-orbit, then we have Re(z)=± 1

2
and z=w± 1, or |z| = 1 and w =−1/z. In any case the two points lie on
the boundary of D.

(c) For z ∈ H let Γ0,z be the stabilizer of z in Γ0. For z ∈ D we have Γ0,z =
{±1} except when

• z= i, then Γ0,z is a group of order four, generated by S,
• z= ρ = e2πi/3, then Γ0,z is of order six, generated by ST ,
• z=−ρ = eπi/3, then Γ0,z is of order six, generated by T S.

(d) The group Γ0 is generated by S and T .

Proof Let Γ ′ be the subgroup of Γ0 generated by S and T . We show that for every
z ∈H there is a γ ′ ∈ Γ ′ with γ ′z ∈D. So let g = ( a b

c d

)
in Γ ′. For z ∈H one has

Im(gz)= Im(z)

|cz+ d|2 .

Since c and d are integers, for every M > 0 the set of all pairs (c, d) with
|cz + d| < M is finite. Therefore there exists γ ∈ Γ ′ such that Im(γ z) is maxi-
mal. Choose an integer n such that T nγ z has real part in [−1/2,1/2]. We claim
that the element w = T nγ z lies in D. It suffices to show that |w| ≥ 1. Assuming
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|w|< 1, we conclude that the element −1/w = Sw has imaginary part strictly big-
ger than Im(w), which contradicts our choices. So indeed we get w = T nγ z in D

and part (a) is proven.
We now show parts (b) and (c). Let z ∈ D and let 1 
= γ = (

a b
c d

) ∈ Γ0 with

γ z ∈D. Replacing the pair (z, γ ) by (γ z, γ−1), if necessary, we assume Im(γ z)≥
Im(z), so |cz + d| ≤ 1. This cannot hold for |c| ≥ 2, so we have the cases c =
0,1,−1.

• If c = 0, then d = ±1 and we can assume d = 1. Then γ z = z + b and b 
= 0.
Since the real parts of both numbers lie in [−1/2,1/2], it follows that b = ±1
and Re(z)=±1/2.

• If c = 1, then the assertion |z + d| ≤ 1 implies d = 0, except if z = ρ,−ρ, in
which case we can also have d = 1,−1.
– If d = 0, then |z| = 1 and ad − bc = 1 implies b =−1, so gz = a − 1/z and

we conclude a = 0, except if Re(z)=± 1
2 , so z= ρ,−ρ.

– If z= ρ and d = 1, then a−b= 1 and gρ = a−1/(1+ρ)= a+ρ, so a = 0,1.
The case z=−ρ is treated similarly.

• If c=−1, one can replace the whole matrix with its negative and thus can apply
the case c= 1.

Finally, we must show that Γ0 = Γ ′. For this let γ ∈ Γ0 and z ∈D. Then there is
γ ′ ∈ Γ ′ with γ ′γ z= z, so γ = γ ′−1 ∈ Γ ′. �

2.2 Modular Forms

In this section we introduce the protagonists of this chapter. Before that, we start
with weakly modular functions.

Definition 2.2.1 Let k ∈ Z. A meromorphic function f on the upper half plane H

is called weakly modular of weight k if

f

(
az+ b

cz+ d

)
= (cz+ d)kf (z)

holds for every z ∈H, in which f is defined and every
(
a b
c d

) ∈ SL2(Z).

Note: for such a function f 
= 0 to exist, k must be even, since the matrix
(−1

−1

)
lies in SL2(Z).

For σ = ( a b
c d

) ∈G we denote the induced map z 
→ σz= az+b
cz+d again by σ . Then

d(σz)

dz
= 1

(cz+ d)2
.

We deduce from this that a holomorphic function f is weakly modular of weight 2
if and only if the differential form ω = f (z) dz on H is invariant under Γ0, i.e. if
γ ∗ω = ω holds for every γ ∈ Γ0, where γ ∗ω is the pullback of the form ω under
the map γ :H→H.
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More generally, we define for k ∈ Z and f :H→C:

f |kσ (z) def= (cz+ d)−kf
(
az+ b

cz+ d

)
,

where σ = ( a b
c d

) ∈G. If k is fixed, we occasionally leave the index out, i.e. we write
f |σ = f |kσ .

Lemma 2.2.2 The maps f 
→ f |σ define a linear (right-)action of the group G on
the space of functions f :H→C, i.e.

• for every σ ∈G the map f 
→ f |σ is linear,
• one has f |1= f and f |(σσ ′)= (f |σ)|σ ′ for all σ,σ ′ ∈G.

Every right-action can be made into a left-action by inversion, i.e. one defines
σf = f |σ−1 and one then gets (σσ ′)f = σ(σ ′f ).

Proof The only non-trivial assertion is f |(σσ ′)= (f |σ)|σ ′. For k = 0 this is sim-
ply:

f |(σσ ′)(z)= f
(
σσ ′z

)= f |σ (σ ′z)= (f |σ)|σ ′(z).
Let j (σ, z) = (cz + d). One verifies that this ‘factor of automorphy’ satisfies a
so-called cocycle relation:

j
(
σσ ′, z

)= j
(
σ,σ ′z

)
j
(
σ ′, z

)
.

As f |kσ (z)= j (σ, z)−kf |0σ(z), we conclude

f |k
(
σσ ′

)
(z)= j

(
σσ ′, z

)−k
f |0

(
σσ ′

)
(z)

= j
(
σ,σ ′z

)−k
j
(
σ ′, z

)−k
(f |0σ)|0σ ′(z)= (f |kσ )|kσ ′(z). �

Lemma 2.2.3 Let k ∈ 2Z. A meromorphic function f on H is weakly modular of
weight k if and only if for every z ∈H one has

f (z+ 1)= f (z) and f (−1/z)= zkf (z).

Proof By definition, f is weakly modular if and only if f |kγ = f for every γ ∈ Γ0,
which means that f is invariant under the group action of Γ0. It suffices to check
invariance on the two generators S and T of the group. �

We now give the definition of a modular function. Let f be a weakly modular
function. The map q : z 
→ e2πiz maps the upper half plane surjectively onto the
pointed unit disk D

∗ = {z ∈ C : 0 < |z| < 1}. Two points z,w in H have the same
image under q if and only if there is m ∈ Z such that w = z +m. So q induces a
bijection q : Z\H→ D

∗. In particular, for every weakly modular function f on H

there is a function f̃ on D
∗
� q({poles}) with

f (z)= f̃
(
q(z)

)
.
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This means that for w ∈D
∗ we have

f̃ (w)= f

(
logw

2πi

)
,

where logw is an arbitrary branch of the holomorphic logarithm, being defined in a
neighborhood of w. Then f̃ is a meromorphic function on the pointed unit disk.

Definition 2.2.4 A weakly modular function f of weight k is called a modular
function of weight k if the induced function f̃ is meromorphic on the entire unit
disk D= {z ∈C : |z|< 1}.

Suggestively, in this case one also says that f is ‘meromorphic at infinity’. This
means that f̃ (q) has at most a pole at q = 0. It follows that poles of f̃ in D

∗ cannot
accumulate at q = 0, because that would imply an essential singularity at q = 0. For
the function f it means that there exists a bound T = Tf > 0 such that f has no
poles in the region {z ∈H : Im(z) > T }.

The Fourier expansion of the function f is of particular importance. Next we
show that the Fourier series converges uniformly. In the next lemma we write
C∞(R/Z) for the set of all infinitely often differentiable functions g :R→C, which
are periodic of period 1, which means that one has g(x+1)= g(x) for every x ∈R.

Definition 2.2.5 Let D ⊂R be an unbounded subset. A function f :D→C is said
to be rapidly decreasing if for every N ∈N the function xNf (x) is bounded on D.

For D =N one gets the special case of a rapidly decreasing sequence.

Examples 2.2.6

• For D =N the sequence ak = 1
k! is rapidly decreasing.

• For D = [0,∞) the function f (x)= e−x is rapidly decreasing.
• For D =R the function f (x)= e−x2

is rapidly decreasing.

Proposition 2.2.7 (Fourier series) If g is in C∞(R/Z), then for every x ∈ R one
has

g(x)=
∑
k∈Z

ck(g)e
2πikx,

where ck(g)=
∫ 1

0 g(t)e
−2πikt dt and the sum converges uniformly. The Fourier co-

efficients ck = ck(g) are rapidly decreasing as functions in k ∈ Z.
The Fourier coefficients ck(g) are uniquely determined in the following sense:

Let (ak)k∈Z be a family of complex numbers such that for every x ∈R the identity

g(x)=
∞∑

k=−∞
ake

2πikx

holds with locally uniform convergence of the series. Then it follows that ak = ck(g)

for every k ∈ Z.
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Proof Using integration by parts repeatedly, we get for k 
= 0,

∣∣ck(g)∣∣=
∣∣∣∣
∫ 1

0
g(t)e−2πitk dt

∣∣∣∣=
∣∣∣∣ 1

−2πik

∫ 1

0
g′(t)e−2πikt dt

∣∣∣∣
=
∣∣∣∣ 1

−4π2k2

∫ 1

0
g′′(t)e−2πikt dt

∣∣∣∣≤ · · ·

≤ 1

(4π2k2)n

∣∣∣∣
∫ 1

0
g(2n)(t)e−2πikt dt

∣∣∣∣.
So the sequence (ck(g)) is rapidly decreasing. Consequently, the sum

∑
k∈Z |ck(g)|

converges, so the series
∑

k∈Z ck(g)e2πikx converges uniformly. We only have to
show that it converges to g. It suffices to do that at the point x = 0, since, assuming
we have this convergence at x = 0, we can set gx(t)= g(x + t) and we see

g(x)= gx(0)=
∑
k

ck(gx).

By ck(gx) =
∫ 1

0 g(t + x)e−2πikt dt = e2πikxck(g) we get the claim. So we only
have to show g(0) =∑

k ck(g). Replacing g(x) with g(x)− g(0), we can assume
g(0)= 0, in which case we have to show that

∑
k ck(g)= 0. Let

h(x)= g(x)

e2πix − 1
.

As g(0)= 0, it follows that h ∈ C∞(R/Z) and we have

ck(g)=
∫ 1

0
h(x)

(
e2πix − 1

)
e−2πikx dx = ck−1(h)− ck(h).

Since h ∈ C∞(R/Z), the series
∑

k ck(h) converges absolutely as well and∑
k ck(g)=

∑
k(ck−1(h)− ck(h))= 0.

Now for the uniqueness of the Fourier coefficients. Let (ak)k∈Z be as in the
proposition. By locally uniform convergence the following interchange of integra-
tion and summation is justified. For l ∈ Z we have

cl(g)=
∫ 1

0
g(t)e−2πilt dt =

∫ 1

0

∞∑
k=−∞

ake
2πkt e−2πilt dt

=
∞∑

k=−∞
ak

∫ 1

0
e2πkt e−2πilt dt.

One has ∫ 1

0
e2πkt e−2πilt dt =

∫ 1

0
e2π(k−l)t dt =

{
1 if k = l,

0 otherwise.

This implies cl(g)= al . �

This nice proof of the convergence of Fourier series is, to the author’s knowledge,
due to H. Jacquet.
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Let f be a weakly modular function of weight k. As f (z)= f (z+ 1) and f is
infinitely differentiable (except at the poles), one can write it as a Fourier series:

f (x + iy)=
+∞∑

n=−∞
cn(y)e

2πinx,

if there is no pole of f on the line Im(w)= y, which holds true for all but countably
many values of y > 0. For such y the sequence (cn(y))n∈Z is rapidly decreasing.

Lemma 2.2.8 Let f be a modular function on the upper half plane H and let T > 0
such that f has no poles in the set {Im(z) > T }. For every n ∈ Z and y > T one has
cn(y)= ane

−2πny for a constant an. Then

f (z)=
+∞∑
n=−N

ane
2πinz,

where −N is the pole-order of the induced meromorphic function f̃ at q = 0. For
every y > 0, the sequence ane−yn is rapidly decreasing.

Proof The induced function f̃ with f (z) = f̃ (q(z)) or f̃ (q) = f (
logq
2πi ) is mero-

morphic around q = 0. In a pointed neighborhood of zero, the function f̃ therefore
has a Laurent expansion

f̃ (w)=
∞∑

n=−∞
anw

n.

Replacing w by q(z), one gets

f (z)=
+∞∑

n=−∞
ane

2πinz.

The claim follows from the uniqueness of the Fourier coefficients. �

Note, in particular, that the Fourier expansion of a modular function f equals the
Laurent expansion of the induced function f̃ .

Definition 2.2.9 A modular function f is called a modular form if it is holomorphic
in the upper half plane H and holomorphic at ∞, i.e. an = 0 holds for every n < 0.

A modular form f is called cusp form if additionally a0 = 0. In that case one
says that f vanishes at ∞.

As an example, consider Eisenstein series Gk for k ≥ 4. Write q = e2πiz.

Proposition 2.2.10 For even k ≥ 4 we have

Gk(z)= 2ζ(k)+ 2
(2πi)k

(k − 1)!
∞∑
n=1

σk−1(n)q
n,

where σk(n)=∑d|n dk is the kth divisor sum.
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Proof On the one hand we have the partial fraction expansion of the cotangent func-
tion

π cot(πz)= 1

z
+

∞∑
m=1

(
1

z+m
+ 1

z−m

)
,

and on the other

π cot(πz)= π
cos(πz)

sin(πz)
= iπ

q + 1

q − 1
= πi − 2πi

1− q
= πi − 2πi

∞∑
n=0

qn.

So

1

z
+

∞∑
m=1

(
1

z+m
+ 1

z−m

)
= πi − 2πi

∞∑
n=0

qn.

We repeatedly differentiate both sides to get for k ≥ 4,

∑
m∈Z

1

(z+m)k
= 1

(k − 1)! (−2πi)k
∞∑
n=1

nk−1qn.

The Eisenstein series is

Gk(z)=
∑

(n,m) 
=(0,0)

1

(nz+m)k
= 2ζ(k)+ 2

∞∑
n=1

∑
m∈Z

1

(nz+m)k

= 2ζ(k)+ 2(−2πi)k

(k − 1)!
∞∑
d=1

∞∑
a=1

dk−1qad

= 2ζ(k)+ 2(2πi)k

(k − 1)!
∞∑
n=1

σk−1(n)q
n.

The proposition is proven. �

Let f be a modular function of weight k. For γ ∈ Γ0 the formula f (γ z) =
(cz+ d)kf (z) shows that the orders of vanishing of f at the points z and γ z agree.
So the order ordz f depends only on the image of z in Γ0\H.

We further define ord∞(f ) as the order of vanishing of f̃ (q) at q = 0, where
f̃ (e2πiz) = f (z). Finally let z ∈ H be equal to the number 2ez, the order of the
stabilizer group of z in Γ0, so ez = |Γ0,z|

2 . Then

ez =
⎧⎨
⎩

2 if z lies in the Γ0-orbit of i,

3 if z lies in the Γ0-orbit of ρ = e2πi/3,

1 otherwise.

Here we recall that the orbit of an element w ∈H is defined as

Γ0-orbit(w)= Γ0w = {γ.w : γ ∈ Γ0}.
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Theorem 2.2.11 Let f 
= 0 be a modular function of weight k. Then

ord∞(f )+
∑

z∈Γ0\H

1

ez
ordz(f )= k

12
.

Proof Note first that the sum is finite, as f has only finitely many zeros and poles
modulo Γ0. Indeed, in Γ0\H these cannot accumulate, by the identity theorem. Also
at ∞ they cannot accumulate, as f is meromorphic at ∞ as well.

We write the claim as

ord∞(f )+ 1

2
ordi (f )+ 1

3
ordρ(f )+

∑
z∈Γ0\H
z 
=i,ρ

ordz(f )= k

12
.

Let D be the fundamental domain of Γ0 as in Sect. 2.1. We integrate the function
1

2πi
f ′
f

along the positively oriented boundary of D, as in the following figure.

T

e2πi/6e2πi/3
i

D

0 1
2− 1

2

Assume first that f has neither a zero or a pole on the boundary of D, with the
possible exception of i or ρ,−ρ. Let C be the positively oriented boundary of D,
except for i, ρ,−ρ, which we circumvent by circular segments as in the figure.
Further, we cut off the domain D at Im(z)= T for some T > 0 which is bigger than
the imaginary part of any zero or pole of f . By the residue theorem we get

1

2πi

∫
C

f ′

f
=

∑
z∈Γ0\H
z 
=i,ρ

ordz(f ).
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On the other hand:

(a) Substituting q = e2πiz we transform the line 1
2 + iT ,− 1

2 + iT into a circle ω
around q = 0 of negative orientation. So

1

2πi

∫ − 1
2+iT

1
2+iT

f ′

f
= 1

2πi

∫
ω

f̃ ′

f̃
=−ord∞(f ).

(b) The circular segment k(ρ) around ρ has angle 2π
6 . By Exercise 1.11 we con-

clude:

1

2πi

∫
k(ρ)

f ′

f
→−1

6
ordρ(f ),

as the radius of the circular segment tends to zero. Analogously, one treats the
circular segments k(i) and k(−ρ),

1

2πi

∫
k(i)

f ′

f
→−1

2
ordi (f ),

1

2πi

∫
k(−ρ)

f ′

f
→−1

6
ordρ(f ).

(c) The vertical path integrals add up to zero.
(d) The two segments s1, s2 of the unit circle map to each other under the transform

z 
→ Sz=−z−1. One has
f ′

f
(Sz)S′(z)= k

z
+ f ′

f
(z).

So
1

2πi

∫
s1

f ′

f
+ 1

2πi

∫
s2

f ′

f
= 1

2πi

∫
s1

(
f ′

f
(z)− f ′

f
(Sz)S′(z)

)
dz

=− 1

2πi

∫
s1

k

z
dz→ k

12
.

Comparing these two expressions for the integral, letting the radii of the small cir-
cular segments shrink to zero, one obtains the result.

If f has more poles or zeros on the boundary, the path of integration may be
modified so as to circumvent these, as shown in the figure. �

Let Mk =Mk(Γ0) be the complex vector space of all modular forms of weight
k and let Sk be the space of cusp forms of weight k. Then Sk ⊂Mk is the kernel of
the linear map f 
→ f (i∞). By definition, it follows that

MkMl ⊂Mk+l ,

which means that if f ∈Mk and g ∈Ml , then fg ∈Mk+l .
Note that a holomorphic function f on H with f |kγ = f for every γ ∈ Γ0 lies

in Mk if and only if the limit

lim
Im(z)→∞f (z)

exists.
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The differential equation of the Weierstrass function ℘ features the coefficients

g4 = 60G4, g6 = 140G6.

It follows that g4(i∞)= 120ζ(4) and g6(i∞)= 280ζ(6). By Proposition 1.5.2 we
have

ζ(4)= π4

90
, and ζ(6)= π6

945
.

So with

Δ= g3
4 − 27g2

6,

it follows that Δ(i∞)= 0, i.e. Δ is a cusp form of weight 12.

Theorem 2.2.12 Let k be an even integer.

(a) If k < 0 or k = 2, then Mk = 0.
(b) If k = 0,4,6,8,10, then Mk is a one-dimensional vector space spanned

by 1, G4, G6, G8, G10, respectively. In these cases the space Sk is zero.
(c) Multiplication by Δ defines an isomorphism

Mk−12
∼=−→ Sk.

Proof Take a non-zero element f ∈Mk . All terms on the left of the equation

ord∞(f )+ 1

2
ordi (f )+ 1

3
ordρ(f )+

∑
z∈Γ0\H
z 
=i,ρ

ordz(f )= k

12

are ≥ 0. Therefore k ≥ 0 and also k 
= 2, as 1/6 cannot be written in the form
a + b/2+ c/3 with a, b, c ∈N0. This proves (a).

If 0 ≤ k < 12, then ord∞(f ) = 0, and therefore Sk = 0 and dimMk ≤ 1. This
implies (b).

The function Δ has weight 12, so k = 12. It is a cusp form, so ord∞(Δ) > 0. The
formula implies ord∞(Δ) = 1 and that Δ has no further zeros. The multiplication
with Δ gives an injective map Mk−12 → Sk and for 0 
= f ∈ Sk we have f/Δ ∈
Mk−12, so the multiplication with Δ is surjective, too. �

Corollary 2.2.13

(a) One has

dimMk =
{ [k/12] if k ≡ 2 mod 12, k ≥ 0,

[k/12] + 1 if k 
≡ 2 mod 12, k ≥ 0.

(b) The space Mk has a basis consisting of all monomials Gm
4 G

n
6 with m,n ∈ N0

and 4m+ 6n= k.



2.2 Modular Forms 29

Proof (a) follows from Theorem 2.2.12. For (b) we show that these monomials span
the space Mk . For k ≤ 6, this is contained in Theorem 2.2.12. For k ≥ 8 we use
induction. Choose m,n ∈N0 such that 4m+ 6n= k. The modular form g =Gm

4 G
n
6

satisfies g(∞) 
= 0. Therefore, for given f ∈Mk there is λ ∈C such that f − λg is
a cusp form, i.e. equal to Δh for some h ∈Mk−12. By the induction hypothesis the
function h lies in the span of the monomials indicated, and so does f .

It remains to show the linear independence of the monomials. Assume the con-
trary. Then a linear equation among these monomials of a fixed weight would lead to
a polynomial equation satisfied by the function G3

4/G
2
6, which would mean that this

function is constant. This, however, is impossible, as the formula of Theorem 2.2.11
shows that G4 vanishes at ρ, but G6 does not. �

Let M =⊕∞
k=0 Mk be the graded algebra of all modular forms. One can formu-

late the corollary by saying that the map

C[X,Y ]→M, X 
→G4, Y 
→G6

is an isomorphism of C-algebras.
We have seen that

Gk(z)= 2ζ(k)+ 2
(2πi)k

(k − 1)!
∞∑
n=1

σk−1(n)q
n,

where σk(n) = ∑
d|n dk . Denote the normalized Eisenstein series by Ek(z) =

Gk(z)/(2ζ(k)). With γk = (−1)k/2 2k
Bk/2

we then have

Ek(z)= 1+ γk

∞∑
n=1

σk−1(n)q
n.

Examples

E4 = 1+ 240
∞∑
n=1

σ3(n)q
n, E6 = 1− 504

∞∑
n=1

σ5(n)q
n,

E8 = 1+ 480
∞∑
n=1

σ7(n)q
n, E10 = 1− 264

∞∑
n=1

σ9(n)q
n,

E12 = 1+ 65520

691

∞∑
n=1

σ11(n)q
n.

Remark As the spaces of modular forms of weights 8 and 10 are one-dimensional,
we immediately get

E2
4 =E8, E4E6 =E10.

These formulae are equivalent to

σ7(n)= σ3(n)+ 120
n−1∑
m=1

σ3(m)σ3(n−m)
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and

11σ9(n)= 21σ5(n)− 10σ3(n)+ 5040
n−1∑
m=1

σ3(m)σ5(n−m).

It is quite a non-trivial task to find proofs of these number-theoretical statements
without using analysis!

2.3 Estimating Fourier Coefficients

Our goal is to attach so-called L-functions to modular forms by feeding their Fourier
coefficients into Dirichlet series. In order to show convergence of these Dirichlet
series, we must give growth estimates for the Fourier coefficients. Let

f (z)=
∞∑
n=0

anq
n, q = e2πiz

be a modular form of weight k ≥ 4.

Proposition 2.3.1 If f =Gk , then the Fourier coefficients an grow like nk−1. More
precisely: there are constants A,B > 0 with

Ank−1 ≤ |an| ≤ Bnk−1.

Proof There is a positive number A > 0 such that for n ≥ 1 we have |an| =
Aσk−1(n)≥Ank−1. On the other hand,

|an|
nk−1

=A
∑
d|n

1

dk−1
≤A

∞∑
d=1

1

dk−1
=Aζ(k − 1) <∞. �

Theorem 2.3.2 (Hecke) The Fourier coefficients an of a cusp form f of weight
k ≥ 4 satisfy

an =O
(
nk/2).

The O-notation means that there is a constant C > 0 such that

|an| ≤ Cnk/2.

Proof Since f is a cusp form, it satisfies the estimate f (z) = O(q) = O(e−2πy)

for q → 0 or y →∞. Let φ(z) = yk/2|f (z)|. The function φ is invariant under
the group Γ0. Furthermore, it is continuous and φ(z) tends to 0 for y →∞. So
φ is bounded on the fundamental domain D of Sect. 2.1, so it is bounded on all
of H. This means that there exists a constant C > 0 with |f (z)| ≤ Cy−k/2 for every
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z ∈ H. By definition, an =
∫ 1

0 f (x + iy)q−n dx, so that |an| ≤ Cy−k/2e2πny , and
this estimate holds for every y > 0. For y = 1/n one gets |an| ≤ e2πCnk/2. �

Remark It is possible to improve the exponent. Deligne has shown that the Fourier
coefficients of a cusp form satisfy

an =O
(
n
k
2− 1

2+ε)
for every ε > 0.

Corollary 2.3.3 For every f ∈Mk(Γ0) with Fourier expansion

f (z)=
∞∑
n=0

ane
2πinz

we have the estimate

an =O
(
nk−1).

Proof This follows from Mk = Sk +CGk , as well as Proposition 2.3.1 and Theo-
rem 2.3.2. �

2.4 L-Functions

In this section we encounter the question of why modular forms are so important
for number theory. To each modular form f we attach an L-function L(f, s). These
L-functions are conjectured to be universal in the sense that L-functions defined in
entirely different settings are equal to modular L-functions. In the example of L-
functions of (certain) elliptic curves this has been shown by Andrew Wiles, who
used it to prove Fermat’s Last Theorem [Wil95].

Definition 2.4.1 For a cusp form f of weight k with Fourier expansion

f (z)=
∞∑
n=1

ane
2πinz,

we define its L-series or L-function by

L(f, s)=
∞∑
n=1

an

ns
, s ∈C.

Lemma 2.4.2 The series L(f, s) converges locally uniformly in the region Re(s) >
k
2 + 1.

Proof From an =O(nk/2), as in Theorem 2.3.2, it follows that

ann
−s =O

(
n
k
2−Re(s)),

which implies the claim. �
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For the functional equation of the L-function we need the Gamma function, the
definition of which we now recall.

Definition 2.4.3 The Gamma function is defined for Re(z) > 0 by the integral

Γ (z)=
∫ ∞

0
e−t t z−1 dt.

Lemma 2.4.4 The Gamma integral converges locally uniformly absolutely in the
right half plane Re(z) > 0 and defines a holomorphic function there. It satisfies the
functional equation

Γ (z+ 1)= zΓ (z).

The Gamma function can be extended to a meromorphic function on C, with simple
poles at z=−n, n ∈N0 and holomorphic otherwise. The residue at z=−n is (−1)n

n! .

Proof The function e−t decreases faster at +∞ than any power of t . Therefore the
integral

∫∞
1 e−t t z−1 dt converges absolutely for every z ∈ C and the convergence

is locally uniform in z. For 0 < t < 1 the integrand is ≤ tRe(z)−1, so the integral∫ 1
0 e

−t t z−1 dt converges locally uniformly for Re(z) > 0. As ztz−1 is the derivative
of tz, we can use integration by parts to compute

zΓ (z)=
∫ ∞

0
e−t

(
tz
)′
dt =−e−t t z∣∣∞0︸ ︷︷ ︸

=0

+
∫ ∞

0
e−t t z dt

︸ ︷︷ ︸
=Γ (z+1)

.

The function Γ (z) is holomorphic in Re(z) > 0. Using the formula

Γ (z)= 1

z
Γ (z+ 1),

we can extend the Gamma function to the region Re(z) >−1 with a simple pole at
z = 0 of residue equal to Γ (1) = ∫∞

0 e−t dt = 1. This argument can be iterated to
get the meromorphic continuation to all of C. �

Theorem 2.4.5 Let f be a cusp form of weight k. Then the L-function L(f, s),
initially holomorphic for Re(s) > k

2 + 1, has an analytic continuation to an
entire function. The extended function

Λ(f, s)
def= (2π)−sΓ (s)L(f, s)

is entire as well and satisfies the functional equation

Λ(f, s)= (−1)k/2Λ(f, k− s).

The function Λ(f, s) is bounded on every vertical strip, i.e. for every T > 0
there exists CT > 0 such that |Λ(f, s)| ≤ CT for every s ∈C with |Re(s)| ≤ T .
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Proof Let f (z)=∑∞
n=1 anq

n with q = e2πiz be the Fourier expansion. According
to Theorem 2.3.2 there is a constant C > 0 such that |an| ≤ Cnk/2 holds for every
n ∈N. So for given ε > 0 we have for all y ≥ ε,

∣∣f (iy)∣∣=
∣∣∣∣∣
∞∑
n=1

ane
−2πny

∣∣∣∣∣≤ C

∞∑
n=1

nk/2e−2πny ≤De−πy,

with D = C
∑∞

n=1 n
k/2e−επn <∞. So the function f (iy) is rapidly decreasing as

y →∞. The same estimate holds for the function y 
→∑∞
n=1 |an|e−2πyn. Conse-

quently, for every s ∈C we have

∫ ∞

ε

∞∑
n=1

|an|e−2πyn
∣∣ys−1

∣∣dy <∞.

Hence we are allowed to interchange sums and integrals in the following computa-
tion due to absolute convergence:

∫ ∞

ε

f (iy)ys−1 dy =
∫ ∞

ε

∞∑
n=1

ane
−2πnyys−1 dy

=
∞∑
n=1

an

∫ ∞

ε

e−2πnyys−1 dy

=
∞∑
n=1

an(2πn)
−s
∫ ∞

ε

e−yys−1 dy.

For Re(s) > k
2 + 1 the right-hand side converges to

(2π)−sΓ (s)L(f, s)=Λ(f, s),

as ε tends to zero. On the other hand, f (i 1
y
)= f (− 1

iy
)= (yi)kf (iy), so that f (i/y)

is also rapidly decreasing, and the left-hand side converges to
∫∞

0 f (iy)ys−1 dy, as
ε→ 0. Together, for Re(s) > k

2 + 1 we get
∫ ∞

0
f (iy)ys−1 dy =Λ(f, s).

We write this integral as the sum
∫ 1

0 +
∫∞

1 . As f (iy) is rapidly decreasing, the in-
tegral Λ1(f, s)=

∫∞
1 f (iy)ys−1 dy converges for every s ∈C and defines an entire

function.
Because of

∣∣Λ1(f, s)
∣∣≤

∫ ∞

1

∣∣f (iy)∣∣yRe(s)−1 dy,

the function Λ1(f, s) is bounded on every vertical strip.
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For the second integral we have

Λ2(f, s)=
∫ 1

0
f (iy)ys

dy

y
=
∫ ∞

1
f

(
i

1

y

)
y−s dy

y
= (−1)k/2

∫ ∞

1
f (iy)yk−s dy

y
,

which means Λ2(f, s)= (−1)k/2Λ1(f, k− s), so the claim follows. �

Generally, a series of the form

L(s)=
∞∑
n=1

an

ns

for s ∈C, convergent or not, is called a Dirichlet series. The following typical con-
vergence behavior of a Dirichlet series will be needed in the sequel.

Lemma 2.4.6 Let (an) be a sequence of complex numbers. If for a given s0 ∈ C

the sequence an
ns0

is bounded, then the Dirichlet series L(s) =∑∞
n=1

an
ns

converges
absolutely uniformly on every set of the form{

s ∈C : Re(s)≥ Re(s0)+ 1+ ε
}
,

where ε > 0.

This lemma reminds us of the convergence behavior of a power series. This is by
no means an accident, as the power series with coefficients (an) and the correspond-
ing Dirichlet series are linked via the Mellin transform, as we shall see below.

Proof Suppose that |ann−s0 | ≤M for some M > 0 and every n ∈ N. Let ε > 0 be
given and let s ∈ C with Re(s) ≥ Re(s0) + 1 + ε. Then s = s0 + α with Re(α) ≥
1+ ε, and so ∣∣∣∣anns

∣∣∣∣=
∣∣∣∣ anns0

∣∣∣∣ 1

nRe(α)
≤M

1

n1+ε .

As the series over 1/n1+ε converges, the lemma follows. �

Theorem 2.4.7 (Hecke’s converse theorem) Let an be a sequence in C,
such that the Dirichlet series L(s) = ∑∞

n=1 ann
−s converges in the region

{Re(s) > C} for some C ∈ R. If the function Λ(s)= (2π)−sΓ (s)L(s) extends
to an entire function, which satisfies the functional equation

Λ(s)= (−1)k/2Λ(k− s),

then there exists a cusp form f ∈ Sk with L(s)= L(f, s).

Proof We use the inversion formula of the Fourier transform: For f ∈ L1(R) let

f̂ (y)=
∫
R

f (x)e−2πixy dx.
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Suppose that f is two times continuously differentiable and that the functions
f,f ′, f ′′ are all in L1(R). Then f̂ (y) = O((1 + |y|)−2), so that f̂ ∈ L1(R). Un-
der these conditions, we have the Fourier inversion formula:

ˆ̂
f (x)= f (−x).

A proof of this fact can be found in any of the books [Dei05, Rud87, SW71]. We
use this formula here for the proof of the Mellin inversion formula.

Theorem 2.4.8 (Mellin inversion formula) Suppose that the function g is two
times continuously differentiable on the interval (0,∞) and for some c ∈R the
functions

xcg(x), xc+1g′(x), xc+2g′′(x)

are all in ∈ L1(R+, dxx ). Then the Mellin transform

Mg(s)
def=
∫ ∞

0
xsg(x)

dx

x

exists for Re(s) = c, and satisfies the growth estimate Mg(c + it) = O((1 +
|t |)−2). Finally, for every x ∈ (0,∞) one has the inversion formula:

g(x)= 1

2πi

∫ c+i∞

c−i∞
x−sMg(s) ds.

Proof A given s ∈ C with Re(s) = c can be written as s = c − 2πiy for a unique
y ∈R. The substitution x = et gives

Mg(s)=
∫
R

estg
(
et
)
dt =

∫
R

ectg
(
et
)
e−2πiyt dt = F̂ (y),

with F(t) = ectg(et ). The conditions imply that F is two times continuously dif-
ferentiable and that F,F ′,F ′′ are all in L1(R). Further, one has F̂ (y) =Mg(c −
2πiy). By the Fourier inversion formula we deduce

ectg
(
et
)= F(t)= ˆ̂

F(−t)=
∫
R

F̂ (y)e2πiyt dy

=
∫
R

Mg(c− 2πiy)e2πiyt dy = ect

2πi

∫ c+i∞

c−i∞
Mg(s)e−st ds.

The theorem is proven. �

We now show Hecke’s converse theorem. Let an be a sequence in C, such that
the Dirichlet series L(s)=∑∞

n=1 ann
−s converges in the region {Re(s) > C} for a

given C ∈R. We define

f (z)=
∞∑
n=1

ane
2πinz.
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According to Lemma 2.4.6 there is a natural number N ∈ N such that the Dirichlet
series L(s) converges absolutely for Re(s) ≥ N . Therefore one has an = O(nN),
so the series f (z) converges locally uniformly on the upper half plane H and de-
fines a holomorphic function there. We intend to show that it is a cusp form of
weight k. Since the group Γ is generated by the elements S and T , it suffices
to show that f (−1/z) = zkf (z). As f is holomorphic, it suffices to show that
f (i/y)= (iy)kf (iy) for y > 0.

We first show that the Mellin transform of the function g(y)= f (iy) exists and
that the Mellin inversion formula holds for g. We have

∣∣f (iy)∣∣=
∣∣∣∣∣
∞∑
n=1

ane
−2πny

∣∣∣∣∣≤ const.
∞∑
n=1

nNe−2πny.

Denote gN(y)=∑∞
n=1 n

Ne−2πny . Let

g0(y)=
∞∑
n=0

e−2πny = 1

1− e−2πy
= 1

2πy
+ h(y)

for some function h which is holomorphic in y = 0. Then

gN(y)= 1

(−2π)N
g
(N)
0 (y)= c1

yN+1
+ h(N)(y),

so |gN(y)| ≤ C

yN+1 for y → 0. The same estimate holds for f (iy). For y > 1 the
function |f (iy)| is less then a constant times

gN(y)=
∞∑
n=1

nNe−2πny ≤ e−2π(y−1)
∞∑
n=1

nNe−2πn = e−2πye2πgN(1).

So the function f (iy) is rapidly decreasing for y →∞. The same estimates hold
for every derivative of f , increasing N if necessary. So the Mellin integral Mg(s)

converges for Re(s) > N + 1 and since f (iy) is rapidly decreasing for y→∞, the
conditions for the Mellin inversion formula are satisfied. Hence by Theorem 2.4.8
we have for every c > N + 1,

f (iy)= 1

2πi

∫ c+i∞

c−i∞
Λ(s)y−s ds.

We next use a classical result of complex analysis, which itself follows from the
maximum principle.

Lemma 2.4.9 (Phragmén–Lindelöf principle) Let φ(s) be holomorphic in the strip
a ≤ Re(s) ≤ b for some real numbers a < b. Assume there is α > 0, such that for
every a ≤ σ ≤ b we have φ(σ + it)=O(e|t |α ). Suppose there is M ∈R with φ(σ +
it)=O((1+|t |)M) for σ = a and σ = b. Then we have φ(σ + it)=O((1+|t |)M)
uniformly for all σ ∈ [a, b].

Proof See for instance [Con78], Chap. VI, or [Haz01, SS03]. �
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We apply this principle to the case φ = Λ and a = k − c as well as b = c. We
move the path of integration to Re(s) = c′ = k − c, where the integral also con-
verges, according to the functional equation. This move of the integration path is
possible by the Phragmén–Lindelöf principle. We infer that

f (iy)= 1

2πi

∫ k−c+i∞

k−c−i∞
Λ(s)y−s ds = (−1)k/2

2πi

∫ k−c+i∞

k−c−i∞
Λ(k− s)y−s ds

= (−1)k/2

2πi

∫ c+i∞

c−i∞
Λ(s)ys−k ds = (iy)−kf (i/y).

2.5 Hecke Operators

We introduce Hecke operators, which are given by summation over cosets of matri-
ces of fixed determinant. In later chapters, we shall encounter a reinterpretation of
these operators in the adelic setting.

For given n ∈N let Mn denote the set of all matrices in M2(Z) of determinant n.
The group Γ0 = SL2(Z) acts on Mn by multiplication from the left.

Lemma 2.5.1 The set Mn decomposes into finitely many Γ0-orbits under multipli-
cation from the left. More precisely, the set

Rn =
{(

a b

d

)
: a, d ∈N, ad = n, 0≤ b < d

}

is a set of representatives of Γ0\Mn.

Notation Here and for the rest of the book we use the convention that a zero entry
of a matrix may be left out, so

(
a b
d

)
stands for the matrix

(
a b
0 d

)
.

Proof We have to show that every Γ0-orbit meets the set Rn in exactly one element.
For this let

(
a b
c d

) ∈Mn. For x ∈ Z we have(
1
x 1

)(
a b

c d

)
=
(

a b

c+ ax d + bx

)
.

This implies that, modulo Γ0, we can assume 0≤ c < |a|. By the identity( −1
1

)(
a b

c d

)
=
(−c −d
a b

)

one can interchange a and c, then reduce again by the first step and iterate this
process until one gets c = 0, which implies that every Γ0-orbit contains an element
of the form

(
a b
d

)
. Then ad = det= n, and since −1 ∈ Γ0 one can assume a, d ∈N.

By (
1 x

1

)(
a b

d

)
=
(
a b+ dx

d

)

one can finally reduce to 0≤ b < d , so every Γ0-orbit meets the set Rn.
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In order to show that Rn is a proper set of representatives, it remains to show
that two elements in Rn, which lie in the same Γ0-orbit, are equal. For this let(
a b
d

)
,
(
a′ b′
d ′
) ∈ Rn be in the same Γ0-orbit. This means that there is

( x y
z w

) ∈ Γ0
with (

a′ b′
d ′
)
=
(
x y

z w

)(
a b

d

)
.

The right-hand side is of the form
( ∗ ∗
az ∗

)
. Since a 
= 0, we infer that z = 0. Then

xw = 1, so x =w =±1. Because of(
x y

w

)(
a b

d

)
=
(
ax ∗
∗ ∗

)

one has a′ = ax > 0, so x > 0 and therefore x = 1 = w, so a′ = a and d ′ = d . It
follows that (

a b′
d

)
=
(

1 y

1

)(
a b

d

)
=
(
a b+ dy

d

)
,

so that the condition 0≤ b, b′ < d finally forces b= b′. �

Let GL2(R)
+ be the set of all g ∈ GL2(R) of positive determinants. The group

GL2(R)
+ acts on the upper half plane H by(

a b

c d

)
z= az+ b

cz+ d
.

The center R×( 1
1

)
acts trivially.

For k ∈ 2Z, a function f on H and γ = ( a b
c d

) ∈GL2(R)
+ we write

f |kγ (z)= det(γ )k/2(cz+ d)−kf
(
az+ b

cz+ d

)
.

If k is fixed, we also use the simpler notation f |γ (z). Note that the power k/2 of
the determinant factor has been chosen so that the center of GLn(R)+ acts trivially.

We write Γ0 = SL2(Z). For n ∈N define the Hecke operator Tn as follows.

Definition 2.5.2 Denote by V the vector space of all functions f : H→ C with
f |γ = f for every γ ∈ Γ0. Define Tn : V → V by

Tnf = n
k
2−1

∑
y:Γ0\Mn

f |y,

where the colon means that the sum runs over an arbitrary set of representatives of

Γ0\Mn in Mn. The factor n
k
2−1 is for normalization only. The sum is well defined

and finite, as f |γ = f for every γ ∈ Γ0 and Γ0\Mn is finite. In order to show that
Tnf indeed lies in the space V , we compute for γ ∈ Γ0,

Tnf |γ = n
k
2−1

∑
y:Γ0\Mn

(f |y)|γ = n
k
2−1

∑
y:Γ0\Mn

f |yγ = n
k
2−1

∑
y:Γ0\Mn

f |y = Tnf.
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Using Lemma 2.5.1 we can write

Tnf (z)= nk−1
∑
ad=n

0≤b<d

d−kf
(
az+ b

d

)
.

Lemma 2.5.3 The Hecke operator Tn preserves the spaces Mk(Γ0) and Sk(Γ0).

Proof We have just shown that for a given f ∈Mk(Γ0) the function Tnf is invari-
ant under the action of Γ0. Being a finite sum of holomorphic functions, the function
Tnf is holomorphic on H. To show that Tnf is a modular form, we write

Tnf (z)= nk−1
∑
ad=n

0≤b<d

d−kf
(
az+ b

d

)
.

This formula shows that Tnf (z) converges as Im(z)→∞, since f (z) does. This
means that Tnf ∈Mk(Γ0). If f is a cusp form, the limit is zero and the same holds
for Tnf . �

Proposition 2.5.4 The Hecke operators satisfy the equations

• T1 = Id,
• Tmn = TmTn, if gcd(m,n)= 1,
• for every prime number p and every n ∈N one has TpTpn = Tpn+1 + pk−1Tpn−1 .

Together these equations imply that TnTm = TmTn always, i.e. all Hecke operators
commute with each other.

Proof The first assertion is trivial. For the second note

|Rn| =
∑
d|n

d = σ1(n).

If m,n ∈N are coprime, then it follows that |Rmn| = |Rm||Rn|. To ease the presen-
tation we will, in the following calculations, in an integer matrix

(
a b
d

)
, consider the

number b only modulo d . Under this proviso, we show that the map

Rn ×Rm→Rmn, (A,B) 
→AB

is a bijection, where we still assume that m and n are coprime. As both sets have the
same cardinality, it suffices to show injectivity. So let(

aa′ ab′ + bd ′
dd ′

)
=
(
a b

d

)(
a′ b′

d ′
)
=
(
α β

δ

)(
α′ β ′

δ′
)

=
(
αα′ αβ ′ + βδ′

δδ′
)
.

Then aa′ = αα′ and since (m,n)= 1, it follows that a = α and a′ = α′. Analogously
for d and δ. So we have

ab′ + bd ′ ≡ aβ ′ + βd ′ mod
(
dd ′

)
.
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Reduction modulo d ′ gives

ab′ ≡ aβ ′ mod
(
d ′
)
.

Being a divisor of n, the number a is coprime to d ′, so b′ ≡ β ′ mod(d ′). In the same
way we get b≡ βmodd . Hence RmRn =Rmn and so

TmTnf =m
k
2−1

∑
y∈Rm

Tnf |y = (mn)
k
2−1

∑
y∈Rm

∑
z∈Rn

f |(yz)

= (mn)
k
2−1

∑
w∈Rmn

f |w = Tmnf.

For the last point note

Rp =
{(

p

1

)}
∪
{(

1 b

p

)
: bmodp

}
,

as well as

Rpn =
{(

pa x

pb

)
: a,b≥0, a+b=n

xmod(pb)

}
.

It follows that

RpRpn =
{(

pa+1 px

pb

)
: a,b≥0, a+b=n

xmod(pb)

}
∪
{(

pa x + ypb

pb+1

)
:
a,b≥0,a+b=n
xmod(pb)
ymodp

}
.

The second set, together with
{(

pn+1

1

)}
, is a set of representatives Rpn+1 . The sum

over this gives the term Tpn+1 . The first set minus
{(

pn+1

1

)}
is

{(
pa+1 px

pb

)
:
a,b≥0, a+b=n
xmod(pb)

b≥1

}

=
{
p

(
pa x

pb−1

)
:
a,b≥0, a+b=n
xmod(pb)

b≥1

}
.

Denote this last set by S. Since the central p acts trivially, one gets

(
pn+1) k2−1∑

y∈S
f |y = (pn+1) k2−1

p
∑

y∈R
pn−1

f |y = pk−1Tpn−1f.
�

We now want to see how the application of a Hecke operator changes the Fourier
expansion of a modular form.

Proposition 2.5.5 For a given form f (z) =∑
m≥0 c(m)q

m ∈Mk and n ∈ N the
Fourier expansion of Tnf is

Tnf (z)=
∑
m≥0

γ (m)qm
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with

γ (m)=
∑

a|(m,n)
a≥1

ak−1c

(
mn

a2

)
.

Proof By definition we have

Tnf (z)= nk−1
∑

ad=n, a≥1
0≤b<d

d−k
∑
m≥0

c(m)e2πim(az+b)/d .

The sum
∑

0≤b<d e2πibm/d equals d if d|m and 0 otherwise. Setting m′ =m/d one
gets

Tnf (z)= nk−1
∑
ad=n

a≥1, m′≥0

d−k+1c
(
m′d

)
qam

′
.

Sorting this by powers of q results in

Tnf (z)=
∑
μ≥0

qμ
∑

a|(n,μ)
a≥1

ak−1c

(
μn

a2

)
.

The proposition is proven. �

The following two corollaries are simple consequences of the proposition.

Corollary 2.5.6 One has γ (0)= σk−1(n)c(0) and γ (1)= c(n).

Corollary 2.5.7 If p is a prime number, then

γ (m) = c(pm) if m 
≡ 0 mod(p),

γ (m) = c(pm)+ pk−1c(m/p), if m≡ 0 mod(p).

In Proposition 2.5.4 we have shown that Hecke operators commute with each
other. We next show that they can be diagonalized simultaneously.

Lemma 2.5.8 A set of commuting self-adjoint operators on a finite-dimensional
unitary space can be simultaneously diagonalized.

We elaborate the formulation of this lemma as follows: let V be a finite-
dimensional complex vector space equipped with an inner product 〈.,.〉 and let
E ⊂ End(V ) be a set of self-adjoint operators on V . Suppose that any two ele-
ments S,T ∈ E commute, i.e. ST = T S. Then there exists a basis of V such that
all elements of E are represented by diagonal matrices with respect to that basis.
More precisely, this basis, say v1, . . . , vn, consists of simultaneous eigenvectors, so
for each 1≤ j ≤ n there exists a map χj :E→C such that

T vj = χj (T )vj

holds for every T ∈E.
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Proof We prove the lemma by induction on the dimension of V . If dim(V ) = 1,
then there is nothing to show. So suppose dim(V ) > 1 and that the claim is proven
for all spaces of smaller dimension. If all T ∈ E are multiples of the identity, i.e.
T = λ Id for some λ= λ(T ) ∈ C, then the claim follows. So assume there exists a
T ∈ E not a multiple of the identity. Since T is self-adjoint, it is diagonalizable, so
V is the direct sum of the eigenspaces of T , and each eigenspace is of dimension
strictly smaller than dim(V ). Let S ∈ E and let Vλ be the T -eigenspace for the
eigenvalue λ. We claim that S(Vλ)⊂ Vλ. For a given v ∈ Vλ we have

T
(
S(v)

)= S
(
T (v)

)= S(λv)= λS(v),

i.e. S(v) ∈ Vλ and the space Vλ is stable under all S ∈ E and by the induction
hypothesis, Vλ has a basis of simultaneous eigenvectors. As this holds for all eigen-
values of T , the entire space V has such a basis. �

Definition 2.5.9 Let E be as in the lemma. Then V has a basis v1, . . . , vn such that
for every S ∈E,

Svj = χj (S)vj

for a scalar χj (S) ∈C. We say, the vj are simultaneous eigenvectors of E.

Recall the notion of a complex algebra. This is a C-vector space A with a bilinear
map A×A→A written (a, b) 
→ ab, which is associative, i.e. one has

(ab)c= a(bc)

for all a, b, c ∈A.

Examples 2.5.10

• The set Mn(C) of complex n× n matrices is a complex algebra which is isomor-
phic to the algebra End(V ) of linear endomorphisms of a complex vector space of
dimension n. Giving an isomorphism End(V )∼=Mn(C) is equivalent to choosing
a basis of V .

• The set B(V ) of bounded linear operators on a Banach space V is a complex
algebra.

• Let ∅ 
= E ⊂ End(V ) for a vector space V . The algebra generated by E is the
set of all linear combinations of operators of the form S1 · · ·Sn, where S1, . . . ,

Sn ∈E. It is the smallest algebra which contains E.

Denote by A the algebra generated by E. Then the vj are simultaneous eigen-
vectors for the whole of A, and the maps χj can be extended to maps χj :A→C,
such that for every operator T ∈ A the eigen-equation T vj = χj (T )v holds. Note
that for S,T ∈A one has

χj (S + T )vj = (S + T )vj = Svj + T vj = χ(S)vj + χ(T )vj ,
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so χj (S + T ) = χj (S) + χj (T ). Further χj (λT ) = λχj (T ) for every λ ∈ C; this
means that each χj is a linear map. More than that, one has

χj (ST )vj = ST vj = S
(
T (vj )

)= S
(
χj (T )vj

)= χj (T )S(vj )= χj (T )χj (S)vj ,

so it even follows χj (ST )= χj (S)χj (T ), i.e. the map χj is multiplicative. Together
this means: every χj is an algebra homomorphism of the algebra A to C.

In the sequel, we shall need to following theorem, known as the Elementary
Divisor Theorem.

Theorem 2.5.11 (Elementary Divisor Theorem) For a given integer matrix
A ∈Mn(Z) with det(A) 
= 0 there exist invertible matrices S,T ∈GLn(Z) and
natural numbers d1, d2, . . . , dn with dj |dj+1 such that

A= S

⎛
⎜⎝
d1

. . .

dn

⎞
⎟⎠T .

The numbers d1, . . . , dn are uniquely determined by A and are called the ele-
mentary divisors of A.

Proof For example in [HH80]. �

Definition 2.5.12 Denote by GL2(Q)
+ the set of all matrices g ∈ GL2(Q) with

det(g) > 0. This is a subgroup of the group GL2(Q) of index 2.

Proposition 2.5.13 We continue to write Γ0 = SL2(Z). A complete set of represen-
tatives of the double quotient

Γ0\GL2(Q)
+/Γ0

is given by the set of all diagonal matrices
( a

an

)
, where a ∈Q and n ∈N.

Proof For a given α ∈ GL2(Q)
+ there exists N ∈ N, such that Nα is an integer

matrix. By the Elementary Divisor Theorem there are S,T ∈ GL2(Z) such that
Nα = SDT , where D = ( d1

nd1

)
with d1, n ∈ N. If necessary, one can multiply

S and T with the matrix
(−1

1

)
, so that S,T ∈ SL2(Z) can be assumed. Therefore

we find Γ0αΓ0 = Γ0
( d1/N

nd1/N

)
Γ0. The uniqueness of the representative follows

from the Elementary Divisor Theorem, if one chooses N as the unique smallest
N ∈N making Nα an integer matrix. �

Corollary 2.5.14 For given g ∈GL2(Q)
+ and Γ0 = SL2(Z) one has

Γ0g
−1Γ0 = 1

det(g)
Γ0gΓ0.
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Proof By the proposition we can assume that g is a diagonal matrix
( a

an

)
. Then

g−1 = ( 1/a
1/an

)= 1
det(g)

( an
a

)
and this last matrix lies in the same double Γ0-coset

as g, since ( −1
1

)(
an

a

)(
1

−1

)
=
(
a

an

)
,

so the corollary is proven. �

We have seen that the group G= SL2(R) acts on the upper half plane H via(
a b

c d

)
z= az+ b

cz+ d
.

Lemma 2.5.15 The measure dμ = dx dy

y2 on H is invariant under the action of G,
i.e. we have ∫

H

f (z) dμ(z)=
∫
H

f (gz) dμ(z)

for every integrable function f and every g ∈G.

Proof Every g ∈G defines a holomorphic map z 
→ gz on H. We compute its dif-
ferential as

g′z= d(gz)

dz
= a(cz+ d)− c(az+ b)

(cz+ d)2
= 1

(cz+ d)2
.

This is equivalent to the identity of differential forms

d(gz)= 1

(cz+ d)2
dz,

where dz = dx + idy and d(gz) is the pullback of dz under g. Applying complex
conjugation yields dz = dx − idy, so dz ∧ dz = −2i(dx ∧ dy). Further, by the
above,

d(gz)∧ d(gz)= 1

|cz+ d|4 dz∧ dz= Im(gz)2

Im(z)2
dz∧ dz,

or

d(gz)∧ d(gz)

Im(gz)2
= dz∧ dz

Im(z)2
,

which is to say that the differential form dz∧dz
Im(z)2

is invariant under G. This implies
the claim. �

This lemma can also be proved without the use of differential forms; see Exer-
cise 2.8.
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Theorem 2.5.16 The spaces Mk and Sk have bases consisting of simultaneous
eigenvectors of all Hecke operators.

Proof We want to apply the lemma withE = {Tn : n ∈N}. For this we have to define
an inner product on Mk . For given f,g ∈Mk the function f (z)g(z)yk is invariant
under the group Γ0. It is a continuous, hence measurable, function on the quotient
Γ0\H. The measure dx dy

y2 is Γ0-invariant as well, and hence defines a measure μ
on Γ0\H. This is an important point, so we will explain it a bit further. One way to
view this measure on the quotient Γ0\H is to identify Γ0\H with a measurable set of
representatives R with D ⊂R ⊂D, where D is the standard fundamental domain of
Definition 2.1.6. Then any measurable subset A⊂ Γ0\H can be viewed as a subset
of R ⊂ H and the measure dx dy

y2 can be applied. Interestingly, the measure μ on
Γ0\H is a finite measure, i.e.

μ(Γ0\H) <∞,

as the dx dy

y2 -measure of D is finite by Exercise 2.9. According to Exercise 2.15 the
integral

〈f,g〉Pet =
∫
Γ0\H

f (z)g(z)yk
dx dy

y2

exists if one of the two functions f,g is a cusp form. This integral defines an inner
product on the space Sk , which is called the Petersson inner product. We show that
〈Tnf,g〉Pet = 〈f,Tng〉Pet, so the Tn are self-adjoint on the space Sk . This implies the
claim on Sk . The space S⊥k = {f ∈Mk : 〈f,g〉Pet = 0 ∀g ∈ Sk} is one-dimensional
if Mk 
= 0. By the self-adjointness of the Hecke operators, this space is Tn-invariant
as well, so, being one-dimensional, it is a simultaneous eigenspace. It only remains
to show the claimed self-adjointness.

We do this by extending the Petersson inner product to functions which are not
necessarily invariant under Γ0, but only under a subgroup of finite index in Γ0. We
first consider the case k = 0. Take two continuous and bounded functions f,g on H,
which are invariant under Γ0, so they satisfy f (γ z) = f (z) for every z ∈ H and
every γ ∈ Γ0, and the same for the function g. Then we define

〈f,g〉 =
∫
Γ0\H

f (z)g(z) dμ(z),

where μ is the measure dx dy

y2 . The integral exists, since f and g are bounded and
Γ0\H has finite measure, as we have seen above. We now make a crucial observa-
tion: If Γ ⊂ Γ0 is a subgroup of finite index, then

〈f,g〉 = 1

[Γ 0 : Γ ]
∫
Γ \H

f (z)g(z) dμ(z),

where, as in Definition 2.1.6, the group Γ 0 is Γ0/± 1 and Γ is the image of Γ in
Γ 0. If the functions f and g are continuous and bounded, but only invariant under
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Γ and no longer invariant under Γ0, then the last expression still does make sense.
This means that we can define 〈f,g〉 in this more general situation by the expression

〈f,g〉 def= 1

[Γ 0 : Γ ]
∫
Γ \H

f (z)g(z) dμ(z).

In this way we extend the definition of the Petersson inner product in the case k = 0.
In the case k > 0 we consider two continuous functions f,g with f |kσ = f for ev-
ery σ ∈ Γ , and the same for g. We assume that the Γ -invariant function |f (z)yk/2|
is bounded on the upper half plane H and the same for g. We then define

〈f,g〉k def= 1

[Γ 0 : Γ ]
∫
Γ \H

f (z)g(z)yk dμ(z).

We claim that for a given α ∈ GL2(Q)
+ the group Γ = α−1Γ0α ∩ Γ0 is a sub-

group of Γ0 of finite index.

Proof of This Claim By Proposition 2.5.13 we can assume α = ( r
rn

)
with r ∈ Q

and n ∈N. Then

α−1
(
a b

c d

)
α =

(
a nb
c
n

d

)
.

So a given
(
a b
c d

) ∈ Γ0 lies in Γ if and only if c/n ∈ Z, i.e. if n divides c.
Therefore the group Γ contains the group Γ (n) of all matrices γ ∈ SL2(Z) with
γ ≡ ( 1

1

)
modn. This group is by definition the kernel of the group homomor-

phism SL2(Z)→ SL2(Z/nZ), which comes from the reduction homomorphism
Z→ Z/nZ. As the group SL2(Z/nZ) is finite, the group Γ has finite index in Γ0.

Definition 2.5.17 Let Γ ⊂ SL2(Z) be a subgroup. A fundamental domain for Γ is
an open subset F ⊂ H, such that there is a set R ⊂ H of representatives for Γ \H
with

F ⊂R ⊂ F and μ(F � F)= 0,

where μ is the measure dx dy

y2 .

In particular, if F is a fundamental domain for Γ , then
⋃

σ∈Γ σF =H, so every
point in H lies in a Γ -translate of F .

Lemma 2.5.18 Let F ⊂ H be a fundamental domain for the group Γ ⊂ SL2(Z).
For every measurable, Γ -invariant function f on H one has∫

F

f (z) dμ(z)=
∫
Γ \H

f (z) dμ(z),

where μ= dx dy

y2 is the invariant measure. So in particular, the first integral exists if

and only if the second does.
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Proof The projection p : H → Γ \H maps F injectively onto a subset, whose
complement is of measure zero. Therefore

∫
Γ \H f (z) dμ(z) =

∫
p(F )

f (z) dμ(z).
Since the measure on the quotient is defined by the measure on H, the bijection
p : F → p(F) preserves measures. This implies the claim. �

Lemma 2.5.19

(a) D is a fundamental domain for Γ0 = SL2(Z).
(b) If Γ is a subgroup of Γ0 = SL2(Z) of finite index and S is a set of representatives

of Γ \Γ 0, then

SD =
⋃
γ∈S

γD

is a fundamental domain for the group Γ . The set S ⊂ Γ 0 is uniquely deter-
mined by the fundamental domain SD.

Proof Part (a) follows from Theorem 2.1.7.
(b) The set S is finite, as Γ has finite index in Γ0. Hence it follows that SD =⋃
γ∈S γD. Now let RΓ0 be a set of representatives of Γ0\H with D ⊂ RΓ0 ⊂ D.

Then RΓ =⋃
γ∈S γRΓ0 is a set of representatives of Γ \H with SD ⊂ RΓ ⊂ SD.

Further one has

μ(SD � SD)= μ

(⋃
γ∈S

γD �

⋃
γ∈S

γD

)
≤ μ

(⋃
γ∈S

γD � γD

)

= μ

(⋃
γ∈S

γ (D �D)

)
≤
∑
γ∈S

μ(D �D)= 0.

The last assertion follows from the fact that for γ 
= τ in Γ 0 the translates γD and
τD are disjoint. �

The points γ∞∈ R̂ for γ ∈ S are called the cusps of the fundamental domain
SD. These lie in Q̂=Q ∪ {∞}. The wording becomes clearer, when one considers
the unit disk instead of the upper half plane. So let E= {z ∈C : |z|< 1} be the open
unit disk. The Cayley map:

τ(z)
def= z− i

z+ i

is a bijection from H to E such that τ as well as its inverse τ−1 are both holomorphic.
Transporting the fundamental domain SD into E by means of the map τ , the cusps
are the points where the fundamental domain touches the boundary of the disk, i.e.
the unit circle. Each cusp is the endpoint of two circles which lie inside E and
are orthogonal to the unit circle, so they are tangential at the cusp, i.e. the cusp is
‘infinitesimally sharp’, which explains the name ‘cusp’. The next figure shows a
fundamental domain F with one cusp.
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F

As the specific choice of a set of representatives S is not important, we frequently
write DΓ for the fundamental domain SD.

Lemma 2.5.20 The Petersson inner product is invariant under GL2(Q)
+, which

means the following: For given f,g ∈ Mk , one of them in Sk and for each α ∈
GL2(Q)

+, the inner product 〈f |α,g|α〉k is defined in the above sense with Γ =
αΓ0α

−1 ∩ Γ0, and it holds that

〈f |α,g|α〉k = 〈f,g〉k.

Proof Let Γ0 = SL2(Z) and Γ = αΓ0α
−1 ∩ Γ0, as well as Γ ′ = α−1Γ α =

α−1Γ0α∩Γ0. For given f ∈Mk the function h= f |α has the property that h|σ = h

for every σ ∈ Γ ′, since σ = α−1γ α for some γ ∈ Γ0, so

h|σ = f |ασ = f |γ α = f |α = h.

The same holds for g, so the inner product 〈f |α,g|α〉 is well defined. Note that for
α = ( ∗ ∗

c d

) ∈GL2(Q)
+ we have

Im(αz)= detα
Im(z)

|cz+ d|2 .

In the following calculation we use the GL2(Q)
+-invariance of the measure μ to-

gether with the fact that we may replace integration over Γ \H with integration over
a fundamental domain according to Lemma 2.5.18. We further use that α−1DΓ is a
fundamental domain for Γ ′ to get

〈f,g〉k = 1

[Γ 0 : Γ ]
∫
Γ \H

f (z)g(z) Im(z)k dμ(z)

= 1

[Γ 0 : Γ ]
∫
DΓ

f (z)g(z) Im(z)k dμ(z)
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= 1

[Γ 0 : Γ ]
∫
α−1DΓ

f (αz)g(αz) Im(αz)k dμ(z)

= 1

[Γ 0 : Γ ]
∫
Γ ′\H

f |α(z)g|α(z) Im(z)k dμ(z)= 〈f |α,g|α〉k.

Finally we have [Γ 0 : Γ ] = [Γ 0 : Γ ′], since [Γ 0 : Γ ] = μ(DΓ )/μ(D) =
μ(α−1DΓ )/μ(D)= [Γ 0 : Γ ′]. �

The lemma implies for y ∈GL2(Q)
+,

〈f |y,g〉 = 〈f |y|y−1, g|y−1〉= 〈f,g|y−1〉,
hence,

〈Tnf,g〉 = nk−1
∑

y:Γ0\Mn

〈f |y,g〉 = nk−1
∑

y:Γ0\Mn

〈
f,g|y−1〉.

As f and g are both invariant under Γ0, the expression 〈f,g|y−1〉 depends only
on the double coset Γ0y

−1Γ0. By Corollary 2.5.14, this double coset equals
Γ0

1
det(y) yΓ0. The center acting trivially on Mk , this matrix acts like y. Therefore,

〈Tnf,g〉 = nk−1
∑

y:Γ0\Mn

〈f,g|y〉 = 〈f,Tng〉.

It follows that there are bases of Mk and Sk consisting of simultaneous eigenvectors
of all Hecke operators. Theorem 2.5.16 follows. �

Theorem 2.5.21 Let f (z) =∑∞
n=0 c(n)q

n be a non-constant simultaneous
eigenfunction of all Hecke operators, i.e. for every n ∈ N there is a number
λ(n) ∈C such that Tnf = λ(n)f .

(a) The coefficient c(1) is not zero.
(b) If c(1)= 1, which can be reached by scaling f , then c(n)= λ(n) for every

n ∈N.

Proof By Corollary 2.5.6 the coefficient of q in Tnf equals c(n). On the other
hand, this coefficient equals λ(n)c(1). Therefore, c(1) = 0 would lead to c(n) = 0
for all n, hence f = 0. Both claims follow. �

A Hecke eigenform f ∈Mk is called normalized if the coefficient c(1) is equal
to 1.

Corollary 2.5.22 Let k > 0. Two normalized Hecke eigenforms, which share the
same Hecke eigenvalues, coincide.
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Proof Let f,g ∈Mk with Tnf = λ(n)f and Tng = λ(n)g for every n ∈N. By the
theorem, all coefficients of the q-expansions of f and g coincide, with the pos-
sible exception of the zeroth coefficients. This means that f − g is constant. As
k > 0, there are no constant modular forms of weight k other than zero. We con-
clude f = g. �

Corollary 2.5.23 For a normalized Hecke eigenform f (z)=∑∞
n=0 c(n)q

n we have

• c(mn)= c(m)c(n) if gcd(m,n)= 1,
• c(p)c(pn)= c(pn+1)+ pk−1c(pn−1), n≥ 1.

Proof The assertion follows from the corresponding relations for Hecke operators
in Proposition 2.5.4. �

Definition 2.5.24 We say that a Dirichlet series L(s) =∑∞
n=1 ann

−s , which con-
verges in some half plane {Re(s) > a}, has an Euler product of degree k ∈N, if for
every prime p there is a polynomial

Qp(x)= 1+ ap,1x + · · · + ap,kx
k

such that in the domain Re(s) > a one has

L(s)=
∏
p

1

Qp(p−s)
.

Example 2.5.25 The Riemann zeta function ζ(s) = ∑∞
n=1 n

−s , convergent for
Re(s) > 1, has the Euler product

ζ(s)=
∏
p

1

1− p−s
;

see Exercise 1.5.

Corollary 2.5.26 The L-function L(f, s) =∑∞
n=1 c(n)n

−s of a normalized Hecke
eigenform f (z)=∑∞

n=0 c(n)q
n ∈Mk has an Euler product:

L(f, s)=
∏
p

1

1− c(p)p−s + pk−1−2s
,

which converges locally uniformly absolutely for Re(s) > k.

Proof By Corollary 2.3.3 the coefficients grow at most like c(n)=O(nk−1). So the
L-series converges locally uniformly absolutely for Re(s) > k. The partial sum

∑
n∈pN0

c(n)n−s =
∞∑
n=0

c
(
pn
)
p−sn
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also converges absolutely. Denote by
∏

p≤N the finite product over all primes p ≤N

for a given N ∈N. For coprime m,n ∈N we have c(mn)= c(m)c(n), so that

∏
p≤N

∞∑
n=0

c
(
pn
)
p−sn =

∑
n∈N

p|n⇒p≤N

c(n)n−s ,

where the sum on the right-hand side runs over all natural numbers whose prime
divisors are all ≤N . As the L-series converges absolutely, the right-hand side con-
verges to L(f, s) for N →∞, and we have

L(f, s)=
∞∑
m=1

c(m)m−s =
∏
p

∞∑
n=0

c
(
pn
)
p−sn.

It remains to show
∞∑
n=0

c
(
pn
)
p−ns = 1

1− c(p)p−s + pk−1−2s
.

We expand( ∞∑
n=0

c
(
pn
)
p−ns

)(
1− c(p)p−s + pk−1−2s)

=
∞∑
n=0

p−ns
(
c
(
pn
)− c(p)c

(
pn
)

︸ ︷︷ ︸
=c(pn+1)+pk−1c(pn−1), n≥1

p−s + pk−1c
(
pn
)
p−2s)

= 1− c(p)p−s + pk−1−2s +
∞∑
n=1

c
(
pn
)
p−ns

− c
(
pn+1)p−(n+1)s − pk−1(c(pn−1)p(n+1)s − c

(
pn
)
p−(n+2)s)

= 1− c(p)p−s + pk−1−2s + c(p)p−s − pk−1p−2s = 1. �

2.6 Congruence Subgroups

In the theory of automorphic forms one also considers functions which satisfy the
modularity condition not for the full modular group SL2(Z), but only for subgroups
of finite index. The most important subgroups are the congruence subgroups.

Definition 2.6.1 Fix a natural number N . The reduction map Z→ Z/NZ is a ring
homomorphism and it induces a group homomorphism SL2(Z)→ SL2(Z/NZ).
The group Γ (N)= ker(SL2(Z)→ SL2(Z/NZ)) is called the principal congruence
subgroup of Γ0 = SL2(Z) of level N . So we have

Γ (N)=
{(

a b

c d

)
: a ≡ d ≡ 1 modN, b≡ c≡ 0 modN

}
.
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A subgroup Γ ⊂ SL2(Z) is called a congruence subgroup if it contains a principal
congruence subgroup, i.e. if there is a natural number N ∈N with Γ (N)⊂ Γ .

Note the special case

Γ (1)= Γ0 = SL2(Z).

Note that for N ≥ 3 the group Γ (N) does not contain the element −1. Therefore,
for such a group Γ there can exist non-zero modular forms of odd weight.

Lemma 2.6.2

(a) The intersection of two congruence groups is a congruence group.
(b) Let Γ be a congruence subgroup and let α ∈GL2(Q). Then Γ ∩αΓ α−1 is also

a congruence subgroup.

Proof (a) Let Γ,Γ ′ ⊂ Γ0 be congruence subgroups. By definition, there are M,N ∈
N with Γ (M)⊂ Γ , Γ (N)⊂ Γ ′. Then Γ (MN)⊂ (Γ (M)∩ Γ (N))⊂ (Γ ∩ Γ ′).

(b) Fix N ≥ 2 such that Γ (N) ⊂ Γ . There are natural numbers M1,M2 such
that M1α,M2α

−1 ∈ M2(Z). Set M = M1M2N . We claim that Γ (M) ⊂ αΓ0α
−1

or equivalently α−1Γ (M)α ⊂ Γ0. For γ ∈ Γ (M) we write γ = I +Mg with g ∈
M2(Z). It follows that α−1γ α = I +N(M2α

−1)g(M1α) ∈ Γ (N)⊂ Γ . �

Let DΓ be a fundamental domain for the congruence subgroup Γ as constructed
in Lemma 2.5.19. The cusps of the fundamental domain DΓ lie in the set

Γ (1)∞=Q∪ {∞}.
The stabilizer group Γ (1)∞ of the point ∞ in Γ (1) is ±( 1 Z

1

)
.

Lemma 2.6.3 Let Γ be a subgroup of finite index in Γ0 = SL2(Z). For every c ∈
Q∪ {∞} there exists a σc ∈GL2(Q)

+ such that

• σc∞= c and

• σ−1
c Γcσc =

{( 1 Z

1

)
if −1 /∈ Γ,

±( 1 Z

1

)
if −1 ∈ Γ.

The element σc is uniquely determined up to multiplication from the right by a ma-
trix of the form a

( 1 x
1

)
with an x ∈Q and a ∈Q

×.

Proof A given c ∈ Q can be written as c = α/γ with coprime integers α and γ .
There then exist β, δ ∈ Z with αδ − βγ = 1, so σ = ( α β

γ δ

) ∈ SL2(Z). It follows

that σ∞= c. Replacing Γ with the group σ−1Γ σ we reduce the claim to the case
c=∞.

So we can assume c =∞. Since Γ has finite index in Γ (1), there exists n ∈ N

with
( 1 n

1

)
Γ = Γ , so

( 1 n
1

) ∈ Γ . Let n ∈ N be the smallest with this property. This

means Γ∞ = ( 1 nZ
1

)
or ±( 1 nZ

1

)
, so the claim follows with σc =

( 1/n
1

)
.
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For the uniqueness of σc, let σ ′c be another element of GL+2 (Q) with the same
properties. Let g = σ−1

c σ ′c, so σ ′c = σcg. The first property implies g∞=∞, so
g = (

a b
c

)
is an upper triangular matrix. Consider the case −1 /∈ Γ . The second

property implies g−1
( 1 Z

1

)
g = ( 1 Z

1

)
. In particular, one gets g−1

( 1 1
1

)
g = ( 1 ±1

1

)
,

which implies the claim. The case −1 ∈ Γ is similar. �

Definition 2.6.4 Let Γ be a subgroup of finite index in SL2(Z). A meromorphic
function f on H is called weakly modular of weight k with respect to Γ , if f |kγ =
f holds for every γ ∈ Γ .

A weakly modular function f is called modular if for every cusp c ∈ Q ∪ {∞}
there exists Tc > 0 and some Nc ∈N such that

f |σc(z)=
∑

n≥−Nc

ac,ne
2πinz

holds for every z ∈ H with Im(z) > Tc. In other words this means that the Fourier
expansion is bounded below at every cusp. One also expresses this by saying that
f is meromorphic at every cusp. By Lemma 2.6.3 this condition does not depend
on the choice of the element σc, whereas the Fourier coefficients do depend on this
choice.

The function f is called a modular form of weight k for the group Γ , if f is mod-
ular and holomorphic everywhere, including the cusps, which means that ac,n = 0
for n < 0 at every cusp c. A modular form is called a cusp form if the zeroth Fourier
coefficients ac,0 vanish for all cusps c. The vector spaces of modular forms and cusp
forms are denoted by Mk(Γ ) and Sk(Γ ).

As already mentioned in the proof of Theorem 2.5.16, the Petersson inner prod-
uct can be defined for cusp forms of any congruence group Γ as follows: for
f,g ∈ Sk(Γ ) one sets

〈f,g〉Pet = 1

[Γ (1) : Γ ]
∫
Γ \H

f (z)g(z)yk
dx dy

y2
.

2.7 Non-holomorphic Eisenstein Series

In the theory of automorphic forms one also considers non-holomorphic functions
of the upper half plane, besides the holomorphic ones. These so-called Maaß wave
forms will be introduced properly in the next section. In this section, we start with
a special example, the non-holomorphic Eisenstein series. We introduce a fact,
known as the Rankin–Selberg method, which says that the inner product of a non-
holomorphic Eisenstein series and a Γ0-automorphic function equals the Mellin in-
tegral transform of the zeroth Fourier coefficient of the automorphic function. This
in particular implies that the Eisenstein series is orthogonal to the space of cusp
forms, a fact of central importance in the spectral theory of automorphic forms.
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Definition 2.7.1 The non-holomorphic Eisenstein series for Γ0 = SL2(Z) is for
z= x + iy ∈H and s ∈C defined by

E(z, s)= π−sΓ (s)1

2

∑
m,n∈Z

(m,n) 
=(0,0)

ys

|mz+ n|2s .

By Lemma 1.2.1 the series E(z, s) converges locally uniformly in H×{Re(s) > 1}.
Therefore the Eisenstein series is a continuous function, holomorphic in s, by the
convergence theorem of Weierstrass.

Definition 2.7.2 By a smooth function we mean an infinitely often differentiable
function.

Lemma 2.7.3 For fixed s with Re(s) > 2 the Eisenstein series E(z, s) is a smooth
function in z ∈H.

Proof We divide the sum that defines E(z, s) into two parts. One part with m = 0
and the other with m 
= 0. For m = 0 the sum does not depend on z, so the claim
follows trivially. Consider the case m 
= 0 and let log be the principal branch of the
logarithm, i.e. it is defined on C� (−∞,0] by log(reiθ )= log(r)+ iθ , if r > 0 and
−π < θ < π . For z ∈H and w ∈H, the lower half plane, we have

log(zw)= log(z)+ log(w).

For m 
= 0, n ∈ Z, and z ∈H, one of the two complex numbers mz+ n, mz̄+ n is
in H, the other in H. Hence

|mz+ n|−2s = e−s log((mz+n)(mz̄+n)) = e−s log(mz+n)e−s log(mz̄+n).

Write log(mz+ n)= log(|mz+ n|)+ iθ for some |θ |< π . Then

Re
(−s log(mz+ n)

)=−Re(s) log
(|mz+ n|)+ Im(s)θ

≤−Re(s) log
(|mz+ n|)+ ∣∣ Im(s)∣∣π,

so that ∣∣e−s log(mz+n)∣∣= eRe(−s log(mz+n)) ≤ e| Im(s)|π |mz+ n|−Re(s).

For z ∈H and w ∈H define

F(z,w, s)= π−sΓ (s)ys 1

2

∑
m,n∈Z

(m,n) 
=(0,0)

e−s log(mz+n)e−s log(mw+n).

Keep w fixed and estimate the summand of the series F(z,w, s) as follows∣∣e−s log(mz+n)e−s log(mw+n)∣∣≤ Ce2| Im(s)|π |mz+ n|−Re(s),
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with a constant C > 0, which depends on w. According to Lemma 1.2.1, the series
F(z,w, s) converges locally uniformly in z, for fixed w and s with Re(s) > 2. As
the summands are holomorphic, the function F(z,w, s) is holomorphic in z. The
same argument shows that F is holomorphic in w for fixed z. By Exercise 2.20 the
function F(z,w, s) can locally be written as a power series in z and w simultane-
ously, which means that F(z,w, s) is a smooth function in (z,w) for fixed s with
Re(s) > 2. Therefore F(z, z, s)=E(z, s) is a smooth function, too. �

Lemma 2.7.4 Let Γ0 = SL2(Z) and let Γ0,∞ be the stabilizer group of ∞, so
Γ0,∞ =±( 1 Z

1

)
. Then the map

Γ0,∞\Γ0 →
{±(x, y) ∈ Z

2/± 1 : x, y coprime
}

Γ0,∞
(
a b

c d

)

→ ±(c, d)

is a bijection.

Proof If c, d ∈ Z are coprime, then there exist a, b ∈ Z such that ad − bc = 1. If
(a, b) is one such pair, then every other is of the form (a + cx, b + dx) for some
x ∈ Z. (Idea of proof: Assume 1 < c ≤ d . After division with remainder there is
0 ≤ r < c with d = r + cq . Then divide c by r with remainder and so on. This
algorithm will stop. Plugging in the solutions backwards gives a pair (a, b).)

For
( 1 x

1

) ∈ Γ∞ and
(
a b
c d

) ∈ Γ one has
(

1 x

1

)(
a b

c d

)
=
(
a + cx b+ dx

c d

)
.

This implies the lemma. �

Definition 2.7.5 An automorphic function on H with respect to the congruence sub-
group Γ ⊂ SL2(Z) is a function φ :H→ C, which is invariant under the operation
of Γ , so that φ(γ z)= φ(z) holds for every γ ∈ Γ .

Proposition 2.7.6

(a) The series Ẽ(z, s)=∑γ :Γ∞\Γ Im(γ z)s converges for Re(s) > 1 and we have

E(z, s)= π−sΓ (s)ζ(2s)Ẽ(z, s),

where ζ(s) is the Riemann zeta function.
(b) The functions E(z, s) and Ẽ(z, s) are automorphic under Γ = SL2(Z), i.e. we

have

E(γ z, s)=E(z, s)

for every γ ∈ Γ . The same holds for Ẽ.
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Proof (a) With γ = ( ∗ ∗
c d

)
we have Im(γ z) = Im(z)/|cz + d|2. According to

Lemma 2.7.4 it holds that

Ẽ(z, s)=
∑

(c,d)=1
mod±1

ys

|cz+ d|2s .

Hence we get convergence with E(z, s) as a majorant. We conclude

ζ(2s)Ẽ(z, s)=
∞∑
n=1

∑
(c,d)=1
mod±1

ys

|ncz+ nd|2s =
1

2

∑
m,n∈Z

(m,n) 
=(0,0)

ys

|mz+ n|2s .

(b) It suffices to show the claim for Ẽ. We compute

Ẽ(γ z, s)=
∑

τ :Γ∞\Γ
Im(τγ z)s =

∑
τ :Γ∞\Γ

Im(τz)s,

since if τ runs through a set of representatives for Γ∞\Γ , then so does τγ . �

In particular it follows that

E(z+ 1, s)=E(z, s).

It follows that for Re(s) > 2 the smooth function E(z, s) has a Fourier expansion
in z. We will examine this Fourier expansion more closely.

The integral

Ks(y)= 1

2

∫ ∞

0
e−y(t+t−1)/2t s

dt

t

converges locally uniformly absolutely for y > 0 and s ∈ C. The function Ks so
defined is called the K-Bessel function. It satisfies the estimate∣∣Ks(y)

∣∣≤ e−y/2KRe(s)(2), if y > 4.

Proof For two real numbers a, b we have

a > b > 2 ⇒
{

ab > 2a
2a > a + b

}
⇒ ab > a + b.

The last assertion is symmetric in a and b, so it holds for all a, b > 2. Therefore one
has e−ab < e−ae−b . Applying this to a = y/2 > 2 and b = t + t−1 and integrating
along t gives

∣∣Ks(y)
∣∣≤ 1

2

∫ ∞

0
e−y/2e−(t+t−1)tRe(s) dt

t
= e−y/2KRe(s)(2).

We also note that the integrand in the Bessel integral is invariant under t 
→ t−1,
s 
→ −s, so that

K−s(y)=Ks(y).
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Theorem 2.7.7 The Eisenstein series E(z, s) has a Fourier expansion

E(z, s)=
∞∑

r=−∞
ar(y, s)e

2πirx,

where

a0(y, s)= π−sΓ (s)ζ(2s)ys + πs−1Γ (1− s)ζ(2− 2s)y1−s

and for r 
= 0,

ar(y, s)= 2|r|2−1/2σ1−2s
(|r|)√yK

s− 1
2

(
2π |r|y).

One reads off that the Eisenstein series E(z, s), as a function in s, has a mero-
morphic expansion to all of C. It is holomorphic except for simple poles at
s = 0,1. It is a smooth function in z for all s 
= 0,1. Every derivative in z is
holomorphic in s 
= 0,1. The residue at s = 1 is constant in z and takes the
value 1/2. The Eisenstein series satisfies the functional equation

E(z, s)=E(z,1− s).

Locally uniformly in x ∈R one has

E(x + iy)=O
(
yσ
)
, for y→∞,

where σ =max(Re(s),1−Re(s)).

Proof The claims all follow from the explicit Fourier expansion, which remains to
be shown.

Definition 2.7.8 A function f : R→ C is called a Schwartz function if f is in-
finitely differentiable and every derivative f (k), k ≥ 0 is rapidly decreasing. Let
S(R) denote the vector space of all Schwartz functions on R. If f is in S(R), then
its Fourier transform f̂ also lies in S(R); see [Dei05, Rud87, SW71].

Lemma 2.7.9 If Re(s) > 1
2 and r ∈R, then

(
y

π

)s
Γ (s)

∫
R

(
x2 + y2)−se2πirx dx =

{
π−s+1/2Γ (s − 1

2 )y
1−s , if r = 0,

2|r|s−1/2√yKs−1/2(2π |r|y), if r 
= 0.

Proof We plug in the Γ -integral on the left-hand side to get

∫
R

∫ ∞

0
e−t

(
ty

π(x2 + y2)

)s
e2πirx dt

t
dx =

∫ ∞

0

∫
R

e−πt(x2+y2)/ytse2πirx dx
dt

t
,
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where we have substituted t 
→ πt(x2 + y2)/y. The function f (x) = e−πx2
is its

own Fourier transform: f̂ = f . To see this, note that f is, up to scaling, uniquely
determined as the solution of the differential equation

f ′(x)=−2πxf (x).

By induction one shows that for every natural n there is a polynomial pn(x), such
that f (n)(x) = pn(x)e

−πx2
. So f lies in the Schwartz space S(R) and so does its

Fourier transform f̂ , and one computes

(f̂ )′(y)=
∫
R

(−2πix)e−πx2
e−2πxy dx = i

∫
R

(
e−πx2)′

e−2πixy dx =−2πyf̂ (y).

Therefore f̂ = cf and ˆ̂
f = cf̂ = c2f . Since, on the other hand, ˆ̂

f (x)= f (−x)=
f (x), we infer that c2 = 1, so c = ±1. By f̂ (0) = ∫

R
e−πx2

dx > 0 it follows that
c= 1.

By a simple substitution one gets from this∫
R

e−tπx2/ye2πirx dx =
√
y

t
e−yπr2/t .

We see that the left-hand side of the lemma equals∫ ∞

0
e−πty

√
y

t
e−yπr2/t t s

dt

t
,

which gives the claim. �

We now compute the Fourier expansion of the Eisenstein series E(z, s). The
coefficients are given by

ar(y, s)=
∫ 1

0
E(x + iy, s)e−2πirxdx

= π−sΓ (s)1

2

∫ 1

0

∑
m,n∈Z

(m,n) 
=(0,0)

ys

|mx + imy + n|2s e
−2πirx dx.

The summands with m= 0 only give a contribution in the case r = 0. This contri-
bution is

π−sΓ (s)ys
∞∑
n=1

n−2s = π−sΓ (s)ζ(2s)ys .

For m 
= 0 note that the contribution for (m,n) and (−m,−n) are equal. Therefore
it suffices to sum over m> 0. The contribution to ar is

π−sΓ (s)ys
∞∑
m=1

∞∑
n=−∞

∫ 1

0

[
(mx + n)2 +m2y2]−se−2πirx dx

= π−sΓ (s)ys
∞∑
m=1

∑
nmodm

∫ ∞

−∞
[
(mx + n)2 +m2y2]−se−2πirx dx.
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The substitution x 
→ x − n/m yields

π−sΓ (s)ys
∞∑
m=1

m−2s
∑

nmodm

e2πirn/m
∫ ∞

−∞
(
x2 + y2)−se−2πirx dx.

Because of
∑

nmodm

e2πirn/m =
{
m if m|r,
0 otherwise

the contribution is

π−sΓ (s)ys
∑
m|r

m1−2s
∫ ∞

−∞
(
x2 + y2)−se2πirx dx.

There are two cases. Firstly, if r = 0, the condition m|r is vacuous and we get

π−sΓ (s)ysζ(2s − 1)
∫ ∞

−∞
(
x2 + y2)−s dx = π−s+1/2Γ

(
s − 1

2

)
ζ(2s − 1)y1−s ,

where we have used Lemma 2.7.9. The Riemann zeta function satisfies the func-
tional equation

ζ̂ (s)= ζ̂ (1− s),

with ζ̂ (s) = π−s/2Γ (s/2)ζ(s), as is shown in Theorem 6.1.3. Therefore the ze-
roth term a0 is as claimed. Secondly, in the case r 
= 0 we get the claim again by
Lemma 2.7.9. �

We now explain the Rankin–Selberg method. Let Γ = SL2(Z) and let φ :H→C

be a smooth, Γ -automorphic function. We assume that φ is rapidly decreasing at the
cusp ∞, i.e. that

φ(x + iy)=O
(
y−N

)
, y ≥ 1

holds for every N ∈ N. Because of φ(z + 1) = φ(z) the function φ has a Fourier
expansion

φ(z)=
∞∑

n=−∞
φn(y) e

2πinx

with φn(y) =
∫ 1

0 φ(x + iy) e−2πinx dx. The term φ0 is called the constant term of
the Fourier expansion. Let

Mφ0(s)=
∫ ∞

0
φ0(y)y

s dy

y

be the Mellin transform of the zeroth term. We shall show that this integral converges
for Re(s) > 0. Put

Λ(s)= π−sΓ (s)ζ(2s)Mφ0(s − 1).
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Proposition 2.7.10 (Rankin–Selberg method) The integral Mφ0(s) converges lo-
cally uniformly absolutely in the domain Re(s) > 0. One has

Λ(s)=
∫
Γ (1)\H

E(z, s)φ(z)
dx dy

y2
.

The function Λ(s), defined for Re(s) > 0, extends to a meromorphic function on C

with at most simple poles at s = 0 and s = 1. It satisfies the functional equation

Λ(s)=Λ(1− s).

The residue at s = 1 equals

ress=1Λ(s)= 1

2

∫
Γ (1)\H

φ(z)
dx dy

y2
.

Proof The proof relies on an unfolding trick as follows
∫
Γ \H

Ẽ(z, s)φ(z) dμ(z)=
∫
D

∑
γ :Γ∞\Γ

Im(γ z)sφ(z) dμ(z)

=
∑

γ :Γ∞\Γ

∫
D

Im(γ z)sφ(z) dμ(z)

=
∑

γ :Γ∞\Γ

∫
γD

Im(z)sφ(z) dμ(z)

=
∫
⋃

γ :Γ∞\Γ γD
Im(z)sφ(z) dμ(z)

=
∫
Γ∞\H

Im(z)sφ(z) dμ(z)

=
∫ ∞

0

∫ 1

0
ys−1φ(x + iy) dx

dy

y

=
∫ ∞

0
φ0(y)y

s−1 dy

y
=Mφ0(s − 1).

The claims now follow from Theorem 2.7.7. �

We apply the Rankin–Selberg method to show that the Rankin–Selberg convo-
lution of modular L-functions is meromorphic. Let k ∈ 2N0 and let f,g ∈Mk be
normalized Hecke eigenforms. Denote the Fourier coefficients of f and g by an and
bn for n≥ 0, respectively. We define the Rankin–Selberg convolution of L(f, s) and
L(g, s) by

L(f × g, s)
def= ζ(2s − 2k+ 2)

∞∑
n=1

anbnn
−s .
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By Proposition 2.3.1 and Theorem 2.3.2 one has an, bn =O(nk−1). Therefore the
series L(f × g, s) converges absolutely for Re(s) > 2k − 1. We put

Λ(f × g, s)= (2π)−2sΓ (s)Γ (s − k+ 1)L(f × g, s).

Theorem 2.7.11 Suppose that one of the functions f,g is a cusp form. Then
Λ(f × g, s) extends to a meromorphic function on C. It is holomorphic except
for possible simple poles at s = k and s = k − 1. It satisfies the functional
equation

Λ(f × g, s)=Λ(f × g,2k − 1− s).

The residue at s = k is 1
2π

1−k〈f,g〉k .

Proof We apply Proposition 2.7.10 to the function φ(z)= f (z)g(z)yk . Then

φ0(y)=
∫ 1

0
f (x + iy)g(x + iy)yk dx

=
∞∑
n=0

∞∑
m=0

∫ 1

0
ane

2πinxe−2πnybme
−2πimxe−2πmyyk dx.

Since
∫ 1

0 e
2πi(n−m)x dx = 0 except for n=m, we get φ0(y)=∑∞

n=1 anbne
−4πnyyk .

So

Mφ0(s)=
∞∑
n=0

anbn

∫ ∞

0
e−4πnyys+k dy

y
= (4π)−s−kΓ (s + k)

∞∑
n=1

anbnn
−s−k.

The number bn is the eigenvalue of the Hecke operator Tn. As Tn is self-adjoint, bn
is real. Therefore,

Mφ0(s − 1)= (4π)−s−k+1Γ (s − 1+ k)
1

ζ(2s)
L(f × g, s − 1+ k).

Let Λ(s) be as in Proposition 2.7.10. It follows that

Λ(s)= 4−s−k+1π−2s−k+1Γ (s)Γ (s − 1+ k)L(f × g, s − 1+ k),

or

Λ(s + 1− k)= πk−1(2π)−2sΓ (s)Γ (s + 1− k)L(f × g, s)= πk−1Λ(f × g, s).

By Proposition 2.7.10 one has Λ(s + 1 − k)=Λ(1 − (s + 1 − k)), which implies
the claimed functional equation. Finally one has

ress=k Λ(f × g, s)= ress=k π1−kΛ(s + 1− k)= π1−k ress=1Λ(s)

= π1−k 1

2

∫
Γ (1)\H

φ(z) dμ(z)= π1−k 1

2
〈f,g〉k. �
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Next we show that the L-function L(f ×g, s) has an Euler product. We factorize
the polynomials

1− anX+ pk−1X2 = (1− α1(p)X
)(

1− α2(p)X
)
,

1− bnX+ pk−1X2 = (1− β1(p)X
)(

1− β2(p)X
)
.

Theorem 2.7.12 Let k ∈ 2N0 and let f,g ∈Mk be normalized Hecke eigen-
forms. The Rankin–Selberg L-function has the Euler product expansion

L(f × g, s)=
∏
p

2∏
i=1

2∏
j=1

(
1− αi(p)βj (p)p

−s)−1
.

Proof This is a consequence of the following lemma.

Lemma 2.7.13 Let α1, α2, β1, β2 be complex numbers with α1α2β1β2 
= 0 and sup-
pose that the equalities

∞∑
r=0

arz
r = (1− α1z)

−1(1− α2z)
−1,

∞∑
r=0

brz
r = (1− β1z)

−1(1− β2z)
−1

hold for small complex numbers z. Then for small z one has

∞∑
r=0

arbrz
r = (1− α1α2β1β2z

2) 2∏
i=1

2∏
j=1

(1− αiβj z)
−1.

Proof Let φ(z)=∑∞
r=0 arz

r and ψ(z)=∑∞
r=0 brz

r . Consider the path integral

1

2πi

∫
∂K

φ(qz)ψ
(
q−1)dq

q
,

where K is a circle around zero such that the poles of q 
→ φ(zq) are outside K ,
and the poles of q 
→ ψ(q−1) are inside. This is possible for z small enough. The
integral is equal to

∞∑
r,r ′=0

arbr ′x
r 1

2πi

∫
∂K

qr−r ′−1 dq =
∞∑
r=0

arbrx
r .

On the other hand, the integral equals

1

2πi

∫
∂K

1

(1− α1xq)(1− α2xq)(1− β1q−1)(1− β2q−1)

dq

q
,
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which we calculate by the residue theorem as

(
1− α1α2β1β2x

2) 2∏
i=1

2∏
j=1

(1− αiβjx)
−1. �

2.8 Maaß Wave Forms

This section is not strictly necessary for the rest of the book, but we include it for
completeness. In this section we shall not give full proofs all the time, but rather
sketch the arguments.

The group G= SL2(R) acts on H by diffeomorphisms, so it acts on C∞(H) by
Lg : C∞(H)→ C∞(H), where for g ∈G the operator Lg is defined by

Lgϕ(z)= ϕ
(
g−1z

)
.

On the upper half plane H we have the hyperbolic Laplace operator, which is a
differential operator defined by

Δ=−y2
(
∂2

∂x2
+ ∂2

∂y2

)
.

Lemma 2.8.1 The hyperbolic Laplacian is invariant under G, i.e. one has

LgΔLg−1 =Δ

for every g ∈G.

Proof The assertion is equivalent to LgΔ=ΔLg . It suffices to show this assertion
for generators of the group SL2(R). Such generators are given in Exercise 2.6. We
leave the explicit calculation for this invariance to the reader, see Exercise 2.7. �

Definition 2.8.2 A Maaß wave form or Maaß form for the group Γ (1) is a smooth
function f on H such that

• f (γ z)= f (z) for every γ ∈ Γ (1),
• Δf = λf for some λ ∈C,
• there exists N ∈N with f (x + iy)=O(yN) for y ≥ 1.

If additionally one has ∫ 1

0
f (z+ t) dt = 0

for every z ∈H, then f is called a Maaß cusp form.

Proposition 2.8.3 The non-holomorphic Eisenstein series

E(z, s)= π−sΓ (s)1

2

∑
m,n∈Z

(m,n) 
=(0,0)

ys

|mz+ n|2s
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is a Maaß form; more precisely it holds that

ΔE(z, s)= s(1− s)E(z, s), s 
= 0,1.

Proof We only have to show the eigen-equation. We have

E(z, s)= π−sΓ (s)ζ(2s)Ẽ(z, s)
with Ẽ(z, s) =∑

Γ∞\Γ Im(γ z)s . So it suffices to show the eigen-equation for Ẽ.
We have

Δ
(
ys
)=−y2

(
∂2

∂x2
+ ∂2

∂y2

)
ys = s(1− s)ys .

By invariance of the Laplace operator we get

Δ Im(γ z)s = s(1− s) Im(γ z)s

for every γ ∈ Γ . By means of Lemma 1.2.1 one shows that for Re(s) > 3 the se-

ries
∑

Γ∞\Γ
∂
∂y

Im(z)s and
∑

Γ∞\Γ
∂2

∂y2 Im(z)s as well as the x-derivatives converge
locally uniformly, so we may differentiate the Eisenstein series term-wise. This im-
plies the claim for Ẽ and therefore also for E in the domain Re(s) > 3. For arbitrary
s ∈ C the Fourier expansion shows that ΔE(z, s)− s(1 − s)E(z, s) is a meromor-
phic function in s, which for Re(s) > 3 is constantly equal to zero. By the identity
theorem it is zero everywhere. �

The differential equation can also be expressed in the form

ΔE

(
z, ν + 1

2

)
=
(

1

4
− ν2

)
E

(
z, ν + 1

2

)
.

Let f be an arbitrary Maaß form for the group Γ (1). Because of f (z+ 1)= f (z)

the function f has a Fourier expansion

f (x + iy)=
∞∑

r=−∞
ar(y)e

2πirx .

Lemma 2.8.4 Let λ ∈C be the Laplace eigenvalue of the Maaß form f . There is a
ν ∈C, which is unique up to sign, such that λ= 1

4 − ν2. The Fourier coefficients of
f are

ar(y)= ar
√
yKν

(
2π |r|y)

if r 
= 0, where ar ∈C depends only on r . For r = 0 one has

a0(y)= a0y
1
2−ν + b0y

1
2+ν

for some a0, b0 ∈C.

Proof We have Δf = ( 1
4 − ν2)f (z). The definition of ar(y),

ar(y)=
∫ 1

0
f (x + iy)e−2πirx dx,
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implies

(
1

4
− ν2

)
ar(y)=

∫ 1

0
Δf (x + iy)e−2πirx dx

=−y2
∫ 1

0

∂2f

∂y2
+ ∂2f

∂x2
(x + iy)e−2πirx dx

=−y2 ∂2

∂y2
ar(y)− y2

∫ 1

0
f (x + iy)

(−4π2r2)e−2πirx dx

=−y2 ∂2

∂y2
ar(y)+ 4π2r2y2ar(y).

So there is a differential equation of second order,

y2 ∂2

∂y2
ar(y)+

(
1

4
− ν2 − 4πr2y2

)
ar(y)= 0.

The r th Fourier coefficient of the Eisenstein series is a solution of this differential
equation. Therefore the function

ar(y)=√
yKν

(
2π |r|y)

solves this linear differential equation. A second solution is given by

br(y)=√
yIν

(
2π |r|y),

where Iν is the I -Bessel function [AS64]. As the differential equation is linear of
order 2, every solution is a linear combination of these two basis solutions. A proof
of this classical fact can be found for example in [Rob10]. Further, the I -Bessel
function grows exponentially, whereas the K-Bessel function decreases exponen-
tially [AS64]. According to the definition of a Maaß form, the function ar(y) can
only grow moderately, and the claim follows. �

Let ι :H→H be the anti-holomorphic map ι(z)=−z, so ι(x + iy)=−x + iy.
Then ι ◦ ι = IdH and one finds that ι commutes with the hyperbolic Laplacian Δ,

when ι acts on functions f of the upper half plane by ι(f )(z)
def= f (ι(z)). Therefore

ι maps the λ-eigenspace into itself for every λ ∈C. By ι2 = Id the map ι itself has at
most the eigenvalues ±1. A Maaß form f is called an even Maaß form if ι(f )= f

and an odd Maaß form if ι(f )=−f . By

f = 1

2

(
f + ι(f )

)+ 1

2

(
f − ι(f )

)

every Maaß form is the sum of an even and an odd Maaß form.
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Theorem 2.8.5 Let

f (z)=
∑
r 
=0

ar
√
yKν

(
2π |r|y)e2πirx

be a Maaß cusp form and let

L(s,f )=
∞∑
n=1

ann
−s

be the corresponding L-series. The series L(s,f ) converges for Re(s) > 3/2
and extends to an entire function on C. Let f be even or odd and let ε = 0 if f
is even and ε = 1 if f is odd. Let Δf = ( 1

4 − ν2)f . Then with

Λ(s,f )= π−sΓ
(
s − ε+ ν

2

)
Γ

(
s − ε− ν

2

)
L(s,f ),

one has the functional equation

Λ(s,f )= (−1)εΛ(1− s, f ).

Proof Note that a−r = (−1)εar holds. The convergence is clear by the following
lemma.

Lemma 2.8.6 We have an =O(n1/2).

Proof There are C,N > 0 such that for y > 1 the inequality |f (x + iy)| ≤ CyN

holds. If y < 1/2 and if w ∈D is conjugate to z modulo Γ (1), then Im(w)≤ 1
y

. So

suppose y < 1/2. Then it follows that |f (x+ iy)| ≤ Cy−N . So that for y < 1/2 one
has

|ar |√y
∣∣Ks

(
2π |r|y)∣∣≤

∫ 1

0

∣∣f (x + iy)
∣∣dx ≤ Cy−N.

With y = 1/|r| we get from this

|ar | ≤ CrN+
1
2
∣∣Ks(2π)

∣∣−1
.

As the K-Bessel function is rapidly decreasing and f is a cusp form, we conclude
that f is bounded on D and therefore on H. This argument can be repeated with
N = 0. The claim is proven. �

Lemma 2.8.7 The integral∫ ∞

0
Kν(y)y

s dy

y
= 2s−2Γ

(
s + ν

2

)
Γ

(
s − ν

2

)

converges absolutely if Re(s) > |Re(ν)|.
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Proof Plugging in the definition of Kν , the left-hand side becomes

1

2

∫ ∞

0

∫ ∞

0
e−(t+t−1)y/2tνys

dy

y

dt

t
.

We use the change of variables rule with the diffeomorphism φ : (0,∞)× (0,∞)→
(0,∞)× (0,∞) given by

φ(t, y)=
(

1

2
ty,

1

2
t−1y

)
= (u, v).

Then y = 2
√
uv and t =√

u/v. The Jacobian matrix of φ is

Dφ(t, y)= 1

2

(
y t

− y

t2
1
t

)
.

Its determinant equals detDφ = y
2t . By the change of variables rule the integral

equals

2s−1
∫ ∞

0

∫ ∞

0
e−u−vv(s−ν)/2u(s+ν)/2 du

u

dv

v
.

The claim follows. �

We now prove the theorem in the case when f is even. Then∫ ∞

0
f (iy)ys−1/2 dy

y
= 1

2
Λ(s,f ).

By Lemma 2.8.6 we infer that f (iy) is rapidly decreasing for y→∞. Because of
f (iy)= f (i 1

y
) the claim follows similar to Theorem 2.4.5.

If f is odd, put

g(z)= 1

4πi

∂f

∂x
(z)=

∞∑
n=1

ann
√
yKν(2πny) cos(2πnx).

Then ∫ ∞

0
g(iy)ys+1/2 dy

y
=Λ(s,f ).

Because of g(iy)=− 1
y2 g(

i
y
) the claim follows in this case as well. �

More generally, for every k ∈ Z we introduce the operator

Δk =−y2
(
∂2

∂x2
+ ∂2

∂y2

)
+ iky

∂

∂x
.

A computation shows that

Δk =−Lk+2Rk − k

2

(
1+ k

2

)
=−Rk−2Lk + k

2

(
1− k

2

)
,

where

Rk = iy
∂

∂x
+ y

∂

∂y
+ k

2
, Lk =−iy ∂

∂x
+ y

∂

∂y
− k

2
.
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Definition 2.8.8 For f ∈ C∞(H) and g = ( ∗ ∗
c d

) ∈G= SL2(R) let

f ||kg(z)=
(
cz+ d

|cz+ d|
)−k

f (gz)=
(
cz+ d

|cz+ d|
)k
f (gz).

Lemma 2.8.9 With f ∈ C∞(H) and g ∈G= SL2(R) we have

(Rkf )||k+2g =Rk(f ||kg), (Lkf )||k−2g = Lk(f ||kg)
and

(Δkf )||kg =Δk(f ||kg).

Proof A direct computation verifies the first two identities. The third then follows.
Alternatively, one waits until the next section, where a Lie-theoretic and more struc-
tural proof is given. �

Differential operators are naturally defined on infinite-dimensional spaces like
C∞(R). These are not Hilbert spaces, but one can define differential operators on
dense subspaces of natural Hilbert spaces. This motivates the next definition.

Definition 2.8.10 Let H be a Hilbert space. By an operator on H we mean a pair
(DT ,T ), where DT ⊂ H is a linear subspace of H and T : DT → H is a linear
map. The space DT is the domain of the operator. The operator is said to be densely
defined if DT is dense in H . The operator is called a closed operator if its graph
G(T )= {(h,T (h)) : h ∈DT } is a closed subset of H ×H .

An operator T is called symmetric if〈
T (v),w

〉= 〈v,T (w)〉
holds for all v,w ∈DT .

Given a densely defined operator T on H we define its adjoint operator T ∗ as
follows. Firstly the domain DT ∗ is defined to be the set of all v ∈H , for which the
mapw 
→ 〈Tw,v〉 is a bounded linear map onDT . AsDT is dense, this map extends
uniquely to a continuous linear map on H . By the Riesz Representation Theorem
there exists a uniquely determined vector T ∗v ∈H , such that 〈Tw,v〉 = 〈w,T ∗v〉
holds for every w ∈ DT . It is easy to see that the so-defined map T ∗ : DT ∗ → H

is linear. If the domain DT ∗ is dense, one can show that the adjoint operator T ∗ is
closed.

An operator T is called self-adjoint if DT ∗ =DT and T ∗ = T . We have

T self-adjoint ⇒ T closed and symmetric,

but the converse is false in general, as the following example shows.

Example 2.8.11 Let H = L2([0,1]) and let DT be the set of all continuous
functions f on [0,1] of the form f (x) = ∫ x

0 f ′(t) dt = 〈f ′,1[0,x]〉 for some
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f ′ ∈ L2(0,1) with f ′ ⊥ 1[0,1]. Then f is uniquely determined by f . For every
f ∈DT one has f (0)= 0= f (1). Let T be the operator with domain DT given by

T (f )= f ′.
Since C([0,1]) is dense in H , for every f ∈ DT there is a sequence of contin-

uously differentiable functions fj with fj → f and Tfj → Tf . Using integration
by parts we get

〈Tf,g〉 = 〈f,T g〉
for all f,g ∈DT . This means that T is indeed symmetric. It is also closed, since for
every sequence fj ∈DT with fj → f and Tfj → g we have f ∈DT and g = Tf .
It remains to show that T ∗ 
= T . The constant function 1, for example, lies in DT ∗ ,
but not in DT . Furthermore, the adjoint operator T ∗ is not symmetric.

If H is finite-dimensional, then every densely defined operator T is defined on
all of H , as the only dense subspace is H itself.

We recall from linear algebra:

Theorem 2.8.12 (Spectral theorem) Let T :H →H be a self-adjoint operator
on a finite-dimensional Hilbert spaceH . ThenH is a direct sum of eigenspaces,

H =
⊕
λ∈R

Eig(T ,λ),

where

Eig(T ,λ)= {v ∈H : T (v)= λv
}
.

The proof is part of a linear algebra lecture. If H is infinite-dimensional, there is
also a spectral theorem for self-adjoint operators. However, the space is not a direct
sum in general, but a so-called direct integral of eigenspaces. We shall come back
to this later.

Definition 2.8.13 The support of a function f : X→ C on a topological space X
is the closure of the set {x ∈ X : f (x) 
= 0}. By Cc(X) we denote the set of all
continuous functions of compact support.

As usual, we denote by L2(H) the space of all measurable functions f :H→C

such that
∫
H
|f (z)|2 dμ(z) <∞ modulo the subspace of all functions vanishing

outside a set of measure zero. The measure μ is the invariant measure dx dy

y2 . The

space D = C∞
c (H) of all infinitely differentiable functions on H of compact support

is a dense subspace on which the operator Δk is defined.

Proposition 2.8.14 The operator Δk with domain C∞
c (H) is a symmetric operator

on the Hilbert space H = L2(H).
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Proof Let

Δe = ∂2

∂x2
+ ∂2

∂y2

be the Euclidean Laplace operator and let d denote the exterior differential, which
maps n-differential forms to (n+ 1)-forms. For f,g ∈ C∞

c (H) we have

d

(
g

(
∂f

∂x
dy − ∂f

∂y
dx

)
− f

(
∂g

∂x
dy − ∂g

∂y
dx

))
= (gΔef − fΔeg

)
dx ∧ dy.

By Stokes’s integral theorem we conclude∫
H

(
gΔef − fΔeg

)
dx ∧ dy = 0,

so ∫
H

gΔef dx ∧ dy =
∫
H

fΔeg dx ∧ dy.

Write T = i
y
∂
∂x

. Integration by parts yields

∫
H

(
(Tf )g − f (T g)

)
dx ∧ dy = i

∫
H

1

y

(
∂f

∂x
g + f

∂g

∂x

)
dx ∧ dy

= i

∫
H

d

(
1

y
f gdy

)
=
∫
∂Ω

1

y
f gdy = 0,

where Ω is any relatively compact open subset of H with smooth boundary, con-
taining the support of f g. So∫

H

(Tf )g dx ∧ dy =
∫
H

f (T g)dx ∧ dy.

One has

〈Δkf,g〉 =
∫
H

(Δkf )g
dx ∧ dy

y2
=
∫
H

(−Δef + kTf
)
g dx ∧ dy.

Hence the operator Δk is symmetric. �

Pick a discrete subgroup Γ of SL2(R). By invariance, the operator Δk preserves
the set of all smooth functions f on H, which satisfy f ||kγ = f for every γ ∈ Γ .
Write C∞(Γ \H, k) for the vector space of all these functions and L2(Γ \H, k) for
the space of all measurable functions f on H with f ||kγ = f for every γ ∈ Γ and

∥∥f 2
∥∥ def=

∫
Γ \H

∣∣f (z)∣∣2 dx dy
y2

<∞,

modulo the subspace of functions with ‖f ‖ = 0. Note that the integral is well de-
fined, since the function |f (z)|2 is invariant under Γ . Then L2(Γ \H, k) is a Hilbert
space with inner product

〈f,g〉 =
∫
Γ \H

f (z)g(z)
dx ∧ dy

y2
.



2.8 Maaß Wave Forms 71

For the rest of this section we assume that the topological space Γ \H is compact.
This is equivalent to the quotient Γ \SL2(R) being compact.

In that case one calls Γ a cocompact subgroup of SL2(R). A subgroup of SL2(Z)

is never cocompact, because SL2(Z) is not cocompact itself. Do cocompact groups
exist at all? Yes they do, and we will show this, using some facts of complex analy-
sis, topology and elementary number theory.

• We start with a concrete example. Pick two rationals 0<p,q ∈Q. The matrices

i =
(√

p

−√p
)
, j =

( √
q√

q

)

generate a Q-subalgebra M of M2(R) with the relations

i2 = p, j2 = q, ij =−ji.
These relations imply that the vectors 1, i, j, ij form a basis of M over Q, so
M has dimension four over Q. The algebra M is a special case of a quaternion
algebra.

We now insist that p and q are prime numbers and that q is not quadratic
modulo p, i.e. we assume that q 
≡ k2 modp for every number k modulo p. In
that case one can show (Exercise 2.21), that M is a division algebra, which means
that every m 
= 0 in M is invertible. The set

MZ = Z1⊕Zi ⊕Zj ⊕Zij

is a subring. Let

Γ = {γ ∈MZ : det(γ )= 1
}
.

One can show that Γ is a discrete subgroup of SL2(R), such that Γ \H is compact.
• Let X be a Riemann surface of genus g ≥ 0. Let X̃ be its universal covering and
Γ its fundamental group, which we consider as a group of biholomorphic maps
on X̃. Then there is a natural identification Γ \X̃ ∼=X. The Riemann surface X̃ is
simply connected and Γ acts on X̃ without fixed points. By the Riemann mapping
theorem, there are the following possibilities:

(a) X̃ ∼= P1(C)= Ĉ the Riemann number sphere,
(b) X̃ ∼=C,
(c) X̃ ∼=H.

In case (a) every biholomorphic map γ : X̃→ X̃ is a linear fractional γ (z) =
az+b
cz+d and every such transformation has at least one fixed point in Ĉ, which means

that Γ = {1} and X = X̃ = Ĉ, so g = 0.
Case (b): A biholomorphic map on C is a linear fractional γ with γ (∞)=∞,

so γ (z) = az + b. If a 
= 1, then γ has a fixed point given by z0 = b/(1 − a).
So Γ consists only of transformations of the form γ (z) = z + b. The set of all
b ∈C with (z 
→ z+ b) ∈ Γ then is a lattice and X is topologically isomorphic to
R

2/Z2, so g = 1.
In case (c) the group Γ is a discrete cocompact subgroup of SL2(R)/± 1, as

the latter is the group of all biholomorphic maps on H. Every X as in (c) therefore
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gives a Γ as we need it. This still doesn’t prove existence, but one can show that
there are uncountably many such Γ , even modulo conjugation.

Definition 2.8.15 A torsion element of a group Γ is an element of finite order.
A group Γ is said to be torsion-free if the neutral element 1 is the only torsion
element.

Now let Γ ⊂ SL2(R) be a discrete cocompact subgroup. One can show that Γ
always contains a torsion-free subgroup of finite index. Hence we do not lose too
much if we restrict our attention to torsion-free groups Γ . The upper half plane H

has a natural orientation ( ∂
∂x
, ∂
∂y
). If you don’t know the notion of an orientation on

a manifold or Stokes’s theorem, you may for example consult [Lee03]. You may, on
the other hand, understand what follows also if you consider the next proposition as
a definition of the set C∞(Γ \H).

Proposition 2.8.16 If the group Γ ⊂ SL2(R) is discrete and torsion-free, then the
topological space Γ \H carries exactly one structure of a smooth manifold such that
the map H→ Γ \H is smooth. In that case one has

C∞(Γ \H)= C∞(H)Γ .

The natural orientation on H induces an orientation on Γ \H, so that Γ \H is an
oriented smooth manifold.

Proof (Sketch) As Γ is torsion-free, one can show that the group Γ acts discontinu-
ously on H, which means that for every z ∈H there exists an open neighborhood U ,
such that for every γ ∈ Γ one has: γU ∩ U 
= ∅ ⇒ γ = 1. This implies that the
projection p : H→ Γ \H maps the open neighborhood U homeomorphically onto
its image p(U), so that p|U is a chart. The set of all these charts is an atlas for
Γ \H. Since Γ acts by orientation-preserving maps, the orientation descends to the
quotient Γ \H. �

The smooth manifold Γ \H being oriented, one can integrate differential forms.
If ω is a differential form on Γ \H and if p :H→ Γ \H is the canonical projection,
then the pullback form p∗ω is a Γ -invariant form on H.

Lemma 2.8.17 Let ω be a 1-form on Γ \H. Then∫
Γ \H

dω= 0.

Proof This follows from the theorem of Stokes, since Γ \H is a compact manifold
without boundary. �

Definition 2.8.18 Let C∞(Γ \H, k) denote the set of all smooth functions f on H

with f ||kγ = f for every γ ∈ Γ .
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Lemma 2.8.19

(a) If f ∈ C∞(Γ \H, k) and g ∈ C∞(Γ \H, k′), then fg ∈ C∞(Γ \H, k + k′).
(b) If f ∈ C∞(Γ \H, k), then f ∈ C∞(Γ \H,−k).
(c) C∞(Γ \H,0)= C∞(Γ \H).

Proof A smooth function f on H lies in C∞(Γ \H, k) if and only if for every γ =( ∗ ∗
c d

) ∈ Γ one has

f (γ z)=
(
cz+ d

|cz+ d|
)k
f (z).

The claims follow. �

Proposition 2.8.20 The operator Δk with domain C∞(Γ \H, k) is a symmetric op-
erator on the Hilbert space L2(Γ \H, k).

Proof Similar to the proof of Proposition 2.8.14. �

The Spectral Problem of Δk Is it possible to decompose the Hilbert space
L2(Γ \H, k) into a direct sum of eigenspaces? If this is the case, we say that Δk

has a pure eigenvalue spectrum. In this case every φ ∈ L2(Γ \H, k) can be written
as a L2-convergent sum

φ =
∑
λ∈R

φλ,

with Δkφλ = λφλ.
If Γ is not cocompact, one will not have such a sum decomposition. Instead there

is a so-called direct integral of eigenspaces. This is generally true for self-adjoint
operators. We will not properly define a direct integral here, but we give an example
of such a spectral decomposition.

Example 2.8.21 Let V be the Hilbert space L2(R) and let D =− ∂2

∂x2 with domain
C∞
c (R). Then D is symmetric and one can show that D has a self-adjoint extension.

The operator D has no eigenfunction in L2(R). For y ∈ R the function ey(x)=
e2πixy is an eigenfunction for the eigenvalue 4π2y2, but this function does not be-
long to the space L2(R). Nevertheless, according to the theory of Fourier transfor-
mation, every φ ∈ L2(R) can be written as an L2-convergent integral

φ =
∫
R

φ̂(y)ey dy.

2.9 Exercises and Remarks

Exercise 2.1 Show that for
(
a b
c d

) ∈ GL2(C) and z ∈ C the expressions az+ b and
cz+ d cannot both be zero.
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Exercise 2.2 Find all γ ∈ Γ = SL2(Z), which commute with

(a) S = ( −1
1

)
,

(b) T = ( 1 1
1

)
,

(c) ST .

Exercise 2.3 Which point in the fundamental domain D is Γ -conjugate to

(a) 6+ 1
2 i,

(b) 8+6i
3+2i ?

Exercise 2.4 Let Γ = SL2(Z) and let N ∈N. Show that the set Γ0(N) of all matri-
ces

(
a b
c d

) ∈ Γ with c≡ 0 modN is a subgroup of Γ .
(Hint: consider the reduction map SL2(Z)→ SL2(Z/NZ).)

Exercise 2.5 (Bruhat decomposition) Let G = SL2(R) and let B be the subgroup
of upper triangular matrices. Show that

G= B ∪BSB, S =
( −1

1

)
,

where the union is disjoint.

Exercise 2.6 Show that the group SL2(R) is generated by all elements of the form( a
1/a

)
with a ∈R

×,
( 1 x

1

)
with x ∈R and S = ( −1

1

)
.

Exercise 2.7 Carry out the proof of Lemma 2.8.1.

Exercise 2.8 Show, without using differential forms, that the measure dx dy

y2 is in-
variant under the action of SL2(R).
(Hint: use the change of variables rule.)

Exercise 2.9 Show that D has finite measure under dx dy

y2 .

Exercise 2.10 Show that for every g ∈ SL2(R) with g 
= ±1 one has∣∣tr(g)∣∣< 2 ⇔ g has a fixed point in H.

Exercise 2.11 The Ramanujan τ -function is defined by the Fourier expansion

Δ(z)= (2π)12
∞∑
n=1

τ(n)qn, q = e2πiz.

Show τ(n)= 8000((σ3 � σ3) � σ3)(n)− 147(σ5 � σ5)(n), where f � g is the Cauchy
product of two sequences:

f � g(n)=
n∑

k=0

f (k)g(n− k).
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Here we put σa(n)=∑d|n da for n≥ 1 and σ3(0)= 1
240 as well as σ5(0)=− 1

504 .

Exercise 2.12 (Jacobi product formula) Show that for 0 < |q|< 1 and τ ∈C
× one

has
∞∑

n=−∞
qn

2
τn =

∞∏
n=1

(
1− q2n)(1+ q2n−1τ

)(
1+ q2n−1τ−1).

This can be done in the following steps.
Let ϑ(z,w) =∑∞

n=−∞ qn
2
τn, where z ∈ H, w ∈ C and q = e2πiz, τ = e2πiw .

Let

P(z,w)=
∞∏
n=1

(
1+ q2n−1τ

)(
1+ q2n−1τ−1).

(a) Show: ϑ(z,w+ 2z)= (qτ)−1ϑ(z,w) and P(z,w+ 2z)= (qτ)−1P(z,w).
(b) Show that for fixed z the function f (w)= ϑ(z,w)/P (z,w) is constant.

(Hint: show that f is entire and periodic for the lattice Λ(1,2z).)
(c) Show that for the function φ(q)= ϑ(z,w)/P (z,w) one has

φ(q)=
∞∏
n=1

(
1− q2n).

(Hint: show that ϑ(4z,1/2)= ϑ(z,1/4) and

P

(
4z,

1

2

)
/P

(
z,

1

4

)
=

∞∏
n=1

(
1− q4n−2)(1− q8n−4).

Therefore φ(q)= P(4z, 1
2 )

P (z, 1
4 )
φ(q4). Now show that φ(q)→ 1 for q→ 0.)

Exercise 2.13 Show that the L-series L(f, s)=∑n≥1 ann
−s also possesses an an-

alytic continuation if f ∈ M2k , f (z) =∑
n≥0 anq

n is not a cusp form. It is not
necessarily entire, but meromorphic on C. Where are the poles?

Exercise 2.14 Let f ∈Mk with k ≥ 4. Assume that f is not a cusp form. Show
that f is a normalized Hecke eigenform if and only if

f = (k − 1)!
2(2πi)k

Gk.

Exercise 2.15 For f,g ∈M2k let

〈f,g〉Pet =
∫
Γ \H

f (z)g(z)y2k dx dy

y2
.

Show that the integrand is invariant under Γ and that the integral converges if at
least one of the functions f,g is a cusp form. Show that for k ≥ 2 the Eisenstein
series G2k is perpendicular to all cusp forms.
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Exercise 2.16 Show that the map Γ (1)→ SL2(Z/NZ) is surjective.
(Hint: use the Elementary Divisor Theorem to reduce to the case of a diagonal ma-
trix of the form

( a
an

)
. Vary n modulo N and consider matrices of the form

(
a Nx
N an

)
.

Recall that a and N are coprime.)

Exercise 2.17 Let Γ ⊂ Γ (1) be a congruence subgroup and let Σ be a normal
subgroup of finite index in Γ . Show that the finite group Γ/Σ acts on Mk(Σ)

by f 
→ f |γ . Show that this action is unitary with respect to the Petersson inner
product.

Exercise 2.18 Let Γ0(N) be the group of all
(
a b
c d

) ∈ Γ (1) with c≡ 0 mod(N) and

let Γ1(N) be the subgroup of all
(
a b
c d

) ∈ Γ0(N) with a ≡ d ≡ 1 mod(N). Let χ be
a Dirichlet character modulo N , i.e. a group homomorphism χ : (Z/NZ)× →C

×.
Let Sk(Γ0(N),χ) be the set of all f ∈ Sk(Γ1(N)) with f |γ = χ(d)f for every
γ = ( a b

c d

) ∈ Γ0(N). Show

Sk
(
Γ1(N)

)=⊕
χ

Sk
(
Γ0(N),χ

)
,

where the sum is orthogonal with respect to the Petersson inner product.

Exercise 2.19 Let f ∈Mk(Γ ) for a congruence subgroup Γ . Show that there is a
α ∈GL2(Q)

+ and a N ∈N, such that f |α ∈Mk(Γ1(N)).
Let S be the finite set of all primes which divide N and let ZS be the localiza-

tion of Z in S, i.e. the set of all rational numbers a/b, where the denominator b is
coprime to N . Then NZS is an ideal of ZS and ZS/NZS

∼= Z/NZ. Let G0(N) be
the subgroup of GL2(ZS) consisting of all matrices

(
a b
c d

)
with positive determinant

such that c ∈ NZS . Show that a set of representatives of Γ0(N)\G0(N)/Γ0(N) is
given by the set of all matrices

( an
a

)
, where a ∈ ZS is positive and n ∈N is coprime

to N .

Exercise 2.20 Let f be a continuous function on an open set D ⊂C
2. Suppose that

for every z0 ∈C the function w 
→ f (z0,w) is holomorphic where it is defined, and
that for every w0 ∈C the function z 
→ f (z,w0) is holomorphic where it is defined.
So f is holomorphic in each argument separately. Show that f is representable as a
power series in both arguments simultaneously. This means that for every (z0,w0) ∈
D there is an open neighborhood in which

f (z,w)=
∞∑
n=0

∞∑
m=0

am,n(z− z0)
n(w−w0)

m

holds. Here am,n are complex numbers and the double series converges absolutely.
Conclude that f is a smooth function.
(Hint: it suffices to assume (0,0) ∈ D and to show the power series expansion
around that point. Let K,L be two discs around zero in C such that K × L ⊂ D.
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Let z be in the interior of K and w in the interior of L. Apply Cauchy’s integral
formula in both arguments to get

f (z,w)= 1

2πi

∫
∂K

f (ξ,w)

ξ − z
dξ = 1

−4π2

∫
∂K

∫
∂L

f (ξ, ζ )

(ξ − z)(ζ −w)
dζ dξ.

Write

f (ξ, ζ )

(ξ − z)(ζ −w)
= 1

ξζ

f (ξ, ζ )

(1− z/ξ)(1−w/ζ)
= 1

ξζ
f (ξ, ζ )

∞∑
n=0

∞∑
m=0

zn

ξn

wm

ζm
.)

Exercise 2.21 Let 0<p,q ∈Q. The matrices

i =
(√

p

−√p
)
, j =

( √
q√

q

)

generate a Q-subalgebra M of M2(R) satisfying the relations

i2 = p, j2 = q, ij =−ji.
These relations imply that the vectors 1, i, j, ij for a basis of M over Q, so M

is four-dimensional. Such an algebra is called a quaternion algebra. Show that M
is a division algebra if p and q are prime numbers such that q is not a quadratic
remainder modulo p.

Remarks A homothety on C is a map of the form z 
→ λz, where λ ∈C
×. The bi-

jection given in Theorem 2.1.5, Γ \H→ LATT/C×, shows that Γ \H is the moduli
space of the lattices modulo homothethies. Generally a moduli space is a mathemat-
ical object, whose points classify other mathematical objects. If you want to learn
about moduli spaces, you should read [HM98] and [KM85].

The j -function is a bijection from Γ \H to C. If one adds the Γ -orbit of the
point ∞, one gets a bijection to Ĉ= C ∪ {∞} = P

1(C). More generally one com-
pactifies Γ \H for a congruence subgroup Γ by adding the cusps of a fundamental
domain. The so-defined compact space has the structure of an algebraic curve which
can be realized in some projective space.

Instead of congruence subgroups, one can also look at arbitrary subgroups of
finite index in SL2(Z) or even more general at discrete subgroups Γ of G= SL2(R)

of finite covolume; see [Iwa02]. In this book we will concentrate on congruence
groups, as they are most important to number theory.

Non-holomorphic Eisenstein series give the continuous contribution in the spec-
tral decomposition of the Maaß wave forms; see [Iwa02]. In the proof of this, the
Rankin–Selberg method is crucial. In this book, we mentioned this method also for
another reason. The Rankin–Selberg convolution is the first example of an auto-
morphic L-function, which does not belong to the group GL2, but rather to GL4.
This is seen by the order of the polynomials in the Euler product. The Langlands
conjectures imply roughly that every L-function, that shows up in number theory, is
automorphic. This can only hold if one considers automorphic L-functions from all
groups GLn; see [BCdS+03].



Chapter 3
Representations of SL2(R)

In this chapter we will show that cusp forms can be viewed as representation vectors
for Lie groups. This opens the way for the application of representation theory to
automorphic forms.

3.1 Haar Measures and Decompositions

The group G= SL2(R) acts on the upper half plane by linear fractionals
(
a b
c d

)
z=

az+b
cz+d . Let g = (

a b
c d

) ∈ G be in the stabilizer of i ∈ H, i.e. gi = i. Then one gets
ai+b
ci+d = i or ai+b=−c+di, which gives a = d and b=−c by comparison of real
and imaginary parts. It follows that the stabilizer of i ∈H is the group

K = SO(2)=
{(

a −b
b a

)
: a, b ∈R, a2 + b2 = 1

}
.

This is the group of all matrices of the form
(

cosϕ − sinϕ
sinϕ cosϕ

)
for ϕ ∈R.

The action of G on H is transitive (i.e. there is only one orbit), because for z =
x + iy ∈H one has

z=
(√

y x√
y

0 1√
y

)
i.

So the map

G/K → H,

gK 
→ gi

is a bijection which identifies the upper half plane with the quotient G/K .

A. Deitmar, Automorphic Forms, Universitext,
DOI 10.1007/978-1-4471-4435-9_3, © Springer-Verlag London 2013
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The group G is a subset of M2(R) ∼= R
4, and thus inherits a natural topology.

A sequence
( an bn
cn dn

)
converges in G to an element

(
a b
c d

)
if and only if an → a,

bn→ b, cn→ c and dn→ d . The action on H is continuous in that the map

G×H→ H

(g, z) 
→ gz

is a continuous map. (See Exercise 3.2.)

Theorem 3.1.1 (Iwasawa decomposition) Let A be the group of all diagonal
matrices in G with positive entries. Let N be the group of all matrices of the
form

( 1 s
0 1

)
with s ∈R. Then G=ANK . More precisely, the map

ψ :A×N ×K →G,

(a,n, k) 
→ ank

is a homeomorphism.

Proof Let g ∈G and let gi = x + yi. With

a =
(√

y

1/
√
y

)
and n=

(
1 x/y

1

)
,

one has gi = ani and so g−1an lies in K , i.e. there is k ∈ K with g = ank. By
means of the formula gi = ai+b

ci+d we can determine the inverse map as follows. Let

φ :G→A×N ×K

be given by φ(g)= (a(g), n(g), k(g)), where

a

(
a b

c d

)
=
( 1√

c2+d2 √
c2 + d2

)
,

n

(
a b

c d

)
=
(

1 ac+ bd

1

)
,

k

(
a b

c d

)
= 1√

c2 + d2

(
d −c
c d

)
.

It is an easy computation to show that φψ = Id and ψφ = Id. �

The notation a(g), n(g) and k(g) will be used in the sequel. For x, t, θ ∈ R we
write

at
def=
(
et

e−t
)
∈A
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nx
def=
(

1 x

1

)
∈N

kθ
def=
(

cos 2πθ − sin 2πθ
sin 2πθ cos 2πθ

)
∈K.

Definition 3.1.2 Let k ∈ N0. A function f :G→ C is said to be k-times continu-
ously differentiable if the map R

3 →C, given by

(t, x, θ) 
→ f (atnxkθ )

is k-times continuously differentiable. The map is called smooth if it is infinitely
often continuously differentiable. The set of smooth functions on G is written as
C∞(G). The set of smooth functions of compact support is written as C∞

c (G).

The group G is a locally compact Hausdorff space, since G is a closed subset of
R

4. Further, G is a topological group, i.e. the group operations,

G×G→G G→G

(x,y) 
→ xy, x 
→ x−1,

are continuous maps. A topological group, which is locally compact and Hausdorff,
is called a locally compact group.

Examples 3.1.3

• An arbitrary group G becomes a locally compact group, if we equip it with the
discrete topology (i.e. every set is open). In that case, one speaks of a discrete
group.

• The groups GL2(R) and SL2(R) are locally compact groups when equipped with
the subspace topology of R4.

• We will construct further examples using p-adic numbers and adeles later.

Lemma 3.1.4 Let G be a locally compact group. Every function f ∈ Cc(G) is uni-
formly continuous, which means that for every ε > 0 there exists a neighborhood
U of the unit element of G, such that for x, y ∈G with x−1y ∈U or yx−1 ∈U one
has |f (x)− f (y)|< ε.

Proof We show only the case x−1y ∈U , as the other case is analogous. Let S be the
support of f . Choose ε > 0 and a compact neighborhood V of the unit in G. Since f
is continuous, for given x ∈G there exists an open unit neighborhood Vx ⊂ V such
that y ∈ xVx ⇒ |f (x) − f (y)| < ε/2. As the group multiplication is continuous,
there is an open unit neighborhood Ux such that U2

x ⊂ Vx . The sets xUx , with x ∈
SV , form an open covering of the compact set SV . So there exist x1, . . . , xn ∈KV
such that SV ⊂ x1U1 ∪ · · · ∪ xnUn, where we have written Uj for Uxj . Let U =
U1∩· · ·∩Un. Then U is an open unit neighborhood. Let x, y ∈G with x−1y ∈U . If
x /∈ SV , then y /∈ S, since x ∈ yU−1 = yU ⊂ yV . In that case we conclude f (x)=
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f (y)= 0. So let x ∈ SV . Then there is j with x ∈ xjUj , so y ∈ xjUjU ⊂ xjVj . We
get

∣∣f (x)− f (y)
∣∣≤ ∣∣f (x)− f (xj )

∣∣+ ∣∣f (xj )− f (y)
∣∣< ε

2
+ ε

2
= ε

as claimed. �

Definition 3.1.5 A measure μ, defined on the Borel σ -algebra of a locally compact
Hausdorff space X, is called a Radon measure if the following conditions are met:

(a) μ(K) <∞ for every compact subset K ;
(b) μ(A) = infU⊃A μ(U), where the infimum runs over all open subsets with

U ⊃A and A⊂X is measurable; this property is called outer regularity;
(c) μ(A) = supK⊂A μ(K), where the supremum runs over all compact subsets

K ⊂ X, which lie in A, and A is open or of finite measure; this property is
called inner regularity.

Examples 3.1.6

• If X is discrete, i.e. every set is open, then the counting measure

μ(A)=
{
n if A is finite with n elements,

∞ otherwise,

is a Radon measure.
• If X =R, then the Lebesgue measure is a Radon measure.

Proposition 3.1.7 Let μ be a Radon measure on the locally compact Hausdorff
space X. For every 1≤ p ≤∞ the space Cc(X) is dense in Lp(X).

Proof Let f ∈ Lp(X). We want to write f as a limit of a sequence in Cc(X). We
can decompose f into real and imaginary parts and these again into positive and
negative parts. If we can write all these as limits of Cc(X) functions, then we can
do so for f . So it suffices to assume f ≥ 0. One can write f as the point-wise limit
of a monotonically increasing sequence of Lebesgue step functions. It therefore
suffices to assume that f is a Lebesgue step-function. By linearity it suffices to
consider the case f = 1A for a set A of finite measure. By outer regularity there
exists a sequence Un of open sets, Un ⊃ Un+1 ⊃ A, such that μ(Un)→ μ(A), i.e.
‖1A − 1Un‖p → 0. So we can assume that A is open. By inner regularity there
exists a sequence of compact sets Kn ⊂ Kn+1 ⊂ A such that ‖1A − 1Kn‖p → 0.
By the lemma of Urysohn, A.3.2, there is, for each n, a function ϕn ∈ Cc(X) with
1Kn ≤ ϕn ≤ 1A. Then the sequence ϕn converges to 1A in the Lp-norm. �

If μ is a Radon measure on X, then the integral I = Iμ : ϕ 
→
∫
X
ϕ(x)dμ(x) is a

linear map Cc(X)→C, which is positive in the sense that ϕ ≥ 0 ⇒ I (ϕ)≥ 0. The
Representation Theorem of Riesz says that the map μ 
→ Iμ is a bijection between
the set of all Radon measures and the set of all positive linear functionals on Cc(X).
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Theorem 3.1.8 Let G be a locally compact group. Then there exists a Radon
measure μ 
= 0 on the Borel σ -algebra, which is left-invariant, i.e. one has
μ(xA)= μ(A) for every x ∈G and every measurable set A⊂G. This measure
μ is uniquely determined up to scaling by positive numbers. It is called a Haar
measure of G.

Every open set has positive Haar measure, and every compact set has finite
Haar measure. The Haar measure is finite if and only if the group is compact.

Proof One finds a proof for instance in each of the books [DE09, Str06]. �

Note that a Radon measure μ on a locally compact group G is a Haar measure if
and only if ∫

G

f (y)dμ(y)=
∫
G

f (xy)dμ(y)

holds for every f ∈ L1(G)and every x ∈G.

Examples 3.1.9

• If G is a discrete group, then the counting measure is a Haar measure.
• For the group G= (R,+), the Lebesgue measure dx is a Radon measure.
• A Haar measure on the group G= (R×,×) is given by dx

x
.

• A Haar measure for the group G=GL2(R) is given by

dx dy dzdw

|xw− yz|2 ,

where the coordinates are the entries of the matrix
( x y
z w

) ∈ G. This is easily
shown by change of variables.

Convention For simplicity we will write dx instead of dμ(x), when integrating
over a Haar measure μ, where we always assume a fixed choice of Haar measure.
So we write ∫

G

f (x)dx

instead of
∫
G
f (x)dμ(x). The volume μ(A) of a measurable set A ⊂ G will be

denoted as

vol(A) or voldx(A).

Definition 3.1.10 Let G be a locally compact group with Haar measure dx. For
f,g ∈ L1(G) the convolution is defined by

f ∗ g(x)=
∫
G

f (y)g
(
y−1x

)
dy.
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Proposition 3.1.11 Let G be a locally compact group with Haar measure dx. For
f,g ∈ L1(G) the convolution integral f ∗ g(x) exists for x outside a set of mea-
sure zero and the so-defined function f ∗ g lies in L1(G). More precisely, one has
‖f ∗ g‖1 ≤ ‖f ‖1‖g‖1. Equipped with the convolution product, the space L1(G) is
an algebra over C, i.e. for all f,g,h ∈ L1(G) one has

(f ∗g)∗h= f ∗ (g∗h), f ∗ (g+h)= f ∗g+f ∗h, (f +g)∗h= f ∗h+g∗h
and for every λ ∈C the equalities

λ(f ∗ g)= (λf ) ∗ g = f ∗ (λg)
hold.

Proof The proposition follows from simple applications of the invariance of Haar
measure. As an example, we will prove the first assertion. Let f,g ∈ L1(G). Then
we compute, formally at first,

‖f ∗ g‖1 =
∫
G

∣∣f ∗ g(x)∣∣dx =
∫
G

∣∣∣∣
∫
G

f (y)g
(
y−1x

)
dy

∣∣∣∣dx

≤
∫
G

∫
G

∣∣f (y)g(y−1x
)∣∣dy dx =

∫
G

∫
G

∣∣f (y)g(y−1x
)∣∣dx dy

=
∫
G

∫
G

∣∣f (y)g(x)∣∣dx dy = ‖g‖1‖f ‖1.

The existence of the integrals on the right-hand side implies their existence on the
left. The existence of f ∗ g(x) outside a set of measure zero follows from Fubini’s
theorem, A.2.3. �

3.1.1 The Modular Function

A Haar measureμ needn’t be right-invariant as well, i.e. in general one hasμ(Ax) 
=
μ(A). For given x ∈G let

μx(A)= μ(Ax).

Then μx is a left-invariant measure, as

μx(yA)= μ(yAx)= μ(Ax)= μx(A).

The uniqueness of Haar measures implies that there is a unique number Δ(x) >
0 with μx = Δ(x)μ. The resulting function Δ = ΔG : G→ (0,∞) is called the
modular function of G. The modular function is a group homomorphism of G to
the multiplicative group R

×
>0, since

Δ(xy)μ(A)= μ(Axy)=Δ(y)μ(Ax)=Δ(y)Δ(x)μ(A).

Further one shows that Δ is a continuous function (see [DE09], Chap. 1).
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Example 3.1.12 Let B denote the group of all real matrices of the form
( 1 x

0 y

)
with

y 
= 0. Then the modular function of B is Δ
( 1 x

0 y

)= |y| (see Exercise 3.4).

Definition 3.1.13 Let the set X be equipped with a σ -algebra. Assume the group G
acts on X by measurable maps. A measure μ on X is called an invariant measure if
for every measurable set A⊂X and every g ∈G one has μ(gA)= μ(A). We will
examine the case when X is the coset space G/H of a subgroup H of G.

Lemma 3.1.14 Let G be a locally compact group and let H be a closed subgroup.
Then H is again a locally compact group and the quotient space G/H , equipped
with the quotient topology, is a locally compact Hausdorff space.

Proof [DE09]. �

Theorem 3.1.15

(a) Let H ⊂G be a closed subgroup of the locally compact group G. On the
locally compact space G/H there exists a non-trivial, G-invariant Radon
measure if and only if

ΔG(h)=ΔH(h)

holds for every h ∈ H . If it exists, the invariant measure is unique up to
scaling. Given Haar measures on G and H it can be normalized such that
for every f ∈ L1(G) the integral formula∫

G

f (x)dx =
∫
G/H

∫
H

f (yh)dhdy

holds.
(b) For y ∈G and f ∈ L1(G) one has∫

G

f (xy)dx =Δ
(
y−1)∫

G

f (x)dx.

(c) The equation ∫
G

f
(
x−1)Δ(x−1)dx =

∫
G

f (x)dx

holds for every f ∈ L1(G).
(d) If H ⊂G is a closed subgroup and K ⊂G a compact subgroup such that

G=HK , then one can normalize the Haar measures of G,H,K in such
a way that for every integrable function f the identity

∫
G

f (x)dx =
∫
H

∫
K

f (hk)dk dh

holds.
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Proof [DE09, Str06]. �

Example 3.1.16 The upper half plane H can be identified with the quotient G/K =
SL2(R)/SO(2). The invariant measure dμ= dx dy

y2 is a measure as in the theorem.
Therefore the G-invariance determines the measure μ uniquely up to scaling.

A locally compact group G is called unimodular if Δ≡ 1.

Examples 3.1.17

• If G is abelian, then G is unimodular.
• If G is compact, then G is unimodular, since the image Δ(G) is a compact sub-

group of R×
>0, so Δ(G)= {1}.

• If G is a discrete group, then G is unimodular, since the cardinality of a set A⊂G

equals the cardinality of Ax for every x ∈G.

Proposition 3.1.18 The group G= SL2(R) is unimodular.

Proof Let φ :G→ R
×+ be a continuous group homomorphism. We show that φ is

trivial. Firstly, we have that φ(K) is a compact subgroup of (0,∞), but the lat-
ter group has only one compact subgroup, the trivial one. Hence it follows that
φ(K)= 1. The restriction of φ to A is a continuous group homomorphism, so there
exists a real number x ∈ R such that φ(at )= etx for every t ∈ R. Let w = ( −1

1

)
.

Then watw
−1 = a−t , and therefore etx = φ(at ) = φ(watw

−1) = e−tx for every
t ∈ R. This means x = 0 and so φ(A) = 1. Analogously we have φ(nx) = erx for
some r ∈R. By atnxa

−1
t = ne2t x it follows that ers = ere

2t s for every t ∈R, so r = 0
and φ(N) = 1. By the Iwasawa decomposition we infer that φ(G) = φ(ANK) =
φ(A)φ(N)φ(K)= 1. �

Let g ∈G= SL2(R). We write t(g) for the unique t ∈R with a(g)= at , i.e. we
have

a(g)= at(g).

Theorem 3.1.19 (Iwasawa integral formula) Let G= SL2(R) and A,N,K ⊂
G as in Theorem 3.1.1. For any given Haar measures on three of the groups
G,A,N,K there is a unique Haar measure on the fourth, such that for every
f ∈ L1(G) the equality

∫
G

f (x)dx =
∫
A

∫
N

∫
K

f (ank)dk dnda

holds.

In the sequel, we will choose fixed Haar measures as follows. On the compact
group K we choose the unique Haar measure of volume 1. On A we choose the
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measure 2dt , where t = t(a), and on N we choose
∫
R
f (ns) ds. The factor of 2 in

the measure on A was put in to grant compatibility with the measure dx dy

y2 on the
upper half plane.

Proof of the Theorem Let B = AN be the subgroup of all upper triangular ma-
trices with positive diagonal entries. It is easy to show that db = da dn is a Haar
measure on B and that B is not unimodular. Indeed, one has ΔB(at ) = e−2t , as
the equation atnxasny = at+sny+e−2sx yields. Let b : G → B be the projection
b(g) = a(g)n(g). The map B → G/K ∼= H, sending b to bK , is a B-equivariant
homeomorphism. Every G-invariant measure on G/K ∼= H gives a Haar measure
on B and the uniqueness of these measures implies that every B-invariant measure
on G/K already is G-invariant. The formula

∫
G
f (x)dx = ∫

G/K

∫
K
f (xk)dk dx

gives
∫
G
f (x)dx = ∫

B

∫
K
f (bk)dk db. Since db= da dn, the integral formula fol-

lows. �

3.2 Representations

We define the notion of a continuous representation of a topological group on a
Banach space V .

Definition 3.2.1 Let G be a topological group. A representation of G is a pair
(π,V ) consisting of a Banach space V and a group homomorphism π : G →
GL(V ), such that the map

G× V → V, (g, v) 
→ π(g)v

is continuous.

Examples 3.2.2

• Let χ : G→ C
× be a continuous group homomorphism, i.e. a so-called quasi-

character. One can consider χ as a representation, since naturally, C× ∼=GL(C).
• Let G= SL2(R). This group has a canonical representation on the Banach space
C

2, given by matrix multiplication.

Now assume that V is even a Hilbert space. A representation π of the group
G on V is called a unitary representation if π(g) is unitary for every g ∈G. This
means that π is unitary if and only if for every g ∈ G and all v,w ∈ V one has
〈π(g)v,π(g)w〉 = 〈v,w〉.

Lemma 3.2.3 A representation π of a topological group G on a Hilbert space V is
unitary if and only if π(g−1)= π(g)∗ holds for every g ∈G.
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Proof An operator T is unitary if and only if it is invertible and satisfies T −1 = T ∗.
A representation π is a group homomorphism, so it satisfies π(g−1)= π(g)−1 for
every g ∈G. These two assertions give the claim. �

Example 3.2.4 Let χ : G→ C
× be a quasi-character. As a representation, χ is

unitary if and only if its image lies in the compact torus T = {z ∈ C : |z| = 1}. In
this case we say that χ is a character.

We will next consider an important example. Let G be a locally compact group
and let x ∈G. On the Hilbert space L2(G), we define an operator Lx by

Lxϕ(y)= ϕ
(
x−1y

)
, ϕ ∈ L2(G).

Lemma 3.2.5 The map x 
→ Lx is a unitary representation of the locally compact
group G. It is called the left regular representation.

Proof We first show that Lx is a unitary operator. This is a consequence of the
left-invariance of the Haar measure:

〈Lxϕ,Lxψ〉 =
∫
G

Lxϕ(y)Lxψ(y)dy =
∫
G

ϕ
(
x−1y

)
ψ
(
x−1y

)
dy

=
∫
G

ϕ(y)ψ(y) dy = 〈ϕ,ψ〉.

Next we show that x 
→ Lx is a group homomorphism. This is immediate by

Lxyϕ(z)= ϕ
(
(xy)−1z

)= ϕ
(
y−1x−1z

)= (Lyϕ)
(
x−1z

)= LzLyϕ(z).

It remains to show continuity of the map Φ :G×L2(G)→ L2(G); (x,ϕ) 
→ Lxϕ.
For this let ϕ0 ∈ L2(G) be given. An open neighborhood of ϕ0 in L2(G) is given
by the set Br(ϕ0) of all ϕ ∈ L2(G) with ‖ϕ − ϕ0‖< r , where r > 0 and ‖ · ‖ is the
L2-norm. We have to show that S =Φ−1(Br(ϕ0)) is an open subset of the product
G × L2(G). Let (x,ϕ) ∈ S, so ‖Lxϕ − ϕ0‖ < r . The claim asserts that there are
open neighborhoods U of x and V of ϕ with U ×V ⊂ S. To prove this, we estimate
for y ∈G and ψ ∈ L2(G),

‖Lyψ − ϕ0‖ ≤ ‖Lxϕ −Lyψ‖ + ‖Lxϕ − ϕ0‖
≤ ‖Lxϕ −Lyϕ‖ + ‖Lyϕ −Lyψ‖ + ‖Lxϕ − ϕ0‖
= ∥∥(Lx −Ly)ϕ

∥∥+ ‖ϕ −ψ‖ + ‖Lxϕ − ϕ0‖.

The last summand is strictly smaller that r . Set

ε
def= r − ‖Lxϕ − ϕ0‖> 0.
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The claim follows, if we can show that there are neighborhoods U of x and V of ϕ,
such that for (y,ψ) ∈U × V the estimate∥∥(Lx −Ly)ϕ

∥∥+ ‖ϕ −ψ‖< ε

holds. So let V be the set of all ψ ∈ L2(G) with ‖ϕ−ψ‖< ε/2. We show that there
exists an open neighborhood U of x, such that for every y ∈ U one has ‖(Lx −
Ly)ϕ‖< ε/2. By Proposition 3.1.7 there exists a g ∈ Cc(G) with ‖ϕ− g‖< ε/8. It
follows that∥∥(Lx −Ly)ϕ

∥∥ ≤ ∥∥(Lx −Ly)g
∥∥+ ∥∥(Lx −Ly)(g − ϕ)

∥∥
≤ ∥∥(Lx −Ly)g

∥∥+ ∥∥Lx(g − ϕ)
∥∥+ ∥∥Ly(g − ϕ)

∥∥
= ∥∥(Lx −Ly)g

∥∥+ 2‖g− ϕ‖< ∥∥(Lx −Ly)g
∥∥+ ε/4.

Let C ⊂G be a compact set such that g ≡ 0 outside C. We can assume that C has
positive Haar measure vol(C) > 0. By uniform continuity of g, i.e. Lemma 3.1.4,
there exists an open neighborhood U of x, such that for all y ∈ U and all t ∈G the
inequality

∣∣g(x−1t
)− g

(
y−1t

)∣∣< ε

4
√

2vol(C)

holds. So

∣∣g(x−1t
)− g

(
y−1t

)∣∣2 < ε2

32vol(C)
.

We integrate this over t ∈G to get for y ∈U ,

∥∥(Lx −Ly)g
∥∥2 =

∫
G

∣∣g(x−1t
)− g

(
y−1t

)∣∣2 dt
=
∫
xC∪yC

∣∣g(x−1t
)− g

(
y−1t

)∣∣2 dt

<
(
vol(xC)+ vol(yC)

) ε2

16vol(C)
= ε2

16
.

Taking square roots, we get ‖(Lx −Ly)g‖< ε/4 and the lemma is proven. �

We define the right regular representation x 
→ Rx on the Hilbert space L2(G)

by

Rxϕ(y)=
√
Δ(x)ϕ(yx), ϕ ∈ L2(G),

where Δ is the modular function of G. Analogous to the right regular case, one
shows that R is a unitary representation as well.

Definition 3.2.6 Two representations (π,Vπ) and (η,Vη) of a topological group G
are called equivalent representations if there exists a linear operator T : Vπ → Vη ,
such that
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• T is continuous, invertible, and the inverse T −1 is continuous as well, and further
• T π(g)= η(g)T holds for every g ∈G.

The second property can also be written as π(g)= T −1η(g)T . Every such operator
T is called an intertwining operator between the two representations π and η. If
Vπ and Vη are Hilbert spaces, and there is a unitary intertwining operator, then the
representations are said to be unitarily equivalent.

Let (π1,V1) and (π2,V2) be two unitary representations. On the direct sum V =
V1 ⊕ V2 there is a direct sum representation π = π1 ⊕ π2. More generally, one can
define direct sum representations of infinitely many summands as follows.

Definition 3.2.7 Let I be an index set and for every i ∈ I let a Hilbert space Vi be
given. The Hilbert direct sum

V =
⊕̂
i∈I

Vi

is the set of all v ∈∏i∈I Vi such that

∥∥v2
∥∥ def=

∑
i∈I

‖vi‖2 <∞.

The algebraic direct sum
⊕

i∈I Vi of all v ∈∏i∈I Vi such that vi = 0 for almost all
i ∈ I is a subset of the Hilbert direct sum.

Since the set I may be uncountable, it is not immediately clear how the sum∑
i∈I ‖vi‖2 is defined. It is defined to be the integral with respect to the counting

measure on I of the function i 
→ ‖vi‖2. By definition of the integral one gets
∑
i∈I

‖vi‖2 = sup
E⊂I
E finite

∑
i∈E

‖vi‖2,

where the supremum is extended over all finite subsets E of I . The reader not fa-
miliar with integration theory may take the right-hand side of this equality as the
definition of the left-hand side. The condition

∑
i∈I ‖vi‖2 <∞ then implies that

there exists a countable subset J ⊂ I such that ‖vi‖ = 0 for all i ∈ I � J and the
sum

∑
i∈J ‖vi‖2 converges in any order (see Exercise 3.8).

Note that by the definition it is not clear that V is a vector space, i.e. it is not clear
why with v,w ∈ V their sum v+w lies in V .

Lemma 3.2.8 The direct Hilbert sum V = ⊕̂i∈I Vi is a sub vector space of
∏

i Vi .
It is a Hilbert space with inner product

〈v,w〉 def=
∑
i∈I

〈vi,wi〉i .

The algebraic direct sum is a dense subspace.
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If for every i ∈ I there is given a unitary representation πi of the topological
group G on the space Vi , then

π(g)

(∑
i∈I

vi

)
def=
∑
i∈I

πi(g)vi

defines a unitary representation of G on V , called the direct sum representation.

Notation In the sequel, we will often leave out the hat in the direct sum. So we
write

⊕
i∈I Vi when it is clear from the context that we really mean

⊕̂
i∈I Vi .

Proof Let v,w ∈ V . We shall show that the sum v + w lies in V , if v does. Also,
we shall show that the sum

∑
i∈I 〈vi,wi〉i converges absolutely (see Exercise 3.8).

If we equip the set I with the counting measure defined on the σ -algebra of all
subsets of I , the corresponding L2-space is the space #2(I ) of all functions ϕ : I →
C with ‖ϕ‖2 =∑

i∈I |ϕ(i)|2 <∞. This is a Hilbert space with the inner product
〈ϕ,ψ〉 =∑i∈I ϕ(i)ψ(i). For v ∈ V , the map ϕv(i)= ‖vi‖ is in #2(I ) and one has
‖ϕv‖ = ‖v‖. We now apply the Cauchy–Schwarz inequality first for the Hilbert
spaces Vi and then for #2(I ) to get

∑
i∈I

∣∣〈vi,wi〉
∣∣≤∑

i∈I
‖vi‖‖wi‖ =

∣∣〈ϕv,ϕw〉∣∣≤ ‖ϕv‖‖ϕw‖ = ‖v‖‖w‖<∞.

This implies the claimed absolute convergence of the sum 〈v,w〉 and by

∣∣〈v,w〉∣∣=
∣∣∣∣
∑
i∈I

〈vi,wi〉i
∣∣∣∣≤

∑
i∈I

∣∣〈vi,wi〉i
∣∣

we infer the Cauchy–Schwarz inequality for this inner product, so that for v,w ∈ V
we have

∣∣‖v+w‖2
∣∣ = ∣∣〈v +w,v+w〉∣∣≤ 〈v, v〉 + 〈w,w〉 + ∣∣〈v,w〉∣∣+ ∣∣〈w,v〉∣∣
≤ ‖v‖2 + ‖w‖2 + 2‖v‖‖w‖ = (‖v‖ + ‖w‖)2 <∞,

so that finally we get that V indeed is a sub vector space of
∏

i Vi . The last claim is
trivial. �

Example 3.2.9 Let G = R/Z. The left regular representation L of G lives on the
Hilbert space V = L2(R/Z). By the theory of Fourier series, L is isomorphic to the
direct sum representation on V̂ = ⊕̂k∈ZCvk , where G acts on Cvk by the character
χ−k(x) = e−2πix , i.e. we have π(t)v = χ−k(t)v if v lies in the one-dimensional
space Cvk .

Definition 3.2.10 A representation (π,Vπ) is called a subrepresentation of a repre-
sentation (η,Vη), if Vπ is a closed, G-stable linear subspace of Vη and π(g) is the
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restriction of η(g) to Vπ . So every G-stable, closed linear subspace gives a subrep-
resentation of η.

A representation (π,Vπ) is called irreducible if Vπ 
= 0 and it has no proper
subrepresentations, i.e. if for every closed linear subspace U ⊂ Vπ , which is G-
stable, one has U = 0 or U = Vπ .

Example 3.2.11 Let G= SL2(C) and V =C
2. Let π be the standard representation

of G on V given by matrix multiplication. Then π is irreducible. For a proof let
e1 = (1,0)t be the first standard basis vector. For g ∈ G the vector π(g)e1 equals
the first column of g. Therefore, for every v ∈ V � {0} there exists a g ∈ G with
v = π(g)e1. This implies irreducibility as follows. Let 0 
= U ⊂ V be a G-stable
linear subspace. We have to show that U = V . Let 0 
= v ∈ V be arbitrary. Choose
a 0 
= u ∈ U . Then there are g,h ∈G such that π(g)e1 = u and π(h)e1 = v. Then
π(g−1)u= e1 and so π(hg−1)u= π(h)e1 = v. As U is stable under the G-action,
we conclude v ∈U . Since v is arbitrary, U = V .

3.3 Modular Forms as Representation Vectors

Lemma 3.3.1 Let G be a locally compact group and let Γ ⊂G be a discrete sub-
group. Then Γ is closed in G.

Proof Let g be in the closure Γ of Γ . We want to show that g ∈ Γ , so we assume
the contrary. Since g ∈ Γ , every neighborhood of g contains an element of Γ . If U
is a neighborhood of the unit, then gU is a neighborhood of g, and hence contains
an element γU of Γ . Since g 
= γU , we get g−1γU 
= 1, so, by the Hausdorff prop-
erty, there is a neighborhood V ⊂ U of the unit such that γU /∈ gV . As gV again
contains an element γV of Γ , we infer that γV 
= γU , so we get that for every unit
neighborhoodU there exist two different elements γU 
= τU of Γ with γU , τU ∈ gU .

As Γ is discrete, there exists a unit neighborhood V ⊂G such that V ∩Γ = {1}.
Since the multiplication of G is a continuous map, there exists a unit neighborhood
U with U2 ⊂ V , where

U2 = {uu′ : u,u′ ∈U}.
Since U−1 = {u−1 : u ∈ U} again is a unit neighborhood, we can, by replacing U

with U ∩ U−1, assume that U = U−1. This means in particular that for any two
u1, u2 ∈ U we have u−1

1 u2 ∈ V . Consider γU , τU ∈ gU . Then g−1γU ,g
−1τU ∈ U ;

hence

γ−1
U τU =

(
g−1γU

)−1
g−1τU ∈ V.

Since γ−1
U τU ∈ Γ this implies γ−1

U τU = 1, in contradiction with γU 
= τU . Hence
the assumption is false, so Γ is indeed closed. �
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The group K = SO(2) is isomorphic with T= {z ∈ C : |z| = 1} via
(
a −b
b a

) 
→
a + ib. Any character of K is of the form

εν

(
a −b
b a

)
= (a + ib)ν, ν ∈ Z.

Let Γ ⊂G = SL2(R) be a congruence subgroup. The topology of G makes Γ
a discrete subgroup. By Lemma 3.3.1 it is a closed subgroup. As Γ is discrete, the
counting measure is a Haar measure, so Γ is unimodular. Since G is unimodular,
too, Theorem 3.1.15 implies that there exists a non-trivial G-invariant Radon mea-
sure on G/Γ . It is now convenient to switch between left and right cosets, since we
will use left cosets with respect to the subgroup K . The map

G/Γ → Γ \G,
gΓ 
→ Γg−1

is a homeomorphism sending the left translation action of G to the right translation
action. It transports the invariant Radon measure on G/Γ to a right G-invariant
Radon measure on Γ \G. Let L2(Γ \G) be the corresponding L2-space. This is a
Hilbert space with an action of G by right translations:

Rgϕ(x)= ϕ(xg).

Lemma 3.3.2 The representation R of G on the Hilbert space L2(Γ \G) is unitary.

Proof We have to show that for g ∈G the operator Rg : L2(Γ \G)→ L2(Γ \G) is
unitary, i.e. that

〈Rgϕ,Rgψ〉 = 〈ϕ,ψ〉
for all ϕ,ψ ∈ L2(Γ \G). We compute

〈Rgϕ,Rgψ〉 =
∫
Γ \G

ϕ(xg)ψ(xg)dx =
∫
Γ \G

ϕ(x)ψ(x) dx = 〈ϕ,ψ〉,

where we have used the G-invariance of the measure. Further we have to show
that the representation is continuous. This is proven analogously to the proof of
Lemma 3.2.5. �

For ν ∈ Z recall the character εν :K→ T given by

εν(kθ )= e2πiνθ .

Let L2(Γ \G)1 be the space of all ϕ ∈ L2(Γ \G) which are continuously differ-
entiable; the latter means that ϕ as a function on G is continuously differentiable in
the sense of Definition 3.1.2.
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Lemma 3.3.3

(a) The space L2(Γ \G)1 is dense in the Hilbert space L2(Γ \G).
(b) The space L2(Γ \G) is a direct Hilbert sum

L2(Γ \G)=
⊕
ν∈Z

L2(Γ \G)(εν),

where

L2(Γ \G)(εν)=
{
ϕ ∈ L2(Γ \G) : ϕ(xu)= εν(u)ϕ(x) ∀u ∈K

}
.

Proof (a) It suffices to show that the orthogonal space W = L2(Γ \G)1,⊥ is zero.
Let ψ ∈ L2(Γ \G), let f ∈ C∞

c (G) and define

R(f )ψ(x)=
∫
G

f (y)ψ(xy)dy =
∫
G

f
(
x−1y

)
ψ(y)dy.

ThenR(f )ψ is continuously differentiable, as the second representation shows. The
first representation shows that R(f )ψ is still Γ -invariant on the left. To show that
R(f )ψ lies in L2(Γ \G)1 it suffices to show that its L2-norm is finite. Let C ⊂G

be the support of f and let M = ∫
C
|f (y)|2 dy. We use the Hölder inequality and

the Fubini theorem to get

∥∥R(f )ψ∥∥2 =
∫
Γ \G

∣∣R(f )ψ(x)∣∣2 dx =
∫
Γ \G

∣∣∣∣
∫
G

f (y)ψ(xy)dy

∣∣∣∣
2

dx

=
∫
Γ \G

∣∣∣∣
∫
C

f (y)ψ(xy)dy

∣∣∣∣
2

dx

≤
∫
Γ \G

∫
C

∣∣f (y)∣∣2 dy
∫
C

∣∣ψ(xy)∣∣2 dy dx

=M

∫
C

∫
Γ \G

∣∣ψ(xy)∣∣2 dx dy =M vol(C)
∫
Γ \G

∣∣ψ(x)∣∣2 dx <∞.

So we see that R(f ) is an operator on L2(Γ \G) with image inside L2(Γ \G)1. Now
let ψ ∈W , i.e. we have 〈ψ,ϕ〉 = 0 for every ϕ ∈ L2(Γ \G)1. We want to show that
ψ = 0. We first show that R(f )ψ ∈W again. To see this, let ϕ ∈ L2(Γ \G)1 and
compute

〈
R(f )ψ,ϕ

〉 =
∫
Γ \G

R(f )ψ(x)ϕ(x) dx

=
∫
Γ \G

∫
G

f (y)ψ(xy)dy ϕ(x)dx

=
∫
G

∫
Γ \G

f (y)ψ(xy)ϕ(x) dx dy
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=
∫
G

∫
Γ \G

f (y)ψ(x)ϕ
(
xy−1

)
dx dy

=
∫
Γ \G

ψ(x)

∫
G

f
(
y−1

)
ϕ(xy)dy dx = 〈ψ,R(f ∗)ϕ〉,

where f ∗(y) = f (y−1). Now R(f ∗)ϕ lies in L2(Γ \G)1 as we have seen, so the
latter product is zero. It follows that R(f )ψ lies in L2(Γ \G)1 and its orthogonal
space; hence it is zero. Being a continuous function, it must vanish everywhere, so
R(f )ψ = 0 holds for every f ∈ C∞

c (G). We finally deduce ψ = 0 from this. As
ψ is continuous at x, for given ε > 0 there exists a unit neighborhood U such that
for every y ∈ U one has |ψ(xy)− ψ(x)|< ε. Let f be a function in C∞

c (G) with
support in U , such that f ≥ 0 and

∫
G
f (x)dx = 1. Such a function exists for every

U by Exercise 3.6. Then

∣∣R(f )ψ(x)−ψ(x)
∣∣ =

∣∣∣∣
∫
U

f (y)
(
ψ(xy)−ψ(x)

)
dx

∣∣∣∣
≤
∫
U

f (y)
∣∣ψ(xy)−ψ(x)

∣∣dx < ε.

Since R(f )ψ = 0 for all f , we infer that ψ = 0 as claimed.
For part (b) we first show that L2(Γ \G)(εν)⊥ L2(Γ \G)(εμ) for ν 
= μ. For this

let ϕ ∈ L2(Γ \G)(εν) and ψ ∈ L2(Γ \G)(εμ). Then

〈ϕ,ψ〉 =
∫
Γ \G

ϕ(x)ψ(x) dx =
∫
K

∫
Γ \G

ϕ(xu)ψ(xu)dx du

=
∫
Γ \G

∫
K

ϕ(xu)ψ(xu)dudx

=
∫
Γ \G

∫
K

εν(u)ε−μ(u)ϕ(x)ψ(x) dudx

=
∫
K

εν−μ(u)du︸ ︷︷ ︸
=0

∫
Γ \G

ϕ(x)ψ(x) dx.

So the sum is indeed orthogonal.
Let ϕ ∈ L2(Γ \G) be continuously differentiable, which means that ϕ as a func-

tion on G is continuously differentiable in the sense of Definition 3.1.2. For given
x ∈G the group K ∼= T acts on xK ⊂G. By the theory of Fourier series we have

ϕ(xkθ )=
∑
ν∈Z

ϕν(x)e
2πiνθ ,
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where the series converges absolutely. The function ϕν(x) is given by

ϕν(x)=
∫ 1

0
ϕ(xkθ )e

−2πiνθ dθ.

This implies that ϕν ∈ L2(Γ \G)(εν) and that we have the desired decomposition for
the subspace L2(Γ \G)1 of all continuously differentiable functions. As this space
is dense in L2 by part (a), the claim follows. �

Let f ∈ Sk(Γ ) for a congruence subgroup Γ ⊂ Γ (1). Then f (γ z)= (cz+d)k×
f (z) holds for every γ = ( ∗ ∗

c d

) ∈ Γ . For g ∈G set

φf (g)= (cz+ d)−kf (gi),

if g = ( ∗ ∗
c d

)
. For g = ( ∗ ∗

c d

) ∈G and z ∈H set μ(g, z)= (cz+ d)k . A computation
shows

μ(gh, z)= μ(g,hz)μ(h, z)

for all g,h ∈G and all z ∈H. For u ∈ SO(2) one also has

μ(u, i)= εk(u).

Proposition 3.3.4 The map f 
→ φf is an isometric injection of the Hilbert space
Sk(Γ ) into the space L2(Γ \G)(ε−k).

Proof We show that φf is invariant under Γ . For this let γ ∈ Γ and g ∈G. Then

φf (γg)= μ(γg, i)−1g(γgi)= μ(γ,gi)−1μ(g, i)−1μ(γ,gi)g(gi)= φf (g).

We see that this map is an isometry by noting that

〈φf ,φg〉 =
∫
Γ \G

φf (x)φg(x) dx =
∫
Γ \H

μ(x, i)−1μ(x, i)
−1

︸ ︷︷ ︸
=Im(xi)k

f (xi)g(xi) dx

=
∫
Γ \H

Im(z)kf (z)g(z) dμ(z)= 〈f,g〉Pet.

The image lies in L2(Γ \G)(ε−k), as for u ∈K ,

φf (xu)= μ(xu, i)−1f (xui)= μ(x, i)−1μ(u, i)−1f (xi)= ε−k(u)φf (x). �

Let G= SL2(R). By Lemma 3.3.2, the representation of G on L2(Γ \G) is uni-
tary.

Definition 3.3.5 An automorphic form is a function ϕ in L2(Γ \G). Later we will
extend this notion to include functions of the adele valued group which are invariant
under GL2(Q).
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The word automorphic indicates the invariance ϕ(γ x)= ϕ(x) under the Γ -left-
translation. It derives from the Greek word for of the same form, meaning unchanged
under the transform. Felix Klein formed this notion in his paper Zur Theorie der
Laméschen Functionen which appeared in the year 1890.

The Automorphic Spectral Problem Can the unitary representation (R,L2(Γ \G))
be decomposed into a direct sum of irreducible subrepresentations? We will show
that a positive solution of this problem solves the spectral problem for each of the
operators Δk . This problem admits a positive solution if and only if Γ is cocompact.
If Γ is not cocompact, there will also be the so-called continuous spectrum.

3.4 The Exponential Map

Let n ∈ N. The following assertions will be used subsequently only in the case
n= 2. But as the proofs are the same for any dimension n, we prove them in general.

On the real vector space Mn(R) of all real n× n matrices we consider the Eu-
clidean norm

‖A‖ =
√√√√ n∑

i,j=1

A2
i,j ,

where we have written the entries of a matrix A as Ai,j . For matrix multiplication
we have ‖AB‖ ≤ ‖A‖‖B‖, since by means of the Cauchy–Schwarz inequality we
get

‖AB‖2 =
∑
i,j

(∑
k

Ai,kBk,j

)2

≤
∑
i,j

(∑
k

A2
i,k

)(∑
l

B2
l,j

)
= ‖A‖2‖B‖2.

A series
∑∞

j=0Aj of matrices in Mn(R) is said to be absolutely convergent if∑
j ‖Aj‖ <∞. In this case, the series converges in Mn(R) and the limit doesn’t

change under reordering of the series.
For a given real n× n matrix X ∈Mn(R), the exponential series

exp(X)=
∞∑
ν=0

1

ν!X
ν

converges absolutely in Mn(R), as follows from the estimate ‖Xν‖ ≤ ‖X‖ν and the
absolute convergence of the R-valued exponential series.

Proposition 3.4.1

(a) If the matrices A,B ∈Mn(R) commute, i.e. AB = BA, then

exp(A+B)= exp(A) exp(B).
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(b) For every A ∈Mn(R) the matrix exp(A) is invertible and we have exp(A)−1 =
exp(−A).

(c) The exponential map is a smooth map Mn(R) ∼= R
n2 → Mn(R), the image of

which lies in GLn(R), and whose differential at zero D exp(0) : Rn2 → R
n2

is
an invertible linear map.

(d) In the group GLn(R) there is a unit neighborhood U , which does not contain
any subgroup of GLn(R) other than the trivial one.

Proof The equality AB = BA implies (A + B)ν =∑ν
k=0

(
ν
k

)
AkBν−k for every

ν ∈N. Therefore,

exp(A+B) =
∞∑
ν=0

1

ν!
ν∑

k=0

(
ν

k

)
AkBν−k

=
∞∑
ν=0

ν∑
k=0

1

k!
1

(ν − k)!A
kBν−k = exp(A) exp(B).

This proves (a). Part (b) follows from part (a), as exp(A) exp(−A)= I . For part (c)
note that the entries of the matrix exp(A) are convergent power series in the entries
of A. So the exponential map is infinitely differentiable. We compute the directional
derivative in the direction X ∈M2(R) as follows

lim
t↓0

1

t

(
exp(tX)− exp(0)

)= lim
t↓0

∞∑
n=1

tn−1

n! X
n =X.

This means D exp(0)= Id, so the claim follows.
(d) Since the Jacobi matrix of exp is invertible, there exists an open neighborhood

Ṽ ⊂Mn(R) of zero in Mn(R), such that Ṽ is mapped diffeomorphically to an open
neighborhood V of the unit matrix in GLn(R) by the exponential map. We may
choose Ṽ to be bounded. Let Ũ = 1

2 Ṽ and U = exp(Ũ ). Then U contains no non-
trivial subgroup. To see this let a = exp(X) ∈ U with X ∈ Ũ and assume X 
= 0.
Then there exists ν ∈N with νX ∈ Ṽ � Ũ . Assuming that aν = exp(νX) lies in U ,
there exists Y ∈ Ũ with exp(Y ) = aν = exp(νX), so the two elements Y and νX

of Ṽ have the same image under the exponential map, and hence they are equal,
contradicting νX /∈ Ũ . �

Every X ∈ Mn(R) defines, by taking right derivatives, a differential operator of
first order R̃X on G=GLn(R) by

R̃Xf (x)= d

dt

∣∣∣∣
t=0

f
(
x exp(tX)

)
.

Analogously, there is a differential operator L̃X given by left derivatives,

L̃Xf (x)= d

dt

∣∣∣∣
t=0

f
(
exp(−tX)x).
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Let (π,Vπ) be a representation of the group G = GLn(R). A vector v ∈ Vπ is
called a smooth vector if the map

x 
→ π(x)v

as a map from the open set GLn(R) ⊂ Mn(R) ∼= R
n2

into the Banach space Vπ is
infinitely differentiable. The set V∞

π of all smooth vectors in Vπ is a linear subspace
of the vector space Vπ .

Let v ∈ Vπ be a smooth vector and let X ∈ Mn(R). Then the map t 
→
π(exp(tX))v is differentiable, so the limit

π̃(X)v
def= lim

t→0

1

t

(
π
(
exp(tX)

)
v− v

)= d

dt

∣∣∣∣
t=0

π
(
exp(tX)

)
v

exists.

Lemma 3.4.2

(a) The operator R̃X , X ∈ Mn(R) is left-invariant, i.e. LxR̃XLx−1 = R̃X , where
x ∈ G = GLn(R) and Lxf (y) = f (x−1y) for every smooth function f on G.
Analogously, the operator L̃X is right-invariant, i.e. RxL̃XRx−1 = L̃X with
Rxf (y)= f (yx).

(b) A continuous intertwining operator T : Vπ → Vη between two representations
of G=GLn(R) maps smooth vectors to smooth vectors, i.e. T (V∞

π )⊂ V∞
η .

(c) For v ∈ Vπ and f ∈ C∞
c (G), the vector π(f )v is smooth. The space of smooth

vectors is dense in Vπ . For X ∈Mn(R) we have

π̃ (X)π(f )v = π(L̃Xf )v.

(d) Let f ∈ C∞
c (G) and let ϕ be a locally square-integrable function on G, that is,

for every x ∈ G there exists a neighborhood U of x, such that ϕ|U ∈ L2(U).
Then the integral

R(f )ϕ(x)=
∫
G

f (y)ϕ(xy)dy

exists for every given x ∈ G and defines a smooth function R(f )ϕ. For every
X ∈Mn(R) one has

R̃X
(
R(f )ϕ

)=R(L̃Xf )ϕ.

Proof (a) Let f be a differentiable function on GLn(R). We have to show that
R̃XLxf = LxR̃Xf , where Lxf (y)= f (x−1y). For y ∈GLn(R) we compute

R̃XLxf (y) = d

dt

∣∣∣∣
t=0

Lxf
(
y exp(tX)

)

= d

dt

∣∣∣∣
t=0

f
(
x−1y exp(tX)

)= R̃Xf
(
x−1y

)= LxR̃Xf (y).
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(b) If f : RN → V is a smooth map into a Banach space and if T : V →W is a
continuous linear map between Banach spaces, then T ◦ f :RN →W is smooth.

Now for (c). Since the differential of the exponential function is surjective, a
vector v is smooth if and only if for every x ∈G the map X 
→ π(exp(X)x)v as a
map Mn(R)→ Vπ is smooth. So the smoothness, as well as the claimed formula,
follow from

π
(
exp(tX)

)
π(f )v =

∫
G

f (x)π
(
exp(tX)x

)
v dx =

∫
G

f
(
exp(−tX)x)π(x)v dx.

Finally we have to show that smooth vectors are dense. This follows if we show
that vectors of the form π(f )v for f ∈ C∞

c (G) are dense. Let ε > 0 and v ∈ Vπ .
By continuity of π there exists a neighborhood U of the unit in G such that
‖π(x)v − v‖< ε for every x ∈ U . Let f ∈ C∞

c (G) be supported inside U , satisfy
f ≥ 0 and

∫
G
f (x)dx = 1; see Exercise 3.6 for the existence of such a function.

For v ∈ Vπ we get

∥∥π(f )v − v
∥∥=

∥∥∥∥
∫
G

f (x)
(
π(x)v − v

)
dx

∥∥∥∥≤
∫
G

f (x)
∥∥π(x)v − v

∥∥dx < ε.

So the set of all vectors of the form π(f )v for v ∈ Vπ and f ∈ C∞
c (G) is indeed

dense in Vπ .
(d) follows similar to (c). �

3.5 Exercises and Remarks

Exercise 3.1 Prove Proposition 3.1.11.

Exercise 3.2 Show that the map SL2(R)×H→H, given by (g, z) 
→ gz is contin-
uous.

Exercise 3.3 Let K = SO(2) and let D be the set of all diagonal matrices in G=
SL2(R) or in G=GL2(R). Show in both cases that G=KDK .

Exercise 3.4 Let B be the group of all real matrices of the form
( 1 x

0 y

)
with y 
= 0.

Show that the modular function is Δ
( 1 x

0 y

)= |y|.

Exercise 3.5 Let μ be a Haar measure of the locally compact group G. Let ∅ 
=
U ⊂G be an open subset. Show that μ(U) > 0.
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Exercise 3.6

(a) Show that the function

f (t)=
{

0 if t ≤ 0,

e−t if t > 0,

is infinitely differentiable on R.
(b) Show that for every neighborhood U of zero in R there exists a function

f ≥ 0 on R which is infinitely differentiable, has support in U and satisfies∫
R
f (x)dx = 1.

(c) Let G= SL2(R). Show that for every unit neighborhood U there exists a func-
tion f ∈ C∞

c (G) such that f ≥ 0, the integral
∫
G
f (x)dx is equal to 1 and f

has support inside U . Show the same for G=GLn(R).

Exercise 3.7

(a) Show that the map f 
→ φf with

φf (g)= (ci + d)−kf (gi)

defines a bijection between the set C∞(H) of all smooth maps on H and the
set Vk of all smooth functions φ on SL2(R) with φ(xu) = ε−k(u) for every
u ∈ SO(2).
(Hint: the inverse map is given by φ 
→ fφ with fφ(x + iy) = √

y−k ×
φ
(√y x/√y

1/
√
y

)
.)

(b) Let H = ( 1
−1

)
, E = ( 0 1

0 0

)
and F = ( 0 0

1 0

)
. For φ ∈ Vk define the differential

operator

Dφ(g)= d

dt

∣∣∣∣
t=0

φ
(
g exp(tH)

)− iφ
(
g exp(tE)

)− iφ
(
g exp(tF )

)
.

Show that fDφ =−2iy∂̄fφ , where ∂̄ = ∂
∂x
+ i ∂

∂y
. Conclude that f is holomor-

phic if and only if f is continuously differentiable and Dφf = 0.

Exercise 3.8 Let I be an index set and for each i ∈ I let ai ∈C be given. We define
∑
i∈I

|ai | = sup
E⊂I finite

∑
i∈E

|ai |.

Suppose that
∑

i∈I |ai |<∞. Show that there is a countable subset C ⊂E such that
ai = 0 if i /∈ C and that the sum ∑

i∈C
ai

converges in any order, always yielding the same complex number. We call this
number the sum

∑
i∈I ai and say that this sum converges absolutely.
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Exercise 3.9 Assume that the series L(s)=∑∞
n=1 ann

−s converges in s = s0 ∈ C.
Show that the series converges locally uniformly absolutely in Re(s) > Re(s0)+ 1.

Exercise 3.10 Let L(a, s) =∑∞
n=1 ann

−s and L(b, s) =∑∞
n=1 bnn

−s both con-
vergent for some s ∈ C. Assume L(a, sν) = L(b, sν) for a sequence sν ∈ C with
Re(sν)→∞. Show that an = bn for every n ∈N.

Exercise 3.11 A sequence (an) of complex numbers is called weakly multiplicative
if amn = anam for every coprime pair of natural numbers (m,n). The sequence is
called strongly multiplicative or just multiplicative if this holds for every pair of
natural numbers. Let L(s)=∑∞

n=1 ann
−s be absolutely convergent for Re(s) > σ0.

Show:

• The sequence (an) is weakly multiplicative if and only if for every s ∈ C with
Re(s) > σ0 one has

L(s)=
∏
p

∞∑
k=0

apkp
ks .

• The sequence (an) is strongly multiplicative if and only if for every s ∈ C with
Re(s) > σ0 one has

L(s)=
∏
p

1

1− app−s
.

Remarks We have encountered classical modular forms Mk(Γ ) and cusp forms
Sk(Γ ), and we have seen how to attach L-functions L(f, s) to these.

The L-functions have Euler products if the forms are Hecke eigenforms. Finally
we saw how to embed Sk(Γ ) into the space L2(Γ \G), where the latter space carries
a unitary representation of G= SL2(R). The spectral problem of decomposition of
this representation into irreducibles is a central problem in the theory of automorphic
forms.

We shall show that sometimes, f ∈ Sk(Γ )⊂ L2(Γ \G) generates an irreducible
subrepresentation π . We want to define L(f, s) using π , but there are data missing
to do that. These data are encoded in the Hecke action.

Let Γ ⊂ SL2(Z) be a congruence subgroup. Recall that the Hecke action
comes about by the operation of the group GQ = GL2(Q). For α ∈ GQ the group
Γ ∩ αΓ α−1 is again a congruence subgroup. the Hecke operator Tα can be defined
by the action of α: f 
→ f |α, which maps Sk(Γ ) to Sk(Γ ∩ αΓ α−1), followed
by a sum over Γ/(Γ ∩ αΓ α−1), the latter mapping to Sk(Γ ) again. This summa-
tion is just the orthogonal projection onto the subspace Sk(Γ ) in the Hilbert space
Sk(Γ ∩ αΓ α−1). By projecting, one loses information. If we leave out the pro-
jection, the Hecke operator does not map the space Sk(Γ ) to itself. We solve this
problem by enlarging the space to

Sk =
⋃
Γ

Sk(Γ ),
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where Γ runs through all congruence subgroups of Γ . This is a vector space with a
linear action of the group GQ. The space

⋃
Γ

L2(Γ \G)

inherits an inner product, if one normalizes the inner products on the space
L2(Γ \G) as follows:

〈f,g〉 = 1

[Γ : Γ ]
∫
Γ \G

f (x)g(x) dx.

Let H be the completion of the resulting pre-Hilbert space. One can define Hecke
operators on this space. However, in the current description, this space is not easy
to understand.

Here comes the punch line: There exists a natural ring A, the ring of adeles, such
that as SL2(R)-module,

H ∼= L2(SL2(Q)\SL2(A)
)
.

Given the definition of H , this assertion seems ridiculous. More precisely, one has
A = Afin × R, where Afin is called the ring of finite adeles. The group SL2(A) =
SL2(Afin) × SL2(R) acts by right translations on H . The action of SL2(R) is the
same as before. It turns out that the action of SL2(Afin) is, in a sense to be made
precise, equivalent to the action of the Hecke algebra! Consequently, a decomposi-
tion of H into SL2(A)-irreducibles gives Hecke eigenforms with Euler products. So
the L-function should be expressible in representation-theoretic terms of the group
SL2(A).



Chapter 4
p-Adic Numbers

In this chapter we introduce p-adic numbers, the siblings of the real numbers. These
live in a bizarre universe, in which every point of a disk is its center and two disks
of the same radius are either equal or disjoint. The p-adic numbers are, as the reals,
a completion of the rationals Q. One can show that the reals and the p-adic numbers
give all completions of the rationals.

The set of real numbers is the completion of Q with respect to the usual absolute
value

|x|∞ =
{
x if x ≥ 0,

−x if x < 0.

We will see that there are other absolute values, which give other completions. In
order to make this precise, we first have to make clear, what exactly we mean by
‘absolute value’.

4.1 Absolute Values

Definition 4.1.1 By an absolute value on the field K we mean a map | · | : K →
[0,∞) such that for all a, b ∈K we have

• |a| = 0⇔ a = 0, definiteness
• |ab| = |a||b|, multiplicativity
• |a + b| ≤ |a| + |b|. triangle inequality

Remark Every absolute value satisfies |−1| = 1, since firstly |1| = |1 · 1| = |1|2 so
|1| = 1 and secondly |−1|2 = |(−1)2| = |1| = 1 and therefore |−1| = 1.

Examples 4.1.2

• For K =Q the usual absolute value | · |∞ is an example.

A. Deitmar, Automorphic Forms, Universitext,
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• The trivial absolute value exists for every field and is given by

|x|triv =
{

0 if x = 0,

1 if x 
= 0.

Next we give a more elaborate example for the field K =Q of rational numbers.
For a fixed prime number p, every rational number r 
= 0 can be written as

r = pk
m

n
,

where m,n ∈ Z are coprime to p. The number k ∈ Z is uniquely determined by r .
We define the p-adic absolute value by

|r|p =
∣∣∣∣pk mn

∣∣∣∣
p

def= p−k.

We complete this definition by

|0|p def= 0.

Lemma 4.1.3 Let p be a prime number. Then | · |p is an absolute value on Q, which
satisfies the strong triangle inequality

|x + y|p ≤max
(|x|p, |y|p).

Here we have equality, if |x|p 
= |y|p .

Proof The definiteness is clear by definition. For multiplicativity write x = pk m
n

and y = pk
′ m′
n′ , where m,n,m′, n′ are coprime to p. Then

xy = pk+k′mm
′

nn′
,

which implies multiplicativity, i.e. |xy|p = |x|p|y|p . For the strong triangle inequal-
ity we can assume k ≤ k′. Then

x + y = pk
(
m

n
+ pk

′−k m′

n′

)
= pk

mn′ + pk
′−knm′

nn′
.

If |x|p 
= |y|p , i.e. k′ − k > 0, then the number mn′ + pk
′−knm′ is coprime to p

and then we have |x + y| = p−k = max(|x|p, |y|p). If, on the other hand, |x|p =
|y|p , then the numerator mn′ + pk

′−knm′ =mn′ + nm′ is of the form plN , where
l ≥ 0 and N is coprime to p. This means that |x + y|p = |pk+l N

nn′ |p = p−k−l ≤
max(|x|p, |y|p). �
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Proposition 4.1.4 For every x ∈Q
× we have the product formula

∏
p≤∞

|x|p = 1.

The product extends over all prime numbers and p =∞. For any given x ∈ Q
×,

almost all factors of the product are equal to one.

Here we have used the phrase

almost all, which means all but finitely many.

Proof Write x as a coprime fraction and write the numerator and denominator as a
product of prime powers. Then

x =±pk1
1 · · ·pknn

for pairwise different primes p1, . . . , pn and k1, . . . , kn ∈ Z. Then |x|p = 1 if p is a
prime that does not coincide with any of the pj . Hence the product indeed has only
finitely many factors 
= 1. Further we have,

|x|pj = p−kj and |x|∞ = p
k1
1 · · ·pknn .

Therefore,

∏
p≤∞

|x|p =
(

n∏
j=1

p−kj
)
· pk1

1 · · ·pknn = 1.

�

Remark One can show that for every non-trivial absolute value | · | there exists
exactly one p ≤∞ and exactly one a > 0, such that |x| = |x|ap for every x ∈Q.

4.2 QQQp as Completion of QQQ

We now give the first construction of the set Qp of p-adic numbers. This set will be
the completion of Q by the p-adic metric defined as follows.

Let x 
→ |x| be an absolute value on Q. Then

d(x, y)
def= |x − y|

is a metric on Q, i.e. one has

• d(x, y)= 0⇔ x = y, definiteness
• d(x, y)= d(y, x), symmetry
• d(x, y)≤ d(x, z)+ d(z, y). triangle inequality
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A metric space is a pair (X,d) consisting of a non-empty set X and a metric d
on X. A sequence (xn)n∈N in X is called convergent to x ∈ X, if the sequence of
real numbers (d(xn, x))n∈N tends to zero. In this case, x is uniquely determined and
is called the limit of the sequence. A Cauchy sequence in the metric space X is a
sequence (xn) in X such that for every ε > 0 there is n0 ∈N such that d(xm,xn) < ε

holds for all m,n≥ n0. It is easy to see that every convergent sequence is a Cauchy
sequence. If the converse holds as well, i.e. if every Cauchy sequence converges, we
say that the metric space X is complete.

A map φ :X→ Y between metric spaces is called an isometry if for all x, x′ ∈X
the equality

d
(
φ(x),φ

(
x′
))= d

(
x, x′

)
holds true. An isometry is injective. If it is also surjective, then its inverse map is an
isometry as well. In this case ϕ is called an isometric isomorphism of metric spaces.
A completion of a metric space X is a complete metric space Y together with an
isometry φ : X→ Y , such that the image φ(X) is dense in Y , which means that
every y ∈ Y is the limit of a sequence in φ(X).

Theorem 4.2.1 Every metric space X has a completion Y . The completion is
uniquely determined up to isometric isomorphy.

Proof One constructs a completion as the set of all Cauchy sequences in X modulo
the equivalence relation ∼, where

(xn)∼ (yn) ⇔ d(xn, yn) tends to zero.

The map X→ Y is given by sending an element x ∈X to the class of the constant
sequence xn = x. Details can be found for instance in [Dei05], Chap. 6. �

Proposition 4.2.2 Let p ≤∞. Then Q is not complete in the metric dp , induced by
| · |p .

We denote the resulting completion by Qp . The addition and multiplication of Q
extend in a unique way to continuous maps Qp ×Qp →Qp . With these operations,
Qp is a field, called the field of p-adic numbers. The absolute value | · |p extends to
a unique continuous map on Qp , which is an absolute value.

Proof We assume the proposition known for p =∞, where Qp =R. So let p <∞
and write | · | = | · |p . The incompleteness of Q is an easy consequence of a different
characterization of Qp which we will see in the next section.

Now for the extension of the operations. Let x, y ∈ Qp . As Q is dense in Qp ,
there are sequences (xn) and (yn), which converge in Qp to x and y, respectively.
These are Cauchy sequences in Q. Therefore (xn + yn) is a Cauchy sequence in Q,
too. Hence (xn + yn) converges in Qp to an element z. If (x′n) and (y′n) are a sec-
ond set of sequences in Q, converging to x and y as well, the sequence (x′n + y′n)
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converges in Q to a limit, say z′. We show that z= z′. Then this element z depends
only on x and y and we may call it x+ y, thus extending the addition to Qp . To see
that z= z′ let ε > 0. Then there exists n ∈N with

• |z− (xn + yn)|< ε/3,
• |z′ − (x′n + y′n)|< ε/3, and
• |(xn + yn)− (x′n + y′n)| ≤ |xn − x′n| + |yn − y′n|< ε/3.

Then
∣∣z− z′

∣∣ ≤ ∣∣z− (xn + yn)
∣∣+ ∣∣z′ − (xn + yn)

∣∣
≤ ∣∣z− (xn + yn)

∣∣+ ∣∣z′ − (x′n + y′n
)∣∣+ ∣∣(x′n + y′n

)− (xn + yn)
∣∣< ε.

As ε was arbitrary, we get |z− z′| = 0, so z= z′ and we have extended the addition
to a continuous map. Analogously one extends multiplication to Qp . It is a straight-
forward verification to show that Qp is a field with these operations. The absolute

value | · | of Q extends to Qp by the definition |x| def= limj→∞ |xj |, if x = limj Xj .
One checks that |x| does not depend on the choice of the sequence (xj ) and that | · |
is an absolute value. �

Note that the strong triangle inequality |x + y| ≤ max(|x|, |y|) holds on Qp as
well. It has astonishing consequences, such as that the set

Zp =
{
x ∈Qp : |x|p ≤ 1

}
is a subring of Qp . This ring is called the ring of p-adic integers.

4.3 Power Series

Fix a prime number p. In this section we give a second construction of the p-adic
numbers. Every integer n≥ 0 can be written in the base p expansion,

n=
N∑
j=0

ajp
j ,

with uniquely determined coefficients aj ∈ {0,1, . . . , p − 1}. The sum of n and a
second number m=∑M

i=0 bip
i is

n+m=
max(M,N)+1∑

j=0

cjp
j ,

where each cj depends only on a0, . . . , aj and b0, . . . , bj . More precisely, one calcu-
lates the coefficients cj as follows. First one sets c′j = aj+bj . Then 0≤ c′j ≤ 2p−2
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and it may happen that c′j ≥ p. One finds the smallest index j , for which this hap-
pens, replaces c′j by the remainder modulo p and increases c′j+1 by one. One repeats
these steps until all coefficients are ≤ p− 1. Further,

nm=
M+N+1∑
j=0

djp
j ,

where dj depends only on a0, . . . , aj and b0, . . . , bj . These properties of addition
and multiplication make it possible to extend these operations to the set Z of formal
series of the form

∞∑
j=0

ajp
j

with 0 ≤ aj < p. By a formal series we mean the sequence of coefficients
(a0, a1, . . . ). The series is only a convenient way to denote the sequence.

Lemma 4.3.1 With these operations the set Z is a ring. An element x =∑∞
j=0 ajp

j

is invertible in Z if and only if a0 
= 0.

Proof In order to show that Z is a ring, we only need to prove the existence of
additive inverses. So let x =∑∞

j=0 ajp
j . We have to show that there exists y =∑∞

j=0 bjp
j such that x + y = 0. One constructs the coefficients bj inductively. In

the case a0 = 0 one sets b0 = 0. Otherwise one sets b0 = p− a0. Suppose now that
b0, . . . , bn have already been constructed such that for yn =∑n

j=0 bjp
j one has

x + yn =
∞∑

j=n+1

cjp
j , 0≤ cj < p.

If cn+1 = 0, one sets bn+1 = 0. Otherwise one sets bn+1 = p − cn+1. In this way
one gets an element y =∑∞

j=0 bjp
j which satisfies x + y = 0.

We now prove the second assertion. If x =∑∞
j=0 ajp

j is invertible, then a0 
= 0,
as otherwise the series xy has vanishing zeroth term for every y ∈ Z. For the con-
verse direction let x =∑∞

j=0 ajp
j with a0 
= 0. We construct a multiplicative in-

verse y =∑∞
j=0 bjp

j by giving the coefficients bj successively. Since Fp = Z/pZ

is a field, there is exactly one 1 ≤ b0 < p such that a0b0 ≡ 1 modp. Next let
0≤ b0, . . . , bn < p already be constructed such that

(∑
0≤j

ajp
j

)( ∑
0≤j≤n

bjp
j

)
≡ 1 modpn+1.

Then there is exactly one 0≤ bn+1 <p such that
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(∑
0≤j

ajp
j

)( ∑
0≤j≤n+1

bjp
j

)
≡ 1 modpn+2.

The element y =∑∞
j=0 bjp

j thus constructed, satisfies the equation xy = 1. �

Lemma 4.3.2 Let (aj ) be a sequence in {0,1, . . . , p − 1}. Then the series∑∞
j=0 ajp

j converges in Qp . The resulting map ψ : Z→ Qp induces a ring iso-
morphism Z ∼= Zp .

Proof Let xn =∑n
j=0 ajp

j . We have to show that (xn) is a Cauchy sequence in Qp .
For m≥ n≥ n0 one has

|xm − xn| =
∣∣∣∣∣

m∑
j=n+1

ajp
j

∣∣∣∣∣≤ max
n<j≤m |aj |p

∣∣pj ∣∣
p
≤ p−n0 .

It follows that the sequence is Cauchy, so ψ is well defined. The map ψ is clearly a
ring homomorphism. It remains to show bijectivity of φ : Z→ Zp .

Injectivity: Let x =∑∞
j=0 ajp

j 
= 0. Then there is a minimal j0 with aj0 
= 0. We
get

∣∣ψ(x)∣∣=
∣∣∣∣∣aj0p

j0 +
∞∑

j=j0+1

ajp
j

∣∣∣∣∣= p−j0,

since |∑∞
j=j0+1 ajp

j | ≤maxj>j0 |aj |p−j < p−j0 . So ψ(x) 
= 0 and ψ is injective.
Surjectivity: We define an absolute value on Z by

|z| = ∣∣φ(z)∣∣
p
.

We claim that Z is complete with this absolute value. Let (zj ) be a Cauchy sequence
in Z. Then for every k ∈N there exists a j0(k) ∈N, such that for all i, j ≥ j0(k) we
have |zi − zj | ≤ p−k , which means that ψ(zi)−ψ(zj ) ∈ pkZp , so zi − zj ∈ pkZ.
We conclude that the coefficients of the power series zi and zj coincide up to the
index k − 1. Hence there are coefficients aν for ν = 0,1,2, . . . , such that for every
k ∈N and every j ≥ j0(k) one has zj ≡∑k−1

ν=0 aνp
ν modpkZ. Set

z=
∞∑
ν=0

aνp
ν ∈Z.

It follows that the sequence (zj ) converges to z, so Z is indeed complete. It now
suffices to show that ψ(Z) contains a dense subset of Zp . But such a dense subset
is the set of all rational numbers in Zp , i.e. the set of all q = ±pk m

n
with k ≥ 0

and m,n coprime to p. Since Z is a ring, it suffices to show that 1
n
∈ Z, if n ∈ N is

coprime to p. Since n is coprime to p, the zeroth coefficient of its base p expansion
is 
= 0, which means that n is invertible in Z. �
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In this way we identify Zp with the set of all power series in p. Since Zp is the
set of all z ∈Qp with |z| ≤ 1, the set p−jZp is the set of all z ∈Qp with |z| ≤ pj .
So we have

Qp =
∞⋃
j=0

p−jZp.

Putting things together, Qp can be viewed as the set of all Laurent series in p, with
only finitely many negative powers of p occurring, i.e.

Qp =
{ ∞∑
j=−N

ajp
j :N ∈N, 0≤ aj < p

}
.

This description implies that the set Qp is uncountable. In particular we have Q 
=
Qp and so Q is not complete in the p-adic metric.

4.4 Haar Measures

The absolute value | · |p defines a metric, which in turn defines a topology on Qp .
We show that the groups (Qp,+) and (Q×

p ,×) are locally compact groups with this
topology. We then determine the Haar measures of these groups.

Lemma 4.4.1 The additive and multiplicative groups of Qp , i.e. the groups (Qp,+)
and (Q×,×), are locally compact groups. Zp is a compact open subgroup of
(Qp,+) and Z

∗
p is a compact open subgroup of Q×

p .

Proof The topology is given by a metric; hence it is Hausdorff. Next we need to
show that (Qp,+) is a topological group. We have to show that the maps

Qp ×Qp → Qp Qp → Qp

(x, y) 
→ x + y x 
→ (−x)
are continuous. Let xj → x and yj → y be convergent sequences in Qp . We have
to show that xj + yj converges to x + y. By the triangle inequality we have

∣∣(xj + yj )− (x + y)
∣∣= ∣∣(xj − x)+ (yj − y)

∣∣≤ |xj − x| + |yj − y|.

As the right-hand side converges to zero, the left-hand side does, and the claim fol-
lows. The continuity of the negation is even simpler as |−x| = |x| holds for every x.

We finally have to show that every point in Qp has a compact neighborhood. It
suffices to do this for the point zero, because if a ∈ Qp and U is a compact zero
neighborhood, then U + a is a compact neighborhood of a.
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The subgroup Zp is the closed ball of radius 1. Since the function x 
→ |x|p only
takes values in {pk : k ∈ Z}, the set Zp is also the open ball of radius α for any
1< α < p, so

Zp =
{
x ∈Qp : |x|< α

}
.

Therefore, it is an open neighborhood of zero, i.e. an open subgroup. We show that
it is also compact. In a metric space, a set K is compact if and only if every sequence
in K has an accumulation point in K . So let xj be a sequence in Zp . We have to
show that it has an accumulation point in Zp . Consider the subgroup pZp . For every
k ∈N the group homomorphism

Zp → Z/pkZ,

∞∑
n=0

anp
n 
→

k−1∑
ν=0

aνp
ν

is surjective and has kernel pkZp . So the index [Zp : pkZp] equals |Z/pkZ| = pk .
Consider first the case k = 1. In the disjoint coset decomposition Zp =⋃p

i=1(ai +
pZp) there exists a coset which contains xj for infinitely many j ∈ N. Of these
infinitely many, there are infinitely many for which the xj lie in the same class
modulo p2

Zp and so on. This descending sequence of cosets is of the form

a + pkZp =
{
x ∈ Zp : |x − a| ≤ p−k

}= B̄p−k (a),

so they are closed balls in the p-adic metric whose radii tend to zero. The inter-
section of these balls contains an element by completeness. So there is an element
x ∈ Zp such that for every n ∈N one has xj ≡ xmodpn for infinitely many j . This
means that x is an accumulation point.

The multiplicative group Q
×
p is an open subset of Qp and therefore Hausdorff and

locally compact. The proofs of continuity of the group operations and the assertions
about Z×p are similar. We leave these to the reader as an exercise. �

Note that Z×p is the set of all x ∈Qp with |x|p = 1.
Let μ denote the Haar measure on the group (Qp,+), which maps the compact

open subgroup Zp to one, i.e.

μ(Zp)= 1.

By invariance of μ we have for every measurable A⊂Qp and every x ∈Qp ,

μ(x +A)= μ(A).

Lemma 4.4.2 For every measurable subset A⊂Qp and every x ∈Qp one has

μ(xA)= |x|pμ(A).
In particular, for every integrable function f and every x 
= 0:∫

Qp

f
(
x−1y

)
dμ(y)= |x|p

∫
Qp

f (y) dμ(y).
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Proof Let x ∈Qp � {0}. The measure μx , defined by

μx(A)= μ(xA),

is again a Haar measure, as is easy to see. By uniqueness of Haar measures, there
is M(x) > 0 with μx =M(x)μ. We have to show that M(x) = |x|p . It suffices to
show that μ(xZp) = |x|p . Suppose |x|p = p−k ; then x = pky for some y ∈ Z

×
p ,

and therefore xZp = pkZp , so it suffices to show μ(pkZp) = p−k . Start with the
case k ≥ 0. Then [Zp : pkZp] = pk , so there is a disjoint decomposition of Zp ,

Zp =
pk⋃
j=1

(
xj + pkZp

)
.

By invariance of Haar measure it follows that

1= μ(Zp)=
pk∑
j=1

μ
(
xj + pkZp

)= pkμ
(
pkZp

)
,

implying the assertion. If k < 0, one uses [pkZp : Zp] = p−k and proceeds simi-
larly. �

According to our convention, we shall write integration with respect to the Haar
measure μ simply as dx, so we write

∫
Qp

f (x) dμ(x)=
∫
Qp

f (x) dx.

Proposition 4.4.3 The measure dx
|x|p is a Haar measure on the multiplicative group

(Q×
p ,×).

Proof Let f be an integrable function and y ∈Q
×
p . Then

∫
Q
×
p

f
(
y−1x

) dx
|x|p = |y|−1

p

∫
Q
×
p

f
(
y−1x

) 1

|y−1x|p dx =
∫
Q
×
p

f (x)
dx

|x|p
by Lemma 4.4.2. �

The subgroup Z
×
p of Q×

p is the kernel of the group homomorphism

Q
×
p → Z

x 
→ log(|x|p)
logp

.
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We can therefore write Q
×
p as the disjoint union Q

×
p =

⋃
k∈Z pkZ×p . Now

vol dx
|x|

(
pkZ×p

)= vol dx
|x|

(
Z
×
p

)
.

It is therefore interesting to know the measure vol dx
|x|
(Z×p ). One has

vol dx
|x|p

(
Z
×
p

)=
∫
Z
×
p

dx

|x| =
∫
Z
×
p

dx = voldx
(
Z
×
p

)
.

Considering the power series representation of Zp , we order the elements of Z×p by
their first coefficient to get a disjoint decomposition

Z
×
p =

·⋃
amodp

a 
≡0 modp

(a + pZp).

This means that the subgroup 1pZp of Z×p has index p− 1, so

voldx
(
Z
×
p

)= (p− 1)voldx(pZp)= p− 1

p
.

Definition 4.4.4 We define the normalized multiplicative measure on Qp by

d×x = p

p− 1

dx

|x|p .

This Haar measure is uniquely determined by the property

vold×x
(
Z
×
p

)= 1.

To get used to integration with these measures, we compute the integral∫
Zp�{0} |x|sp d×x for s ∈ C with Re(s) > 0. We decompose Zp � {0} into a dis-

joint union of the sets pkZ×p for k ≥ 0. We get

∫
Zp�{0}

|x|sp d×x =
∞∑
k=0

p−ks
∫
Z
×
p

d×x
︸ ︷︷ ︸

=1

= 1

1− p−s
.

Remarkably, this is the pth Euler factor of the Riemann zeta function.

4.5 Direct and Projective Limits

In this section we give yet another description of the p-adic numbers. We will not
be using this description much, but the techniques to do so will be useful in later
chapters.
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Direct and projective limits can be defined for all algebraic structures like groups,
rings, vector spaces, modules and so on. In this section we construct these limits ex-
emplarily for groups and rings. We shall show that Zp can be written as a projective
limit of finite rings. Later, in Sect. 7.5, we shall make use of the notion of direct
limits of vector spaces.

We first recall the notion of a partial order on a set I . This is a relation ≤ such
that for all a, b, c ∈ I one has

• a ≤ a, reflexivity
• a ≤ b and b ≤ a implies a = b, and antisymmetry
• a ≤ b and b ≤ c implies a ≤ c. transitivity

Definition 4.5.1 A directed set is a tuple (I,≤) consisting of a non-empty set I
and a partial order ≤ on I , such that any two elements of I have a common upper
bound, which means that for any two a, b ∈ I there exists an element c ∈ I with

a ≤ c and b ≤ c.

Examples 4.5.2

• The set N of natural numbers is an example with the natural order ≤. In this
case the order is even linear, which means that any two elements on N can be
compared. Every linear order is directed.

• Let Ω be an infinite set and let I be the set of all finite subsets of Ω , ordered by
inclusion, so A ≤ B ⇔ A ⊂ B . Then I is directed, as for A,B ∈ I the union
C =A∪B is an upper bound.

Definition 4.5.3 A direct system of groups consists of the following data

• a directed set (I,≤),
• a family (Ai)i∈I of groups and
• a family of group homomorphisms

ϕ
j
i :Ai →Aj , if i ≤ j,

such that the following axioms are satisfied:

ϕii = IdAi
and φkj ◦ ϕji = ϕki , if i ≤ j ≤ k.

Examples 4.5.4

• Let A be a group and let (Ai)i∈I be a family of pairwise distinct subgroups, such
that for any two indices i, j ∈ I there exists an index k ∈ I , such thatAi,Aj ⊂Ak .
Then the Ai form a direct system, if on I one installs the partial order

i ≤ j ⇔ Ai ⊂Aj ,

and if for group homomorphisms ϕji one takes the inclusions.
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• Let X be a topological space, fix x0 ∈X and let I be the set of all neighborhoods
of x0 in X. For U ∈ I let AU be the group C(U) of all continuous functions
from U to C. We order I by the inverse inclusion, i.e. U ≤ V ⇔ U ⊃ V . The
restriction homomorphisms

ϕVU : C(U)→ C(V ), ϕVU (f )= f |V
form a direct system.

Analogously one introduces a direct system of rings, by insisting that all Ai be
rings and the ϕji be ring homomorphisms.

Definition 4.5.5 Let ((Ai)i∈I , (ϕji )i≤j ) be a direct system of groups. The direct
limit of the system is the set

lim−→
i∈I

Ai
def=
∐
i∈I

Ai /∼,

where
∐

denotes the disjoint union and ∼ the following equivalence relation: For
a ∈Ai and b ∈Aj we say a ∼ b, if there is k ∈ I with k ≥ i, j and ϕki (a)= ϕkj (b).

On the set A = lim−→Ai we define a group multiplication as follows. Let a ∈ Ai

and b ∈ Aj and let [a] and [b] denote their equivalence classes in A. Then there
is k ∈ I with k ≥ i and k ≥ j . We define [a][b] to be the equivalence class of the
element ϕki (a)ϕ

k
j (b) in Ak , so [a][b] = [ϕki (a)ϕkj (b)].

Proposition 4.5.6 The multiplication is well defined and makes the set A a group.
This group is called the direct limit of the system (Ai, ϕ

i
j ). For every i ∈ I the map

ψi :Ai ↪→
∐
j∈I

Aj →
∐
j∈I

Aj/∼

is a group homomorphism.
The direct limit has the following universal property: Let Z be a group and for

every i ∈ I let a group homomorphism αi :Ai → Z be given, such that αi = αj ◦ϕji
holds if i ≤ j . Then there exists exactly one group homomorphism α : A→ Z with
αi = α ◦ψi for every i ∈ I .

In other words: if for any two indices i ≤ j the diagram

Ai

ϕ
j
i

αj

Aj

αj

Z
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commutes, then there exists exactly one α :A→ Z, such that for every i the diagram

Ai

ψi

αi

A

α

Z

commutes.

Proof To show well-definedness, we need to show that the product is independent
of the choice of k. If k′ is another element of I with k′ ≥ i, j , there exists a common
upper bound l for k and k′, so l ≥ k, k′. We show that the construction gives the same
element with l as with k. Then we apply the same argument to k′ and l. Note that by
definition for every c ∈Ak one has [c] = [ϕlk(c)]. As ϕlk is a group homomorphism,
it follows that
[
ϕki (a)ϕ

k
j (b)

]= [ϕlk(ϕki (a)ϕkj (b))]= [ϕlk(ϕki (a))ϕlk(ϕkj (b))]= [ϕli (a)ϕlj (b)].
This proves well-definedness. The rest is left as an exercise to the reader. �

If (Ai) is a direct system of rings, then A is a ring with the same universal prop-
erty for ring homomorphisms.

Example 4.5.7 In the case of the direct system (C(U))U , where U runs through all
neighborhoods of a point in a topological space, one calls the elements of lim−→C(U)

germs of continuous functions.

There is a dual construction to the direct limit, called the projective limit. Since
our most prominent example is a projective limit of rings, we will formulate the
construction for rings. For groups, vector spaces and so on, one simply replaces the
word ring by the word group, etc.

Definition 4.5.8 A projective system of rings consists of the following data

• a directed set (I,≤),
• a family (Ai)i∈I of rings and
• a family of ring homomorphisms

π
j
i :Aj →Ai, if i ≤ j,

such that the following axioms are met:

πii = IdAi
and π

j
i ◦ πkj = πki , if i ≤ j ≤ k.

Note that, in comparison to a direct system, the homomorphisms now run in the
opposite direction.
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Example 4.5.9 Let p be a prime number. Let I = N with the usual order. For n ∈
N let An = Z/pnZ and for m ≥ n let πmn : Z/pmZ → Z/pnZ be the canonical
projection. Then (An,π

m
n ) form a projective system of rings.

Definition 4.5.10 Let (Ai,π
j
i ) be a projective system of rings. The projective limit

of the system is the set

A= lim←−Ai

of all a ∈∏i∈I Ai such that ai = π
j
i (aj ) holds for every pair i ≤ j in I .

Proposition 4.5.11 The projective limit A of the system (Ai) is a subring of the
product

∏
i∈I Ai . Let pri : A→ Ai be the map given by the projection to the ith

coordinate. Then pri is a ring homomorphism. The projective limit has the following
universal property: If Z is a ring with ring homomorphisms αi : Z→Ai , such that
αi = π

j
i ◦ αj holds for all i ≤ j in I , then there exists exactly one ring homomor-

phism α : Z→ A, such that αi = pri ◦α for every i ∈ I . In other words: If for all
i ≤ j the diagram

Aj

π
j
i

Ai

Z

αj
αi

commutes, then there is a unique ring homomorphism α such that for every i ∈ I
the diagram

A
pri

Ai

Z

α
αi

commutes.

Proof The proof is left to the reader. �

The next theorem says that the p-adic integers can be constructed as a projective
limit.

Theorem 4.5.12 Let p be a prime number. Then the ring lim←−Z/pnZ is isomor-
phic with Zp .
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Proof We view Zp as the ring of power series a = ∑∞
j=0 ajp

j with aj ∈
{0, . . . , p − 1}. We define a map φ : Zp → lim←−Z/pnZ, by setting the nth coor-

dinate φ(a)n of φ(a) to
∑n−1

j=0 ajp
j modpn. This defines a ring homomorphism,

which is easily seen to be bijective. �

4.6 Exercises

Exercise 4.1 For a ∈Qp and r > 0 let Br(a) be the open ball

Br(a)=
{
x ∈Qp : |a − x|p < r

}
.

Show:

(a) If b ∈ Br(a), then Br(a)= Br(b).
(b) Two open balls are either disjoint or one is contained in the other.

Exercise 4.2 Show that there is a canonical ring isomorphism

Qp
∼=Q⊗Z Zp.

Exercise 4.3 Show that

∞∑
j=−N

ajp
j 
→

∞∑
j=−N

ajp
−j , 0≤ aj < p,

defines a continuous map Qp →R. Is this a ring homomorphism? Describe its im-
age.

Exercise 4.4 Let T= {z ∈ C : |z| = 1} denote the circle group and let χ : Zp → T

be a continuous group homomorphism, i.e. χ(a + b)= χ(a)χ(b).
Show that there exists k ∈N with χ(pkZp)= 1. It follows that χ factors through

the finite group Zp/p
k
Zp

∼= Z/pkZ, so the image of χ is finite.
(Hint: let U = {z ∈ T : Re(z) > 0}. Then U is an open neighborhood of the unit, so
χ−1(U) is an open neighborhood of zero.)

Exercise 4.5 Let ep :Qp → T be defined by

ep

( ∞∑
j=−N

ajp
j

)
= exp

(
2πi

−1∑
j=−N

ajp
j

)
,

where aj ∈ Z with 0≤ aj < p. Show that ep is a continuous group homomorphism.

Exercise 4.6 Let χ : Qp → T be a continuous group homomorphism. Show that
there exists exactly one a ∈Qp with χ(x)= ep(ax).
(Hint: reduce to the case χ(Zp)= 1 and consider χ(1/pk) for k ∈N.)
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Exercise 4.7 Let p be a prime number and let O be the polynomial ring Fp[t]. As
one can perform division with remainder, the ring O is a factorial principal domain.
The prime ideals of O are the principal ideals of the form 0 or (η), where η 
= 0 is
an irreducible polynomial in O.

(a) For such η let vη :O→N0 ∪ {∞} be defined by

vη(f )= sup
{
k : f ∈ (ηk)}.

Show that

|f |η = p−deg(η)vη(f )

defines an absolute value on the ring O.
(b) Let v∞(f )=−deg(f ). Show that |f |∞ = p−v∞(f ) is an absolute value.
(c) Prove the product formula ∏

η≤∞
|f |η = 1.

Exercise 4.8 Prove the universal property of Proposition 4.5.6.

Exercise 4.9 Prove Proposition 4.5.11.

Exercise 4.10 Show that the direct limit lim−→Ai of abelian groups is abelian. Show
that the converse does not hold in general.

Exercise 4.11 Show that the universal property determines the direct limit up to
isomorphy. More precisely, let (Ai, ϕ

j
i ) be a direct system of groups and let B be a

group and for each i let βi : Ai → B be a group homomorphism such that (B,βi)
has the universal property of the direct limit A = lim−→Ai . Show that A and B are
isomorphic.



Chapter 5
Adeles and Ideles

In order to understand the field Q of rational numbers it seems necessary to consider
all its completions Qp at the same time. This is best done through a single object
which contains all the fields Qp . The first candidate would be the direct product∏

pQp . Unfortunately, the product topology is no longer locally compact, which
means there is no Haar integration for addition and multiplication. This difficulty is
remedied by using the restricted product which is introduced in the first section of
this chapter. It yields a locally compact ring that still contains all Qp .

5.1 Restricted Products

Tychonov’s theorem says that the product of compact spaces is compact (see
[DE09], Appendix A). If one replaces the word ‘compact’ by ‘locally compact’,
the analogous assertion becomes false in general, as the following lemma shows.

Lemma 5.1.1 Given an index set I and a locally compact Hausdorff space Xi for
every i ∈ I . Then the product space X =∏i∈I Xi is locally compact if and only if
almost all of the Xi are compact.

Proof First note the following observation: if a product X =∏i Xi is compact, then
so is each factor Xi , since it is the image of the projection pi :X→Xi , which is a
continuous map.

Let E ⊂ I be a finite subset and for each i ∈ E let Ui ⊂ Xi be a given subset.
These data determine a rectangle

R =R
(
(Ui)i∈E

)=∏
i∈E

Ui ×
∏

i∈I�E

Xi.

A rectangle is open, respectively closed, if and only if all the Ui are open, respec-
tively closed. By definition of the product topology, every open set in X is a union of
open rectangles. Note that the intersection of two open rectangles is again an open

A. Deitmar, Automorphic Forms, Universitext,
DOI 10.1007/978-1-4471-4435-9_5, © Springer-Verlag London 2013
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rectangle. If X is locally compact, there must exist a non-empty open rectangle with
compact closure. The closure of the rectangle R((Ui)i) is the rectangle R(Ui)i ), so
that by our remark above almost all Xi are compact.

The converse direction is a direct consequence of Tychonov’s theorem and the
simple observation that finite products of locally compact spaces are locally com-
pact. �

Let (Xi)i∈I be a family of locally compact spaces and let, for each i ∈ I , a com-
pact open subset Ki ⊂Xi be given. Define the restricted product as

X =
∏̂
i∈I

Ki

Xi
def=
{
x ∈

∏
i∈I

Xi : xi ∈Ki for almost all i ∈ I
}

=
⋃
E⊂I
finite

∏
i∈E

Xi ×
∏
i /∈E

Ki.

If it is clear which sets Ki have been chosen, we leave out the Ki from the notation,
so we simply write X = ∏̂i∈IXi then.

We now define the restricted product topology as follows. A restricted open rect-
angle is a subset of the restricted product of the form

∏
i∈E

Ui ×
∏
i /∈E

Ki,

where E ⊂ I is a finite subset and Ui ⊂Xi is an arbitrary open set for i ∈E. A sub-
set A ⊂ ∏̂

i∈IXi is called open if it can be written as a union of restricted open
rectangles. Note that the intersection of two restricted open rectangles is again a re-
stricted open rectangle. This is the place where we use the fact that the Ki are open
sets.

Lemma 5.1.2

(a) If I is finite, then
∏
i

Xi =
∏̂
i

Xi

and the restricted product topology coincides with the product topology.
(b) For every disjoint decomposition I =A ·∪B one has

∏̂
i∈I

Xi
∼=
(∏̂
i∈A

Xi

)
×
(∏̂
i∈B

Xi

)
.

(c) The inclusion map
∏̂

iXi ↪→∏
i Xi is continuous, but the restricted product

topology only coincides with the subspace topology, if Xi =Ki holds for almost
all i ∈ I .

(d) If all Xi are locally compact, then so is X = ∏̂iXi .
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Proof (a) is clear. For (b) note that both sides describe the same subset of
∏

i Xi .
The definition of the restricted product topology implies that the left-hand side in-
deed has the product topology of the two factors on the right.

(c) To prove continuity, we have to show that the preimage of a set of the form∏
i∈E Ui ×∏i /∈E Xi is open in

∏̂
iXi , where E ⊂ I is a finite set and every Ui ⊂Xi

is open. This follows from (a) and (b). The second assertion is clear.
We now show (d). Let x ∈ X. Then there exists a finite set E ⊂ I such that

xi ∈Ki , if i /∈E. For every i ∈E we choose a compact neighborhoodUi of xi . Then∏
i∈E Ui ×∏i /∈E Ki is a compact neighborhood of x, i.e. X is locally compact. �

5.2 Adeles

By a place of Q we mean either a prime number or ∞; the latter is called the infinite
place. We write p <∞, if p is a prime number and p ≤∞, if p is an arbitrary place.

The wording stems from algebraic geometry, as these ‘places’ in many ways
behave like the points on a curve. A set of places is a subset

S ⊂ {p : prime number} ∪ {∞}.
By Qp we denote the completion of Q at the place p, so in particular,

Q∞ =R.

We define the set of finite adeles as the restricted product

Afin =
∏̂
p<∞

Zp

Qp,

and the set of adeles as

A=Afin ×R.

We also write

A=
∏̂
p≤∞

Qp,

although this is not a restricted product as at the place ∞ there is no restriction
given.

For an arbitrary set of places S we write

AS =
∏̂
p∈S

Qp and A
S =

∏̂
p/∈S

Qp.

Note that

A=AS ×A
S.
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Theorem 5.2.1

(a) For every set of places S the ring AS is a locally compact topological ring.
(b) By the diagonal embedding, Q is a discrete subset of A and A/Q is com-

pact.
(c) Q is dense in Afin.

Proof The space AS is locally compact by Lemma 5.1.2. For (a) we have to show
that addition and multiplication are continuous maps AS×AS →AS . We do this for
the addition only, as the multiplication is similar. Let a, b ∈AS and let U be an open
neighborhood of a+b. We have to show that there are open neighborhoods V,W of
a and b, respectively, such that V +W ⊂U , where V +W is the set of all v+w with
v ∈ V and w ∈W . By shrinking U we can assume U =∏

p∈E Up ×∏p∈S�E Zp

for some finite set E ⊂ S. For p ∈E the addition is continuous on Qp , so there are
open neighborhoods Vp,Wp ⊂Qp of ap and bp , respectively, such that Vp+Wp ⊂
Up . Setting V =∏

p∈E Vp ×
∏

p∈S�E Zp and W =∏
p∈E Wp ×∏p∈S�E Zp we

conclude that V and W are open neighborhoods of a and b, respectively, and that
V +W ⊂U as claimed.

For part (b) let

U =
(
−1

2
,

1

2

)
×
∏
p<∞

Zp.

The set U is an open neighborhood of zero in A. For r ∈Q∩U , one has |r|p ≤ 1 for
every p <∞ and so r ∈ Z. Further, one has |r|∞ < 1

2 and so finally r = 0. We have
found an open zero neighborhood U with U ∩Q= {0}. As Q is a subgroup of the
additive group of A it follows that Q is discrete in A. For the compactness it suffices
to show that the compact setK = [0,1]×∏p<∞Zp contains a set of representatives
of A/Q, because that means the projection P :K → A/Q is surjective, so A/Q is
the image of a compact set under a continuous map, hence compact.

So let x ∈ A. Then there is a finite set of places E such that p /∈ E⇒ xp ∈ Zp .
For p ∈E, p <∞ we write

xp =
∞∑

j=−N
ajp

j .

Then

xp −
−1∑

j=−N
ajp

j

︸ ︷︷ ︸
=r∈Q

∈ Zp.
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For a second prime number q 
= p we have

|r|q =
∣∣∣∣∣

−1∑
j=−N

ajp
j

∣∣∣∣∣
q

≤max
{∣∣ajpj ∣∣q}≤ 1.

We replace x by x − r , thus reducing E to E � {p}. Iterating this argument, we
arrive at E = {∞}, so xp ∈ Zp for all primes p. This means that x ∈R×∏p<∞Zp .
Modulo Z one can then move x to [0,1] ×∏p<∞Zp =K .

For (c) it suffices to show that Z is dense in Ẑ =∏
p<∞Zp , since Afin = QẐ.

So we have to show that Z meets every open subset of Ẑ. Every such open set is a
union of sets of the form

U =
∏
p∈E

Bp ×
∏
p/∈E

Zp

for a finite set of primes E, where each Bp is an open ball in Zp . This means that
Bp can be written as Bp = np + pkpZp for some np ∈ Z and a kp ∈ N0. We have
to show that there exists l ∈ Z, such that for every p ∈ E one has l ∈ np + pkpZp ,
or l ≡ np modpkp . The existence of such an l follows from the Chinese Remainder
Theorem. �

Since A is a locally compact ring, so in particular a locally compact group under
addition, there is an additive Haar measure dx on A. A simple function f on A is a
function of the form f =∏p≤∞ fp with fp = 1Zp for almost all p.

Theorem 5.2.2 The Haar measure dx on (A,+) can be normalized such that
for every integrable simple function f =∏p fp one has the product formula

∫
A

f (x)dx =
∏
p

∫
Qp

fp(xp) dxp.

The Haar measure on Qp is normalized such that vol(Zp)= 1 holds for p <∞
and that dx∞ is the Lebesgue measure. The product is finite, i.e. almost all
factors are equal to one.

This theorem also holds for AS , where S is any set of places. In the sequel we
shall always use the normalization of Haar measures indicated by this theorem.

Proof A simple set is a subset A of A of the form A=∏p Ap , where every Ap is
open in Qp and Ap = Zp holds for almost all p. For a simple set we define

μ(A)
def=
∏
p

∫
Qp

1Ap dxp.
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The simple sets form a generating set of the Borel σ -algebra of A which is stable
under intersections, so this prescription defines a measure, which is easily seen to
be a Haar measure. �

5.3 Ideles

The group of units of the adele ring can be described as follows,

A
× =

{
a ∈A : ap 
=0 ∀p≤∞

|ap |p=1 for almost all p

}
.

If we equip A
× with the subspace topology of A, then the multiplication is con-

tinuous, but not the inverse map x 
→ x−1. In order to make A
× a topological

group, we need more open sets. We need to insist that with every open set U the
set U−1 = {u−1 : u ∈ U} is open as well. The topology of A is generated by sets of
the form ∏

p∈E
Up ×

∏
p/∈E

Zp,

where E is a finite set of places. The subspace topology of A× is thus generated by
all sets of the form

U =
{
a ∈A

× : ap∈Up, p∈E
|ap |≤1, p/∈E

}
,

where we can insist that every Up lies in Q
×
p . So we need the condition that the sets

of the form

U−1 =
{
a ∈A

× : a
−1
p ∈Up, p∈E
|ap |≥1, p/∈E

}

are open as well. This implies that the intersection of two sets, one of the form U

and one of the form U−1 (different U ), is open. Such sets are of the form

W =
{
a ∈A

× : ap∈Wp, p∈E
|ap |=1, p/∈E

}
,

where Wp is any open subset of Q
×
p . One notes that sets of the form U and of

the form U−1 can be written as unions of sets of the form W . We have shown the
following lemma.

Lemma 5.3.1 The coarsest topology on A
×, which contains the subspace topology

of A and which makes A× a topological group, is the topology generated by all sets
of the type W above. It is the restricted product topology

A
× =

∏̂
p<∞

Z
×
p

Q
×
p ×R

×.
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The locally compact group A
× with this topology is called the idele-group of Q. Its

elements are called ideles.

Definition 5.3.2 We define the absolute value of an idele a ∈A
× as

|a| =
∏
p

|ap|p.

This product is well defined, as only finitely many of the factors are different from
one. We extend the definition to all of A by setting |a| = 0 if a ∈A�A

×. Note that
the identity |a| =∏p |ap|p holds in this case as well, if one interprets the product
as the limit limN→∞

∏
p≤N |ap|p . Let

A
1 = {a ∈A

× : |a| = 1
}
.

According to the product formula one has Q× ⊂A
1. We write

Ẑ=
∏
p<∞

Zp.

Then Ẑ is a compact subring of Afin. The unit group is

Ẑ
× =

∏
p<∞

Z
×
p .

Theorem 5.3.3 The subgroup Q
× is discrete in A

× and the quotient A1/Q×
is compact. More precisely, there is a canonical isomorphism

A
1/Q× ∼= Ẑ

×.

In particular, F 1 = Ẑ
× × {1} is a set of representatives of A1/Q× and F =

Ẑ
× × (0,∞) is a set of representatives of A×/Q×. The absolute value induces

an isomorphism of topological groups: A× ∼= A
1 × (0,∞). Further, one has

A
1 ∼=A

×
fin × {±1}.

Proof Choose 0< ε < 1 and set

U = (1− ε,1+ ε)×
∏
p<∞

Z
×
p .

Then U is an open neighborhood of the unit in A
×. With r ∈Q∩U we get |r|p = 1

for every prime p, so r ∈ Z and r−1 ∈ Z. We have r ∈ (1− ε,1+ ε), so r = 1.
Consider the map η :∏p Z

×
p →A

1/Q× given by x 
→ (x,1)Q×. We claim that η
is an isomorphism of topological groups. The map η is a group homomorphism and
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since the map
∏

p Z
×
p ↪→ A

× is continuous, the map η is continuous. The inverse

map is given by x = (xfin, x∞) 
→ 1
x∞ xfin, where we note that for x ∈ A

1 we have
x∞ ∈Q

×.
The isomorphism A

× to A
1 × (0,∞) is given by the map x 
→ (x̃, |x|), where

x̃ ∈A is defined by

(x̃)p =
{
xp if p <∞,
x∞|x| if p =∞.

Finally, the map φ :A×
fin × {±1}→A

1:

φ(afin, ε)=
(
afin, ε|afin|−1)

is an isomorphism. �

Proposition 5.3.4

(a) The set A×
fin is the disjoint union

A
×
fin =

∐
q∈Q×

>0

qẐ×.

The set Ẑ∩A
×
fin is the disjoint union

Ẑ∩A
×
fin =

∐
k∈N

kẐ×.

(b) For every s ∈C with Re(s) > 1 the integral∫
Ẑ

|x|s d×x

converges absolutely and equals the Riemann zeta function ζ(s). Here d×x is
the uniquely determined Haar measure on A

×
fin, such that the compact open

subgroup Ẑ
× has volume 1. We also consider this measure as a measure on

Afin, which is zero outside A
×
fin.

Proof Given x ∈ A
×
fin, the absolute value |x| lies in Q

×
>0. Consider the element

|x|x ∈ A
×
fin. Let p be a prime number. Then one has xp = pku for some k ∈ Z

and some u ∈ Z
×
p . Hence |x| = p−kr , where r ∈ Q is coprime to p. We conclude

that ||x|xp|p = 1, so |x|x ∈ Ẑ
×. Setting q = |x|−1, we get x ∈ qẐ× and therefore

the first claim of (a) is proven. The second follows as well.
To show (b), we use (a) as follows,∫

Ẑ

|x|s d×x =
∑
k∈N

∫
kẐ×

|x|s d×x =
∑
k∈N

∫
Ẑ×
|kx|s d×x
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=
∑
k∈N

k−s
∫
Ẑ×
|x|s d×x.

︸ ︷︷ ︸
=1

The convergence follows from the convergence of the Dirichlet series ζ(s). �

5.4 Fourier Analysis on AAA

In this section we introduce Fourier transformation and Fourier series on the adeles.
We finish the section with the most important Poisson Summation Formula.

A character of a topological group G is a continuous group homomorphism
χ :G→ T, where

T= {z ∈C : |z| = 1
}

is the circle group. The set of characters is a group under point-wise multiplication,

χη(x)= χ(x)η(x).

This group is called the dual group of G. We denote the dual group of G by Ĝ.

Examples 5.4.1

• Consider the group G= Z with the discrete topology. For every z ∈ T the map

χz :G→ T

k 
→ zk

is a character of G. The map z 
→ χz is an isomorphism T∼= Ĝ.
• Dually, for k ∈ Z we have a character εk : T→ T of the group T given by

εk(z)= zk.

The map k 
→ εk is an isomorphism Z∼= T̂.

We now define a character e of the additive group of A. First, for every prime
number p we define ep :Qp → T by

ep(x)= e

( ∞∑
j=−N

ajp
j

)
= exp

(
−2πi

−1∑
j=−N

ajp
j

)
=

−1∏
j=−N

e−2πiajpj .

The map ep is a character of the additive group (Qp,+), as was shown in Exer-
cise 4.5. Note that ep(Zp)= 1.

For p =∞ finally define e∞ :R→ T by

e∞(x)= e2πix.
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Lemma 5.4.2 For every x ∈A the product

e(x)=
∏
p≤∞

ep(xp)

has only finitely many factors 
= 1, i.e. the product is finite. The ensuing map e :
A→ T is a character.

Proof For given x ∈ A one has xp ∈ Zp for almost all p, so the product is indeed
finite and the map well defined. As the single ep are group homomorphisms, so
is e. It remains to show continuity. As e is a group homomorphism and A and T

are topological groups, it suffices to show that for every unit neighborhood U in T

there exists a zero neighborhood V in A such that e(V )⊂ U . It suffices to assume
that U is the set of all e2πit ∈ T with t ∈ (−ε, ε) for some ε > 0. Then indeed the
set V =∏p<∞Zp × (−ε, ε) is an open zero neighborhood in A with e(V )⊂U . �

Theorem 5.4.3

(a) For a given place p ≤∞ and a given character χ : Qp → T there exists
a uniquely determined a ∈ Qp such that χ(x) = ep(ax). The map a 
→
ep(a·) is an isomorphism of groups Qp → Q̂p .

(b) For every character χ : A→ T there exists a uniquely determined a ∈ A

with χ(x)= e(ax). The map χ 
→ a is an isomorphism of groups Â→A.
(c) The characters of the compact group A/Q are the characters χ of A with

χ(Q)= 1. These are given by x 
→ χ(qx) with q ∈Q.
(d) For given x ∈A one has

e(xy)= 1 ∀y ∈Q ⇔ x ∈Q.

Proof Part (a) for p <∞ is Exercise 4.6. We now prove it for p =∞. Let χ :R→
T be a character. By continuity of χ there exists an ε > 0 such that χ([−ε, ε]) ⊂
{Re(z) > 0}. Let a be the uniquely determined element of [−1

4ε ,
1
4ε ] such that χ(ε)=

e2πiaε . We claim that

χ

(
ε

2

)
= e2πia ε2 .

To show this, we note χ( ε2 )
2 = χ(ε)= e2πiaε , so χ( ε2 )=±e2πia ε2 and −e2πia ε2 has

real part < 0. We repeat this argument and we see that χ( ε2n )= e2πia ε
2n . For k ∈ Z

it follows that

χ

(
k

2n

)
= χ

(
1

2n

)k
= e2πia k

2n .

The set of all k
2n with k ∈ Z, n ∈ N, is dense in R, so that by continuity we can

conclude χ(x)= e2πiax for every x ∈R. This gives existence. The uniqueness of a
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can be derived, for example, from the fact that the derivative of x 
→ e2πiax at x = 0
is 2πia.

For part (b) let χp : Qp ↪→ A
χ−→ T, where the embedding of Qp is given by

x 
→ (. . . ,0, x,0, . . . ). By (a) there exists a unique ap ∈Qp with χp(x)= ep(apx)

for every x ∈Qp . We now show that

χp(Zp)= 1 for almost all p.

Let U ⊂ T be the set of all z ∈ T with Re(z) > 0. Then U is an open neighborhood
of the unit. So χ−1(U) must contain an open neighborhood of zero in A. There
therefore exists a finite set of places E with

X =
(∏
p/∈E

Zp

)
×
(∏
p∈E

{0}
)
⊂ χ−1(U).

The left-hand side X is a subgroup of A, so χ(X)⊂U is a subgroup of T contained
in U . The set U , however, contains only the trivial subgroup, so that χ(X) = 1,
which means χp(Zp)= 1 for every p /∈E. This implies that the map χ̃ :A→ T,

χ̃ (x)=
∏
p

χp(xp)

is well defined. Indeed, it is a continuous group homomorphism and it coincides
with χ on all Qp . The Qp generate a dense subgroup of A so χ = χ̃ . Hence for
x ∈A we get

χ(x)=
∏
p

χp(xp)=
∏
p

ep(apxp)= e(ax).

The uniqueness of a follows from the uniqueness of its coordinates ap .
The map χ 
→ a is a group homomorphism as χ(x)= e(ax) and η(x)= e(bx),

so χη= e((a + b)x). The inverse map is a 
→ e(a·), so the map is bijective.
Now for (c). The first assertion is clear. Let χ be a character of A with χ(Q)= 1.

By (b) there exists an a ∈ A with χ(x) = e(ax) and we have to show that a ∈ Q.
Replacing a by p−ka, if |a|p > 1 we successively get |a|p ≤ 1 for every p,
so afin ∈ Ẑ. We want to show that this implies a ∈ Z. By e(afin) = 1 we get
1 = e∞(a∞) = e2πia∞ , and so a∞ ∈ Z. We multiply by −1 if necessary, so that
we can assume a∞ ≥ 0. Let p be a prime. Write ap =∑∞

j=0 cjp
j with 0≤ cj < p

and a∞ =∑N
j=0 bjp

j with 0 ≤ bj < p. We claim cj = bj for all j and all p. For

k ∈N one has e(p−ka)= 1, so ep(p−kap)e∞(p−ka∞)= 1, which implies that

exp

(
2πi

k∑
j=0

cjp
j−k

)
= exp

(
2πi

N∑
j=0

bjp
j−k

)
.

As this holds for all k, we get cj = bj . Part (d) is merely a reformulation of (c). �



134 5 Adeles and Ideles

5.4.1 Local Fourier Analysis

Recall the space S(R) of all infinite differentiable functions f : R→ C such that
for any two m,n ∈ Z with m,n≥ 0 the function xmf (n)(x) is bounded.

For p <∞ a Schwartz–Bruhat function is a complex valued function on Qp ,
which is locally constant and has compact support. Let S(Qp) denote the vector
space of all Schwartz–Bruhat functions on Qp .

Lemma 5.4.4 Every f ∈ S(Qp) is a finite linear combination of functions of the
form 1a+pkZp , where a ∈Qp and k ∈ Z.

Proof Since any given f ∈ S(Qp) is locally constant, for every z ∈C the preimage
f−1(z) is an open set in Qp . Therefore f−1(0) is open and Qp � f−1(0) is closed,
so that Qp�f−1(0) equals the support of f ; hence this set is compact. It is covered
by the open sets f−1(z) with z 
= 0, and by compactness we can choose finitely
many, so that the function f has finite image. Every open set in Qp is a disjoint
union of open balls. Hence so for the open set f−1(z) for z 
= 0. Open balls in Qp

are of the form a + pkZp as above. The lemma is proven. �

We now define the Fourier transformation on Qp for arbitrary p ≤ ∞. For a
function f ∈ S(Qp) let

f̂ (x)=
∫
Qp

f (y)ep(−xy)dy

be its Fourier transform.

Lemma 5.4.5 Let f ∈ S(Qp).

(a) If g(x)= f (x)ep(ax) with a ∈Qp , then ĝ(x)= f̂ (x − a).
(b) If g(x)= f (x − a) with a ∈Qp , then ĝ(x)= f̂ (x)ep(−ax).
(c) If g(x)= f (λx) with λ ∈Q

×
p , then ĝ(x)= 1

|λ| f̂ (
x
λ
).

Proof These are simple consequences of the definition. �

Lemma 5.4.6 Let K be a compact group with Haar measure dx. For a given char-
acter χ :K→ T we have

∫
K

χ(x)dx =
{

vol(K) if χ = 1,

0 if χ 
= 1.

Proof The case χ = 1 is clear. In the other case there is k0 ∈ K with χ(k0) 
= 1.
Then, by left-invariance of the Haar measure,

χ(k0)

∫
K

χ(x)dx =
∫
K

χ(k0x)dx =
∫
K

χ(x)dx.

Since χ(k0) 
= 1, we get
∫
K
χ(x)dx = 0. The lemma is proven. �
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Theorem 5.4.7 For p ≤∞ and f ∈ S(Qp), the Fourier transform f̂ lies in
S(Qp) and we have the inversion formula for the Fourier transformation,

ˆ̂
f (x)= f (−x).

Proof In the case p =∞, we have already made use of the inversion formula in
Theorem 2.4.8. In this case the inversion formula is proven in any of the books
[Dei05, Rud87, SW71]. We consider the case p <∞. The function h = 1Zp is its
own Fourier transform, i.e. ĥ= h, as the following computation shows,

ĥ(x)=
∫
Qp

h(y)ep(−xy)dy =
∫
Zp

ep(−xy)dy.

Now χ(y)= ep(−xy) is a character of the compact group Zp and this character is
trivial if and only if x ∈ Zp so we get ĥ= h by Lemma 5.4.6.

We introduce the following operators on S(Qp),

Ωaf (x)= f (x)ep(ax), Laf (x)= f (x − a), Mλf (x)= f (λx),

where a ∈ Qp and λ ∈ Q
×
p . The assertions of Lemma 5.4.5 can be rephrased as

follows:

Ω̂af = Laf̂ , L̂af =Ω−af̂ , M̂λf = 1

|λ|M1/λf̂ .

We show that the Fourier transformation maps the space S(Qp) to itself. By
Lemma 5.4.4 every f ∈ S(Qp) is a linear combination of functions of the form
f = 1a+pkZp = LaMp−kh. Therefore,

f̂ = ̂LaMp−kh=Ω−ap−kMpk ĥ=Ω−ap−kMpkh.

So we have f̂ (x) = ep(−ax)1p−kZp(x). Since the character ep is locally constant,
this function lies in S(Qp).

Consider the vector space A of all f ∈ S(Qp) with ˆ̂
f (x)= f (−x). As h(−x)=

h(x), we have h ∈A. We now show that the function f = LaMp−kh lies in A,

ˆ̂
f = ̂

̂LaMp−kh= L−a(
̂
M̂p−kh)= L−aMp−k

ˆ̂
h= L−aMp−kh= 1−a+pkZp .

This means ˆ̂
f (x) = f (−x). By linearity and Lemma 5.4.4 the inversion formula

follows in the case p <∞. �



136 5 Adeles and Ideles

5.4.2 Global Fourier Analysis

Let Afin = ∏̂
p<∞Qp and let S(Afin) be the space of all functions f : Afin → C

which are locally constant of compact support. An elements of S(Afin) is called a
Schwartz–Bruhat function on Afin.

Lemma 5.4.8 Every Schwartz–Bruhat function f on Afin is a finite linear combi-
nation of functions of the form

f = 1a+N Ẑ
,

where a ∈A and N ∈N. In turn, the function 1a+N Ẑ
can be written as a product

f =
∏
p<∞

1ap+NZp ,

where almost all factors are equal to 1Zp . For every given x ∈A the product

f (x)=
∏
p<∞

1ap+NZp (xp)

is finite, i.e. almost all factors are equal to 1.

Proof The proof of the first assertion is completely analogous to the proof of
Lemma 5.4.4. The second comes about by the fact that

a +NẐ = a +N
∏
p<∞

Zp

=
∏
p<∞

(ap +NZp).
�

Let S(A) be the space of all functions of the form

f (x)=
n∑

j=1

hj (xfin)gj (x∞),

where hj ∈ S(Afin) and gj ∈ S(R). An element of S(A) is called a Schwartz–
Bruhat function on A. For f ∈ S(A) define the Fourier transform by

f̂ (x)=
∫
A

f (y)e(−xy)dy.

We have shown above, that every f ∈ S(A) can be written as a finite sum of func-
tions of the form

f =
∏
p≤∞

fp,

with fp ∈ S(Qp) and fp = 1Zp for almost all p.
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Theorem 5.4.9 For every function f on A of the form f =∏
p≤∞ fp with

fp ∈ S(Qp) one has

f̂ =
∏
p

f̂p.

For f ∈ S(A) one has f̂ ∈ S(A) and the inversion formula for the Fourier
transformation,

ˆ̂
f (x)= f (−x)

holds.

Proof Let f be a product as in the theorem. By Theorem 5.2.2 one has

f̂ (x)=
∫
A

f (y)e(−xy)dy =
∏
p

∫
Qp

fp(y)ep(−xpy)dy =
∏
p

f̂p(xp).

The global inversion formula therefore follows from the local inversion formulae. �

Theorem 5.4.10 (Poisson Summation Formula, adelic version) For every f ∈
S(A) one has ∑

q∈Q
f (q)=

∑
q∈Q

f̂ (q),

where the series are both absolutely convergent.

Proof We show convergence first. It suffices to show convergence for f (x) =
1a+N Ẑ

(xfin)f∞(x∞), where a ∈ Afin, N ∈ N, and f∞ ∈ S(R). As Q is dense in
Afin, we find a rational number r in the set a + NẐ, so that a + NẐ = r + NẐ.
Therefore,

∑
q∈Q

f (q) =
∑

q∈Q∩r+N Ẑ

f∞(q)=
∑

q∈Q∩N Ẑ

f∞(q − r)

=
∑
q∈NZ

f∞(q − r)=
∑
q∈Z

f∞(qN − r).

The last sum is clearly absolutely convergent.
Next we show the claimed identity by reducing to the case f = 1

Ẑ
f∞. Let

h = 1
Ẑ

. Then 1r+N Ẑ
= LrM1/Nh, so it suffices to show that the claim is stable

under the operators Lr and Mr with r ∈ Q. So assume
∑

q∈Q f (q) =
∑

q∈Q f̂ (q)
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and let r ∈Q. Then

∑
q∈Q

Lrf (q)=
∑
q∈Q

f (q − r)=
∑
q∈Q

f (q).

As e(Q)= 1, this equals

∑
q∈Q

f̂ (q)=
∑
q∈Q

e(−rq)f̂ (q)=
∑
q∈Q

Ω−r f̂ (q)=
∑
q∈Q

L̂rf (q).

Using the product formula, we similarly show

∑
q∈Q

Mrf (q)=
∑
q∈Q

M̂rf (q).

Assume f = 1
Ẑ
f∞. Then f̂ = 1̂

Ẑ
f̂∞ = 1

Ẑ
f̂∞ and

∑
q∈Q

f (q)=
∑
k∈Z

f∞(k).

Therefore the adelic Poisson Summation Formula is reduced to the following propo-
sition. We write C∞(R/Z) for the space of all smooth functions g on R with
g(x + 1)= g(x).

Proposition 5.4.11 (Poisson Summation Formula, classical) For f ∈ S(R) one has

∑
k∈Z

f (k)=
∑
k∈Z

f̂ (k).

Proof For given f ∈ S(R), the function g(x)=∑k f (x + k) is a smooth function
on R/Z (see Exercise 5.1) and by Proposition 2.2.7 we infer that

∑
k

f (k)= g(0) =
∑
k

ck(g)=
∑
k

∫ 1

0

∑
l

f (x + l)e−2πikx dx

=
∑
k

∫ ∞

−∞
f (x)e−2πikx dx =

∑
k

f̂ (k).

The proposition and the theorem are proven. �

There is also a higher-dimensional version of the Poisson Summation Formula,
which we give now. Let n ∈N and let S(An

fin) be the set of all functions f :An
fin →C

which are locally constant and of compact support. Next, S(Rn) is defined to be the
set of all infinitely differentiable functions f :Rn→C, such that every derivative is
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rapidly decreasing, so for every α(α1, . . . , αn) ∈ N
n
0 and every polynomial p(x) ∈

C[x1, . . . , xn] the function

p(x)
∂α

1

∂x
α1
1

. . .
∂α

n

∂x
αn
n

f (x)

is bounded. Then S(A) is the space of functions A→ C which are finite linear
combinations of functions of the form x 
→ f∞(x∞)ffin(xfin) with f∞ ∈ S(Rn) and
ffin ∈ S(An). We establish an additive character en :An→C

× given by

en(x1, . . . , xn)= e(x1) · · · e(xn),
and we define the Fourier transform as

f̂ (x)=
∫
An

f (y)en(−xy)dy

for f ∈ S(An). As in the one-dimensional case, we get that the Fourier transforma-
tion maps S(An) to itself and that the inversion formula for the Fourier transforma-
tion,

ˆ̂
f (x)= f (−x)

holds.

Theorem 5.4.12 (Poisson Summation Formula in n dimensions) For every f ∈
S(An) one has ∑

q∈Qn

f (q)=
∑
q∈Qn

f̂ (q),

where the series are both absolutely convergent.

The proof is essentially the same as in the one-dimensional case.

5.5 Exercises

Exercise 5.1 Let f ∈ S(R) and set g(x)=∑k∈Z f (x+k). Show that g is a smooth
function on R.
(Hint: the estimate |f (x)| ≤ C/(1+ x2) for a constant C shows point-wise conver-
gence. The same holds for the nth derivative f (n) instead of f . Now integrate n

times.)
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Exercise 5.2

(a) Show that the family (NẐ)N∈N is a neighborhood basis of zero in Afin. That is,
show that every NẐ is a neighborhood of zero and that every zero neighborhood
contains a set of the form NẐ for some N .

(b) Show that the sets of the form (1+NẐ)∩ Ẑ
×, N ∈N are a neighborhood basis

of the unit 1 in A
×
fin.

Exercise 5.3 Let U be a compact open subgroup of Afin and let K ⊂Afinbe a com-
pact set. Let S(U,K) be the set of all functions f :A→C such that

• suppf ⊂K ×R,
• f (x + u)= f (x) ∀x ∈A, u ∈U ,
• for all m,n ∈N0 one has σm,n(f )= supx∈A |f (m)(x)||x∞|n∞ <∞.

Show ⋃
U,K

S(U,K)= S(A).

Exercise 5.4 By a tempered distribution or simply a distribution on A we mean
a linear map T : S(A) → C such that for every sequence fj in S(U,K) with
σm,n(fj )→ 0 for every pair (m,n) one has T (fj )→ 0.

Show

• f 
→ δ(f )= f (0) is a distribution,
• f 
→ I (f )= ∫

A
f (x)dx is a distribution,

• f 
→ S(f )=∑q∈Q f (q) is a distribution.

Exercise 5.5 Let p be a prime number, n ∈ N and let dx be the additive Haar
measure on Mn(Qp), so

∫
Mn(Qp)

f (x) dx =
∫
Qp

· · ·
∫
Qp

f (xi,j ) dx1,1 · · ·dxn,n.

(a) Show that dx
|detx|n is a left- and right-invariant Haar measure on the group

GLn(Qp). Conclude that the group GLn(Qp) is unimodular.
(b) Show that the group GLn(A) is unimodular.

Exercise 5.6 Let n,N ∈ N and let KN be the set of all invertible n× n matrices g
with entries in Ẑ such that g ≡ I modN .

Show

• KN is a compact open subgroup of GLn(Ẑ),
• KN ⊂Kd if d|N ,
• the KN form a neighborhood basis of the unit in GLn(Ẑ).
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Exercise 5.7 Let U be a compact open subgroup of the locally compact group G.
Show that for every g ∈G the set

UgU/U

is finite.

Exercise 5.8 Let G be a totally disconnected locally compact group. For a com-
pact open subgroup U and a compact set K let L(U,K) be the set of all functions
f :G→C with

• suppf ⊂K and
• f (ux)= f (x) for every x ∈G and every u ∈U .

Further let R(U,K) be the set of all functions f :G→C with

• suppf ⊂K and
• f (xu)= f (x) for every x ∈G and every u ∈U .

Show that in general one has L(U,K) 
=R(U,K), but

⋃
U,K

L(U,K)=
⋃
U,K

R(U,K).



Chapter 6
Tate’s Thesis

This chapter is devoted to the PhD thesis of John Tate, which has reached cult status
in number theory. In Tate’s thesis, harmonic analysis of adeles and ideles is used to
investigate L-functions. In later chapters we shall do the same with 2× 2 matrices
and thus obtain analytic continuation of L-functions attached to automorphic forms.

6.1 Poisson Summation Formula and the Riemann Zeta
Function

We apply the Poisson Summation Formula on R to the Gauss function e−πx2
and we

obtain the theta transformation formula, which can be used to prove the functional
equation of the Riemann zeta function.

Lemma 6.1.1

(a) The function f (x)= e−πx2
lies in S(R). It is its own Fourier transform, i.e. it

satisfies f̂ = f .
(b) For f ∈ S(R) let Maf (x) = f (ax) for a > 0. Then Maf is in S(R) and one

has M̂af = 1
a
M1/af̂ .

Proof (a) This has been shown in the proof of Lemma 2.7.9.
(b) The function Maf clearly lies in S(R). The change of variables v = ay gives

M̂af (x)=
∫
R

f (ay)e−2πixy dy = 1

a

∫
R

f (v)e−2πixv/a dv = 1

a
f̂ (x/a). �

For t > 0 set ft (x)= e−πtx2
. Then f̂t = 1√

t
f1/t .

Lemma 6.1.2 The theta series

Θ(t)=
∑
k∈Z

e−πtk2

A. Deitmar, Automorphic Forms, Universitext,
DOI 10.1007/978-1-4471-4435-9_6, © Springer-Verlag London 2013
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converges uniformly on every interval of the form [a,∞) for a > 0. The function
Θ(t) is rapidly decreasing on each such interval. It satisfies the theta transformation
formula,

Θ(t)= 1√
t
Θ(1/t)

for every t > 0.

Proof For fixed t > 0 the function k 
→ e−πtk2
is rapidly decreasing, therefore the

series converges point-wise. Further, each summand e−πtk2
is monotonically de-

creasing in t . The assertion on convergence follows. The transformation formula is
a direct consequence of the Poisson Summation Formula as in Proposition 5.4.11. �

This equation will now lead to a proof of the functional equation of the Riemann
zeta function

ζ(s)=
∞∑
n=1

1

ns
, Re(s) > 1.

Theorem 6.1.3 The function ζ̂ (s)= ζ(s)Γ (s/2)π−s/2, defined for Re(s) > 1,
can be extended to a meromorphic function on C which has simple poles at
s = 0,1 and is regular everywhere else. The extension satisfies the functional
equation

ζ̂ (1− s)= ζ̂ (s).

Proof We compute

ζ(s)Γ (s/2)π−s/2 =
∞∑
n=1

∫ ∞

0
n−s t s/2π−s/2e−t dt

t
=

∞∑
n=1

∫ ∞

0

(
t

n2π

)s/2

e−t dt
t

=
∞∑
n=1

∫ ∞

0
t s/2e−πtn2 dt

t
= 1

2

∫ ∞

0
t s/2(Θ(t)− 1

)dt
t
.

The interchange of summation and integration is justified by absolute convergence.
Let

A(s)= 1

2

∫ ∞

1
t s/2(Θ(t)− 1

)dt
t
.

As Θ − 1 is rapidly decreasing, the integral converges for all s ∈ C and defines
an entire function. The remaining integral over the interval (0,1) is computed by
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changing variables from t to 1/t ,

1

2

∫ 1

0
t s/2(Θ(t)− 1

)dt
t
= 1

2

∫ 1

0
t s/2Θ(t)

dt

t
− 1

s
= 1

2

∫ ∞

1
t−s/2Θ(1/t)

dt

t
− 1

s

= 1

2

∫ ∞

1
t−s/2√tΘ(t)dt

t
− 1

s

= 1

2

∫ ∞

1
t−(s−1)/2Θ(t)

dt

t
− 1

s

= 1

2

∫ ∞

1
t−(s−1)/2(Θ(t)− 1

)dt
t
− 1

s
− 1

1− s

= A(1− s)− 1

s
− 1

1− s
.

The claim follows. �

6.2 Zeta Functions in the Adelic Setting

We want to repeat the arguments of the last section in the adeles. The role of the
theta series is played by the sum E(f ) which we define next.

For f ∈ S(A) let

E(f )(x)= |x| 1
2
∑
q∈Q×

f (qx), x ∈A
×.

For technical reasons we shall also consider the sum E(|f |)(x) = |x| 1
2 ×∑

q∈Q× |f (qx)|.

Lemma 6.2.1 The sums E(f ) and E(|f |) converge locally uniformly on A
×, so

they define continuous functions on A
×/Q×. These functions are rapidly decreasing

in the sense that for every N ∈N there exists CN > 0 with
∣∣E(f )(x)∣∣≤E

(|f |)(x)≤ CN |x|−N for |x| ≥ 1.

One has

E(f )(x)=E(f̂ )

(
1

x

)
+ |x|− 1

2 f̂ (0)− |x| 1
2 f (0).

Proof We can assume that the function f is of the form f (x) = 1R(xfin)f∞(x∞),
where R is an open restricted rectangle in Afin and f∞ ∈ S(R). As in the proof
of the Poisson Summation Formula in Theorem 5.4.10, we can assume that R is a
subset of Ẑ. Since f∞ ∈ S(R), there exists C > 0 such that |f∞(x)| ≤ C(1+|x|)−2

holds for every x ∈R.
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We have the estimate

∑
q∈Q×

∣∣f (qx)∣∣≤ C
∑
q∈Q×
qxfin∈Ẑ

(
1

1+ |qx∞|∞
)2

.

Let q0 ∈Q
×. We show uniform convergence in a set of the form q0Ẑ

× ×U with a
compact subset U of R×. If x is in this set, then qxfin ∈ Ẑ⇔ q ∈ q−1

0 Z. Therefore,

∑
q∈Q×

∣∣f (qx)∣∣≤ C
∑

q∈q−1
0 Z�{0}

(
1

1+ |qx∞|∞
)2

.

As the right-hand side converges uniformly in x∞, the claimed locally uniform con-
vergence follows.

We next prove the growth estimate. For x ∈ A
× with 1 ≤ |x| = |xfin||x∞| and

f (x) 
= 0 we have |xfin| ≤ 1 and so |x∞| ≥ 1. Let N ∈N, N ≥ 2 be given. As f∞ ∈
S(R), there is a CN > 0 such that |f∞(x∞)| ≤ CN |x∞|−N holds for |x∞| ≥ |q0|∞,
x∞ ∈R. Then

∑
q∈Q×

∣∣f (qx)∣∣≤ CN
∑
k∈Z

|q0kx∞|−N = CN |x∞|−N
∑
k∈Z

|q0k|−N∞ .

Because of

|x∞|−N = |xfin|N |x|−N ≤ |x|−N,
the estimate for E(f )(x) follows.

The functional equation will follow from the Poisson Summation Formula. Let
fx(a)= f (ax) with x ∈A

×. Then

f̂x(y)=
∫
A

fx(z)e(−zy)dz= |x|−1f̂ (y/x).

This implies

E(f )(x) = |x| 1
2
∑
q∈Q

f (qx)− |x| 1
2 f (0)= |x|− 1

2
∑
q∈Q

f̂ (q/x)− |x| 1
2 f (0)

= E(f̂ )(1/x)+ |x|− 1
2 f̂ (0)− |x| 1

2 f (0).

The lemma is proven. �

For f ∈ S(A) define the zeta integral of f by

ζ(f, s)=
∫
A×

f (x)|x|s d×x.
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Here for a Haar measure d×x on A
× =A

×
fin ×R

× the product d×xfin × dt
t

has been
chosen with the normalization d×xfin(Ẑ

×)= 1.

Theorem 6.2.2 One has

ζ(f, s)=
∫
A×/Q×

E(f )(x)|x|s− 1
2 d×x.

The integral ζ(f, s) converges locally uniformly for Re(s) > 1 and defines a
holomorphic function there, which extends to a meromorphic function on the
complex plane C. This function is holomorphic away from the points s = 0,1,
where it has at most simple poles of residue −f (0) and f̂ (0), respectively. The
zeta integral satisfies the functional equation

ζ(f, s)= ζ(f̂ ,1− s).

Proof We first show convergence for Re(s) > 1. For this we replace f by |f |
and estimate this function by a scalar multiple of 1n−1Ẑ(xfin)(1 + |x|N∞)−1, where
n,N ∈ N with N > Re(s). The claimed convergence follows as, on the one hand,∫∞

0
t s−1

1+tN dt <∞, and on the other,
∫
n−1Ẑ

|x|s d×x = ns
∫
Ẑ
|x|s d× <∞, according

to Proposition 5.3.4. These estimates hold locally uniformly in s for Re(s) > 1,
which shows the convergence.

The set F = Ẑ
× × (0,∞) is, by Theorem 5.3.3, a set of representatives for

A
×/Q×. By absolute convergence, we can compute for Re(s) > 1,

ζ(f, s) =
∫
A×

f (x) |x|s d×x =
∑
q∈Q×

∫
qF

f (x)|x|s d×x

=
∑
q∈Q×

∫
F

f (qx)|qx|s d×x =
∫
A×/Q×

E(f )(x)|x|s− 1
2 d×x.

The singleton {1} is a set of measure zero in R
×+, so A

1/Q× is a set of measure zero
in A

×/Q×. Therefore, we can decompose the zeta integral as
∫ = ∫

|x|>1+
∫
|x|<1.

For given N ∈ N there is CN > 0 such that |f∞(x∞)| ≤ CN |x∞|−N holds for
|x∞| ≥ |q0|∞, x∞ ∈R. For arbitrary N ∈N we estimate∫

|x|>1
E
(|f |)(x) |x|Re(s)− 1

2 d×x ≤ CN

∫
x∈A×/Q×
|x|>1

|x|Re(s)− 1
2−N d×x

= CN

∫ ∞

1
tRe(s)− 1

2−N dt
t
.

The right-hand side is finite for Re(s) < N − 1
2 . Since this holds for every N , the

integral
∫
|x|>1 converges for every s and defines an entire function.
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To extend the integral
∫
|x|<1, we use the functional equation of E(f ) and for

Re(s) > 1 we get,
∫
|x|<1

E(f )(x)|x|s− 1
2 d×x =

∫
|x|<1

|x|s− 1
2E(f̂ )(1/x)d×x

+
∫
|x|<1

|x|s−1 d×xf̂ (0)−
∫
|x|<1

|x|s d×xf (0).

The first integral equals
∫
|x|>1E(f̂ )(x)|x|

1
2−s d×x and defines an entire function

in s. The second converges for Re(s) > 1 and equals

∫ 1

0
t s−1 dt

t
= t s−1

s − 1

∣∣∣∣
1

0
= 1

s − 1
.

The third converges for Re(s) > 0 and equals
∫ 1

0 t
s dt
t
= 1

s
. Together we get

ζ(f, s)=
∫
|x|>1

(
E(f )(x)|x|s− 1

2 +E(f̂ )(x)|x| 1
2−s)d×x − f̂ (0)

1− s
− f (0)

s
.

The theorem is proven. �

Example 6.2.3 Let

f (x)= 1
Ẑ
(xfin)e

−πx2∞ =
∏
p

fp(x),

where fp = 1Zp , if p <∞. We note that every local factor fp is self-dual with

respect to the Fourier transformation, i.e. that f̂p = fp holds for every p ≤ ∞.
Therefore,

f̂ (x)=
∏
p≤∞

f̂p(x)= f (x).

By

ζ(f, s)=
∫
A×

f (x)|x|s d×x =
( ∏
p<∞

∫
Zp�{0}

|x|s d×x
)

︸ ︷︷ ︸
=∏p

∑∞
n=0 p

−ns=ζ(s)

∫
R×

|x|se−πx2 dx

|x|︸ ︷︷ ︸
=Γ (s/2)π−s/2

= ζ̂ (s),

we conclude that the last theorem implies the functional equation of the Riemann
zeta function. So we have found a new proof of this functional equation. Or was it
the same as the old proof?

Definition 6.2.4 A totally disconnected group is a Hausdorff topological group G
possessing a neighborhood base of the unit consisting of open subgroups (see Exer-
cise 6.5).
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This means that G is a totally disconnected group, if it is Hausdorff and there is
a family (Ui)i∈I of open subgroups, such that for every neighborhood U of the unit
in G there is i ∈ I , such that Ui ⊂U .

Note that an open subgroup H of a topological group G is also closed. This
follows from the decomposition of G in left cosets,

G=
⋃
g∈G

gH,

since one can write the complement of H as

G�H =
⋃

g∈G�H

gH.

The coset gH is open since H is and the map x 
→ gx is a homeomorphism of G.
So G�H is a union of open sets, hence open, so H is closed.

Lemma 6.2.5

(a) If G is a totally disconnected compact group, then every character of G has
finite image. The same holds for a finite-dimensional representation π : G→
GL(V ). In particular, π is trivial on a compact open subgroup.

(b) Every character of the group A
1/Q× has finite image.

(c) Every character χ of the group A
×/Q× is of the form χ(x) = |x|itχ0(x), for

a uniquely determined t ∈ R and a uniquely determined character χ0 of finite
image.

Proof The set U = T ∩ {Re(z) > 0} is an open neighborhood of the unit. The only
subgroup of T, contained in U , is the trivial group. For any character χ the open set
χ−1(U)must contain an open subgroupH . Then χ(H) is a subgroup of T contained
in U , hence trivial. This means that χ factors through G/H . As G is compact and
H is open, G can be covered by finitely many of the open translates gH , therefore
the set G/H is finite. Next for the case of a finite-dimensional representation π :
G→ GL(V ). Every finite-dimensional Banach space V is isomorphic to C

n with
n= dimV . So the representation π is a continuous group homomorphism π :G→
GLn(C) ⊂ GL2n(R). By Proposition 3.4.1 there exists an open unit neighborhood
U in GL2n(R), which does not contain any subgroup of GL2n(R) other than {1}.
As in the case of a character we get an open subgroup H such that π(H) ⊂ U ,
hence π(H)= {1}. Therefore, the kernel C of π contains an open subgroup H , but
because of C =⋃x∈C xH the subgroup C is itself open and so G/C is finite.

The group A
1/Q× is isomorphic to Ẑ

×. Hence it has a unit neighborhood base
consisting of open subgroups, i.e. it is a totally disconnected group.

Part (c) follows from (b) and A
×/Q× ∼= (A1/Q×)×R

×+. �
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6.3 Dirichlet L-Functions

Recall that a character χ of a topological group G is a continuous group homo-
morphism of G to the circle group T. A finite group G will be equipped with the
discrete topology and in this way become a topological group. Then every map from
G into any topological space is continuous, so that characters are exactly the group
homomorphisms G→ T. A finite abelian group G has exactly as many characters
as elements, as is shown in Exercise 6.2.

LetN ∈N and consider the unit group (Z/NZ)× of the finite ring Z/NZ. A char-
acter

χ : (Z/NZ)× → T

is called a Dirichlet character modulo N .
Given a divisor d of N and a Dirichlet character η modulo d , the pre-composition

with the projection (Z/NZ)× → (Z/dZ)× turns η into a Dirichlet character

(Z/NZ)× → (Z/dZ)× η−→ T

modulo N .
A given Dirichlet character χ modulo N is called primitive if χ is not induced

from any character modulo d with d < N . In this case the number N is called the
conductor of χ .

Example 6.3.1 One has |(Z/3Z)×| = 2 and |(Z/5Z)×| = 4, so |(Z/15Z)×| = 8 and
there are eight different characters modulo 15. Of these, two are induced from Z/3Z
and four are induced from Z/5Z, where exactly one, the trivial character, is induced
from both. It follows that there are exactly three primitive characters modulo 15.

Let χ be a primitive Dirichlet character modulo N . One sets χ(n) = 0 if
gcd(n,N) > 1 and by composing it with the projection Z→ Z/NZ one considers
χ as a function on Z. As such, it is multiplicative, i.e. one has χ(mn)= χ(m)χ(n)

for all m,n ∈ Z. The corresponding Dirichlet series is defined to be

L(χ, s)=
∞∑
n=1

χ(n)

ns
.

As |χ(n)| ≤ 1 for all n ∈N, this series converges absolutely for Re(s) > 1.
Similar to Exercise 1.5, one can use the multiplicativity of χ to show that L(χ, s)

can be written as an Euler product:

L(χ, s)=
∏
p

1

1− χ(p)p−s
, Re(s) > 1.

Lemma 6.3.2 The isomorphism

A
1/Q× ∼=

∏
p

Z
×
p
∼= lim←−

N∈N
(Z/NZ)×
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induces a bijection between the set of all characters of the group A
1/Q× and the set

of all primitive Dirichlet characters as follows: A given primitive Dirichlet character
χ modulo N0 gives a character of A1/Q× by

A
1/Q× ∼= lim←−

N∈N
(Z/NZ)× Proj−→ (Z/N0Z)

× χ−→ T.

Proof Let φ denote the map in question, sending a primitive Dirichlet character χ
modulo N0 to the character

A
1/Q× → (Z/N0Z)

× χ−→ T

of the group A
1/Q×. We claim that φ is a bijection. For injectivity assume

φ(χ)= φ(χ ′). LetN1 be the smallest natural number such that φ(χ) factors through
(Z/N1Z)

×. As χ is primitive, we get N1 =N0 and therefore N0 is uniquely deter-
mined by φ(χ)= φ(χ ′), so χ ′ also is a Dirichlet character moduloN0 and it follows
that χ = χ ′.

For surjectivity let η be a character of A
1/Q×. For a given N ∈ N let UN be

the set of all x ∈∏p Z
×
p with xp ≡ 1 modN for every p. The family of the UN

forms a neighborhood base of the unit in
∏

p Z
×
p , so there is an N such that UN

lies in the kernel of η. Let N be minimal with this property. Then η factors through
(Z/NZ)× and by minimality ofN we get that η factors through a primitive Dirichlet
character. �

Using the isomorphism

A
×/Q× ∼=A

1/Q× × (0,∞)

one can identify the set of all characters of A1/Q× with the set of all characters of
A
×/Q×, which have finite image.
Let χ be a character of A×/Q×. We view χ as a character of A× = A

×
fin × R

×
and we thus write χ = χfinχ∞.

Definition 6.3.3 Let χ be a character of A
×/Q× with finite image and let f ∈

S(A). Define

ζ(f,χ, s)=
∫
A×

f (x)χ(x)|x|s d×x.

Analogous to Theorem 6.2.2 one shows

ζ(f,χ, s)=
∫
A×/Q×

E(f )(x)χ(x)|x|s− 1
2 d×x,

if the integral ζ(f,χ, s) converges. For the trivial character χ = 1 one has
ζ(f,1, s)= ζ(f, s), so this case has been treated already.
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Theorem 6.3.4 Let χ 
= 1 be a character of A×/Q× with finite image and
conductor N ∈ N. The integral ζ(f,χ, s) converges locally uniformly for
Re(s) > 1 and so it defines a holomorphic function in that range, which ex-
tends to an entire function on C. One has

ζ(f,χ, s)= ζ(f̂ , χ,1− s).

There exists an f with

ζ(f,χ, s)= L∞(χ, s)L(χ, s),

where

L∞(χ, s)= Γ

(
s + ν

2

)
π−

s+ν
2

and ν ∈ {0,1} is defined by χfin(−1)= χ∞(−1)= (−1)ν .
Setting L̃(χ, s)= L∞(χ, s)L(χ, s) one gets the functional equation,

L̃(χ, s)= (−i)νN−sτ (χ, e)L̃(1− s,χ),

where τ(χ, e)= φ(N)
∫

1
N
Ẑ× χ(x)e(x) d

×x and φ(N) is the Euler φ-function.

It follows that |τ(χ, e)| = √
N .

Proof Once we have shown the functional equation, a second application of the
functional equation yields |τ(χ, e)τ (χ, e)| =N . Now

τ(χ, e) = φ(N)

∫
1
N
Ẑ×

χ(x)e(−x)d×x = φ(N)

∫
1
N
Ẑ×

χ
(
(−1)x

)
e(x) d×x

= χ(−1)φ(N)
∫

1
N
Ẑ×

χ(x)e(x) d×x = χ(−1)τ (χ, e).

Therefore τ(χ, e) and τ(χ, e) have the same absolute value and the equality
|τ(χ, e)| = √

N follows.
The other assertions follow similarly to the proof of the case χ = 1, i.e. Theo-

rem 6.2.2. All works well up to the identity
∫
|x|<1

E(f )(x)χ(x)|x|s− 1
2 d×x

=
∫
|x|<1

|x|s− 1
2E(f̂ )(1/x)χ(x) d×x

+
∫
|x|<1

χ(x)|x|s−1 d×xf̂ (0)−
∫
|x|<1

χ(x)|x|s d×xf (0).
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The first summand on the right-hand side is an entire function in s. We now show
that the last two summands are zero. We have {|x| < 1} ∼= A

1/Q× × (0,1). Using
this isomorphism, we write the first integral as∫

(0,1)
t s−1

∫
A1/Q×

χ(y)d×y dt
t
.

By Lemma 5.4.6 the inner integral equals zero. The second integral is treated simi-
larly. The theorem follows up to the last point, the existence of an f ∈ S(A) with

ζ(f,χ, s)= L∞(χ, s)L(χ, s).

We now view χ as a character of A×. For p ≤∞ let χp be the character of Q×
p

given by

Q
×
p →A

× χ−→ T,

where Q
×
p is embedded via x 
→ (. . . ,1, x,1, . . . ). Let p <∞.

A quasi-character of the group Q
×
p is a continuous group homomorphism λ :

Q
×
p →C

×. A quasi-character λ is called unramified if λ(Z×p )= 1.

Lemma 6.3.5 A quasi-character λ of Q×
p is unramified if and only if there exists

s ∈C with

λ(a)= |a|s .
Proof Every quasi-character of the announced form is clearly unramified. So let λ
be an unramified quasi-character. We have an exact sequence of abelian groups,

1→ Z
×
p →Q

×
p

|·|−→ pZ → 1.

This means that a quasi-character is unramified if and only if it factors through
| · |. There exists s ∈ C such that λ(p)= p−s . For an arbitrary a = pku ∈Q

×
p with

u ∈ Z
×
p and k ∈ Z one has

λ(a)= λ
(
pk
)= λ(p)k = (p−k)s = |a|s . �

Lemma 6.3.6 For almost all p the quasi-character χp is unramified. More pre-
cisely, if χ comes from a primitive Dirichlet character modulo N , then χp is un-
ramified if and only if p is not a divisor of N . If p is a divisor of N = pkn with n

coprime to p, then k is the smallest natural number with χp(1+ pkZp)= 1.

Proof If N = p
k1
1 · · ·pkll , then χ factors through

∏
p

Z
×
p →

l∏
j=1

(
Z/p

kj
j Z

)×
.

The second assertion follows from the fact that χ is primitive modulo N . �
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Let S be the set of prime numbers that divide N . We define

• fp = 1Zp , if χp is unramified,

• fp = pk(1− 1
p
)11+pkZp if N = pkN ′ with N ′ coprime to p,

• f∞(t)= tνe−πt2 ,

and finally f =∏p≤∞ fp ∈ S(A).
With this choice, the zeta integral is a product,

ζ(f,χ, s) =
∫
A×

f (x)χ(x)|x|s d×x =
∏
p

∫
Q
×
p

fp(x)χp(x)|x|sp d×x
︸ ︷︷ ︸

=ζp(fp,χp,s)

=
∏
p∈S

∫
Q
×
p

fp(x)χp(x)|x|sp d×x ×
∏
p/∈S
p<∞

∫
Q
×
p

fp(x)χp(x)|x|sp d×x

×
∫
R×

f∞(x)χ∞(x)|x|s∞ d×x.

We compute the factors. For a prime number p /∈ S we have

∫
Q
×
p

fp(x)χp(x)|x|sp d×x =
∫
Zp�{0}

χp(x)|x|sp d×x

=
∞∑
j=0

χp(p)
jp−js = 1

1− χp(p)p−s
.

Let p ∈ S and write N = pkN ′ with N ′ coprime to p. Then

∫
Q
×
p

fp(x)χp(x)|x|sp d×x = pk
(

1− 1

p

)∫
1+pkZp

χp(x)|x|sp d×x

= pk
(

1− 1

p

)∫
1+pkZp

d×x = 1.

For p =∞ and ν = 0 we get the contribution

∫
R×

e−πx2 |x|s dx|x| = Γ

(
s

2

)
π−

s
2 .

In the case ν = 1 we get

∫
R×

e−πx2
x χ∞(x)︸ ︷︷ ︸
=sgn(x)

|x|s dx|x| =
∫
R×

e−πx2 |x|s+1 dx

|x| = Γ

(
s + 1

2

)
π−

s+1
2 .
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This shows that for the chosen f the equation

ζ(f,χ, s)= L∞(χ, s)L(χ, s)

holds.
To finish the proof of the theorem, we have to determine the Fourier transform

of f . Consider p <∞. If p is unramified, then f̂ = f . If p is ramified, however,
write N = pkN ′ with N ′ coprime to p. Then we have

f̂p(x) =
∫
Qp

fp(y)ep(−xy)dy = pk
(

1− 1

p

)∫
1+pkZp

ep(−xy)dy

= pk
(

1− 1

p

)
p−kep(−x)

∫
Zp

ep
(−pkxy)dy

=
(

1− 1

p

)
ep(x)1p−kZp (x).

Finally, if p =∞ and ν = 0, then f̂∞ = f∞. In the case ν = 1, one has

f̂∞(x)=
∫
R

ye−πy2−2πixy dy = 1

−2πi

∂

∂x

∫
R

e−πy2−2πixy dy

= 1

−2πi

∂

∂x
e−πx2 = x

i
e−πx2 =−if∞(x).

We see that

L̃(χ, s)= ζ(f̂ , χ,1− s)=
∏
p

ζp(f̂p,χp,1− s).

We compute the local contributions for Re(1− s) > 1. If p is a prime number such
that χp is unramified, then

ζp(f̂ , χ,1− s)= 1

1− χ(p)p1−s .

In the case p =∞ one gets

ζp(f̂ , χ,1− s)= (−i)νL∞(χ,1− s).

There remains the case of a ramified prime p. Let N = pkN ′ with N ′ coprime to p.
Then

ζp(f̂ , χ,1− s) =
(

1− 1

p

)∫
p−kZp�{0}

ep(x)χp(x)|x|1−s d×x

=
(

1− 1

p

) ∞∑
j=−k

pjs−j
∫
pjZ×p

ep(x)χp(x) d
×x.



156 6 Tate’s Thesis

We show that
∫
pjZ×p ep(x)χp(x) d

×x = 0 for j > −k. If j ≥ 0, then ep equals

the constant 1 on the domain of integration. So one has
∫
pjZ×p χp(x) d

×x = 0, as

χp(Z
×
p ) 
= 1. If −k < j < 0, then χp is non-trivial on the multiplicative group

1 + pk−1
Zp . On the other hand, pj (1 + pk−1

Zp) = pj + pk−1+j
Zp and ep is

trivial on pk−1+j
Zp ⊂ Zp . Therefore the integral vanishes by the same argument.

We infer that

ζp(f̂ , χ,1− s)= pk
(

1− 1

p

)(
pk
)−s ∫

p−kZ×p
ep(x)χp(x) d

×x.

The product over all ramified p is just N−sτ (χ, e) and the theorem is proven. �

The subject of Tate’s thesis is the quotient A×/Q× = GL1(A)/GL1(Q). In the
theory of automorphic forms one considers more generally the quotient

GLn(A)/GLn(Q).

In this book we shall restrict to the case n= 2.

6.4 Galois Representations and L-Functions

This section is a survey without proper proofs.
The Langlands conjectures assert, among other things, that L-functions attached

to Galois representations should be automorphic. In this section we shall define
these L-functions, consider the number-theoretic background and the motivation
given by the one-dimensional case.

Consider a finite field extension L/Q and write OL for the ring of integers of L,
i.e. OL is the set of all α ∈ L such that f (α) = 0 for some polynomial f ∈ Z[x]
with leading coefficient 1. One has

• OL is a subring of L.
• There is a basis v1, . . . , vn of the vector space L over Q such that OL = Zv1 ⊕
Zv2 ⊕ · · · ⊕Zvn.

• OL ∩Q= Z.
• O is a Dedekind ring, i.e. every ideal is a product of prime ideals. Further, for

every prime ideal P 
= 0, the quotient O/P is a finite field.
• If P 
= 0 is a prime ideal of OL, then P ∩ Z is a prime ideal 
= 0 of Z, so there

exists exactly one prime number p with P ∩ Z= (p). In this case one says that
P lies over p, or P divides p.

We now assume that L/Q is a Galois extension and write Gal(L/Q) for its Galois
group. The group Gal(L/Q) acts on OL and on the set PrimL of all prime ideals
of OL. We write GalK for the Galois group Gal(K/K), where K is any field and K
an algebraic closure of K . So GalK is the group of all field automorphisms of K ,
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which leave K point-wise fixed. This group does not depend on the choice of the
algebraic closure K up to isomorphy.

For a given prime number p let PrimL,p be the set of all prime ideals of OL lying
above p. Then PrimL,p is a non-empty finite set. The Galois group Gal(L/Q) acts
on PrimL,p .

For a given P ∈ PrimL,p let

Gal(L/Q)P =
{
g ∈Gal(L/Q) : gP = P

}

be the decomposition group of P . Then Gal(L/Q)P acts on the finite field FP =
OL/P , so we have a group homomorphism

φP :Gal(L/Q)P →Gal(FP /Fp).

The kernel IP of this homomorphism is called the inertia group in P . Since FP is
a finite field, the Galois group is a finite cyclic group generated by the Frobenius
homomorphism

Frobp : x 
→ xp.

One can show that the homomorphism φP is surjective. So one can view Frobp as
an element of Gal(L/Q)P /IP .

By a Galois representation over C we mean a group homomorphism

ρ :Gal(L/Q)→GL(V ),

where V is a finite-dimensional C-vector space. The group Gal(L/Q)P /IP acts on
the space

V IP = {v ∈ V : gv = v ∀g ∈ IP }.
The Galois group Gal(L/Q) acts transitively on the set PrimL,p , so the charac-

teristic polynomial

det
(
1− x Frobp |V IP

)= det
(
1− xρ(Frobp)|V IP

)

depends only on p. Define the Artin L-function of the Galois representation ρ as

L(ρ, s)=
∏
p

1

det(1− p−s Frobp |V IP )
.

One can show that the product converges absolutely for Re(s) > dimV and that it
can be extended to a meromorphic function on the complex plane C.

A Galois representation ρ is called irreducible if it does not admit any sub-
representation, i.e. for every subspace U ⊂ V one has: if ρ(g)U ⊂ U for every
g ∈Gal(L/Q), then U = 0 or U = V .

Artin Conjecture If ρ is irreducible and 
= 1, then L(ρ, s) is entire.



158 6 Tate’s Thesis

We now prove the Artin conjecture for one-dimensional representations. For this
we cite the classical theorem of Kronecker and Weber.

Theorem 6.4.1 (Kronecker–Weber) Let K/Q be a finite Galois extension with
abelian Galois group. Then K is a subfield of Q(ξ), where ξ is a root of unity.
In other words, every abelian number field is cyclotomic.

Note the following: ifK/Q is a Galois extension, then GalK is a normal subgroup
of GalQ and one has Gal(K/Q)=GalQ /GalK .

For an arbitrary group G let [G,G] denote the commutator subgroup. This is the
subgroup generated by all commutators, i.e. all elements of the form

[a, b] = aba−1b−1.

It is easy to see that [G,G] is a normal subgroup of G. The quotient Gab =
G/[G,G] is called the abelianization of G. It is the largest abelian quotient of G, in
the sense that if N is a normal subgroup such that G/N is abelian, then N ⊃ [G,G],
or, equivalently, the map G→G/N factors through G/[G,G].

For given n ∈ N, let μn be the set of all nth roots of unity in C; this is the set of
all complex numbers ξ satisfying ξn = 1. Further let μ∞ be the union of all μn as
n runs through N. Then μ∞ can also be described as the set of complex numbers
of the form e2πiα with α ∈ Q/Z. Let K0 = Q(μ∞) be the field generated by all
ξ ∈ μ∞. The field extension K0/Q is an infinite Galois extension with Galois group
Galab

Q
, as the Kronecker–Weber theorem implies. One concludes

Galab
Q
= Aut(μ∞)=Aut(Q/Z)

= Aut

(⊕
p

lim−→
k∈N

p−kZ/Z
)

=
∏
p

lim←−
k∈N

Aut
(
Z/pkZ

)
︸ ︷︷ ︸
=(Z/pkZ)×

=
∏
p

Z
×
p
∼=A

1/Q×.

Let’s turn to the Artin conjecture. Given a finite Galois extension L of Q with Galois
group Gal(L/Q) and a character ρ : Gal(L/Q)→ T. By Galois theory, Gal(L/Q)
is the quotient GalQ /GalL, so ρ can be extended to a character ρ :GalQ → T. As T
is abelian, ρ factors uniquely through the abelian quotient Galab

Q
. By the Kronecker–

Weber isomorphism given above, ρ yields a character of A1/Q, i.e. a Dirichlet char-
acter χρ .
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Lemma 6.4.2 The Artin L-function of ρ coincides with the Dirichlet L-function
of χρ , so

L(ρ, s)= L(χρ, s).

Sketch of Proof In the definition of L(ρ, s) one can replace the field L by the
fix field of the group ker(ρ). This field has an abelian Galois group over Q, and
hence is a subfield of Q(μN) for some N ∈ N. Enlarging the field, one assumes
L=Q(μN) with minimal N . Then OL = Z[μN ] and for a prime ideal P above p
one gets OL/P ∼= Fp[μN ′ ], where N ′ is the part of N which is coprime to p, i.e.
N = pkN ′. If p|N , then Gal(L/Q)P = IP and ρ(Gal(L/Q)P ) 
= 1, so the Euler
factor of L(ρ, s) equals 1. If p � N , the Frobenius operator is the unique element
of Gal(L/Q), given by ξ 
→ ξp for every ξ ∈ μN . Then ρ(Frobp)= χρ(p) and the
lemma follows. �

If ρ 
= 1, then we conclude that L(ρ, s) is entire and we have shown the Artin
conjecture for one-dimensional representations!

The absolute Galois group G= GalQ of Q and its representations contain some
of the deepest and farthest reaching mysteries of all of mathematics. Since, as we
have seen, the abelian quotientGab of the Galois group is isomorphic to A

1/Q×, one
can identify the one-dimensional unitary Galois representations with the characters
of A1/Q× = GL1(A)

1/GL1(Q). In order to understand higher-dimensional Galois
representations, one analogously should consider GLn(A)1/GLn(Q), where

GLn(A)
1 = {g ∈GLn(A) :

∣∣det(g)
∣∣= 1

}
.

Since, however, GLn(Q) is not normal in GLn(A)1, the quotient is not a group, and
hence has no representations. So what should be the generalization of the characters
of A1/Q×?

The answer to this question is in the Fourier analysis of the compact group
A

1/Q×. Every character χ : A1/Q× → T ⊂ C is an element of L2(A1/Q×) and
the characters form an orthonormal basis of this Hilbert space, i.e. one has

L2(
A

1/Q×)=⊕
χ

Cχ.

By analogy, the irreducible subrepresentations π of the GLn(A)1 representation on
the space L2(GLn(A)1/GLn(Q)) are the right replacement of the characters χ . The
global Langlands conjecture asserts that for every n-dimensional Galois representa-
tion ρ there exists such a representation π , such that L(ρ, s) = L(π, s). Note that
L(π, s) has not been defined as yet, but we shall do that later. We also show that
the automorphic L-function L(π, s) extends to an entire function; thus the Artin
conjecture follows from the Langlands conjecture.
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6.5 Exercises

Exercise 6.1 Fix a Dirichlet character χ : (Z/NZ)× → T modulo N . The con-
ductor fχ ∈ N of χ is the smallest divisor of N , such that χ factors through the
projection Z/NZ→ Z/fχZ.

Show that for Dirichlet characters χ,η modulo N with (fχ ,fη) = 1, on has
fχη = fχfη.

Exercise 6.2 Let A be a finite abelian group. We equip the vector space C(A) of all
functions f :A→C with the inner product 〈f,g〉 = 1

|A|
∑

a∈A f (a)g(a). Let Â be
the set of all group homomorphisms χ :A→ T.

(a) Show that |Â| = |A|. (Use the fact that every finite abelian group is a product of
cyclic groups.)

(b) Show that the χ ∈ Â form an orthonormal basis of C(A).
(c) LetN ∈N and let a ∈A= (Z/NZ)×. Show that there are coefficients c(χ) ∈C,

such that ∑
χ∈Â

c(χ)L(χ, s)=
∑
n∈N

n≡amodN

1

ns
.

Exercise 6.3 Let K ⊂ G be a compact subgroup of the locally compact group G

and let L1(K\G/K) be the set of all f ∈ L1(G), such that f (k1xk2)= f (x) holds
for all k1, k2 ∈ K . Show that L1(K\G/K) is a convolution subalgebra of L1(G)

(see Proposition 3.1.11).

Exercise 6.4 Let τ : K → GL(V ) be a continuous representation of the compact
group K on the Banach space V . Show that the map P : V → V , given by

P(v)=
∫
K

τ(k)v dk

is a projection with image Vπ(τ).

Exercise 6.5 A group G is called pro-finite if it can be written as a projective limit
of finite groups. In this case one equips the finite groups with the discrete topology
and G with the projective limit topology, which is the topology induced from the
product topology.

A topological group G is called totally disconnected if it has a neighborhood
base of the unit consisting of open subgroups (see Definition 6.2.4). Show:

G is pro-finite ⇔ G is compact, Hausdorff and totally disconnected.

(Hint: let G be compact, Hausdorff and totally disconnected and let H be an open
subgroup. Show that G/H is a finite set and conclude that H contains a normal
open subgroup N of finite index. Order the set I of all normal open subgroups by
inverse inclusion and show that G is isomorphic with limN G/N .)
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Exercise 6.6 Let H be a subgroup of the locally compact group G. We extend any
given f ∈ C(H) by zero to a function on G and view C(H) as a linear subspace of
the space of all maps from G to C. Show:

C(H)⊂ C(G) ⇔ H open in G.

Show that if H is not open in G, then

C(H)∩C(G)= 0.

Exercise 6.7 Show that the complex algebra Mn(C) of n× n matrices has no two-
sided ideals other than 0 and Mn(C).
(Hint: if J is a two-sided ideal and A ∈ J , then the diagonalizable matrix AA∗ lies
in J . If J 
= 0, then J must contain invertible elements.)

Exercise 6.8 Let p be a prime number and let Mp be the set of all integral 2 × 2
matrices of determinant p. Show that Mp = Γ

( p
1

)
Γ , where Γ = SL2(Z).

Exercise 6.9 Let G be a group and H a subgroup of finite index, so |G/H |<∞.
Show that H contains a subgroup N , of finite index and normal in G.
(Hint: write G=⋃n

j=1 gjH and consider N =⋂j gjHg
−1
j .)



Chapter 7
Automorphic Representations of GL2(A)

We introduce a useful notation. Given a ring R, commutative with unit, we write
GR for the group GL2(R) of invertible 2 × 2 matrices with entries from R. These
are exactly those matrices, whose determinant is a unit in the ring R. In partic-
ular, the group GA = GL2(A) is the restricted product of the groups GQp

, see
Exercise 7.1. We also write Gp for the group GQp

= GL2(Qp), so in particular
G∞ = GR = GL2(R). More generally, for an arbitrary set S of places, we write
GS = GAS

= GL2(AS). This group equals the restricted product of the Gp with
p ∈ S, see Exercise 7.1. Analogously we write GS for GL2(A

S), so that we have
GA =GS ×GS . If S is the set of all prime numbers, we write Gfin =GS =GAfin .

For any ringR we writeZR for the set of all diagonal matrices
( r

r

)
with r ∈R×.

For p ≤∞we also writeZp forZQp
. Finally, we writeG1

A
=GL2(A)

1 for the set of
all x ∈GL2(A) with |det(x)| = 1. The injection G1

A
↪→GA yields an identification

of GQ\G1
A

with (GQZR)\GA.

7.1 Principal Series Representations

In this section, we describe an important class of representations of the group Gp =
GL2(Qp) for a prime number p, the principal series representations.

The group Gp gets a locally compact topology from the inclusion Gp =
GL2(Qp)⊂M2(Qp)∼=Q

4
p . With this topology it is a locally compact group.

Let Ap be the group of diagonal matrices in Gp and Np the group of all matri-
ces of the form

( 1 x
1

)
with x ∈ Qp . Finally, let Kp be the compact open subgroup

GL2(Zp). We give Gp the unique Haar measure, which assigns the volume 1 to the
compact open subgroup Kp .

Let λ : Ap → C
× be a quasi-character. We write aλ for its value λ(a) and we

consider the group of quasi-characters as an additive group. So for quasi-characters
λ and λ′, the quasi-character λ+ λ′ is given by

aλ+λ′ = aλaλ
′
.

A. Deitmar, Automorphic Forms, Universitext,
DOI 10.1007/978-1-4471-4435-9_7, © Springer-Verlag London 2013
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Example 7.1.1 Given complex numbers λ1, λ2, the map a 
→ aλ with(
a1

a2

)λ
def= |a1|λ1 |a2|λ2

is a quasi-character of the group Ap . In this way the additive group C
2 is a sub-

group of the quasi-character group ofAp . Of particular importance will be the quasi-
character aδ = |a1|/|a2|. Note that the modular function of the group Bp = ApNp

is given by ΔBp(an)= aδ (Exercise 7.3).

Proposition 7.1.2 The group Gp is unimodular. One has the Iwasawa decomposi-
tion

Gp =ApNpKp.

The Haar measures can be normalized in such a way that the Iwasawa integral
formula ∫

Gp

h(x)dx =
∫
Ap

∫
Np

∫
Kp

h(ank)dk dnda

holds for every h ∈ L1(Gp). There are continuous functions

a :Gp →Ap, n :Gp →Np, k :Gp →Kp,

such that for every g ∈Gp the identity g = a(g)n(g)k(g) holds. For every choice of
such functions, every f ∈ L1(Kp) and every y ∈G one has the integral formula∫

Kp

f (k) dk =
∫
Kp

a(ky)δf
(
k(ky)

)
dk.

For simplicity we also write an(x)= a(x)n(x).

Note that, unlike the real case, the Iwasawa decomposition is not a direct product
decomposition, as the group Kp has non-trivial intersection with both other factors
Ap and Np .

Proof Take an element g = ( a b
c d

)
of Gp . In the case |c|> |d| we multiply g from

the right with the matrix
( 1

1

) ∈Kp , so we can assume |c| ≤ |d|. As g is invertible,
one has d 
= 0 and (

a b

c d

)
=
(
a − bc

d
b

d

)
︸ ︷︷ ︸

∈ApNp

(
1
c/d 1

)
︸ ︷︷ ︸

∈Kp

.

This shows thatGp =ApNpKp . The groupB =ApNp coincides with the subgroup
of Gp consisting of upper triangular matrices, and hence is a closed subgroup. Fur-
ther da dn is a Haar measure on B , see Exercise 8.2. Therefore the Iwasawa integral
formula follows from Theorem 3.1.15. The maps a,n, k are defined by the above
formula. They are continuous on the open sets {|c|> |d|} and {|c| ≤ |d|} and there-
fore are continuous everywhere.
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A quasi-character χ of the group Ap is called unramified if it is trivial on
Ap∩Kp . This holds if and only if there are λ1, λ2 ∈C with χ

( a1
a2

)= |a1|λ1 |a2|λ2 ,
see Exercise 7.4.

Next we show unimodularity. Let Δ : Gp → R
×+ be the modular function of

Gp . We have to show that Δ is trivial. First note that Δ(Kp) = 1, since Kp is
compact. So the restriction of Δ to Ap is an unramified character. Therefore there
are λ1, λ2 ∈C with Δ

( a1
a2

)= |a1|λ1 |a2|λ2 . Let w = ( 1
1

) ∈Gp . Conjugation by w

interchanges the entries a1 and a2. By Δ(waw−1)=Δ(a) it follows that λ1 = λ2.
Write λ ∈C for this number. By definition the function Δ is trivial on the center of
Gp , so

1=Δ

(
a

a

)
= |a|2λ.

We infer that p2λ = 1. As Δ ≥ 0, we get pλ = 1 and therefore Δ(Ap) = 1. For a

given n= ( 1 x
1

) ∈Np there exists a k ∈N such that np
k = ( 1 pkx

1

) ∈Kp . Hence 1=
Δ(np

k
)=Δ(n)p

k
and as Δ≥ 0, we get Δ(n)= 1. By Iwasawa decomposition one

therefore has Δ(Gp)=Δ(Ap)Δ(Np)Δ(Kp)= 1, so the group Gp is unimodular.
The space of continuous functions C(Kp) is dense in L1(Kp). So it suffices to

show the last formula for f ∈ C(Kp). Choose a function η ∈ Cc(ApNp) such that
η ≥ 0 and

∫
ApNp

η(an)dadn = 1. Set g(x) = η(an(x))f (k(x)). Then g ∈ Cc(G)
and ∫

Gp

g(x) dx =
∫
ApNp

η(an)dan

∫
Kp

f (k) dk =
∫
Kp

f (k) dk.

On the other hand, as Gp is unimodular, the integral also equals

∫
Gp

g(xy)dx =
∫
Gp

η
(
an(xy)

)
f
(
k(xy)

)
dx

=
∫
ApNp

∫
Kp

η
(
an(anky)

)
f
(
k(ky)

)
dk da dn

=
∫
Kp

(∫
ApNp

η
(
an(anky)

)
dan

)
f
(
k(ky)

)
dk

=
∫
Kp

(∫
ApNp

η
(
anan(ky)

)
dan

)
f
(
k(ky)

)
dk

=
∫
Kp

a(ky)δ
(∫

ApNp

η(an)dan

)
f
(
k(ky)

)
dk

=
∫
Kp

a(ky)δf
(
k(ky)

)
dk.

The proposition is proven. �
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By Vλ we denote the space of all measurable functions ϕ :Gp →C with

• ϕ(anx)= aλ+δ/2ϕ(x), a ∈Ap , n ∈Np , x ∈Gp and
• ∫

Kp
|ϕ(k)|2 dk < ∞.

We identify two functions which differ only on a set of measure zero. Thus we get
a Hilbert space with inner product

〈ϕ,ψ〉 def=
∫
Kp

ϕ(k)ψ(k) dk.

The representation πλ of Gp on the space Vλ is defined by

(
πλ(y)ϕ

)
(x)

def= ϕ(xy),

so it is given by right translation.

Theorem 7.1.3 The map πλ is a representation of the group Gp on the Hilbert
space Vλ. It is unitary if and only if λ is a character, i.e. if aλ ∈ T holds for
every a ∈Ap . The restriction of πλ to the compact group Kp is independent of
λ and is always unitary.

These representations are called the principal series representations of Gp .

Note that aλ lies in T if and only if aλ+λ = 1.

Proof First we have to show that πλ(y)ϕ indeed lies in the space Vλ, if ϕ ∈ Vλ does.
The first defining property of Vλ is clearly satisfied by πλ(y)ϕ, since

πλ(y)ϕ(anx)= ϕ(anxy)= aλ+δ/2ϕ(xy)= aλ+δ/2πλ(y)ϕ(x).

The second property is more subtle. We have to show

∥∥πλ(y)ϕ∥∥2 =
∫
Kp

∣∣ϕ(ky)∣∣2 dk <∞.

The following lemma contains a much sharper assertion.

Lemma 7.1.4 For a given compact subset U ⊂G there exists a C > 0 such that for
every y ∈U and every ϕ ∈ Vλ one has∥∥πλ(y)ϕ∥∥≤ C‖ϕ‖.

Proof The property ϕ(ky)= a(ky)λ+δ/2ϕ(k(ky)) implies
∫
Kp

∣∣ϕ(ky)∣∣2 dk =
∫
Kp

a(ky)λ+λ+δ
∣∣ϕ(k(ky))∣∣2 dk.
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The continuous function (y, k) 
→ a(ky)λ+λ is bounded on the compact set U×Kp ,

so there is C > 0 with |a(ky)λ+λ| ≤ C2 for all y ∈ U and all k ∈Kp . By Proposi-
tion 7.1.2 this implies

∥∥πλ(y)ϕ∥∥2 ≤ C2
∫
Kp

a(ky)δ
∣∣ϕ(k(ky))∣∣2 dk = C2

∫
Kp

∣∣ϕ(k)∣∣2 dk = C2‖ϕ‖2.

The lemma is proven. �

We next have to show that the map Gp×Vλ→ Vλ, given by (g,ϕ) 
→ πλ(g)ϕ, is
continuous. So let yn→ y be a convergent sequence inGp and ϕn→ ϕ a convergent
sequence in Vλ. We claim that the sequence πλ(yn)ϕn in Vλ converges to πλ(y)ϕ.
For the compact set U = {yn : n ∈ N} ∪ {y} ⊂Gp there exists a constant C > 0 as
in the lemma. One has∥∥πλ(yn)ϕn − πλ(y)ϕb

∥∥≤ ∥∥πλ(yn)ϕn − πλ(yn)ϕ
∥∥+ ∥∥πλ(yn)ϕ − πλ(y)ϕ

∥∥
≤ C ‖ϕn − ϕ‖︸ ︷︷ ︸

→0

+∥∥πλ(yn)ϕ − πλ(y)ϕ
∥∥.

The first summand tends to zero as n→∞. We consider the square of the second
summand:

∥∥πλ(yn)ϕ − πλ(y)ϕ
∥∥2 =

∫
Kp

∣∣ϕ(kyn)− ϕ(ky)
∣∣2 dk.

Assume first that the function ϕ is bounded on Kp . Then it is bounded on KpU , say
by a constant D > 0. Then |ϕ(kyn)−ϕ(ky)|2 ≤ 4D2 and the constant function 4D2

is integrable on the compact set Kp , so, by the dominated convergence theorem, one
concludes that the integral

∫
Kp
|ϕ(kyn)− ϕ(ky)|2 dk converges to zero for n→∞.

If the function φ is not bounded on Kp , it is still square integrable and so for given
ε > 0 there exists a function ψ ∈ Vλ, bounded on Kp , such that ‖ϕ − ψ‖< ε/4C.
There exists n0, such that for all n≥ n0 one has ‖πλ(yn)ψ − πλ(y)ψ‖< ε/2. Thus
for every n≥ n0,∥∥πλ(yn)ϕ − πλ(y)ϕ

∥∥≤ ∥∥πλ(yn)ϕ − πλ(yn)ψ
∥∥

+ ∥∥πλ(yn)ψ − πλ(y)ψ
∥∥+ ∥∥πλ(y)ψ − πλ(y)ϕ

∥∥
≤ 2C‖ϕ −ψ‖ + ∥∥πλ(yn)ψ − πλ(y)ψ

∥∥< ε

2
+ ε

2
= ε.

We have shown that πλ is indeed a representation.
For unitarity note that, on the one hand,∫

Kp

∣∣ϕ(ky)∣∣2 dk =
∫
Kp

a(ky)λ+λ+δ
∣∣ϕ(k(ky))∣∣2 dk

for every ϕ ∈ Vλ. Then Proposition 7.1.2 asserts that, on the other hand,∫
Kp

∣∣ϕ(k)∣∣2 dk =
∫
Kp

a(ky)δ
∣∣ϕ(k(ky))∣∣2 dk.
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So unitarity of πλ is equivalent to the identity∫
Kp

a(ky)δ
∣∣ϕ(k(ky))∣∣2 dk =

∫
Kp

a(ky)λ+λa(ky)δ
∣∣ϕ(k(ky))∣∣2 dk

for every ϕ ∈ Vλ. This in turn is equivalent to aλ+λ = 1 for every a ∈Ap .
The restriction to the subgroup Kp is a subrepresentation of the right regular

representation on L2(Kp). It is therefore unitary and the theorem is proven. �

7.2 From Real to Adelic

The group GA =GL2(A) is a direct product

GA =Gfin ×GR.

The group Gfin is the restricted product

Gfin =
∏̂
p<∞

Kp

Gp

(see Exercise 7.1). We equip Gfin with the restricted product topology. The group

G
Ẑ
=
∏
p<∞

Kp

is a maximal compact (and open) subgroup of Gfin. On Gfin we choose the unique
Haar measure giving G

Ẑ
the volume 1. Instead of GL2, we can do the same with

SL2, so SL2(A) = SL2(Afin) × SL2(R) and SL2(Afin) is the restricted product of
the groups SL2(Qp) with respect to the compact open subgroups SL2(Zp).

Theorem 7.2.1 The group SL2(Q) is dense in SL2(Afin). For GL2 one has

Gfin =GQGẐ
.

The groupGQ is discrete in GA. It is contained in G1
A
= {g ∈GA : |detg| = 1}.

The quotient GQ\G1
A

is not compact, but has finite Haar measure. The same
holds for SL2(Q)\SL2(A).

Proof Let X be the closure of SL2(Q) in SL2(Afin). Since Q is dense in Afin, all
matrices of the form

( 1 x
1

)
or
( 1
x 1

)
lie in the group X. Hence all matrices of the

form (
1 x

1

)(
1
y 1

)(
1 z

1

)
=
(

1+ xy z+ xyz+ x

y 1+ zy

)

lie in X. Let
(
a b
c d

)
in SL2(Afin), where c is a unit in Afin. Set y = c and x =

(a−1)/y, as well as z= (d−1)/y. Then one gets b= z+xyz+x, as both matrices
have determinant 1. So we see that all matrices of the form

(
a b
c d

)
, where c ∈ A

×
fin
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lie in X. For arbitrary
(
a b
c d

) ∈ SL2(Afin) one considers
( 1
x 1

)(
a b
c d

) = ( a b
c+ax b+dx

)
.

Considering one prime at a time, one sees that there exists x ∈ Afin, such that
c + ax is a unit. So SL2(Q) is dense in SL2(Afin). As QẐ

× = Afin, we also get
Gfin =GQGẐ

.
We now show that GQ is discrete in GA. For this let U ⊂ GR be an open unit

neighborhood such that U ∩ GL2(Z) = {1}. Then V = G
Ẑ
× U is an open unit

neighborhood in GA. Since GQ ∩GẐ
= GL2(Z), it follows that GQ ∩ V = {1}, so

GQ is discrete. By the product formula we have |det(g)| = 1 for g ∈GQ.
Let G1

R
=GL2(R)

1 be the set of all g ∈GL2(R) with |det(g)| = 1. We know that
SL2(Z)\SL2(R) and GL2(Z)\G1

R
are not compact, but have finite Haar measure.

Therefore the next claim of the theorem follows from the following proposition.

Proposition 7.2.2 The map φ :GZx 
→GQ(1, x)GẐ
is a GR-equivariant homeo-

morphism

GZ\GR

∼=−→GQ\GA/GẐ
.

The map SL2(Z)x 
→ SL2(Q)(1, x)SL2(Ẑ) is an SL2(R)-equivariant homeomor-
phism

SL2(Z)\SL2(R)
∼=−→ SL2(Q)\SL2(A)/SL2(Ẑ).

Proof We show the first assertion, as the second is proved analogously. We first
have to show well-definedness of the map φ. For this let x, y ∈GR with

GL2(Z)x =GL2(Z)y.

This means x = γy for some γ ∈GL2(Z). Note GL2(Z)=GQ ∩GẐ
. Using square

brackets to denote double cosets, we see that in GQ\G1
A
/G

Ẑ
the following identity

holds:

[1, x] = [1, γy] = [γ γ−1, γy
]= [γ−1, y

]= [1, y].
It follows that the map φ is well defined.

To show injectivity assume φ(x)= φ(y). Then

GQ(1, x)GẐ
=GQ(1, y)GẐ

.

This means that there is a γ ∈GQ and a k ∈G
Ẑ

with

(1, x)= γ (1, y)k = (γ k, γy).

Comparing the finite coordinates we get γ k = 1, so γ = k−1 lies in GQ ∩ G
Ẑ
=

GQ ∩ ∏
p<∞Kp = GL2(Z). Because of x = γy it follows that GL2(Z)x =

GL2(Z)y, so φ is injective.
For surjectivity we have to show that GA = GQGRGẐ

. For this let x =
(xfin, x∞) ∈ GA. As GQ is dense in Gfin, there exists γ ∈ GQ such that k =
γ−1xfin ∈ G

Ẑ
. So we have x = γ (1, γ−1x∞)k and the claim follows. It is easy

to see that φ is continuous and open. �
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To continue the proof of the theorem, we conclude the finiteness of the Haar
measure of GQ\G1

A
as follows. The Haar measure induces a G1

R
-invariant measure

on

GQ\G1
A
/G

Ẑ
∼=GL2(Z)\G1

R
.

By uniqueness of Haar measures this must be a scalar multiple of the Haar measure
on G1

R
. We already know that the quotient

GL2(Z)\G1
R
∼= SL2(Z)\SL2(R)

has finite Haar measure. Hence GQ\G1
A
/G

Ẑ
has finite Haar measure. As the group

G
Ẑ

is compact, it also has finite Haar measure, so GQ\G1
A

has finite Haar mea-
sure. �

For N ∈N let

Γ (N)=
{
g ∈GL2(Z) : g ≡

(
1

1

)
modN

}
.

This is the kernel of the group homomorphism

φ :GL2(Z)→GL2(Z/NZ).

Therefore Γ (N) is a normal subgroup of finite index. Note that for N ≥ 3 the group
Γ (N) is contained in SL2(Z). A subgroup Γ ⊂ GL2(Z) is called a congruence
subgroup if it contains Γ (N) for some N ∈N.

Lemma 7.2.3 Let Γ be a congruence subgroup. Then the closure KΓ of Γ in G
Ẑ

is an open subgroup of the compact group G
Ẑ

. One has

Γ =KΓ ∩GQ.

Conversely, for an open subgroup K of G
Ẑ

the group Γ =K ∩GQ is a congruence
subgroup such that K is the closure of Γ .

Proof For N ∈N define

KN =
{
g ∈G

Ẑ
: g ≡

(
1

1

)
modN

}
.

The group KN is open in G
Ẑ

and satisfies KN ∩GQ = Γ (N). As GQ is dense in
Gfin, the group Γ (N) is dense in KN , so KN is the closure of Γ (N).

Now for general congruence subgroups. On the one hand, each congruence sub-
group Γ contains a group of the form Γ (N) with finite index. On the other hand,
each compact open subgroup K of G

Ẑ
contains a group of the form KN with fi-

nite index, as the latter form a neighborhood base of unity by Exercise 5.6. If now
Γ =⋃n

j=1 γjΓ (N), then its closure satisfies

KΓ = Γ =
n⋃

j=1

γjΓ (N)=
n⋃

j=1

γjKN.
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Therefore, KΓ ∩ GQ =⋃n
j=1 γjKN ∩ GQ =⋃n

j=1 γjΓ (N) = Γ . Conversely, if
K =⋃n

j=1 kjKN , then we may choose kj ∈ GQ as the latter is dense. It follows
that

ΓK =K ∩GQ =
n⋃

j=1

kjKN ∩GQ =
n⋃

j=1

kjΓ (N).

Hence ΓK is a congruence subgroup with closure Γ = ⋃N
j=1 kjΓ (N) =⋃N

j=1 kjKn =K . �

Proposition 7.2.4 Let Γ be a congruence subgroup and let KΓ be the closure of Γ
in G

Ẑ
. The map φ : Γ x 
→GQ(1, x)KΓ is a G1

R
-equivariant homeomorphism

Γ \G1
R

∼=−→GQ\G1
A
/KΓ .

If Γ ⊂ SL2(Q), then KΓ is a subgroup of SL2(Ẑ) and the map

Γ x 
→ SL2(Q)(1, x)KΓ

is a SL2(R)-equivariant homeomorphism

Γ \SL2(R)
∼=−→ SL2(Q)\SL2(A)/KΓ .

Proof Analogous to the proof of Proposition 7.2.2. �

Theorem 7.2.5 Let Γ be a congruence subgroup and let KΓ be the closure of
Γ in G

Ẑ
. The restriction induces a unitary G1

R
-isomorphism

L2(GQZR\GA)
KΓ

∼=−→ L2(Γ \G1
R

)
.

Proof Because of L2(GQZR\GA)
KΓ ∼= L2(GQZR\GA/KΓ ) the claim follows

from the last proposition. �

Theorem 7.2.6 The classical holomorphic modular forms, as well as the Maaß
wave forms, can be interpreted canonically as elements of L2(GQZR\GA).

Further, this correspondence is compatible with L-functions in the following
sense: To every holomorphic or Maaß cusp form f we have attached an L-function
L(f, s). The spaces of cusp forms have bases consisting of such functions f , the im-
ages of which in L2(GQZR\GA/KΓ ) generate irreducible subrepresentations πf of
the group GA. In the next chapter we shall attach L-functions L(π, s) to those rep-
resentations π , and we shall show that L(π, s)= L(f, s), if the representation π is
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generated by the cusp form f . We shall not prove this fact in full generality, but do
the computations only for cusp forms of the full modular group SL2(Z).

Proof of the Theorem Both the wave forms as well as the modular forms lie in
the Hilbert space L2(Γ \H), where Γ is a congruence subgroup. The canonical map
g 
→ gi gives an SL2(R)-equivariant bijection SL2(R)/SO(2)∼=H. The same works
for G1

R
, if we extend the action of SL2(R) on H to a G1

R
action as follows: If

g = ( a b
c d

) ∈G1
R

already has determinant 1, we have defined the action by z 
→ gz=
az+b
cz+d . If det(g) =−1, the complex number az+b

cz+d lies in the lower half plane H. In
this case we define for z ∈H,

gz=
(
az+ b

cz+ d

)
= az̄+ b

cz̄+ d
.

This defines an action of the group G1
R

on H and the map g 
→ gi is a bijection
G1

R
/O(2)∼=H.
So we get a canonical identification

L2(Γ \H)∼= L2(Γ \G1
R
/O(2)

)∼= L2(Γ \G1
R

)O(2)
.

By the last theorem there is a canonical isometric embedding L2(Γ \G1
R
) ↪→

L2(GQZR\GA). �

Definition 7.2.7 In this book we define an automorphic form to be an element of
L2(GQZR\GA).

The theorem says that holomorphic modular forms as well as Maaß wave forms
are automorphic forms. In the literature one finds other definitions of automorphic
forms—some wider and some narrower than ours. For instance, some authors leave
out the L2-integrability and replace it by a growth condition. In this case also non-
holomorphic Eisenstein series will be automorphic forms.

7.3 Bochner Integral, Compact Operators and Arzela–Ascoli

In this section we provide some techniques which will be used later.
The Bochner integral is also called the vector-valued integral. For a func-

tion f : X → V with values in a Banach space V we want to define an integral∫
X
f dμ ∈ V , such that for every continuous linear functional α on V one has

α

(∫
X

f dμ

)
=
∫
X

α(f )dμ,

where α(f ) means α ◦ f .
We need the notion of operator norm.
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Definition 7.3.1 Let V and W be Banach spaces. A linear map T : V →W is also
called a linear operator from V to W . The operator norm of T is defined as

‖T ‖op
def= sup

v∈V�{0}
‖T v‖
‖v‖ = sup

‖v‖=1
‖T v‖.

The operator T is called a bounded operator if it has finite operator norm, i.e. if
‖T ‖op <∞.

Lemma 7.3.2 Let T be a linear operator from the Banach space V to the Banach
space W . Then ‖T v‖ ≤ ‖T ‖op‖v‖, if v ∈ V . The operator T is continuous if and
only if it is bounded.

Proof The first assertion is clear. Let T be continuous. Assume ‖T ‖op =∞. Then
there exists a sequence vj ∈ V with ‖vj‖ = 1 and ‖T vj‖ →∞. We can assume
‖T vj‖ 
= 0 for every j . Then the sequence 1

‖T vj ‖vj tends to zero, so the sequence

‖T ( 1
‖T vj ‖vj )‖ =

‖T vj ‖
‖T vj ‖ converges to zero, which is a contradiction.

For the converse direction assume C = ‖T ‖op <∞ and let (vj ) be a sequence
in V , converging to v ∈ V . Then ‖T vj − T v‖ ≤ C‖vj − v‖, so T vj converges to
T v and therefore T is continuous. �

Let (V ,‖ · ‖) be a Banach space and let (X,A,μ) be a measure space. A simple
function is a map s :X→ V , which can be written in the form

s =
n∑

j=1

1Aj
bj ,

where A1, . . . ,An are pairwise disjoint measurable sets of finite measure, i.e.
μ(Aj ) <∞, and bj ∈ V . We define the integral of a simple function as

∫
X

s dμ
def=

n∑
j=1

μ(Aj )bj ∈ V.

Note that ‖ ∫
X
s dμ‖ ≤ ∫

X
‖s‖dμ and that for every linear map T : V →W for a

Banach space W one has T (
∫
X
s dμ)= ∫

X
T (s) dμ, where T (s) means T ◦ s.

We equip V with the Borel σ -algebra. A measurable function f : X → V is
called integrable if there exists a sequence sn of simple functions such that

lim
n→∞

∫
X

‖f − sn‖dμ= 0.

In this case we call (sn) an approximating sequence.
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Theorem 7.3.3

(a) If f is integrable and (sn) is an approximating sequence, then the sequence
of vectors

∫
X
sn dμ converges in V . The limit of this sequence is indepen-

dent of the choice of the approximating sequence. We define the integral of
f as this limit: ∫

X

f dμ
def= lim

n→∞

∫
X

sn dμ.

(b) For every integrable function f one has∥∥∥∥
∫
X

f dμ

∥∥∥∥≤
∫
X

‖f ‖dμ <∞.

(c) For every integrable function f and every continuous linear operator
T : V →W to a Banach space W one has

T

(∫
X

f dμ

)
=
∫
X

T (f )dμ.

(d) In the case V =C the Bochner integral coincides with the usual integral.

Proof It suffices to show that for any approximating sequence (sn) the sequence of
integrals

∫
X
sn dμ converges. Then the limit is uniquely determined, as for a second

approximating sequence (tn) also the sequence (rn) with r2n = sn and r2n−1 = tn
is an approximating sequence. Since

∫
X
rn dμ converges, the limits of

∫
X
sn dμ and∫

X
tn dμ must coincide.
To show convergence, it suffices to show that

∫
X
sn dμ is a Cauchy sequence. For

m,n ∈N consider∥∥∥∥
∫
X

sm dμ−
∫
X

sn dμ

∥∥∥∥=
∥∥∥∥
∫
X

sm − sn dμ

∥∥∥∥≤
∫
X

‖sm − sn‖dμ

≤
∫
X

‖sm − f ‖dμ+
∫
X

‖f − sn‖dμ.

The right-hand side tends to zero for m,n→∞. Therefore
∫
X
sn dμ is indeed a

Cauchy sequence. This implies part (a).
For (b) note that the inequality | ‖f ‖ − ‖sn‖| ≤ ‖f − sn‖ implies that the C-

valued function ‖f ‖ is integrable and that the sequence ‖sn‖ converges to ‖f ‖ in
L1(X). Therefore,∥∥∥∥

∫
X

f dμ

∥∥∥∥= lim
n

∥∥∥∥
∫
X

sn dμ

∥∥∥∥≤ lim
n

∫
X

‖sn‖dμ=
∫
X

‖f ‖dμ.

Finally for part (c). Continuity and linearity of T implies

T

(∫
X

f dμ

)
= lim

n

∫
X

T (sn) dμ.
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We show that T (f ) = T ◦ f is integrable and that the right-hand side equals∫
X
T (f )dμ. Let (sn) be an approximating sequence for f . As T is continuous,

there exists C > 0 such that |T (v)| ≤ C‖v‖ holds for every v ∈ V . We conclude∫
X

∥∥T (f )− T (sn)
∥∥dμ=

∫
X

∥∥T (f − sn)
∥∥dμ ≤ C

∫
X

‖f − sn‖dμ.
The right-hand side tends to zero, so the claim follows. Part (d) is clear, since an
approximating sequence converges to f in the L1-topology and the integral is a
continuous linear functional with respect to that topology. �

Definition 7.3.4 A topological space Y is said to be separable if Y contains a count-
able dense subset. A subset A⊂ Y of a topological space Y is called separable if it
is separable in the subset topology. This is equivalent to the existence of a countable
set C ⊂A such that A lies in the closure C.

A map f :X→ Y , where Y is a topological space, is called a separable map if
the image f (X) is a separable subset of Y .

Examples 7.3.5

• The set R of real numbers with its usual topology is separable, as it contains the
countable dense subset Q of rational numbers.

• If (V , d) is a metric space, then every compact subset K ⊂ V is separable. This
can be seen by coveringK with finitely many open balls of radius 1/n and centers
in K . Letting n ∈ N tend to infinity, the countably many centers of these balls
form a dense subset.

• A Hilbert space H is separable if and only if it possesses a countable orthonormal
basis (ej )j∈N. In this case the set of all Q(i)-linear combinations of the basis
vectors ej is a countable dense subset.

• For a given measure space (X,A,μ) assume that the σ -algebra A has a countable
set of generators. Then the Hilbert space L2(X,μ) is separable.

• Let (V , d) be a separable metric space. Then every map f :X→ V is separable,
see Exercise 7.2.

• Let X be a topological space and (V , d) a metric space. Then every continuous
function f :X→ V of compact support is separable.

Definition 7.3.6 For a measure space (X,μ) a map f : X→ V to a topological
space V is called essentially separable if there exists a set N ⊂X of measure zero,
such that f is separable on X�N .

Theorem 7.3.7 Let X be a measure space and V a Banach space. For a mea-
surable function f :X→ V the following are equivalent:

• f is integrable,
• f is essentially separable and

∫
X
‖f ‖dμ <∞.



176 7 Automorphic Representations of GL2(A)

Proof For integrable f , the function ‖f ‖ is also integrable by Theorem 7.3.3(b). We
have to show that f is essentially separable. Let (sn) be an approximating sequence.
Every sn is a simple function, so the Banach space E, generated by the images
sn(X) for all n ∈ N, is separable. The set N = f−1(V � E) is a countable union
N =⋃n Nn, where Nn = {x ∈X : ‖f (x)− e‖ ≥ 1

n
∀e ∈E}. Since

∫
X
‖f − sn‖dμ

tends to zero, the set Nn is a set of measure zero for each n ∈ N and therefore N is
a set of measure zero, so f is essentially separable.

For the converse assume that f is essentially separable and that
∫
X
‖f ‖dμ <∞

holds. Let C = {cn : n ∈ N} be a countable dense subset of f (X). For n ∈ N and
δ > 0 let Aδ

n be the set of all x ∈X such that ‖f (x)‖ ≥ δ and ‖f (x)− cn‖< δ. As
f is measurable, this is a measurable set. We make this sequence pairwise disjoint
by defining

Dδ
n

def= Aδ
n �

⋃
k<n

Aδ
k.

The set
⋃

n∈NAδ
n =

⋃
n∈NDδ

n equals f−1(V � Bδ(0)), since C is dense. The
function ‖f ‖ being integrable, the set

⋃
n∈NDδ

n is of finite measure. Let sn =∑n
j=1 1

D
1/n
j

cj . Then sn is a simple function. We show that the sequence (sn) con-

verges point-wise to f . Let x ∈ X. If f (x) = 0, then sn(x) = 0 for every n. So
assume f (x) 
= 0. Then ‖f (x)‖ ≥ 1

n
for some n ∈ N. For every m ≥ n one has

x ∈⋃ν∈ND
1/m
ν , so that for every m ≥ n there exists a unique ν0 with x ∈ D1/m

ν0 ,
i.e. sm(x) = cν0 and ‖f (x) − cν0‖ < 1

m
, which yields sn → f as claimed. By

construction we get ‖sn‖ ≤ 2‖f ‖. It follows that ‖f − sn‖ tends to 0 point-wise
and ‖f − sn‖ ≤ ‖f ‖ + ‖sn‖ ≤ 3‖f ‖. The dominated convergence theorem gives∫
X
‖f − sn‖dμ → 0. �

Corollary 7.3.8 Let μ be a Radon measure on the locally compact space X. Then
every continuous function f :X→ V of compact support is integrable.

Proof The C-valued function ‖f ‖ is continuous as well and has compact support,
and is therefore integrable. Further, the image of f is compact, and therefore sepa-
rable by Example 7.3.5. The claim now follows from Theorem 7.3.7 and the second
example of 7.3.5. �

Let (π,Vπ) be a continuous representation of a locally compact group G on a
separable Banach space Vπ , and let f be a C-valued measurable function on G.
Assume that the function

x 
→ f (x)π(x)

with values in the Banach space B(Vπ ) of all bounded operators is integrable. Then
the operator

π(f )
def=
∫
G

f (x)π(x)dx
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is continuous and satisfies

∥∥π(f )∥∥op ≤
∫
G

∣∣f (x)∣∣∥∥π(x)∥∥op dx.

Note that this holds for example if f ∈ Cc(G).
According to the remarks following Definition 2.8.10, for every bounded opera-

tor T on a Hilbert space V there exists a bounded operator T ∗ such that

〈T v,w〉 = 〈v,T ∗w〉

holds for all v,w ∈ V . The operator T ∗ is uniquely determined and is called the
adjoint of T .

Lemma 7.3.9 Let (π,Vπ) be a unitary representation of the locally compact
group G. If f ∈ L1(G), then the function x 
→ f (x)π(x) with values in the Ba-
nach space B(Vπ) of all bounded operators on Vπ is integrable and the integral
satisfies

∥∥π(f )∥∥op ≤ ‖f ‖1.

For f,g ∈ L1(G) one has π(f ∗ g)= π(f )π(g) and π(f ∗)= π(f )∗.

Proof We first show the integrability of f (x)π(x). As π is unitary, one has
‖f (x)π(x)‖op = |f (x)| and therefore

∫
G

∥∥f (x)π(x)∥∥dx =
∫
G

∣∣f (x)∣∣dx <∞.

Next we show that f (x)π(x) is separable. Since the function f is integrable, there
exists an open subgroup H of G, such that f is zero outside H and H is a union
H =⋃n∈NKn of compact sets (see Corollary 1.3.5(d) in [DE09]). On the compact
set Kn, the continuous map f (x)π(x) is separable, so it is separable in general. The
remaining assertions are easily verified. �

An operator T on a Hilbert space H is called a compact operator if T maps
bounded sets to relatively compact sets. Recall that a set A⊂H is called relatively
compact if its closure is compact.

One can reformulate the definition as follows: an operator T is compact if and
only if for any given bounded sequence vj ∈H , the sequence T vj has a convergent
subsequence. If T is compact and S is a bounded operator, then T S and ST are both
compact.

An operator T on a Hilbert space is called a normal operator if it commutes with
its adjoint, i.e. if T T ∗ = T ∗T holds.
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Theorem 7.3.10 (Spectral theorem for compact normal operators) Let T be a
compact normal operator on the Hilbert space H . Then there is a sequence of
complex numbers λn 
= 0, which is either finite or tends to zero, such that the
space H decomposes orthogonally

H = ker(T )⊕
⊕
n

Eig(T ,λn).

Each eigenspace Eig(T ,λn) = {v ∈ H : T v = λnv} is finite-dimensional and
the eigenspaces are pairwise orthogonal.

Proof The proof is found in many books on functional analysis, such as [DE09,
Rud91, Wei80, Yos95]. �

Let G be a unimodular locally compact group. A Dirac sequence in G is a se-
quence of functions fj ∈ Cc(G) such that

• suppfj+1 ⊂ suppfj ,
• for every unit neighborhood U there is j ∈N with suppfj ⊂U ,
• fj ≥ 0, fj (x−1)=ΔG(x)fj (x) and

∫
G
fj (x) dx = 1.

There exists a Dirac sequence if the group has a countable unit neighborhood
base, i.e. if there is a sequence Uj of unit neighborhoods such that for every unit
neighborhood U there exists j ∈N with Uj ⊂U . This is an immediate consequence
of Urysohn’s Lemma A.3.2.

Examples 7.3.11

• If the group G is metrizable, i.e. if there exists a metric d on G, which generates
the topology, then G has a countable unit neighborhood base, for instance, one
can take Uj to be the open ball B1/j (1) of radius 1/j around the unit element.

• The group GL2(R) has a countable uni-neighborhood-base as it is metrizable,
since the topology of R4 is given by a metric.

• For every prime number p the group Gp =GL2(Qp) has a countable unit neigh-
borhood base given by Uj = 1+ pjM2(Zp).

• If G is the restricted product of countably many groups Gk , each with countable
unit neighborhood base, then G has a countable unit neighborhood base. So in
particular the group GA has a countable unit neighborhood base.

Lemma 7.3.12 Let G be a locally compact group that admits a countable unit
neighborhood base. Let (fj ) be a Dirac sequence in G and let (π,Vπ) be a unitary
representation. Then for every given v ∈ Vπ , the sequence π(fj )v converges to v in
the Banach space Vπ .

Proof Let ε > 0 and let Uε be the open ε-neighborhood of v ∈ Vπ . By continuity
of the representation, there exists a unit neighborhood U in G with π(U)v ⊂ Uε .
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For the Dirac sequence fj there exists an index j0, such that for j ≥ j0 one has
suppfj ⊂U , and so

∥∥π(fj )v − v
∥∥=

∥∥∥∥
∫
U

fj (x)
(
π(x)v − v

)
dx

∥∥∥∥≤
∫
U

fj (x)
∥∥π(x)v − v

∥∥dx < ε.

�

On Cc(G) consider the involution f ∗(x) = f (x−1). An element f ∈ Cc(G) is
called self-adjoint if f ∗ = f .

Proposition 7.3.13 Let (η,Vη) be a unitary representation of G such that there
exists a Dirac sequence (fj ) on G with η(fj ) being a compact operator for ev-
ery j ∈ N. Then η is a direct orthogonal sum of irreducible representations, each
occurring with finite multiplicity.

Proof Zorn’s lemma gives us a subspace U , maximal with the property that it is a
direct sum of irreducible subrepresentations. The assumption of the current proposi-
tion holds for the orthogonal complement U⊥ of U in V = Vη as well. This orthog-
onal complement does not contain an irreducible subspace. We have to show that it
is zero. In other words, we have to show that a representation η 
= 0 that satisfies the
assumptions of the proposition contains an irreducible subrepresentation.

Let j ∈ N. Then f = fj is self-adjoint and so η(f ) is self-adjoint and compact.
By the spectral theorem the space V = Vη decomposes

V = Vf,0 ⊕
∞⊕
ν=1

Vf,ν,

where Vf,0 is the kernel of η(f ) and Vf,ν for ν > 0 is an eigenspace of η(f ) to
some eigenvalue λν 
= 0. We include the possibility that there are only finitely many
eigenspaces, since we allow that Vf,ν be the zero space.

The sequence (λf,ν)ν∈N of eigenvalues tends to zero and each of the eigenspaces
Vf,ν is finite-dimensional. Fix a closed, G-invariant subspace 0 
= V ′ ⊂ V . One gets
a decomposition

V ′ = V ′
f,0 ⊕

∞⊕
ν=1

V ′
f,ν,

where V ′
f,ν = V ′ ∩ Vf,ν is the λν -eigenspace of η(f ) acting on the space V ′. We

claim that there exists f = fj such that for some ν ≥ 1 the space V ′
f,ν is non-trivial.

Assume the contrary. Then V ′ ⊂ ker(η(fj )) for every j . For 0 
= v′ ∈ V ′ we have
η(fj )v

′ = 0 for all j ∈ N which contradicts η(fj )v′ → v′ as j →∞. So the claim
follows.
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Fix some f = fj and ν in N, and consider the set of all non-trivial intersections
Vf,ν ∩U , where U runs over all closed, G-stable linear subspaces of V . Among all
these sections choose one, W = Vf,ν ∩U , of minimal dimension. Let

U1 =
⋂

U :U∩Vf,ν=W
U,

where the intersection extends over all closed, G-stable subspaces U , whose in-
tersection with Vf,ν equals W . Then U1 is a closed, G-stable linear subspace it-
self. We claim that it is irreducible. For this assume you are given an orthogonal
decomposition U1 = E ⊕ F with closed, G-stable linear subspaces E and F . If
Ef,ν =E ∩ Vf,ν = 0= F ∩ Vf,ν = Ff,ν , then W = (E ⊕ F)f,ν =Ef,ν ⊕ Ff,ν = 0,
a contradiction. By minimality of W one has W ⊂E or W ⊂ F , such that one of the
two spaces E or F is the zero space. Therefore U1 is irreducible. We have shown
that V indeed contains an irreducible subspace. As shown above, this implies that
V is a direct sum of irreducible subspaces.

It remains to show that the multiplicities are finite. For this let I be any index
set and let Vi ⊂ Vη , i ∈ I , be linearly independent subrepresentations, such that
σi = ηi |Vi are pairwise unitarily isomorphic. Let λ ∈C�{0} be an eigenvalue of one
of the σi(fj ). Then λ is an eigenvalue of every σi(f ) for i ∈ I . Since the eigenvalues
of η(f ) have finite multiplicity, the set I must be finite. �

7.3.1 The Arzela–Ascoli Theorem

Let (X,d) be a separable metric space. Let C(X) be the set of all continuous
complex valued functions on X.

Definition 7.3.14 A subset F ⊂ C(X) is called normal if every sequence in F
admits a locally uniformly convergent subsequence.

Definition 7.3.15 A subset F of C(X) is called equicontinuous at x ∈ X, if for
every ε > 0 there exists a δ > 0 such that for every f ∈ F and every y ∈ X with
d(x, y) < δ one has |f (x)− f (y)| < ε. We put this in one formula. The set F is
equicontinuous at x if and only if

∀ε>0 ∃δ>0 ∀f∈F : d(x, y) < δ ⇒ ∣∣f (x)− f (y)
∣∣< ε.

(This is the usual ε, δ criterion for continuity at the point x, except that the value of
δ > 0 does not depend on the chosen function f ∈F .)

Note that equicontinuity in the case of the manifold G∞ = GL2(R) can be veri-
fied through a differential criterion: Suppose that F lies inside C1(G∞) and suppose
that for every x ∈G∞ and every X ∈M2(R) the set

XF(G∞)=
{
R̃Xf (x) : f ∈F , x ∈G∞

}
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is bounded by a constant C(X,x), in such a way that for fixed X ∈M2(R) the map
x 
→ C(X,x) is continuous. Then the set F is equicontinuous at every x ∈ G∞.
(This follows from the mean value theorem of differential calculus, as the assump-
tion implies that for every compact set U ⊂ G∞ there exists a bound C(U) > 0,
such that ‖Df (x)‖< C(U) holds for every f ∈ F and every x ∈ U , where Df (x)
is the differential of the map f .)

Theorem 7.3.16 (Arzela–Ascoli) Let F be a subset of C(X), such that

• for every x ∈X the set F(x)= {f (x) : f ∈F} is bounded and
• F is equicontinuous at every point x of X.

Then F is normal.

Proof of the Theorem Choose a dense sequence (xn)n∈N in X. Since F(x1) is
bounded, there exists a subsequence (f 1

j ) of (fj ) such that the sequence f 1
j (x1)

converges. Next pick a subsequence (f 2
j ) of (f 1

j ) such that f 2
j (x2) converges as

well. Repeating, for every n ∈ N we obtain a subsequence (f n+1
j )j∈N of (f n

j )j∈N,

such that (f n+1
j (xn+1))j∈N converges. Set

gj = f
j
j .

Then gj (xn) converges for every n ∈ N. Call the limit g(xn). We claim that the
sequence gj converges locally uniformly. To show this, let x ∈ X and ε > 0. Then
there exists δ > 0 such that for y ∈ X the inequality d(x, y) < δ implies |gj (x)−
gj (y)|< ε/3 for every j ∈N.

The sequence xn being dense, there exists n ∈ N with d(xn, x) < δ, and there is
j0 such that for j ≥ j0 one has

∣∣gj (xn)− g(xn)
∣∣< ε

6
.

For i, j ≥ j0 this implies |gi(xn)− gj (xn)|< ε/3, and

∣∣gi(x)− gj (x)
∣∣≤ ∣∣gi(x)− gi(xn)

∣∣+ ∣∣gi(xn)− gj (xn)
∣∣+ ∣∣gj (xn)− gj (x)

∣∣
<
ε

3
+ ε

3
+ ε

3
= ε.

So gj (x) is a Cauchy sequence; hence it converges to a complex number which we
call g(x). Finally, to show that this convergence is locally uniform, let y ∈ X with
d(x, y) < δ/2. Then one has d(xn, y) < δ and the computation above shows that for
j ≥ j0 one obtains |gj (y)− g(y)| ≤ ε. �
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7.4 Cusp Forms

For any ring R denote by NR the group of all 2 × 2 matrices of the form
( 1 x

1

)
with x ∈ R. Then NR is a group isomorphic to the additive group of the ring R.
A function f ∈ L2(GQ\G1

A
) is called a cusp form if∫

NQ\NA

f (nx)dn= 0

holds for almost all x ∈ G1
A

. The set of cusp forms is a linear subspace, denoted
L2

cusp = L2
cusp(GQ\G1

A
) of L2(GQ\G1

A
). This space is stable under the representa-

tion of G1
A

given by right translation, i.e. with

R(y)f (x)= f (xy)

one has R(y)L2
cusp = L2

cusp for every y ∈G1
A

.
There is an isomorphism

G1
A
×R

×+
∼=−→GA

given by (g, t) 
→ √
tg, where

√
t is

√
t
( 1

1

)
at the infinite place and

( 1
1

)
at the

finite places.

Definition 7.4.1 Let C∞
c (GA) be the set of all functions on GA, which are linear

combinations of functions of the form f =∏p fp , where for every p ≤∞ the func-
tion fp lies in C∞

c (GQp
) and for almost all p the equality fp = 1Kp holds. For f ∈

C∞
c (GA) the operator R(f ) is defined by integration R(f )= ∫

GA
f (x)R(x)dx.

Let K∞ = O(2) and Kp = GL2(Zp) for p <∞. Further let Kfin = GL2(Ẑ) =∏
p<∞Kp and KA = Kfin × K∞. For any ring R let PR be the set of all upper

triangular matrices in GL2(R). For c > 0 let Ac be the set of all matrices of the form( y
1

)
, where y ∈ R and y ≤ c. A Siegel domain is a set of the form S = S(Ω,c)=

ΩAcKA, where c > 0 and Ω is a compact subset of PR.

Lemma 7.4.2 There exists a Siegel domain S such that

GA =GQZR S.

Proof By Proposition 7.2.2 we get

GQZR\GA/KA
∼=GZZR\GR/K∞.

The claim is that there exists a compact set Ω ⊂ PR and c > 0 such that the image
of ΩAc on the left-hand side is the whole set on the left-hand side. It suffices to
show this on the right-hand side. We therefore have to show

GR/K∞ =GZZRΩAcK∞/K∞

for some Ω and some c. If Ω contains the set
{( 1 x

1

) : |x| ≤ 1
2

}
and if c ≤

√
3

2 ,
then the set ΩAcK∞/K∞ contains a fundamental set for SL2(Z) in the upper half
plane H. The claim follows. �
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A function ϕ on ZRGQ\GA is called rapidly decreasing if there is a compact
set Ω ⊂ PR and c > 0, such that Lemma 7.4.2 is satisfied and for every n ∈N there
exists Cn > 0 such that ∣∣∣∣ϕ

(
ω

(
y

1

)
k

)∣∣∣∣≤ Cny
−n

holds for every ω
( y

1

)
k in the Siegel domain ΩAcKA.

Proposition 7.4.3 Let f ∈ C∞
c (GA).

(a) There is a constant C > 0 such that for every ϕ ∈ L2
cusp(GQ\G1

A
) ∼=

L2
cusp(GQZR\GA) one has

sup
x∈GA

∣∣R(f )ϕ(x)∣∣≤ C‖ϕ‖2.

The function R(f )ϕ is rapidly decreasing.
(b) The operator R(f ) is compact on the space L2

cusp(GQZR\GA).

Proof We compute

R(f )ϕ(x)=
∫
GA

f (y)ϕ(xy)dy =
∫
GA

f
(
x−1y

)
ϕ(y)dy

=
∫
NQ\GA

∑
γ∈NQ

f
(
x−1γy

)
︸ ︷︷ ︸

=K(x,y)

ϕ(y) dy.

Set K0(x, y)=
∫
A
f (x−1

( 1 a
1

)
y)da. We have

∫
NQ\GA

K0(x, y)ϕ(y) dy =
∫
NQ\GA

∫
A

f

(
x−1

(
1 a

1

)
y

)
da ϕ(y)dy

=
∫
NQ\GA

∫
A/Q

∑
γ∈NQ

f

(
x−1γ

(
1 a

1

)
y

)
da ϕ(y)dy

=
∫
A/Q

∫
NQ\GA

∑
γ∈NQ

f
(
x−1γy

)
ϕ

((
1 a

1

)
y

)
dy da

=
∫
NQ\GA

∑
γ∈NQ

f
(
x−1γy

)∫
A/Q

ϕ

((
1 a

1

)
y

)
da

︸ ︷︷ ︸
=0

dy

= 0.

Putting K ′(x, y)=K(x,y)−K0(x, y), we obtain

R(f )ϕ(x)=
∫
NQ\GA

K ′(x, y)ϕ(y) dy.
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Let Fx,y(t) = f (x−1
( 1 t

1

)
y), t ∈ A. We get K0(x, y) = F̂x,y(0) and the Poisson

Summation Formula implies that

K ′(x, y)=
∑
q∈Q×

F̂x,y(q)=
∑
q∈Q×

∫
A

f

(
x−1

(
1 t

1

)
y

)
e(−qt) dt.

Let S = ΩAcKA be a Siegel domain satisfying Lemma 7.4.2. For x ∈ S, x =
px
( ax

1

)
kx one has

K ′(x, y) 
= 0 ⇒ y ∈NQXP

(
ax

1

)
KA ⊂NQ

(
ax

1

)
XG,

where XP ⊂ P(A) and XG ⊂GA are fixed compact sets. We can therefore write

K ′(x, y)=
∑
q∈Q×

∫
A

f

(
x−1

(
1 t

1

)
y

)
e(−qt) dt

=
∑
q∈Q×

∫
A

f

((
1 ta−1

x

1

)
ωx,y

)
e(−qt) dt,

and here ωx,y stays in a fixed compact set. Changing variables to v = ta−1
x we get

K ′(x, y)= |ax |
∑
q∈Q×

∫
A

f

((
1 v

1

)
ωx,y

)
e(−qaxv) dv.

The function λ 
→ ∫
A
f (
( 1 v

1

)
ωx,y)e(−λv)dv is the Fourier transform of a

Schwartz–Bruhat function and therefore is a Schwartz–Bruhat function itself. So
the sum runs over the intersection of Q× with a compact set in Afin and for every
ν ∈N there exists a constant Cν > 0 such that∣∣K ′(x, y)

∣∣≤ Cν |ax |
(
1+ |ax |

)−ν
.

The Cauchy–Schwarz inequality implies

∣∣R(f )ϕ(x)∣∣≤ Cν |ax |
(
1+ |ax |

)−ν ∫(
ax

1

)
XG

∣∣ϕ(y)∣∣dy ≤ Cν |ax |
(
1+ |ax |

)−ν‖ϕ‖2.

This implies part (a). To prove part (b), we use the Arzela–Ascoli theorem. Let f ∈
C∞
c (GA). There exists a compact open subgroup K of Gfin such that f is invariant

under K in the sense that f (k1xk2)= f (x) for all k1, k2 ∈K . With Γ =K ∩GQ it
follows that

R(f )L2(GQ\G1
A

)⊂ C∞(GQ\G1
A

)K = C∞(Γ \G1
R

)
.

By part (a) the image of {ϕ ∈ L2
cusp : ‖ϕ‖2 = 1} is globally bounded and likewise for

the image of R̃XR(f )= R(L̃Xf ) for every X ∈M2(R), where we use the notation
of Sect. 3.4. By the Arzela–Ascoli theorem every sequence in R(f )L2

cusp has a
point-wise convergent subsequence and by part (a) this sequence is dominated by
a constant. Therefore the sequence converges in the L1-norm and as it is bounded,
it converges in the L2-norm. So the operator R(f ) on L2

cusp is indeed compact. �
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Using Proposition 7.3.13 we infer the following theorem.

Theorem 7.4.4 The space L2
cusp(GQZR\GA) is a direct sum of irreducible

subspaces, each occurring with finite multiplicity,

L2
cusp(GQZR\GA)=

⊕
π∈ĜA

Ncusp(π)π.

7.5 The Tensor Product Theorem

One of the most important results in the theory of automorphic forms is the tensor
product theorem, which says that every admissible irreducible representation of the
group GA is an infinite tensor product of irreducible representations of the local
groups Gp with p ≤∞. In this section we shall first define infinite tensor products
in the subsection ‘Synthesis’. Then, in ‘Analysis’, we shall prove the tensor product
theorem.

7.5.1 Synthesis

In this subsection we construct infinite tensor products and show that they are irre-
ducible representations of the global group GA.

Definition 7.5.1 A *-algebra is a pair (A,∗) consisting of a C-algebra A and a map
A→A; a 
→ a∗ having the following properties:

(a + b)∗ = a∗ + b∗, (λa)∗ = λa∗, (ab)∗ = b∗a∗,
if a, b ∈A and λ ∈C. Finally, one insists that

a∗∗ = (a∗)∗ = a

holds for every a ∈A. The map a 
→ a∗ is called the involution of the *-algebra A.

Examples 7.5.2

• C is a *-algebra with the involution z∗ = z.
• The algebra Mn(C) of complex n× n matrices is a *-algebra with A∗ = A

t
for

A ∈Mn(C).
• Let V be a Hilbert space. The algebra B(V ) of bounded operators T : V → V is

a *-algebra, when we define T ∗ to be the adjoint operator of T . This operator is
uniquely determined by

〈T v,w〉 = 〈v,T ∗w〉
for all v,w ∈ V .
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• Let G be a locally compact group and let A be the convolution algebra Cc(G).
This is a *-algebra with the involution f ∗(x) = Δ(x−1)f (x−1), where Δ(x) is
the modular function of the group G.

Definition 7.5.3 Let A be a *-algebra. A *-representation of A on a Hilbert space
V is an algebra homomorphism π : A→ B(V ) such that π(a)∗ = π(a∗) holds for
every a ∈ A. A *-representation is called irreducible if the only A-stable closed
subspaces of V are the zero space and V itself.

In other words, π is irreducible, if for every closed linear subspace U ⊂ V one
has

π(A)U ⊂U ⇒ (U = 0 or U = V ).

Here we have written π(A)U for the linear subspace of V , generated by all vectors
of the form π(a)u for a ∈A and u ∈U .

Two *-representations π,η of A on Hilbert spaces Vπ and Vη are called unitarily
equivalent if there exists a unitary operator T : Vπ → Vη such that

T
(
π(f )v

)= η(f )T (v)

holds for every v ∈ Vπ and every f ∈A.

Proposition 7.5.4 Let G be a locally compact group and let A be the *-algebra
Cc(G). Let (π,Vπ) be a unitary representation of G on a Hilbert space Vπ . Then
for every f ∈ Cc(G) the Bochner integral

π(f )=
∫
G

f (x)π(x)dx

exists in the Banach space B(Vπ ) of all bounded operators on Vπ . The map
f 
→ π(f ) is a *-representation of A. Two unitary representations of G are uni-
tarily equivalent if and only if their induced *-representations of A are unitarily
equivalent.

Proof For f ∈ Cc(G) the function x 
→ f (x)π(x) is continuous and has compact
support, therefore is integrable by Corollary 7.3.8. It is a representation of A, as we
can compute, formally at first:

π(f ∗ g)=
∫
G

f ∗ g(x)π(x)dx

=
∫
G

∫
G

f (y)g
(
y−1x

)
dy dx

=
∫
G

f (y)

∫
G

g
(
y−1x

)
π(x)dx dy

=
∫
G

f (y)

∫
G

g(x)π(yx)dx dy

=
∫
G

f (y)π(y)dy

∫
G

g(x)π(x)dx

= π(f )π(g).
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As we did not prove a Fubini-type theorem for Bochner integrals, it remains to
justify the interchange of order of integration. We choose v,w ∈ Vπ and compute,
using the classical Fubini theorem,〈∫

G

∫
G

f (y)g
(
y−1x

)
π(x)dx dy v,w

〉

=
∫
G

∫
G

f (y)g
(
y−1x

)〈
π(x)v,w

〉
dx dy

=
∫
G

f (y)

∫
G

g
(
y−1x

)〈
π(x)v,w

〉
dx dy

=
〈∫

G

f (y)

∫
G

g
(
y−1x

)
π(x)dx dy v,w

〉
.

As this holds for all v,w ∈ Vπ , the interchange is justified. Finally,

π
(
f ∗
)=

∫
G

f ∗(x)π(x) dx =
∫
G

Δ
(
x−1)f (x−1

)
π(x)dx

=
∫
G

f (x)π
(
x−1)dx

=
∫
G

f (x)π(x)∗ dx =
(∫

G

f (x)π(x)dx

)∗
,

so indeed, f 
→ π(f ) is a *-representation.
For the final assertion assume that T : Vπ → Vη is a unitary map with T π(x)=

η(x)T for every x ∈G. Multiplying with f (x) and integrating over x, this identity
yields T π(f ) = η(f )T for every f ∈ Cc(G). For the converse, assume that we
have T π(f ) = η(f )T for every f ∈ Cc(G) and let x0 ∈G. Assume that π(x0) 
=
T −1η(x0)T , say ‖π(x0) − T −1η(x0)T ‖ > ε for some ε > 0, where the norm is
the operator norm. So there exists v,w ∈ Vπ and a ∈ R with Re(〈π(x0)v,w〉) <
a < Re(〈T −1η(x0)T v,w〉). The set U of all x ∈ G with Re(〈π(x0)v,w〉) < a <

Re(〈T −1η(x0)T v,w〉) is open. So let 0≤ f ∈ Cc(G) be non-zero. Then

Re
∫
U

f (x)
〈
π(x)v,w

〉
dx < a‖f ‖1 < Re

∫
U

f (x)
〈
T −1η(x)T v,w

〉
dx.

On the other hand, the two outer sides must agree, a contradiction. �

If A is a *-algebra and π :A→ B(V ) an irreducible representation, we also say
that V is an irreducible module of A. This notion is not to be mixed up with the
notion of a simple module:

Recall that a module of a C-algebra A is a complex vector space M together with
an algebra homomorphism A→ End(M), which is usually written as (a,m) 
→ am.
A simple module is a module M , which has no A-stable linear subspaces other than
the trivial ones 0 and M . The difference from the notion of an irreducible module
is that in the case of a simple module no topology is considered and in the case of
an irreducible module only closed stable subspaces are excluded. So an irreducible
module might still admit non-trivial stable subspaces.
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An A-module M is called a regular module if AM 
= 0, i.e. a module is regular
if the A-operation is not the zero operation.

A key assertion is the following lemma of Schur:

Lemma 7.5.5 Let (π,V ) be an irreducible unitary representation of a group G

or an irreducible *-representation of a *-algebra A. Then every bounded operator
T : V → V , which commutes with all π(x), is a scalar multiple of the identity, i.e.
of the form λ Id for some λ ∈C.

If V is finite-dimensional and irreducible, then the inner product, with respect
to which V is a unitary or *-representation, is uniquely determined up to scalar
multiples.

Proof We give a complete proof if V is finite-dimensional. For the general case we
provide a sketch of a proof and references. Consider first an irreducible unitary rep-
resentation of a group G. Let A ⊂ B(V ) be the algebra generated by all operators
π(g) with g ∈G. Then A is stable under the involution T 
→ T ∗, so the inclusion
A ↪→ B(V ) is an irreducible *-representation. Since every a ∈ A is a linear combi-
nation of operators of the form π(g), g ∈G, an operator T ∈ B(V ) commutes with
all a ∈A if and only if it commutes with all π(g), g ∈G. Further, A is commutative
if G is. It therefore suffices to consider the case of an algebra A only.

If an operator T commutes with all a ∈ A, then, because of aT ∗ = (T a∗)∗ =
(a∗T )∗ = T ∗a, the adjoint operator T ∗ also commutes with all a ∈ A. Hence
the self-adjoint operators T + T ∗ and (iT ) + (iT )∗ commute with all a ∈ A. By
T = 1

2 (T + T ∗)+ 1
2i ((iT )+ (iT )∗) it suffices, to show the claim for a self-adjoint

operator T .
We assume that V is finite-dimensional. Then every self-adjoint operator T is di-

agonalizable. In particular, T has an eigenvalue λ ∈C. Let Eλ be the corresponding
eigenspace. We show that Eλ is stable under the algebra A. So let v ∈Eλ and a ∈A.
Then T π(a)v = π(a)T v = π(a)λv = λπ(a)v, which means that π(a)v ∈ Eλ. So
the closed linear subspace Eλ of V is left stable by A and it is non-zero. As V is
irreducible, we get Eλ = V or T = λ Id, as claimed

If V is infinite-dimensional there is not necessarily an eigenvalue. Nevertheless,
one can use the spectral theorem to get a similar argument to work in that case
as well. One may find this in these books: [Heu06, Rud91, Wei80, Yos95]. In the
book [DE09] there is a different proof of the lemma of Schur which uses continuous
functional calculus.

We finally prove the addendum on the uniqueness of the inner product. It suffices
to consider the case of an algebra. So let 〈.,.〉1 and 〈.,.〉2 be two inner products on the
finite-dimensional space V , such that π is a *-representation with respect to both of
them. By the Riesz Representation Theorem for every w ∈ V there exists a unique
vector Tw such that

〈v,w〉2 = 〈v,T w〉1
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holds for every v ∈ V . The map w 
→ Tw is easily seen to be linear. For a ∈A one
gets〈
v,π(a)T w

〉
1 =

〈
π
(
a∗
)
v,T w

〉
1 =

〈
π
(
a∗
)
v,w

〉
2 =

〈
v,π(a)w

〉
2 =

〈
v,T π(a)w

〉
1.

As this holds for all v,w, one gets π(a)T = T π(a) for every a ∈A, so T is a scalar,
as was to be shown. �

Corollary 7.5.6 Let A be a *-algebra which is commutative. Then every irreducible
*-representation of A is one-dimensional.

Proof Let (π,Vπ) be an irreducible *-representation ofA. Let b ∈A. Then for every
a ∈A we have

π(b)π(a)= π(ba)= π(ab)= π(a)π(b).

Therefore the operator T = π(b) commutes with every π(a), a ∈A. By the lemma
of Schur, T is a scalar. As this applies to all b ∈A, π(b) is always a scalar, so every
linear subspace U ⊂ Vπ is stable under A. Being irreducible, Vπ can have only two
closed subspaces, 0 and V . This implies that V is one-dimensional. �

An irreducible unitary representation (π,Vπ) of the group Gp with p <∞ is
called unramified if the vector space of Kp-invariants,

V
Kp
π = {v ∈ Vπ : π(k)v = v ∀k ∈Kp

}
is not the zero space, where Kp denotes the compact open subgroup GL2(Zp).

Definition 7.5.7 A function f on Gp is called Kp-bi-invariant if

f (k1xk2)= f (x) holds for all x ∈Gp, k1, k2 ∈Kp.

Lemma 7.5.8 If π is unramified, then dimV
Kp
π = 1.

Proof Write G=Gp and K =Kp and assume that π is unramified. Let Hp =HG

be the space of all locally constant functions of compact support. This is an algebra

under convolution. Let HKp
p be the subalgebra of all Kp-bi-invariant functions and

let P be the orthogonal projection Vπ → V
Kp
π . In Exercise 7.13 it is shown that

P = π(1Kp). The algebra HKp
p is commutative by Exercise 7.12. Further one has

HKp
p = 1K ∗Hp ∗ 1K.

The algebra HKp
p acts via π on the space V

Kp
π . We show that this action is irre-

ducible. For this let v ∈ VKp
π � {0}. Then π(Hp)v is a non-zero G-submodule of

Vπ , and therefore is dense in Vπ as the latter is irreducible. Therefore Pπ(Hp)v =
π(1K ∗Hp ∗ 1K)v = π(HKp

p )v is a dense HKp
p -submodule of V

Kp
π . So for every

v ∈ VKp
π , the closed HKp

p -submodule generated by v equals the entire space V
Kp
π .
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Hence the representation of the algebra HKp
p on V

Kp
π is irreducible. By Corol-

lary 7.5.6, the space V
Kp
π is one-dimensional. �

For every p ≤∞ let there be given an irreducible representation πp of Gp . As-
sume that almost all πp are unramified. We want to combine these representations
into an irreducible representation

π =
⊗̂
p

πp

of GA, by extending tensor products of Hilbert spaces. For this we first have to
introduce the latter.

Definition 7.5.9 Let V,W be Hilbert spaces. On the algebraic tensor product
V ⊗W we define an inner product by Hermitian extension of

〈
v⊗w,v′ ⊗w′〉 def= 〈

v, v′
〉〈
w,w′〉.

(See Exercise 7.5.) Then V ⊗W is a pre-Hilbert space. We denote the completion of
this space by V ⊗̂W . In particular we have the following: if (ei)i∈I is an orthonor-
mal base of V and (fj )j∈J one of W , then (ei⊗fj )(i,j)∈I×J is an orthonormal base
of V ⊗̂W .

For finitely many Hilbert spaces V1, . . . , Vn one defines the tensor product
V1 ⊗̂ · · · ⊗̂Vn by iteration, where one can show, that the order of tensoring is irrele-
vant. Indeed, as in the case of the algebraic tensor product, the spaces (V1 ⊗̂V2) ⊗̂V3

and V1 ⊗̂ (V2 ⊗̂V3) are canonically isomorphic. Further the space V1 ⊗̂V2 is canon-
ically isomorphic to V2 ⊗̂V1.

Notation In the sequel, we shall leave out the hat above the tensor product sign, as
it is clear that we are only interested in Hilbert spaces. So we simply write V ⊗W

instead of V ⊗̂W .

Example 7.5.10 Let V be a finite-dimensional Hilbert space. Then the map ϕ : v 
→
〈·, v〉 is an anti-linear bijection from V to the dual space V ∗. We define an inner
product on V ∗ by

〈α,β〉 = 〈ϕ−1(β),ϕ−1(α)
〉
.

The map ψ given by

ψ(L⊗ v)(w)= L(w)v

is an isomorphism ψ : V ∗ ⊗ V → End(V ), where End(V ) is the vector space of all
linear maps T : V → V . For α,β ∈ V ∗ ⊗ V the ensuing inner product is

〈α,β〉 = tr
(
ψ(α)ψ(β)∗

)
,

where ψ(β)∗ is the adjoint of ψ(β).
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Definition 7.5.11 Let (π,Vπ) be a unitary representation of a topological group G,
and let (η,Vη) be a unitary representation of a topological group H . We define a
unitary representation ρ = π ⊗ η of the group G×H on the space Vπ ⊗ Vη by

ρ(g,h)v⊗w
def= π(g)v⊗ η(h)w.

The continuity of this representation will be shown in Exercise 7.7.
The representation π ⊗ η is known as the exterior tensor product of π and η.

Let G be a locally compact group and let (η,Vη) be an irreducible unitary rep-
resentation. For a Hilbert space W we consider the tensor product representation of
G=G×{1} on the space Vη⊗W . As G acts on the first tensor factor only, we also
call this the first factor representation.

Lemma 7.5.12 If (η,Vη) is an irreducible unitary representation of G, then every
closed G-stable subspace of the first factor representation of G on Vη ⊗W is of the
form Vη ⊗W1 for a closed linear subspace W1 of W .

In particular, for two locally compact groups G,H and irreducible unitary rep-
resentations π, τ of G, respectively, H , the representation π ⊗ τ of G×H is irre-
ducible and for another pair (π ′, τ ′) of irreducible unitary representations one gets
that π ⊗ τ ∼= π ′ ⊗ τ ′ implies π ∼= π ′ and τ ∼= τ ′.

Proof Let U ⊂ Vη ⊗W be a closed, G-stable linear subspace. Then its orthogonal
space is G-stable as well and so the orthogonal projection P onto U is a bounded
operator on Vη⊗W , which commutes with all η(g), g ∈G. We show that every such
operator T is of the form 1 ⊗ S for an operator S ∈ B(W). So let T be a bounded
operator on Vη ⊗W with

T
(
η(g)⊗ 1

)= (η(g)⊗ 1
)
T

for every g ∈G. Let (ei)i∈I be an orthonormal basis of W and for j ∈ I let Pj be
the orthogonal projection onto the subspace Cej . For i, j ∈ I consider the operator
Ti,j given as a composition:

Vη → Vη ⊗ ei
T−→ Vη ⊗W

1⊗Pj−−−→ Vη ⊗ ej → Vη.

This operator is composed of operators which commute with the G-actions, so it
commutes with the G-action as well. Also, being a composition of continuous op-
erators, it is continuous. By the lemma of Schur there exists a complex number ai,j
with Ti,j = ai,j Id. As

∑
j Pj = IdW , it follows that

T (v⊗ ei)=
∑
j

ai,j v⊗ ej = v⊗ S(ei),

where S(ei)=∑j ai,j ej and the sum converges in W . By continuity of T the map
S extends to a unique continuous operator S :W →W , such that

T (v⊗w)= v⊗ S(w)

holds for all v ∈ Vη , w ∈W . This gives T = 1⊗ S as claimed.
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We apply this to the projection P onto the invariant subspace U , which therefore
is of the form P = 1 ⊗ P1. Then P 2

1 = P1, so P1 is a projection. Also, P1 is self-
adjoint, since P is. Together it follows that P1 is an orthogonal projection. Let W1
be its image. Then U = Vη ⊗W1.

Now for the proof of irreducibility of the exterior tensor product π ⊗ τ . The first
part implies that a closed, G × H -stable linear subspace U has to be of the form
U = Vπ ⊗Uτ as well as of the form U =Uπ ⊗ Vτ , where Uτ ⊂ Vτ and π ⊂ Vπ are
closed linear subspaces. These subspaces must be invariant themselves, and hence
they are each the respective entire space.

Finally assume π ⊗ τ ∼= π ′ ⊗ τ ′, so there exists a unitary isomorphism T : Vπ ⊗
Vτ → Vπ ′ ⊗ Vτ ′ , commuting with the G × H -actions. Let w ∈ Vτ of norm one.
Then Vπ ⊗ w is an irreducible G-subrepresentation, so there is w′ ∈ Vτ ′ of norm
one, such that T (Vπ ⊗w)= Vπ ′ ⊗w′. The resulting map

Vπ → Vπ ⊗w
T−→ Vπ ′ ⊗w′ → Vπ ′

is a unitary G-isomorphism, so π ∼= π ′ and analogously one gets τ ∼= τ ′. �

For every p ≤∞ let there be given an irreducible unitary representation (πp,Vp)
of Gp , such that πp is unramified for almost all p. Let S0 $∞ be the set of places,

where πp is ramified. For every p /∈ S0 fix a vector v0
p ∈ V

Kp
p of norm one. For

every finite set of places S ⊃ S0 let VS =⊗
p∈S Vp . For two sets of places S and

S′ with S0 ⊂ S ⊂ S′ define an isometric linear map ϕS
′

S : VS → VS′ by w 
→ w ⊗⊗
p∈S′�S v

0
p . Let I be the set of all finite sets S ⊃ S0 of places. Then I is a directed

set with the partial order given by inclusion. The maps ϕS
′

S form a direct system of
Hilbert spaces. Consider the direct limit

⊗̃
p

Vp = lim−→
S

VS.

Since the morphisms of the direct system are isometric, the right-hand side is in a
natural way a pre-Hilbert space. We write its completion as

⊗
p Vp .

The space
⊗

p Vp depends on the choice of vectors v0
p , but only up to canonical

isomorphism as follows: for a second choice of vectors v1
p for every p /∈ S0 there is

a unique complex number θp of absolute value 1, such that v1
p = θpv

0
p . For every

finite set of places S ⊃ S0 the multiplication with
∏

p∈S�S0
θp induces a unitary

isomorphism of VS =⊗p∈S Vp into itself, commuting with the structural maps ϕS
′

S .
This induces the claimed isomorphism between the infinite tensor products.

Let g ∈ GA. There exists a finite set of places S $ ∞ such that gp ∈ Kp for
all p /∈ S. The group element g acts by a unitary operator on every VS′ such that
S′ ⊃ S is a finite set of places. Further, as gp ∈Kp for p /∈ S, the structural maps ϕS

′
S

commute with the respective action of g. Therefore g acts unitarily on W =⊗p Vp .
We get a map π :GA → GL(W), such that π(g) is unitary for every g ∈GA. This
map is a unitary representation (see Exercise 7.8). We denote this representation
by
⊗

p πp .
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Theorem 7.5.13 The representation π =⊗
p πp of GA on the space

⊗
p Vp

is irreducible.

Proof Let U 
= 0 be a closed, GA-stable linear subspace. As the convolution algebra
C∞
c (GA) contains a Dirac sequence, the space Ũ = π(C∞

c (GA))U is dense in U .
Let u ∈ Ũ . Then there exists an open subgroup H of Gfin stabilizing u, i.e. π(h)u=
u for every h ∈H , for suppose u= π(f )v for some f ∈ C∞

c (GA). There exists an
open subgroup H such that Lhf (x) = f (h−1x) = f (x) holds for all x ∈GA. But
then π(h)u = π(h)π(f )v = π(Lhf )v = π(f )v = u. Here we consider Gfin as a
subgroup of GA via the embedding h 
→ (h,1).

As H is open, there exists a finite set of places S ⊃ S0, such that the group
Kp stabilizes u if p /∈ S. It follows that for p /∈ S, the local contribution of u at
p is a multiple of the vector v0

p , so that u = uS ⊗⊗
p/∈S v0

p for some uS ∈ VS .

The representation π |GS
of the group GS is of the form VS ⊗ V S , where V S =⊗

p/∈S Vp . By Lemma 7.5.12 the space U is of the form VS ⊗ US , where US

is a closed subspace of V S . We have just remarked that US contains the vector⊗
p/∈S vp which generates V S as GS -representation space. This implies U = V as

claimed. �

7.5.2 Analysis

In this subsection we show that every irreducible unitary representation of GA,
which is admissible in a precise sense to be defined, is isomorphic to an infinite
tensor product as in the last subsection. We first define admissibility.

Definition 7.5.14 For a locally compact group G let Ĝ denote the unitary dual
of G, i.e. the set1 of all isomorphy classes of irreducible unitary representations.

A representation (π,Vπ) is called unitarizable if there exists an inner product
making Vπ a Hilbert space and π unitary.

1There is a set-theoretic problem here. What we really mean is a set of representatives for the iso-
morphy classes of unitary representations. But it is not immediate that this is a set at all. This is
a problem that occurs at many places in mathematics. The remedy is this: let α be the cardinality
of G. For an irreducible representation (π,Vπ ) and any vector v 
= 0 the set π(G)v generates a
dense linear subspace. This implies that the cardinality of an orthonormal basis of H (= Hilbert
dimension) cannot exceed α. Hence, fixing one Hilbert space V of dimension α, one can find a rep-
resentative of every isomorphy class realized on a subspace of V . Hence one finds representatives
for all isomorphy classes in the set Map(G,B(V )) of all maps from G to the algebra of bounded
operators on V .
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Theorem 7.5.15 (Representations of compact groups)

(a) Every irreducible representation of a compact group K is finite-
dimensional and unitarizable.

(b) Every representation of a compact group K is isomorphic to a direct sum
of irreducible representations.

Note the following simple consequence. For given unitary representations (τ,Vτ )
and (η,Vη) of K , the vector spaces HomK(Vτ ,Vη) and HomK(Vη,Vτ ) have the
same dimension.

Proof The proof of this standard fact of representation theory can be found for
example in [DE09, Kat04]. �

Theorem 7.5.16 (Peter–Weyl) Let K be a compact group. For every irre-
ducible representation (τ,Vτ ) of K fix an orthonormal basis e1, . . . , ed(τ) of
Vτ and define the matrix coefficients

τi,j (k)=
〈
τ(k)ei, ej

〉
if 1≤ i, j ≤ d(τ). Then (√

d(τ)τi,j
)
τ,i,j

is an orthonormal basis of L2(K).

Proof This assertion can also be found in the standard literature [DE09, Kat04]. �

Definition 7.5.17 Let L be a closed subgroup of a compact group K . If (γ,Vγ ) is
a representation of L, we define the continuously induced representation IKL (γ )=
(I,VI ) as follows. The representation space VI is the vector space of all continu-
ous functions f : K → Vγ with the property that f (lk) = γ (l)f (k) holds for all
l ∈ L, k ∈K . The norm ‖f ‖K = supk∈K ‖f (k)‖ makes VI a Banach space and the
representation I is given by right translation, I (k)f (k′)= f (k′k).

Lemma 7.5.18 Let (η,Vη) be a representation of K . Then there exists a natural
linear bijection

ψ :HomK

(
Vη, I

K
L (γ )

)→HomL(Vη,Vγ ).

Proof We define ψ as ψ(α)(v) = α(v)(1). To show injectivity assume ψ(α) = 0.
Then α(v)(1)= 0 for every v ∈ Vη. For k ∈K one gets α(v)(k)= (I (k)α(v))(1)=
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α(η(k)v)(1) = 0, so that α = 0. To show surjectivity, let β : Vη → Vγ be an L-
homomorphism. We define α : Vη → IKL (γ ) by α(v)(k)= β(η(k)v). Then ψ(α)=
β and so ψ is surjective. �

If (π,Vπ) is an arbitrary representation of the compact group K and if (τ,Vτ )
is an irreducible representation of K , then we define the τ -isotype Vπ(τ) or the
τ -isotypical component of π as the image of the canonical map

HomK(Vτ ,Vπ)⊗ Vτ → Vπ

α⊗ v 
→ α(v).

The space Vπ(τ) is the sum of all subrepresentations of π , which are isomorphic
to τ . The space Vπ is a direct sum

Vπ =
⊕
τ∈K̂

Vπ (τ ),

which is orthogonal if π is unitary.
For a given representation τ ∈ K̂ let

eτ (k)= (dim τ) tr
(
τ(k)

)
, k ∈K.

Lemma 7.5.19 The function eτ is an idempotent in the convolution algebra C(K),
i.e. one has eτ ∗ eτ = eτ . The map

Pτ =
∫
K

eτ (k)π(k) dk

is a projection onto the isotype Vπ(τ). Here the Haar measure on K is normalized
such that vol(K)= 1 holds. If π is a unitary representation, then Pτ is an orthogo-
nal projection.

Let γ be another irreducible unitary representation of K , not isomorphic to τ .
Then one has

eτ ∗ eγ = 0.

Proof This is a direct consequence of the Peter–Weyl theorem. �

Definition 7.5.20 Let F ⊂ K̂ be a finite subset. Then the function

eF
def=
∑
τ∈F

eτ

is an idempotent in C(K), since by the last lemma

eF ∗ eF =
∑
τ,γ∈F

eτ ∗ eγ =
∑
τ∈F

eτ = eF .
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Let G be a locally compact group and K a compact subgroup. A representa-
tion (π,Vπ) of G is called a K-admissible representation if the representation π |K
decomposes into a direct sum with finite multiplicities, i.e. if

π |K =
⊕
τ∈K̂

[π : τ ]τ,

where the multiplicities

[π : τ ] = dim HomK(Vτ ,Vπ)= dim HomK(Vπ ,Vτ )

are finite. The representation π is K-admissible if and only if every isotype Vπ(τ) is
finite-dimensional. By ĜK we denote the set of all isomorphy classes of irreducible
unitary G-representations, which are K-admissible. A representation of G is called
an admissible representation if there exists a compact subgroup K of G, such that
the representation is K-admissible.

Example 7.5.21 Let G=Gp and πλ be the principal series representation attached
to the quasi-character λ ∈ Hom(Ap,C

×). We show that πλ is admissible with re-
spect to the compact open subgroup Kp . Let (τ,Vτ ) be an irreducible representation
of Kp . According to Exercise 7.14, the representation τ factors over a finite quotient
Kp/K , where K is an open subgroup of Kp . It therefore suffices to show that for
every open subgroup K of Kp the space of K-invariants VK

λ is finite-dimensional.
Every f ∈ Vλ is uniquely determined by its restriction to Kp , which lies in L2(Kp).
Hence one can consider VK

λ as a subspace of L2(Kp)
K = L2(Kp/K). As Kp/K is

finite, this space is finite-dimensional.

Lemma 7.5.22 Let G be a locally compact group with two compact subgroups
L⊂K . For every irreducible representation (π,Vπ) we have

π is L-admissible ⇒ π is K-admissible.

If L has finite index in K , the converse direction also holds.
If G possesses an open compact subgroup K , then every admissible representa-

tion of G is K-admissible.

Proof Let the representation π be L-admissible. Let (τ,Vτ ) be an irreducible
representation of K . Since Vτ is finite-dimensional, it decomposes as an L-
representation into a finite sum of irreducible representations. Therefore the vector
space HomL(Vτ ,Vπ) is finite-dimensional and so is its subspace HomK(Vτ ,Vπ).

Now assume that the group L has finite index in K and let π be K-admissible.
Let (γ,Vγ ) be an irreducible representation of L. We want to show that
HomL(Vπ ,Vγ ) is finite-dimensional. By Lemma 7.5.18 this space has the same di-
mension as HomK(Vπ , I

K
L (γ )). Since π is admissible with respect to the group K ,

it suffices to show that the induced representation IKL (γ ) is finite-dimensional. Let
K =⋃n

j=1Lkj . Then every f ∈ IKL (γ ) is uniquely determined by the finitely many

values f (k1), . . . , f (kn), so the dimension of IKL (γ ) is at most dim(Vγ )[K : L],
hence finite.
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We prove the last assertion of the lemma. Let K be a compact open subgroup
of G, and let L be a give compact subgroup, such that the representation π is L-
admissible. We have to show that π is also K-admissible. The group K ∩L is open
in L, so has finite index in L, so π is K ∩L-admissible, hence K-admissible. �

Theorem 7.5.23 (Tensor product theorem) For every set S of places, every
admissible irreducible unitary representation π of the group GS is isomorphic
to a tensor product

⊗
p∈S πp , where all πp are admissible, irreducible, and

unitary. Almost all πp are unramified. All πp are uniquely determined up to
unitary equivalence.

We give the proof in the rest of the section.
Let G be a locally compact group. The set Cc(G) of all continuous functions of

compact support is a complex algebra under the usual convolution product,

f ∗ g(x)=
∫
G

f (y)g
(
y−1x

)
dy =

∫
G

f (xy)g
(
y−1)dy, f, g ∈ Cc(G).

Let there be given a compact subgroup K ⊂G. For α,β ∈ C(K) we also have
the K-convolution,

α ∗ β(k)=
∫
K

α(l)β
(
l−1k

)
dl

which makes C(K) a convolution algebra. We also want to convolve functions on
K with functions on G. For α ∈ C(K) and f ∈ Cc(G) we define

α ∗ f (x)=
∫
K

α(k)f
(
k−1x

)
dk and f ∗ α(x)=

∫
K

f (xk)α
(
k−1)dk.

We normalize the Haar measure on the compact group K by the condition
vol(K) = 1. If K is a set of positive measure with respect to the Haar measure
of G, which is for instance the case if K is an open subgroup of G, like Kp in Gp ,
then we insist that the Haar measure of G is normalized to give K the measure 1 as
well. Then the two Haar measures agree on K .

We consider a function f ∈ C(K) as a function on G by setting f (x) = 0 if
x ∈G�K . In this sense we can consider the sum

Cc(G)+C(K)

as a subvector space of the space of all maps from G to C. If K is open in G, then
C(K)⊂ Cc(G) and therefore Cc(G)+C(K)= Cc(G). If K is not open in G, then
the sum Cc(G)+C(K) is a direct sum by Exercise 6.6.

Lemma 7.5.24 The two convolution products of G and K are compatible in the
sense that

f ∗ (g ∗ h)= (f ∗ g) ∗ h
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holds for all possible combinations of f,g,h, lying in Cc(G) or in C(K). Further
one always has

(f ∗ g)∗ = g∗ ∗ f ∗,
where f ∗(x)=Δ(x−1)f (x−1) and Δ(x) is the modular function of G. We subsume
these assertions by saying that

Cc(G)+C(K)

is a *-algebra.
A unitary representation (π,Vπ) ofG yields a *-representation of Cc(G)+C(K)

by π(f ) = ∫
G
f (x)π(x)dx for f ∈ Cc(G) and π(f ) = ∫

K
f (k)π(k) dk for f ∈

C(K).

Proof There is a deeper truth behind this assertion. These convolution products are
special cases of a more general construction by which one can convolve Radon
measures on G. Since we don’t need the general statement, we restrict to Cc(G)+
C(K). The verifications are standard. As an example we show associativity in the
case f,g ∈ Cc(G) and h ∈ C(K). In this case we have

f ∗ (g ∗ h)(x)=
∫
G

f (y)g ∗ h(y−1x
)
dy

=
∫
G

f (y)

∫
K

g
(
y−1xk

)
h
(
k−1)dk dy

=
∫
K

∫
G

f (y)g
(
y−1xk

)
h
(
k−1)dy dk

=
∫
K

f ∗ g(xk)h(k−1)dk = (f ∗ g) ∗ h(x). �

Definition 7.5.25 Let G be a locally compact group and let K be a compact sub-
group. A function f on G is called K-finite if the set of all functions x 
→ f (k1xk2),
k1, k2 ∈K , spans a finite-dimensional subspace of Abb(G,C). It is easy to see that
the convolution product of two K-finite functions in Cc(G) is again K-finite. Anal-
ogously we define the set of K-finite elements of C(K).

Example 7.5.26 Let f ∈ Cc(G). Consider the representation ρ of the compact
group K ×K on the Hilbert space L2(G) given by

ρ(k, l)ϕ(x)= ϕ
(
k−1xl

)
.

The Hilbert space L2(G) has the isotypical decomposition

L2(G)=
⊕

τ∈K̂×K
L2(G)(τ).

Accordingly, f can be written as

f =
∑

τ∈K̂×K
fτ .
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The function f is K-finite if and only if this sum is finite, i.e. if fτ = 0 for al-
most all τ . So the set of K-finite vectors is the algebraic direct sum of all isotypes
L2(G)(τ), τ ∈ K̂ ×K . It follows that the set of K-finite functions is dense in
L2(G).

Definition 7.5.27 We define the Hecke algebra H = HG,K of the pair (G,K) as
the convolution algebra of all K-finite functions in Cc(G).

Lemma 7.5.28 Let G be a locally compact group and K a compact subgroup.

(a) Let IK be the set of all finite subsets of K̂ . For F ∈ IK set eF =∑τ∈F eτ and

CF
def= eF ∗HG,K ∗ eF .

Then CF is a subalgebra of H =HG,K . The Hecke algebra H is the union of
all these subalgebras.
If F = {τ } is a singleton, we also write CF = Cτ .

(b) Let (π,Vπ) be a representation of G. Then the space π(H)Vπ is dense in Vπ .
(c) The Hecke algebra is a *-algebra with the involution f ∗(x)=Δ(x−1)f (x−1).

A unitary representation π of G defines by integration a *-representation of H.
For two unitary representations π,π ′ of G one has

π ∼=G π ′ ⇔ π ∼=H π ′,

which means that π and π ′ are unitarily isomorphic as G-representations if
and only if they are unitarily isomorphic as H-representations.

Proof The function eF is idempotent, see Definition 7.5.20. As H is the set of all
K-finite functions, it is the union of all CF . This proves part (a).

For proving (b) let h ∈ C(K). Then π(h) = ∫
K
h(k)π(k) dk. Let F ∈ IK and

PF = π(eF ). Then P 2
F = π(eF )π(eF ) = π(eF ∗ eF ) = π(eF ) = PF , so PF is a

projection. The image of this projection is Vπ(F ) =⊕
τ∈F Vπ(τ), the F -isotype

of π , and the kernel is
⊕

τ /∈F Vπ(τ). By Theorem 7.5.15 the union of all Vπ(F )
with F ∈ IK is dense in Vπ . So it suffices to show that π(CF )Vπ is dense in
Vπ(F ). Let v ∈ Vπ(F ) and let ε > 0. Since π(eF ) is continuous, there exists C > 0,
such that ‖π(eF )w‖ ≤ C‖w‖ holds for every w ∈ Vπ . As the map G× Vπ → Vπ ;
(g, v) 
→ π(g)v is continuous, there is a neighborhood of the unit in G, such that
x ∈ U ⇒‖π(x)v − v‖< ε/C. Let f ∈ Cc(G) with support in U , such that f ≥ 0
and

∫
G
f (x)dx = 1. Then

∥∥π(f )v − v
∥∥=

∥∥∥∥
∫
G

f (x)
(
π(x)v − v

)
dx

∥∥∥∥≤
∫
G

f (x)
∥∥π(x)v − v

∥∥dx < ε/C.

One has eF ∗ f ∗ eF ∈ CF ⊂H and∥∥π(eF ∗ f ∗ eF )v − v
∥∥= ∥∥π(eF )(π(f )v − v

)∥∥< ε.

We finally prove part (c). It is clear that the Hecke algebra is closed under the invo-
lution. Let π be a unitary G-representation. For f ∈H one has



200 7 Automorphic Representations of GL2(A)

π
(
f ∗
)=

∫
G

Δ
(
x−1)f (x−1

)
π(x)dx =

∫
G

f (x)π
(
x−1)dx

=
∫
G

f (x)π(x)∗ dx =
(∫

G

f (x)π(x)dx

)∗
= π(f )∗.

If π and π ′ are isomorphic as G-representations, then they are isomorphic as H-
representations. Conversely let T : Vπ → Vπ ′ be a unitary H-isomorphism, so
T π(f ) = π ′(f )T for every f ∈ H. First we note that this identity holds for all
f ∈ Cc(G). For this let S = T π(f ) − π ′(f )T . For every finite subset F of K̂ it
follows that

π ′(eF )Sπ(eF )= T π(eF f eF︸ ︷︷ ︸
∈H

)− π ′(eF f eF )T = 0.

So Sv = 0 for every vector v ∈ Vπ(F ). Since the Vπ(F ) span a dense subspace of
Vπ , we get S = 0, so T π(f )= π ′(f )T holds for every f ∈ Cc(G).

Let ε > 0, x ∈ G, and v ∈ V . By continuity of the representations π and π ′
there exists a neighborhood U of x ∈ G, such that ‖π(u)v − π(x)v‖ < ε/2 and
‖π ′(u)T v − π ′(x)T v‖< ε/2 for every u ∈ U . Let f ∈ Cc(G) with support inside
U and such that f ≥ 0 and

∫
G
f (x)dx = 1. As T is unitary, one has∥∥T π(f )v− T π(x)v
∥∥= ∥∥π(f )v− π(x)v

∥∥
=
∥∥∥∥
∫
G

f (u)
(
π(u)v − π(x)v

)
du

∥∥∥∥
≤
∫
G

f (u)
∥∥π(u)v − π(x)v

∥∥du < ε/2

and analogously ‖T π(f )v − π ′(x)T v‖ = ‖π ′(f )T v − π ′(x)T v‖< ε/2. This im-
plies that the norm ‖T π(x)v− π ′(x)T v‖ is less than ε. Since ε > 0 and v ∈ Vπ are
arbitrary, we conclude T π(x)= π ′(x)T . �

Theorem 7.5.29 LetG andH locally compact groups with compact subgroups
K and L. The map ĜK × ĤL → Ĝ×HK×L given by (π, τ ) 
→ π ⊗ τ is a
bijection.

Proof Injectivity follows from Lemma 7.5.12. We show surjectivity. Let (π,Vπ)
be an irreducible unitary representation of G. Every f ∈ Cc(G) yields a continuous
operator on the Hilbert space Vπ . For 0 
= v ∈ Vπ the space π(Cc(G))v is a G-stable
linear subspace of Vπ . As π is irreducible, the space π(H)v is a dense subspace.

Lemma 7.5.30 LetG be a locally compact group andK ⊂G a compact subgroup.

(a) Let (π,Vπ) be an irreducible representation of G and let F be a finite subset
of K̂ . Then the F -isotype Vπ(F )=⊕τ∈F Vπ(τ) is an irreducible CF -module.
Also, π(H)Vπ is an irreducible H-module. If Vπ(F ) is finite-dimensional, then
Vπ(F ) is a regular CF -module.
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(b) Let (η,Vη) be a unitary representation of G and let M be a finite-dimensional
irreducible CF -submodule of Vη(F ). Then the G-representation generated by
M is irreducible.

(c) Let η,π be irreducible unitary, K admissible representations of G. Then

η∼= π ⇔ Vη(F )∼= Vπ(F ) for every F ∈ IK,
where the isomorphy on the right-hand side is an isomorphy as CF -modules.

Proof (a) In order to show irreducibility of Vπ(F ), let 0 
= U ⊂ Vπ(F ) be a closed
submodule. Since Vπ is irreducible, the space π(Cc(G))U is dense in Vπ . Let
PF : Vπ → Vπ(F ) be the isotypical projection. For h ∈ C(K) we write π(h) =∫
K
h(k)π(k) dk. Then PF = π(eF ). For f ∈ Cc(G) one has finite

π(f )π(eτ )= π(f ∗ eτ ) and π(eτ )π(f )= π(eτ ∗ f ),
as is easily verified.

The projection PF being continuous, the space PF (Cc(G)U) is dense in Vπ(F ),
so PF (Cc(G)U)= Vπ(F ). Now PF = π(eF ), so

Vπ(F )= PF
(
Cc(G)U

)= π(eF )Cc(G)U

= π
(
eF ∗Cc(G) ∗ eF

)
U = π(CF )U =U =U,

and Vπ(F ) is indeed irreducible. Next assume that Vπ(F ) is finite-dimensional.
We have just shown that π(CF )Vπ(F ) is dense in Vπ(F ). As this space is finite-
dimensional, the only dense subspace is the whole space, so π(CF )Vπ(F )= Vπ(F ),
which means that Vπ(F ) is regular.

(b) We use the following principle. For a module M of a C-algebra A and an
element m0 ∈M , the annihilator

AnnA(m0)
def= {a ∈A : am0 = 0}

is a left ideal in A and the map a 
→ am0 induces a module isomorphism

A/AnnA(m0)→Am0.

In particular, if M is finite-dimensional and irreducible, then for m0 
= 0 one has
M =Am0, so M ∼=A/J with J =AnnA(m0).

Let M be a finite-dimensional CF -submodule of Vη(F ). We assume M 
= 0.
Let U be the G-stable closed subspace of Vπ generated by M . We show that
PF (U) =M , where PF = π(eF ) is the orthogonal projection onto the F -isotype.
For this let v0 
= 0 be a vector in M and let J = AnnCF (v0). Then J is a left ideal
and the map a 
→ av0 is a module isomorphism CF/J

∼=−→M , since M is finite-
dimensional.

Claim Let J denote the annihilator AnnCc(G)(v0) of v0 in Cc(G). Then

J = JeF ⊕AnnCc(G)(eF ),

where AnnCc(G)(eF ) is the annihilator of eF in Cc(G); this is the set of all f ∈
Cc(G) with f ∗ eF = 0.
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We prove the claim. First it is clear that JeF ⊂ AnnCc(G)(v0) = J . Further,
one has v0 = eF v0, and therefore AnnCc(G)(eF ) ⊂ AnnCc(G)(v0) = J . It remains
to show that J is a subset of the right-hand side. As eF is idempotent, we get
Cc(G) = Cc(G)eF ⊕ AnnCc(G)(eF ), since every f ∈ Cc(G) can be written as
f = f eF + (f − f eF ) and f − f eF lies in the annihilator of eF . Finally by
AnnCc(G)(eF )⊂AnnCc(G)(v0)= J the claim follows.

We infer that

Cc(G)v0 ∼= Cc(G)/J ∼= Cc(G)eF /(J eF ),

and so

PF
(
Cc(G)v0

)∼= eFCc(G)eF /(J eF )∼= CF/J ∼=M.

This implies PF (U)=M . If U ′ is a subrepresentation of U , then PF (U ′)= 0 or M .
In the first case one has M ⊂ (U ′)⊥ and so U ⊂ (U ′)⊥, since (U ′)⊥ is a subrepre-
sentation. This, however, implies U ′ = 0. In the other case one has M ⊂ U ′ and so
U ′ =U . So U is indeed irreducible.

(c) If (η,Vη), (π,Vπ) are isomorphic representations, then the CF -modules
Vη(F ) and Vπ(F ) are isomorphic. Conversely, assume for every F there is given
a CF -isomorphism φF : Vη(F )→ Vπ(F ). By Schur’s lemma, for given F , two iso-
morphisms Vη(F )→ Vπ(F ) will differ by a scalar only. We can, therefore, normal-
ize the isomorphisms in such a way that they extend one another, i.e. that we have
φF = φF ′ |Vη(F ), if F ⊂ F ′. Then one can compose the φF to a H-isomorphism

φ : η(H)Vη ∼=−→ π(H)Vπ .

Both sides are dense subspaces. If we can show that φ is isometric, this map will
extend to an isomorphism of G-representations by Lemma 7.5.28. Let 0 
= v0 ∈
η(H)Vη and let w0 = φ(v0). We can assume that ‖v0‖ = ‖w0‖ = 1 and we claim
that φ is isometric. For this we use φ to transport both inner products to the same
side. We then have, say on π(H)Vπ , two inner products 〈.,.〉1 and 〈.,.〉2 such that v0
has norm one in both and the action of H is a *-representation in both inner products.
On the finite-dimensional space π(CF )Vπ , the two inner products must agree by the
lemma of Schur. As this holds for every F ∈ IK , the map φ is isometric. �

Let G⊃K and H ⊃ L be locally compact groups with compact subgroups. Let
E be a finite subset of K̂ and F a finite subset of L̂. There is a natural homomor-
phism

ψ : Cc(G)⊗Cc(H)→Gc(G×H)

given by

ψ(f ⊗ g)(x, y)= f (x)g(y).

This induces a homomorphism

CE ⊗CF → CE×F .

In general, this map won’t be surjective.
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Lemma 7.5.31 Let the module M be a finite-dimensional irreducible CE×F -
*-submodule of a unitary G-representation. Then M is irreducible and regular as
CE ⊗CF -module.

Proof We give CE×F ⊂ L1(G×H) the topology of the L1-norm. Then CE ⊗CF
is dense in CE×F , as one sees from the fact that Cc(G) is dense in L1(G). The
representation ρ : CE×F → EndC(M) is a continuous map, since M comes from
a unitary representation of G × H . Hence the image of CE ⊗ CF is dense in the
finite-dimensional image of CE×F in End(M), and the two images therefore do
agree. �

Accordingly, in order to finish the proof of Theorem 7.5.29, we only need the
second assertion of the following lemma.

Lemma 7.5.32

(a) Let A be a C-algebra and M a simple regular A-module which is finite-
dimensional over C. Then the map A→ EndC(M) is surjective.

(b) Let A,B denote algebras over C and let R = A⊗ B . For two regular simple
modules M,N of A respectively B , which are finite-dimensional over C, the
tensor product M ⊗ N is a regular simple R-module and every regular sim-
ple R-module is isomorphic to such a tensor product for uniquely determined
modules M and N .

Proof Part (a) is a well-known theorem of Wedderburn. One finds a proof, for in-
stance, in Lang’s book on algebra [Lan02]. However, in this book, the theorem is
proven under the additional hypothesis that the algebra A possesses a unit element,
a condition that we have replaced by asking M to be regular. Consequently, we have
to show how to deduce (a) from the corresponding assertions for algebras with unit.
This is an interesting and often used technique, called the adjunction of a unit: We
equip the vector space B =A×C with the product

(a, z)(b,w)= (ab+ zb+wa, zw).

Then B is an algebra with unit (0,1), containing A as two-sided ideal. Every A-
module M becomes a B-module by setting (a, z)m= am+zm. If A′ ⊂ EndC(M) is
the image ofA andB ′ ⊂ EndC(M) the image ofB , then the theorem of Wedderburn,
as given in Lang’s book, yields B ′ = EndC(M). Then A′ is a two-sided ideal in B ′,
different from the zero ideal. The algebra EndC(M) ∼= Mn(C), however, does not
possess any two-sided ideals other than zero and the whole algebra, which implies
A′ = B ′ as claimed.

Now for part (b). By (a) it suffices to show the first assertion for the case A =
EndC(M) and B = EndC(N). The canonical map from the algebra EndC(M) ⊗
EndC(N) to EndC(M⊗N), however, is surjective, and therefore M⊗N is a simple
module.

Finally, let there be given a C-finite-dimensional simple A ⊗ B-module V .
Then V contains a simple A-module M , since V is finite-dimensional. Let N =
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HomA(M,V ). This vector space is a B-module in the obvious way. Consider the
map φ :M ⊗N → V given by

φ(m⊗ α)= α(m).

Then φ is a non-zero A⊗ B-homomorphism, hence surjective, as V is simple. We
have to show that φ has trivial kernel. For this let α1, . . . , αk be a basis of N and
m1, . . . ,ml a basis of M . Let ci,j ∈ C be given with φ(

∑
i,j ci,jmi ⊗ αj )= 0. We

have to show that all coefficients ci,j are zero. The condition reads

0= φ

(∑
i,j

ci,jmi ⊗ αj

)
=
∑
i,j

ci,j αj (mi)=
∑
j

αj

(∑
i

ci,jmi

)
.

Let P :M →M be a projection onto a one-dimensional subspace, say Cm0. By
part (a) there exists a ∈A with am= Pm for every m ∈M . Accordingly,

0=
∑
j

αj

(
P

(∑
i

ci,jmi

))
=
∑
j

λjαj (m0),

where P(
∑

i ci,jmi)= λjm0. For arbitrary a ∈A one gets

0=
∑
j

λjαj (am0).

As a runs through A, the element am0 will run through the simple module M , so∑
j

λjαj = 0.

By linear independence of the αj , all λj are zero. Consequently one has
∑

i ci,jmi =
0 for every j and by linear independence of the mi it follows that ci,j = 0.

The proof also shows that all simple A-submodules of V are isomorphic. Thus
the uniqueness follows. �

We now show Theorem 7.5.29. Let η be a K × L-admissible irreducible uni-
tary representation of G×H . Let E ⊂ K̂ and F ⊂ L̂ be finite subsets. According
to Lemma 7.5.31 the space Vη(E × F) is a finite-dimensional irreducible regular
CE ⊗CF -module and by Lemma 7.5.32 the space Vη(E×F) is a tensor product of
modules, which we write as Vπ(E)⊗ Vτ (F ). The uniqueness of the tensor factors
gives us injective homomorphisms ϕE

′
E : Vπ(E)→ Vπ(E

′) if E ⊂ E′ and accord-
ingly for F . The uniqueness of inner products by the lemma of Schur allows us to
scale the homomorphisms such that they are isometric. We define

Ṽπ
def= lim−→Vπ(E),

where the limit is taken over all finite setsE ⊂ K̂ . We write Vπ for the completion of
the pre-Hilbert space Ṽπ . We construct Vτ analogously. For every finite set E ⊂ K̂

the algebra CE acts on Ṽπ via continuous operators. These extend to Vπ and one
gets a *-representation of the Hecke algebra HG and similarly for Vτ . By construc-
tion, the isotypes of Vπ are just the spaces Vπ(E) for E ∈ IK . The isometric maps
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Vπ(E)⊗Vτ (F ) ↪→ Vη can be composed to an isometric HG⊗HH -homomorphism
Φ : Vπ ⊗ Vτ → Vη , which by irreducibility of η is an isomorphism. We have to in-
stall a unitary representation of the group G×H on Vπ ⊗ Vτ . This means that we
have to give a representation π of G on Vπ . Fix a vector w ∈ Vτ with ‖w‖ = 1.
The map Vπ → Vπ ⊗w

Φ−→ Vη gives an isometric embedding of Vπ into Vη , which
commutes with the HG-operation. The G-representation on Vη then defines a uni-
tary G-representation on Vπ inducing the HG-representation. We do the same with
the group H and we get irreducible unitary representations π and τ of G and H

such that Φ is a G×H -isomorphism. �

We finally show Theorem 7.5.23. For a finite set of places S, Theorem 7.5.23
follows directly from Theorem 7.5.29. By the same token, one can assume that
the infinite place is not in S. So assume S infinite and ∞ /∈ S. Let (π,V ) be an
irreducible unitary representation of GS and let KS be the compact open
subgroup

∏
p∈S Kp . By Lemma 7.5.30 there exists τ ∈ K̂S such that Vπ(τ) is a

non-zero irreducible module of the Hecke algebra Cτ . By Lemma 6.2.5 the repre-
sentation τ is trivial on an open subgroup of KS . So there exists a finite set of places
T ⊂ S with τ(

∏
p∈S�T Kp)= 1. By Theorem 7.5.29 we can replace GS by GS�T ,

which means we assume K = ∏
p∈S Kp and τ = 1. Then by Exercise 7.12 the

convolution algebra C1 = Cc(G)
K is commutative and therefore every irreducible

∗-module is one-dimensional, hence Vπ(τ) = VK
π is one-dimensional. For every

finite set of places T ⊂ S the space VK
π generates an irreducible representation of

GT =∏
p∈T Gp by Lemma 7.5.30(b). With πp = π{p} one gets πT ∼=⊗

p∈T πp .
Let η =⊗

p∈S πp . Theorem 7.5.13 implies that η is irreducible. For every finite
subset T ⊂ S one gets an isometry ηT =⊗p∈T πp ↪→ π . These isometries can be
chosen in a compatible way, so that they yield a GS -equivariant isometry η ↪→ π .
As π is irreducible, this map is an isomorphism. The proof of the tensor product
theorem is finished. �

7.5.3 Admissibility of Automorphic Representations

An irreducible representation π of GA is called a cuspidal representation if π is
isomorphic to a subrepresentation of L2

cusp. We want to apply the tensor product
theorem to cuspidal representations. For this we have to ensure they are admissible.

A unitary representation of the group GA is called a compact representation if for
every f ∈ Cc(GA) the induced operator π(f ) is compact. Every subrepresentation
of a compact representation is compact. Proposition 7.4.3 asserts that the space of
cusp forms L2

cusp defines a compact representation and by Proposition 7.3.13 every
compact representation is a direct sum of irreducible representations.

Theorem 7.5.33 Every irreducible compact representation is admissible. In
particular, every cuspidal representation is admissible.
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Proof Let (π,Vπ) be an irreducible compact representation and let (τ,Vτ ) be an
irreducible representation of the compact group KA = ∏

p≤∞Kp , where Kp =
GL2(Zp) if p <∞ and K∞ = SO(2). Then τ is a tensor product τ =⊗p τp . Let
A be the *-algebra Cc(GA) and set Aτ = eτAeτ . Then Vπ(τ) is an irreducible Aτ -
∗-module.

The algebra Aτ is itself a tensor product of the form A∞ ⊗ Afin, where A∞ =
eτ∞C

∞
c (G∞)eτ∞ and similarly for Afin.

Lemma 7.5.34 The algebra A∞ is commutative.

Proof The irreducible representations of the group K∞ = SO(2) are given by char-
acters εν , ν ∈ Z, where

εν

(
a −b
b a

)
= (a + ib)ν .

Let ε be the character giving τ∞. The algebra A∞ can be viewed as the convolution
algebra of all functions f ∈ C∞

c (G∞) with f (k1xk2)= ε(k1k2)f (x) for all k1, k2 ∈
K∞. Let D be the set of diagonal matrices in G∞. By Exercise 3.3 we know that
G∞ =K∞DK∞. Consider the map θ :G→G given by

θ(x)=
(−1

1

)
xt
(−1

1

)
.

One gets θ(kdl)= ldk for k, l ∈K∞ and d ∈D. This implies that for f ∈A∞ one
has f θ = f , where f θ (x)= f (θ(x)). Since θ is an anti-automorphism of G∞, i.e.
θ(xy)= θ(y)θ(x), one has for arbitrary f,g ∈ Cc(G), that (f ∗g)θ = gθ ∗f θ . This
implies the claim as for f,g ∈A∞ it holds that

f ∗ g = (f ∗ g)θ = gθ ∗ f θ = g ∗ f. �

We finish the proof of the theorem. For f ∈A∞ define π(f )= ∫
G∞ f (x)π(x)dx

and analogously for Afin. Since A∞ is commutative, every f ∈A∞ commutes with
every a ∈Aτ , so π(f ) commutes with every π(a), where a ∈Aτ . By the lemma of
Schur the operator π(f ) acts on the isotype Vπ(τ) by a scalar. As eτ is the idempo-
tent attached to τ , the operator π(eτ ) is the orthogonal projection onto theK-isotype
Vπ(τ). Choose f ∈ A∞ such that π(f ) acts as identity on Vπ(τ). The operator
π(eτ )π(f ) is compact on the one hand, and on the other it acts as an orthogonal
projection on Vπ(τ). Ergo its image Vπ(τ) is finite-dimensional, as claimed. �

7.6 Exercises and Remarks

Exercise 7.1 Show that for a set S of places with ∞∈ S one has

GL2(AS)∼=GL2(AS�{∞})×GL2(R).

Show that if ∞ /∈ S, then GL2(AS) equals the restricted product of all GL2(Qp),
p ∈ S, with respect to their compact open subgroups GL2(Zp). As a subset of A4

S ,
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the set GL2(AS) inherits a topology. Show that this topology does not coincide with
the restricted product topology.

Exercise 7.2 Let (X,d) be a separable metric space and let Z ⊂ X be a subset.
Show that Z is separable as well.

Exercise 7.3 Show that the modular function of the group Bp =ApNp is given by
ΔBp(an)= aδ .

Exercise 7.4 Show that a quasi-character a 
→ aλ of the group Ap is unramified if

and only if it is of the form
( a1

a2

)λ = |a1|λ1 |a2|λ2 for some λ1, λ2 ∈C.
(Hint: λ is unramified if and only if it factors over Ap/Kp ∩Ap

∼= Z
2.)

Exercise 7.5 Let V,W be Hilbert spaces. Show that the Hermitian extension of

〈
v⊗w,v′ ⊗w′〉 def= 〈

v, v′
〉〈
w,w′〉

defines an inner product on the tensor product space V ⊗W .
(Hint: the problem is definiteness. Let f =∑i vi⊗wi be in the tensor product. One
can orthonormalize the finitely many vi and get a new presentation of f , so one can
assume the vi to be pairwise orthogonal.)

Exercise 7.6 Show that for three Hilbert spaces V1,V2,V3 the tensor products
(V1 ⊗ V2)⊗ V3 and V1 ⊗ (V2 ⊗ V3) are canonically isomorphic. Further show that
V1 ⊗ V2 is canonically isomorphic to V2 ⊗ V1.
(Hint: one needs to show that the canonical isomorphisms of the algebraic tensor
products are isometries.)

Exercise 7.7 Let (π,V ) and (η,W) be unitary representations of the locally com-
pact groups G and H . Show that ρ = π ⊗ η is a unitary representation of G×H on
the Hilbert space V ⊗̂W .
(Hint: the problem is continuity. One has to estimate expressions of the form
‖ρ(g′, h′)v′ − ρ(g,h)v‖ for g,g′ ∈G, h,h′ ∈H and v, v′ ∈ V ⊗̂W .)

Exercise 7.8 Show that the infinite tensor product of unitary representations, as
defined before Theorem 7.5.13, is a unitary representation.
(Hint: one has to show that for convergent series gn → g in G and vn → v in W =⊗

p Vp one has π(gn)vn→ π(g)v. As in the proof of Theorem 7.1.3 one can restrict
to vectors in a dense subspace.)

Exercise 7.9 Use the Peter–Weyl theorem to show

eτ ∗ eγ =
{
eτ if γ ∼= τ,

0 otherwise.
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Exercise 7.10 Let (π,V ) be a representation of Gp = GL2(Qp). A vector v ∈ V
is called a smooth vector if its stabilizer in Gp is an open subgroup. Show that the
space V∞ of all smooth vectors is dense in V .
(Hint: show that the convolution algebra of all locally constant functions with com-
pact support contains a Dirac sequence.)

Exercise 7.11 Let Γ = SL2(Z), k ∈ 2N and f ∈ Sk(Γ ) be a cusp form. We can
view Sk(Γ ) as a subspace of L2(GQZR\GA). For distinction we write A(f ) ∈
L2(GQZR\GA) for the element given by f .

Let p be a prime number and let gp ∈C
∞
c (Gp) be given by

gp = 1
Kp

(
p−1

1

)
Kp

.

For ϕ ∈ L2(Z(R)GQ\GA) let

R(gp)ϕ(x)=
∫
Gp

gp(y)ϕ(xy)dy.

Show:

R(gp)A(f )= p1−k/2A(Tpf ),

where Tp is the Hecke operator of Chap. 2.

Exercise 7.12 Let G be a locally compact group and let K be a compact subgroup.
Show that the set Cc(G)K of all K-bi-invariant functions in Cc(G) is a subalgebra
of Cc(G). If Cc(G)K is a commutative algebra, one says that the pair (G,K) is a
Gelfand pair. Show: For any set S of finite places (GL2(AS),GL2(ZS)) is a Gelfand
pair, where ZS =∏p∈S Zp .
(Hint: find a suitable set of representatives of K\G/K . Show that matrix transposi-
tion defines a linear map T : Cc(G)→ Cc(G) with T (f ∗ g)= T (g) ∗ T (f ). Note
that the Haar measure on G is invariant under transposition and forming inverses.)

Exercise 7.13 Let G be a locally compact group and let K be a compact open
subgroup. Normalize the Haar measure such that K has measure 1. Let (π,Vπ) be a
representation of G. Show that π(1K)=

∫
K
π(x)dx is a projection with image VK

π .
Show that π(1K) is an orthogonal projection if the representation π |K is unitary.

Exercise 7.14 Let K be a totally disconnected compact group. Show that every
irreducible representation τ factors over a finite quotient K/N of K .
(Hint: by Theorem 7.5.15 the representation τ is finite-dimensional. Show that
GLn(C) possesses a unit neighborhood that does not contain any non-trivial sub-
group.)

Remarks In this chapter we have shown that every cuspidal representation is
admissible and is actually a tensor product. It is more sharply true that every ir-
reducible unitary representation of Gp,G∞ or GA is admissible, and so in the
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case GA is a tensor product of local representations. To show this, however, one
needs to use more representation theory than would be appropriate for the purpose
of this book. A proof for G∞ can be found in [Kna01], for Gp in [HC70]. The
global case can be deduced from the local cases.



Chapter 8
Automorphic L-Functions

We denote the algebra of 2 × 2 matrices over a given ring R by M2(R). For x ∈
M2(A) we write

|x| = ∣∣det(x)
∣∣= ∏

p≤∞

∣∣det(xp)
∣∣.

Let S(M2(A)) denote the space of Schwartz–Bruhat functions on M2(A), i.e. every
f ∈ S(M2(A)) is a finite sum of functions of the form f =∏

p fp , where fp =
1M2(Zp) for almost all p and fp ∈ S(M2(Qp)) for all p. Here S(M2(R)) is the
space of Schwartz functions on M2(R) ∼= R

4 and S(M2(Qp)) is the space of all
locally constant functions with compact support on M2(Qp).

8.1 The Lattice M2(QQQ)

Let e be the additive character on A defined in Lemma 5.4.2. Given x ∈M2(A), we
write e(x) for e(tr(x)), so

e

(
a b

c d

)
= e(a + d).

Lemma 8.1.1 M2(Q) is a discrete, cocompact subgroup of the additive group
M2(A), i.e. it is a lattice. For x ∈M2(A) one has

e(xy)= 1 ∀y ∈M2(Q) ⇔ x ∈M2(Q).

Proof For Q and A we have seen a similar assertion before in Theorem 5.4.3. Since
Q is discrete in A and M2(A)∼= A

4 has the product topology, the set M2(Q)∼=Q
4

is discrete in M2(A). By

M2(A)/M2(Q)=A
4/Q4 = (A/Q)4

the group M2(Q) also is cocompact in M2(A).

A. Deitmar, Automorphic Forms, Universitext,
DOI 10.1007/978-1-4471-4435-9_8, © Springer-Verlag London 2013
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In the last assertion the ‘⇐’ direction is trivial. For the ‘⇒’ direction take
x ∈ M2(A) satisfying the assumption. Write x = ( a b

c d

) ∈ M2(A) and let y = ( t 0
0 0

)
,

t ∈Q. One has

e(xy)= e

(
tr

(
at 0
ct 0

))
= e(at).

We can vary t in Q to get a ∈ Q by Theorem 5.4.3. The same argument with y =( 0 t
0 0

)
,
( 0 0
t 0

)
and

( 0 0
0 t

)
gives the claim. �

For f ∈ S(M2(A)) we define its Fourier transform by

f̂ (x)=
∫

M2(A)

f (y)e(−xy)dy.

Using the corresponding assertions in the one-dimensional case, one shows that
the Fourier transform maps the space S(M2(A)) into itself and that it satisfies the

inversion formula ˆ̂
f (x)= f (−x), see also the remarks preceding Theorem 5.4.12.

8.2 Local Factors

We use the notion of a group algebra. For this let G be a group. The group algebra
C[G] over C is defined as the convolution algebra Cc(G), where we equip G with
the discrete topology. Any discrete group is clearly locally compact and the counting
measure is a Haar measure, which we use in the definition of the convolution.

We make this more explicit. An arbitrary function f : G→ C lies in C[G] if
and only if it is zero outside a finite set. For f,g ∈ C[G] their convolution product
equals

f ∗ g(x)=
∑
y∈G

f (y)g
(
y−1x

)
.

The group algebra has a canonical basis given by (δy)y∈G, where

δy(x)=
{

1 if x = y,

0 if x 
= y.

We compute δx ∗ δy(z)=∑r∈G δx(r)δy(r−1z)= δy(x
−1z)= δxy(z), i.e.

δx ∗ δy = δxy.

This identity gives rise to another definition of the group algebra, according to which
the group algebra C[G] is the vector space with a basis (δy)y∈G indexed by elements
of G, equipped with a multiplication which on the basis elements is given by δxδy =
δxy , and which is then bilinearly extended to the entire space. We refer to this second
definition as the algebraic definition, whereas the definition via convolution is called
the analytic definition.

We want to understand the algebra homomorphisms from C[G] to C, and
we want to describe them in both definitions. We are looking at a linear map
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φ : C[G] → C, which is multiplicative, so φ(ab) = φ(a)φ(b) holds for all a, b ∈
C[G] and φ(δ1) = 1. Then the map ϕ :G→ C given by ϕ(y) = φ(δy) is a multi-
plicative map. Because of 1= φ(δ1)= ϕ(1)= ϕ(yy−1)= ϕ(y)ϕ(y−1), every ϕ(y)
is invertible, and hence lies in C

×. Therefore every algebra homomorphism φ in-
duces a group homomorphism ϕ : G→ C

×. The converse is true as well, as for
a given group homomorphism ϕ one can define an algebra homomorphism φ by
linear extension from φ(δy)= ϕ(y). We obtain a canonical bijection

Homalg
(
C[G],C) ∼=−→Homgrp

(
G,C×).

Finally we want to see how to express this in terms of the convolution algebra def-
inition of C[G]. So let a group homomorphism ϕ :G→ C

× be given and let φ be
the corresponding algebra homomorphism. Let f : G→ C be a function of finite
support. Then f is a finite sum f =∑y∈G f (y)δy . Linearity implies

φ(f )=
∑
y∈G

f (y)ϕ(y).

This formula will be used later.
Let p <∞ be a prime number. Let (π,V ) be an irreducible admissible represen-

tation of Gp on a Hilbert space. Assume π to be unramified. The algebra HKp
p of all

Kp-bi-invariant functions of compact support on Gp acts on the space VKp . Since

this space is one-dimensional, the algebra HKp
p acts by an algebra homomorphism

χπ ∈Homalg(H
Kp
p ,C).

Let Ap ⊂ Gp be the subgroup of diagonal matrices and Np = NQp
the group

of upper triangular matrices with ones on the diagonal. Then Bp = ApNp is the
group of upper triangular matrices. For a = diag(a1, a2) let δ(a) = |a1|/|a2|. The
map Δ(an)= δ(a) is the modular function of the group Bp , as was shown in Exer-
cise 7.3. Normalize the Haar measure dn on Np in such a way that vol(NZp )= 1.

To motivate the definition of the Satake transform, we recall the principal series
representation (πλ,Vλ) attached to a quasi-character λ of Ap .

Lemma 8.2.1 The representation πλ is unramified if and only if the quasi-character

λ is unramified. In this case one has V
Kp

λ = Cpλ, where the element pλ of Vλ is
defined by

pλ(ank)= aλ+δ/2,

for a ∈Ap , n ∈Np , k ∈Kp .

Proof Assume that πλ is unramified and let 0 
= ϕ ∈ VKp

λ . Then ϕ|Kp is constant
outside a set of measure zero, so after altering ϕ we can assume it to be constant on
Kp . We multiply ϕ by a scalar so that the constant is one. So for a ∈ Ap ∩Kp we
have

1= ϕ(1)= ϕ(a)= aλ+δ/2ϕ(1)= aλ,
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which means that λ is unramified. Conversely, let λ be unramified. We can define pλ
by the formula in the lemma. Then pλ ∈ Vλ, since for a ∈ Ap , n ∈Np and x ∈Gp

one has

pλ(anx)= pλ(ana1n1k)= pλ
(
aa1︸︷︷︸
∈Ap

na1n1︸ ︷︷ ︸
∈Np

k
)

= (aa1)
λ+δ/2 = aλ+δ/2pλ(a1n1k)= aλ+δ/2pλ(x),

where we have written the Iwasawa decomposition of x as x = a1n1k and na1 =
a−1

1 na1. The function pλ is, up to scalars, the only element of Vλ, which is constant

on Kp , so pλ spans the space V
Kp

λ . �

Let λ or equivalently πλ be unramified. There exists an algebra homomorphism

χλ :HKp
p →C such that

πλ(f )pλ = χλ(f )pλ.

Since pλ(1)= 1, one has χλ(f )= πλ(f )pλ(1). We compute

χλ(f )= πλ(f )pλ(1)=
∫
Gp

f (x)πλ(x)pλ(1) dx

=
∫
Gp

f (x)pλ(x) dx =
∫
ApNpKp

f (an)pλ(ank)da dndk

=
∫
ApNp

f (an)aλ+δ/2 da dn.

Definition 8.2.2 We define the Satake transform of f by

Sf (a)= aδ/2
∫
Np

f (an)dn.

It follows that χλ(f ) =
∫
Ap

Sf (a)aλ da. We write A = Ap/Ap ∩ Kp
∼=

(Q×
p /Z

×
p )

2 ∼= Z
2. The normalizer N(Ap) of Ap in Gp is the group of all mono-

mial matrices, i.e. matrices such that in every row and every column there is ex-
actly one non-zero entry. The Weyl group W of Ap is defined to be the quotient
W =N(Ap)/Ap . The latter group is isomorphic to the permutation group Per(2) in
two letters and it acts on Ap by permuting the entries. It also acts on A∼= Z

2 and on
the group algebra C[A]. The set of W -invariants,

C[A]W = {α ∈C[A] :wα = α ∀w ∈W}

is a subalgebra which is closed under α 
→ α∗, where α∗(a)= α(a−1) is the canon-
ical involution on the group algebra.
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Theorem 8.2.3 The Satake transformation f 
→ Sf with Sf (a) = δ(a)
1
2 ×∫

Np
f (an)dn is an isomorphism of *-algebras,

S :HKp
p

∼=−→C[A]W,
i.e. it is an algebra isomorphism with S(f ∗)= S(f )∗.

Proof We begin by showing that the function Sf has compact support in A. Let Ω
be the support of f . Then Ω ∩AN is a compact subset of AN . By the formula

an=
(
a1

a2

)(
1 x

1

)
=
(
a1 a1x

a2

)

one sees that the multiplication map A×N →AN is a homeomorphism. The sup-
port of Sf is a subset of P(Ω ∩AN), where P :AN →A is the projection map. As
P is continuous, the support of Sf is compact. Later in Lemma 8.2.4 we shall give
the support in explicit cases.

Next we show that the Satake transformation is an algebra homomorphism. For

this we compute for f,g ∈HKp
p :

S(f ∗ g)(a)= δ(a)
1
2

∫
Np

∫
Gp

f (y)g
(
y−1an

)
dy dn

= δ(a)
1
2

∫
Np

∫
Ap

∫
Np

f
(
a′n′

)
g
(
n′−1a′−1an

)
︸ ︷︷ ︸
=g(a′−1an′′n)

da′ dn′ dn,

where n′′ = (a′−1a)−1n′−1(a′−1a) ∈ N . As dn is a Haar measure, we can replace
n′′n by n and we get

S(f ∗ g)(a)= δ(a)
1
2

∫
Np

∫
Ap

∫
Np

f
(
a′n′

)
g
(
a′−1an

)
da′ dn′ dn

=
∫
Ap

δ
(
a′
) 1

2

∫
Np

f
(
a′n
)
dn

︸ ︷︷ ︸
=Sf (a′)

δ
(
a′−1a

) 1
2

∫
Np

g
(
a′−1an

)
dn

︸ ︷︷ ︸
=Sg(a′−1a)

da′

= (Sf ) ∗ (Sg)(a).
We show that the image of the Satake transformation lies within the set of Weyl

group invariants. For this let w = ( 1
1

)
be the canonical representative of the non-

trivial element of the Weyl group. Since w = w−1, we have waw−1 = waw for

every a ∈ Ap . The element w lies in Kp , so by Kp-invariance of f ∈ HKp
p we

deduce

Sf (waw)= δ(waw)
1
2

∫
Np

f (wawn)dn= δ(waw)
1
2

∫
Np

f (awnw)dn.
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Writing a = ( a1
a2

)
and n= ( 1 x

1

)
, one gets

awnw =
(
a1

a2

)(
1
x 1

)
= ant = (na)t .

In Exercise 7.12 it is shown that for every g ∈Gp one has KpgKp =Kpg
tKp , so

it holds that f ((na)t )= f (na). Noting δ(waw)= δ(a)−1 = |a2||a1| , we arrive at

Sf (waw)=
( |a2|
|a1|

) 1
2
∫
Qp

f

(
a1 a2x

a2

)
dx

=
( |a1|
|a2|

) 1
2
∫
Qp

f

(
a1 a1x

a2

)
dx = Sf (a).

Next we prove the *-property. We have

S
(
f ∗
)
(a)= δ(a)

1
2

∫
Np

f
(
n−1a−1

)
dn= δ(a)

1
2

∫
Np

f
(
a−1ana−1

)
dn

= δ
(
a−1) 1

2

∫
Np

f
(
a−1n

)
dn= S(f )

(
a−1

)= S(f )∗(a).

For injectivity: For k, l ∈ Z let A(k, l)=Kp

( pk
pl

)
Kp . By the Elementary Divisor

Theorem one has for the principal ideal domain Zp ,

Gp =
⋃
k≤l

A(k, l) (disjoint union).

Lemma 8.2.4 For a = ( pi
pj

)
, the set aNp meets a double coset A(k, l) if and only

if k ≤ i, j and l = i + j − k.

Proof Assume aNp ∩ Kp

( pk
pl

)
Kp 
= ∅. After multiplication by pν with ν ∈ N

we can assume i, j, k, l ≥ 0. Then all matrices have integral entries and pk is the
first elementary divisor of an, i.e. the greatest common divisor of all entries of the

matrix an = ( pi pix
pj

)
. Therefore k ≤ i, j . The determinant of an is of the form

pk+lu, where u ∈ Z
×
p . So we have pi+j = pk+lu and we infer that i + j = k+ l.

For the converse direction assume k ≤ i, j and k + l = i + j . Again we assume

all indices are positive. Then the matrix
( pi pk

pj

)
lies in aN . It has first elementary di-

visor pk and therefore lies in Kp

( pk
pl
′
)
Kp for some l′ ≥ k. But as the determinant

of
( pi pk

pj

)
equals pi+j = pk+l = pk+l′u for some u ∈ Z

×
p , it follows that l′ = l. �

The following picture shows the coordinates (k, l) of the double cosets A(k, l),

which have non-empty intersection with the set
( pi

pj

)
N .
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= f ∈HKp
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We conclude that the image of the indicator function f = 1A(k,l) under the Satake
transformation is of the form

Sf =
l∑

ν=k
ck,lν δ(pν

pk+l−ν
),

where ck,lν > 0 are real numbers, satisfying the symmetry condition c
k,l
i = c

k,l
k+l−i .

We use this to show that the image of the Satake transformation contains the gener-
ators

ei,j = δ(pi
pj

) + δ(pj
pi

), i, j ∈ Z,

of C[A]W . It suffices to consider the case i ≤ j . We write j = i + n for n ≥ 0 and
prove the claim by induction on n. For n= 0 the generator is a multiple of the image
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of 1A(i,i). Next for the induction step n→ n+ 1. By the induction hypothesis, there

is f0 ∈HKp
p such that

S(f0)=
i+n∑

ν=i+1

ci,i+n+1
ν δ(pν

p2i+n+1−ν
).

Let f = 1A(i,i+n+1). We obtain

S(f )− S(f0)= c
i,i+n+1
i ei,i+n+1.

We have shown surjectivity of the Satake transformation. �

We want to understand the Hecke algebra Hp a bit better. Let Zp be the linear
subspace

Zp = Span{1pkKp
: k ∈ Z}.

For k, l ∈ Z one computes that

1pkKp
∗ 1plKp

= 1pk+lKp
.

So Zp is a subalgebra of Hp . Let Jp be the ideal of Hp , generated by all elements
of the form

1pkKp
− 1Kp .

Let V be a module of the commutative algebra Hp . We say that V is a Zp-trivial
module if 1pkKp

v = v holds for every v ∈ V and every k ∈ Z. This is equivalent to
JpV = 0, i.e. equivalent to V being a module of the algebra Hp/Jp .

Lemma 8.2.5 The algebra Hp/Jp is isomorphic to the polynomial ring C[x]. The
element gp = 1

Kp

(
p−1

1

)
Kp

is a generator of this algebra.

Proof A computation shows that the Satake transformation maps the algebra Zp to

the group algebra D = C[AW ] ⊂ C[A]W . Here A
W

is the subgroup of W -invariant
elements, so

A
W =Q

×
p

(
1

1

)
/Z×p

(
1

1

)
.

Further, S(gp) is a multiple of δ(p−1

1

) + δ(1
p−1

). The algebra C[A]W is linearly

spanned by the elements

a(k, l)= δ(pk
pl

) + δ(pl
pk

), k, l ∈ Z.

For m ∈ Z one has

a(k+m, l +m)= a(k, l)δ(pm
pm

),
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and this element lies in a(k, l)+ Jp . This means that, modulo the ideal Jp , every
element a(k, l) can be brought into the form a(k,0) with k ≥ 0. Let k ≥ 1. Then
a(1,0)k = a(k,0)+ c, where c is a linear combination of elements of Jp and the
elements a(m,0) with 0≤m< k. This implies that the algebra C[gp] generated by
gp maps surjectively onto Hp/Jp , and that Jp ∩C[gp] = 0. �

Let Zp =Q
×
p

( 1
1

)
be the center of Gp . A representation (π,Vπ) of Gp is called

Zp-trivial if the group Zp acts trivially on Vπ . Then Zp-trivial Gp-modules will
give Zp-trivial Hecke modules as follows.

Lemma 8.2.6 Let (π,Vπ) be an irreducible unramified representation of Gp . Then
π is Zp-trivial if and only if VK

π is a Zp-trivial Hecke module.

Proof Let π be a Zp-trivial representation. For k ∈ Z one has

π(1pkKp
)=

∫
Kp

π
(
pkx

)
dx = π

(
pk
)

︸ ︷︷ ︸
=1

∫
Kp

π(x)dx = π(1Kp),

where we have written π(pk) for π(pk
( 1

1

)
). Conversely, let VK

π be a Zp-trivial

module and let v0 ∈ VK
π �{0}. Then π(Cc(Gp))v0 is dense in Vπ . So let v = π(f )v0

in this subspace. For a ∈Q
×
p it follows that

π(a)v = π(a)π(f )v0 = π(f )π(a)v0 = π(f )π(1aKp)v0 = π(f )v0 = v.

The lemma is proven. �

By the Satake isomorphism we have HKp
p

∼= C[A]W . We want to determine the

algebra homomorphisms from HKp
p to C. For this we need the following lemma.

Lemma 8.2.7 Let A be an algebra over C and let W = {1,w} be a two-element
group of automorphisms of A. The set AW of W -invariants is a subalgebra of A.
The group W acts on the set Homalg(A,C) of algebra homomorphisms from A to
C and the restriction yields a bijection

Homalg(A,C)/W
∼=−→Homalg

(
AW,C

)
.

Proof Since the elements of W are algebra homomorphisms, it follows that AW is
a subalgebra. Let A− be the set of all a ∈A such that w(a)=−a. Every a ∈A can
be written as

a = 1

2

(
a +w(a)

)+ 1

2

(
a −w(a)

)
.

By w2 = 1 we get a −w(a) ∈A− and there is a direct sum decomposition

A=AW ⊕A−.
Consider the restriction map

res :Homalg(A,C)/W →Homalg
(
AW,C

)
.
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For injectivity, let φ,ψ ∈ Homalg(A,C) with φ|AW = ψ |AW . For a ∈ A−, the el-
ement a2 lies in AW . Therefore, φ(a)2 = φ(a2) = ψ(a2) = ψ(a)2, so φ(a) =
±ψ(a).

First case: φ(a)=ψ(a) for every a ∈A−. Then one obtains φ =ψ .
Second case: there is a0 ∈ A− with φ(a0) 
= ψ(a0). Then it follows that 0 
=

φ(a0)=−ψ(a0). For any given b ∈A− one gets a0b ∈AW and so

φ(b)= φ(a0b)

φ(a0)
=−ψ(a0b)

ψ(a0)
=−ψ(b)=ψ(−b)=ψ

(
w(b)

)
.

We infer that φ =ψw , which shows the injectivity.
To show surjectivity, let φ :AW →C be an algebra homomorphism. We have to

show that φ extends to a homomorphism ψ from A to C. We distinguish two cases:
First case: φ(b2) = 0 for every b ∈ A−. In this case it follows that φ(bb′) = 0

for all b, b′ ∈A−, as one sees from 2bb′ = (b+ b′)2 − b2 − b′2. We set

ψ(a + b)= φ(a),

for a ∈AW and b ∈A−. We have to show that ψ is multiplicative. So let a, a′ ∈AW

and b, b′ ∈A−. Then

ψ
(
(a + b)

(
a′ + b′

))=ψ
(
aa′ + ab′ + a′b+ bb′

)= φ
(
aa′
)

= φ(a)φ
(
a′
)=ψ(a + b)ψ

(
a′ + b′

)
.

Second case: there is b0 ∈ A− with φ(b2
0) 
= 0. Choose a root ψ(b0) of φ(b2

0)

and set

ψ(a + b)= φ(a)+ φ(bb0)

ψ(b0)
.

A computation shows that this map is multiplicative. The lemma is proven. �

The algebra homomorphisms from HKp
p to C are therefore given by

Homalg
(
HKp
p ,C

)∼=Homalg
(
C[A]W,C)

∼=Homalg
(
C[A],C)/W

∼=Homgrp
(
A,C×)/W.

For an irreducible unramified representation (π,Vπ) the space V
Kp
π is one-

dimensional. Let v ∈ V
Kp
π � {0}. Then there exists an algebra homomorphism

χπ :HKp
p →C such that

π(f )v = χπ(f )v

holds for every f ∈HKp
p . Hence to an irreducible unitary unramified representation

π we attach a group homomorphism λ= λπ : A→ C
×, which is unique up to the

action of the Weyl group, such that for every f ∈HKp
p one has

χπ(f )=
∫
Ap

Sf (a)aλ da.

The homomorphism λ is called the Satake parameter of the representation.
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Lemma 8.2.8 Let (π,Vπ) be an irreducible unramified unitary representation
of Gp .

(a) The Satake parameter λπ is unitary, so |aλπ | = 1 for every a ∈Ap .
(b) Let f ∈ L1(Gp) be Kp-bi-invariant. Then the integral Sf (a) = aδ/2 ×∫

Np
f (an)dn exists for every a ∈Ap and the integral χπ(f )=

∫
Ap

Sf (a)aλπ da

exists and one has π(f )v = χπ(f )v.

Proof (a) As χπ is a *-homomorphism, one has χπ(f ∗) = χπ(f ) for every f ∈
HKp
p . Also, the Satake transform is a *-homomorphism, so that

∫
Ap

Sf
(
a−1

)
aλ da = χπ(f )= χπ

(
f ∗
)=

∫
Ap

Sf
(
a−1

)
aλ da

=
∫
Ap

Sf (a)
(
a−1)λ da,

which implies the claim.
(b) The existence of the integrals is clear by part (a), integrability of f and

the Iwasawa integral formula. Let Cj ⊂ Cj+1 be a sequence of compact, Kp-
bi-invariant subsets on Gp such that Gp = ⋃

j Cj . Then the sequence sj (x) =
1Cj (x)f (x)π(x)v is an approximating sequence for the integral since

∫
Gp

∥∥sj (x)− f (x)π(x)v
∥∥dx =

∫
Gp�Cj

∥∥f (x)π(x)v∥∥dz

≤
∫
Gp�Cj

∣∣f (x)∣∣dx‖v‖,
and the latter tends to zero as j →∞ since f is integrable. Hence the sequence

∫
Gp

sj (x) dx =
∫
Gp

1Cj (x)f (x)π(x)v dx = π(1Cj f )v = χπ(1Cj f )v

=
∫
Ap

aδ/2
∫
Np

1Cj (an)f (an)dna
λ da v

converges to π(f )v on the one hand, and to χπ(f )v on the other. �

The group Ap = Ap/Ap ∩Kp is isomorphic to Z
2. To give an explicit isomor-

phism, one needs to choose two generators of the groupA. We choose the generators
(
p

1

)
and

(
1

p

)
.

Then



222 8 Automorphic L-Functions

Homalg
(
HKp
p ,C

)∼=Homgrp
(
Z

2,C×)/W
∼= (C×)2/W
∼= T/W,

where T ⊂ GL2(C) is the group of diagonal matrices and W ∼= Z/2Z acts by per-
muting the entries. So to the algebra homomorphism χπ one attaches an element λπ
of T/W . With this, one defines the local L-factor of π as

L(π)
def= det(1− λπ)

−1.

Note that the thus defined local factor depends on the choice of the isomorphism
A∼= Z

2. This choice is justified, however, by the next proposition. Note also that we
use the letter λπ for the homomorphism of A as well as the corresponding element
of T/W . Let %1 =

( p
1

)
and %2 =

( 1
p

)
. Then

L(π)−1 = (1− λπ(%1)
)(

1− λπ(%2)
)
.

We define

|π | =max
j

(∣∣λπ(%j )
∣∣).

So if π is unitary, we have |π | = 1. If π is an unramified representation and s ∈C,
then the map πs : x 
→ |x|sπ(x) also is an unramified representation on the same
space as π . One has

|πs | = p−Re(s)|π |.
We define

L(π, s)
def= L(πs).

The indicator function 1M2(Zp), which we view as a function on Gp =GL2(Qp),

is not in the Hecke algebra HKp
p , as it doesn’t have compact support in Gp .

Proposition 8.2.9 Let (π,Vπ) be an irreducible unramified unitary representa-
tion of Gp , and let P1 = π(1Kp) be the orthogonal projection onto the one-

dimensional space V
Kp
π of Kp-fixed vectors. If Re(s) > 1

2 , then the Bochner in-

tegral π(1Mν (x)|x|s+
1
2 )= ∫

Gp
1Mν (x)|x|s+

1
2π(x)dx exists in the Banach space of

bounded operators on Vπ and one has

π
(
1Mν (x)|x|s+

1
2
)= L(π, s)P1.

Proof We use the Iwasawa integral formula to get∫
Gp

1M2(Zp)(x)|x|s+
1
2 dx ≤

∫
Gp∩M2(Zp)

|x|Re(s)+ 1
2 dx

=
∫
ApNp∩M2(Zp)

|a|Re(s)+ 1
2 da dn
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=
∫
Q
×
p∩Zp

∫
Q
×
p ∩Zp

|a1|−1(|a1||a2|
)Re(s)+ 1

2 da×1 da×2

=
∞∑
k=0

p−(s−
1
2 )k

∞∑
j=0

p−(s+
1
2 ) <∞.

So the Bochner integral exists and by Lemma 8.2.8 we get

π
(
1Mν (x)|x|s+

1
2
)= χπ

(
1Mν (x)|x|s+

1
2
)
P1.

Let f (x)= 1M2(Zp)(x)|x|s+
1
2 and let a ∈ Ap . We have Sf (a)= 0 for a /∈ M2(Zp)

and for a ∈M2(Zp) we compute

Sf (a)=
( |a1|
|a2|

) 1
2
∫
Qp

f

(
a1 a1x

a2

)
dx

=
(

1

|a1||a2|
) 1

2
∫
Qp

f

(
a1 x

a2

)
dx

=
(

1

|a1||a2|
) 1

2
∫
Qp

(|a1||a2|
)s+ 1

2 1M2(Zp)

(
1 x

1

)
dx = |a|s .

Writing aλπ = |a1|λ1 |a2|λ2 for λ1, λ2 ∈ C and a = diag(a1, a2), we have Sf (a) =
|a|s1A∩M2(Zp)(a) and

χπ(f )=
∫
Ap∩M2(Zp)

|a|saλπ da =
∞∑

k,j=0

p−(s+λ1)kp−(s+λ2)j

= 1

1− p−s−λ1

1

1− p−s−λ2
= L(π, s).

The proposition is proven. �

At the end of this section we shall determine the local L-function of the trivial
representation. For π = 1 and f ∈HKp

p one has

χπ(f )=
∫
Gp

f (x)dx =
∫
ApNp

f (an)da dn=
∫
Ap

a−δ/2Sf (a)da.

This means that λπ
( p

1

) = ( p
1

)−δ/2 = 1/
√
p and λπ

( 1
p

)=√
p. So the local

factor is

L(π, s)= 1

(1− p−s+ 1
2 )(1− p−s− 1

2 )
.

This is the Euler factor of the function ζ(s + 1
2 )ζ(s − 1

2 ), where ζ is the Riemann
zeta function.
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8.3 Global L-Functions

In this section we introduce the global L-functions, show that they extend to mero-
morphic functions on the plane and prove their functional equation.

Let π be an admissible irreducible unitary representation of GA. Then π is a
tensor product of the form π =⊗p πp , where πp is unramified for almost all p.

Let F be a finite set of places including ∞ and including all places, at which π
is ramified. We define the (partial) global L-function of π as

LF (π, s)=
∏
p/∈F

L(πp, s), s ∈C.

We shall show convergence of this product for Re(s) > 3
2 later.

As an example, consider the trivial representation π = triv. In this case we can
choose F = {∞} and in the last section we have seen that

L{∞}(triv, s)= ζ

(
s + 1

2

)
ζ

(
s − 1

2

)
.

Note that LF (π, s) depends only on those πp with p /∈ F , so it depends only on
the representation

⊗
p/∈F πp of GAF .

From now on let (π,Vπ) be a fixed cuspidal representation. Then π is admissible
and therefore a tensor product π =⊗p πp of local representations. We choose a set
of places F as above and an isometric GA-homomorphism

η : Vπ ↪→ L2(GQZR\GA).

Further we fix a vector v =⊗p vp ∈ Vπ such that vp ∈ VKp
πp if πp is unramified. Let

ϕ = η(v). By changing v if necessary, we assume that ϕ lies in the image of R(h)
for some h ∈ C∞

c (GA). Then the function ϕ is smooth and by Proposition 7.4.3 it is
rapidly decreasing, so in particular the function ϕ is bounded.

We can also assume ϕ(1) = 1. The latter can be achieved by replacing ϕ(x) by
cϕ(xy) for suitable y ∈GA and c ∈C. Let AF be the product of the fields Qp with
p ∈ F and A

F the restricted product of all Qp with p /∈ F . We consider the global
zeta integral,

ζ(f,ϕ, s)=
∫
GA

f (x)ϕ(x)|x|s+ 1
2 dx,

where f ∈ S(M2(A)). For the finite set of places F we also need the local zeta
integral,

ζF (f,ϕ, s)=
∫
GF

f (x)ϕ(x)|x|s+ 1
2 dx,

where we embed GF =∏p∈F Gp in GA by sending x to (x,1), i.e. the coordinates
outside F are set to 1.

For any ring R, let Q2(R) be the set of all x ∈ M2(R) with det(x) = 0. Let
S0 = S0(M2(A)) be the set of all f ∈ S(M2(A)), such that f and its Fourier trans-
form f̂ both vanish on the singular set Q2(A), so f (Q2(A)) = 0 = f̂ (Q2(A)).
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Examples of such functions are easily constructed. For instance, if f =∏p fp , then

one needs only two places p,q such that suppfp ⊂Gp and supp f̂q ⊂Gq , then one
has f ∈ S0. Note that the set S0 is stable under the Fourier transformation.

A function f ∈ S(M2(A)) is called F -simple if f =∏p fp with

p /∈ F ⇒ fp = 1M2(Zp).

Theorem 8.3.1 Let π be a cuspidal representation. Then the L-series LF (π, s)
converges for Re(s) > 3

2 and the ensuing L-function extends to a meromorphic
function on the entire plane.

(a) The global zeta integral for f ∈ S(M2(A)) converges locally uniformly for
Re(s) > 3

2 and defines a holomorphic function in that region. If f ∈ S0,
then the zeta integral extends to an entire function which satisfies the func-
tional equation

ζ(f,ϕ, s)= ζ
(
f̂ , ϕ∨,1− s

)
,

where ϕ∨(x)= ϕ(x−1).
(b) If f is an F -simple function, then for Re(s) > 3

2 one has

ζ(f,ϕ, s)= LF (π, s)ζF (f,ϕ, s).

(c) If F contains at least two primes and at least one at which π is unramified,
then there exists a function f ∈ S0 which is F -simple, such that the local
zeta integrals ζF (f,ϕ, s) and ζF (f̂ , ϕ

∨, s) are meromorphic and one has
the functional equation

LF (π, s)= ζF (f̂ , ϕ
∨,1− s)

ζF (f,ϕ, s)
LF (π,1− s).

The proof will essentially occupy the rest of the section.
We first show locally uniform convergence of the global zeta integral for

Re(s) > 3
2 .

The function ϕ is bounded, so we can estimate the function |ϕ(x)f (x)| by a
constant times 1qM2(Ẑ)

(x)(1+ ‖x∞‖N)−1, where q ∈Q and N ∈ N can be chosen
arbitrarily large.

The norm ‖x‖ is the Euclidean norm on R
4 ⊃GR, so∥∥∥∥

(
a b

c d

)∥∥∥∥=
√
a2 + b2 + c2 + d2.

It emerges that we have to show the convergence of the integrals

∫
Gfin∩qM2(Ẑ)

|x|Re(s)+ 1
2 dx and

∫
GR

|x|Re(s)+ 1
2

1+ ‖x‖N dx.
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Using Example 3.1.9 we can compute the second integral. It equals
∫
R

∫
R

∫
R

∫
R

|xw− yz|Re(s)− 3
2

1+ (x2 + y2 + z2 +w2)N/2
dx dy dzdw.

By the Cauchy–Schwarz inequality we get |xw + yz| ≤ (x2 + y2)
1
2 (w2 + z2)

1
2 ≤

x2 + y2 + z2 +w2, and the integral therefore has the majorant∫
R

∫
R

∫
R

∫
R

(x2 + y2 + z2 +w2)2 Re(s)−3

1+ (x2 + y2 + z2 +w2)N/2
dx dy dzdw.

After a change of variable to polar coordinates (see [Rud87]), this is a constant times∫∞
0

r2 Re(s)

1+rN dr , which converges locally uniformly for − 1
2 < Re(s) < N−1

2 . Since N
can be chosen arbitrarily large, the claimed convergence follows for the second of
the above integrals.

For the first we change variables to y = qx and we get a constant times the
integral ∫

Gfin∩M2(Ẑ)

|x|s+ 1
2 dx.

The set Gfin ∩M2(Ẑ) is the disjoint union of the sets Dn, where n ∈N0 and

Dn =
{
x ∈M2(Ẑ) : |x| = n−1}.

By Lemma 2.5.1 one has |Dn/GẐ
| =∑d|n d . So we can compute, formally at first,

∫
Gfin∩M2(Ẑ)

|x|s+ 1
2 dx =

∞∑
n=1

∑
d|n

dn−s−
1
2 =

∞∑
n=1

∑
ad=n

d−s+
1
2 a−s−

1
2

=
∞∑
a=1

∞∑
d=1

a−s−
1
2 d−s+

1
2 = ζ

(
s + 1

2

)
ζ

(
s − 1

2

)
.

Therefore, the integral converges locally uniformly for Re(s) > 3
2 and the conver-

gence assertion of the theorem is proven.

Lemma 8.3.2 Let (π,Vπ) be a unitary representation of GA/ZR. For v ∈ Vπ and
f ∈ S(M2(A)), the Bochner integral∫

GA

f (x)|x|s+1/2π(x)v dx

converges for every complex s with Re(s) > 3
2 .

Proof According to Theorem 7.3.7 we need to know

∞>

∫
GA

∥∥f (x)|x|s+1/2π(x)v
∥∥dx =

∫
GA

∣∣f (x)∣∣|x|Re(s)+1/2 dx‖v‖.

This, however, has just been shown. �
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Now let p ≤∞ be an arbitrary place. If z ∈ Zp and if πp is an irreducible unitary
representation of Gp , then πp(z) commutes with all πp(g), g ∈Gp . By the lemma
of Schur it follows that π(z) ∈C Id. So there exists a character ωπ :Zp → T, called
the central character, of π , such that π(z)= ωπ(z) Id holds for every z ∈Zp .

For f ∈ S(M2(A)) define E(f ), Ê(f ) :GA →C by

E(f )(x)= |x|
∑
γ∈GQ

f (γ x)

and

Ê(f )(x)= |x|
∑
γ∈GQ

f (xγ ).

Proposition 8.3.3 For every f ∈ S(M2(A)) the sum E(f )(x) converges locally
uniformly in x ∈ GA to a continuous function. For every α ∈ R with α > 1 there
exists C(α) > 0 such that for every x one has∣∣E(f )(x)∣∣≤ C(α)|x|−α.

Proof The set M2(Q) is a lattice in M2(A) and so is M2(Q)x for x ∈ GA. We
can assume f to be of the form f = ffinf∞ with ffin ∈ S(M2(Afin)) and f∞ ∈
S(M2(R)).

The function ffin has compact support, which is contained in a set of the form
1
m

M2(Ẑ) for some m ∈ N. Moving scalar factors from ffin to f∞, we can assume
|ffin| ≤ 1 and therefore

∣∣E(f )(x)∣∣≤ |x|
∑
γ∈GQ

∣∣f (γ x)∣∣

≤ |x|
∑

γ∈GQ∩ 1
m

M2(Ẑ)x
−1
fin

∣∣f∞(γ x∞)∣∣.

By enlarging m, we can assume xfin = 1. We have

GQ ∩ 1

m
M2(Ẑ)⊂M2(Q)∩ 1

m
M2(Ẑ)= 1

m
M2(Z).

Consider the lattice Λ = 1
m

M2(Z) in M2(R). Since the function f∞ is rapidly de-
creasing, the sum

∑
γ∈Λ |f∞(γ x∞)| converges locally uniformly in the variable

x∞.
We show the growth estimate. For this we use∣∣E(f )(x)∣∣≤ |x|

∑
γ∈GQ∩Λ

∣∣f∞(γ x∞)∣∣.

Let ‖g‖ =√
tr(gtg) be the Euclidean norm on M2(R). For every A > 0 there ex-

ists a C′
A > 0 such that |f∞(x∞)| ≤ C′

A(1 + ‖x∞‖A)−1. There is a unique de-
composition x∞ = yz, where z ∈ ZR and |y| = 1. One has ‖γ x∞‖ = ‖γyz‖ =
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‖γy‖|z| 1
2 = ‖γy‖|x∞| 1

2 . Further one has |x| = |xfinx∞| = |xfin||x∞|. Since xfin

stays in a fixed compact set, the value |xfin| is bounded by a fixed constant. So
there exists C(A2 − 1) > 0 such that

∣∣E(f )(x)∣∣≤ C

(
A

2
− 1

)
|x|1−A

2
∑

γ∈GQ∩Λ

1

1+ ‖γy‖A .

The proposition now follows from the next lemma.

Lemma 8.3.4 For A> 4 the map SL±2 (R)→R, given by

y 
→
∑

γ∈GQ∩Λ

1

1+ ‖γy‖A

is bounded.

Proof Replacing y with y
(−1

1

)
if necessary, we may assume y ∈ SL2(R). Using

Iwasawa decomposition, it suffices to consider y = na for n= ( 1 x
1

)
and a a diag-

onal matrix with positive entries. We can reduce y modulo the matrices in SL2(Z)

from the left and SO(2) from the right, so we can assume y to be in the fundamen-
tal domain D for the modular group. So in particular |x| ≤ 1

2 and a = diag(et , e−t )
with t ≥ 1

2 log(
√

3/2).
Write γ ∈Λ∩GQ as γ = 1

m
γ ′ with an integral matrix γ ′. Then

1

1+ ‖γy‖A = 1

1+ 1
mA ‖γ ′y‖A

= mA

mA + ‖γ ′y‖A ≤ mA

1+ ‖γ ′y‖A ,

and therefore we can assume that m= 1. Then Λ=M2(Z) and

F =
{(

a b

c d

)
: 0≤ a, b, c, d ≤ 1

}

is a fundamental mesh for Λ. Let Λ′ be the subset of all λ ∈Λ with all four entries
non-zero. For λ ∈Λ′ let Fλ the unique translate of F such that λ ∈ Fλ and |xj | ≤
|λj | holds for every x ∈ Fλ and all j = 1, . . . ,4. Then ‖x‖ ≤ ‖λ‖ as well and so

∑
λ∈Λ′

1

1+ ‖λ‖A ≤
∫

M2(R)

1

1+ ‖x‖A dx <∞.

The same argument applies to the lattice Λy as long as this lattice remains rectan-
gular, for instance, if y is a diagonal matrix y = diag(et , e−t ). Since y has deter-
minant 1, the map x 
→ xy on M2(R) has functional determinant 1 as well, so the
change of variables xy 
→ x yields

∑
λ∈Λ′

1

1+ ‖λy‖A ≤
∫

M2(R)

1

1+ ‖xy‖A dx =
∫

M2(R)

1

1+ ‖x‖A dx <∞.
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Next any y ∈D can be written as

y = na =
(

1 x

1

)(
et

e−t
)
=
(
et

e−t
)(

1 xe−2t

1

)
︸ ︷︷ ︸

=z

,

where |x| ≤ 1
2 and t ≥ t0 for some t0. This means that the matrix z stays in a com-

pact subset of SL2(R). So there is a constant D > 0 with ‖z−1‖A ≤ D for all z.
Therefore, for λ ∈Λ we have

1

1+ ‖λy‖A = 1

1+ ‖λaz‖A ≤ 1
1

‖z−1‖A + ‖λaz‖A

= ‖z−1‖A
1+ ‖λaz‖A‖z−1‖A ≤ ‖z−1‖A

1+ ‖λa‖A ≤ D

1+ ‖λa‖A .

This takes care of Λ′. Next consider the set Ω ⊂ GQ ∩ Λ of matrices with at
least one entry equal to zero. For σ ∈ SL2(Z) let Ω(σ) be the set of all ω ∈ Ω

with σω /∈ Ω . It is easy to see that there are finitely many matrices σ1, . . . , σn ∈
SL2(Z) such that Ω =⋃n

j=1Ω(σj ). Therefore, it suffices to show that for fixed

σ ∈ SL2(Z), the sum
∑

γ∈Ω(σ)
1

1+‖γy‖A is bounded for y ∈ SL2(R). By the above,

the sum
∑

γ∈Ω(σ)
1

1+‖σγy‖A is bounded. The inequality ‖σγy‖ ≤ ‖σ‖‖γy‖ and the

fact that ‖σ‖ ≥ 1, imply 1
1+‖σγy‖A ≥ 1/‖σ‖A

1+‖γy‖A , and the lemma follows. �

Proposition 8.3.5 Let f ∈ S0(M2(A)). For every N ∈ N with N ≥ 2 there exists
C(N) > 0, such that for every x ∈GA one has the growth estimate∣∣E(f )(x)∣∣≤ C(N)min

(|x|N, |x|−N ),
and the functional equation

E(f )(x)= Ê(f̂ )
(
x−1).

Proof Using Proposition 8.3.3, the growth estimate follows from the functional
equation. To show the functional equation, note that for γ ∈ M2(Q) � GQ and
x ∈M2(A) one has det(γ x)= det(γ )det(x)= 0. Therefore, for f ∈ S0 one has

E(f )(x)= |x|
∑

γ∈M2(Q)

f (γ x),

where the sum now runs over M2(Q) instead of GQ. The functional equation there-
fore follows from the next lemma.

Lemma 8.3.6 For x ∈GA and f ∈ S one has

|x|2
∑

γ∈M2(Q)

f (γ x)=
∑

γ∈M2(Q)

f̂
(
x−1γ

)
.
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Proof The Poisson Summation Formula in Theorem 5.4.12 asserts∑
γ∈M2(Q)

f (γ )=
∑

γ∈M2(Q)

f̂ (γ ).

For x ∈GA let fx(y)= f (yx). Then

f̂x(y)=
∫

M2(A)

fx(z)e(−zy)dz=
∫

M2(A)

f (zx)e(−zy)dz

= |x|−2
∫

M2(A)

f (z)e
(−zx−1y

)
dz= |x|−2f̂

(
x−1y

)
.

The lemma and the proposition are proven. �

Proposition 8.3.7 Let f ∈ S(M2(A)) be of the form
∏

p fp . Assume that for p /∈ F
the local factor is fp = 1M2(Zp). For Re(s) > 3

2 the identity
∫
GQ\GA

E(f )(x)ϕ(x)|x|s− 1
2 dx = ζ(f,ϕ, s)

= LF (π, s)

∫
GF

fF (x)ϕ(x)|x|s+ 1
2 dx

holds, where fF =∏p∈F fp . If f ∈ S0, then, by Proposition 8.3.5, the integral on
the left-hand side converges uniformly in s ∈ C and thus defines an entire function
in s.

Proof With the usual unfolding trick (compare Proposition 2.7.10) we compute for
Re(s) > 3

2∫
GQ\GA

E(f )(x)ϕ(x)|x|s− 1
2 dx =

∫
GA

f (x)|x|s+ 1
2 ϕ(x)dx = ζ(f,ϕ, s).

Let (ψj ) be a Dirac sequence on GA. The following interchange of limit and inte-
gration is justified by means of the dominated convergence theorem. Note that the

Bochner integral
∫
GA

f (x)|x|s+ 1
2π(x)v dx exists by Lemma 8.3.2 and that

y 
→ η

(∫
GA

f (x)|x|s+ 1
2π(x)v dx

)
(y)=

∫
GA

f (x)|x|s+ 1
2 ϕ(yx)dx

is a continuous function. We compute∫
GA

f (x)|x|s+ 1
2 ϕ(x)dx =

∫
GA

lim
j

∫
GA

ψj(y)f
(
y−1x

)∣∣y−1
∣∣s+ 1

2 dy|x|s+ 1
2 ϕ(x)dx

= lim
j

∫
GA

∫
GA

ψj(y)f
(
y−1x

)∣∣y−1
∣∣s+ 1

2 dy|x|s+ 1
2 ϕ(x)dx

= lim
j

∫
GA

∫
GA

f (x)|x|s+ 1
2ψj (y)ϕ(yx)dx dy
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= lim
j

〈∫
GA

f (x)|x|s+ 1
2R(x)ϕ dx,ψj

〉

= lim
j

〈
η

(∫
GA

f (x)|x|s+ 1
2π(x)v dx

)
,ψj

〉

= η

(∫
GA

f (x)|x|s+ 1
2π(x)v dx

)
(1)

= η

(⊗
p

∫
Gp

fp(x)|x|s+ 1
2πp(x)vp dx

)
(1).

Linearity of η and Proposition 8.2.9 imply∫
GQ\GA

E(f )(x)ϕ(x)|x|s− 1
2 dx

= LF (π, s) η

(⊗
p/∈F

vp ⊗
⊗
p∈F

∫
Gp

fp(x)|x|s+ 1
2πp(x)vp dx

)
(1)

= LF (π, s)

∫
GF

fF (x)ϕ(x)|x|s+ 1
2 dx. �

We now prove the theorem. Let f ∈ S0. The functional equation E(f )(x) =
Ê(f̂ )(x−1) yields

ζ(f,ϕ, s)=
∫
GQ\GA

E(f )(x)ϕ(x)|x|s− 1
2 dx =

∫
GQ\GA

Ê(f̂ )
(
x−1)ϕ(x)|x|s− 1

2 dx

=
∫
GA/GQ

Ê(f̂ )(x)ϕ
(
x−1)|x|−s+ 1

2 dx =
∫
GA

f̂ (x)|x| 3
2−sϕ

(
x−1)dx.

The map ϕ 
→ ϕ∨ with ϕ∨(x) = ϕ(x−1) is a unitary map from L2(GQZ\GA)

to L2(GA/GQZ), which is GA-equivariant, when we consider the GA action on
L2(GA/GQZ) given by left translation L(y)ϕ(x) = ϕ(y−1x). This is seen by the
following computation,

(
R(y)ϕ

)∨
(x)=R(y)ϕ

(
x−1)= ϕ

(
x−1y

)= ϕ
((
y−1x

)−1)
= ϕ∨

(
y−1x

)= L(y)
(
ϕ∨
)
(x).

This means that ϕ∨ takes the role of ϕ, if we use left translations instead of right
translations. One gets the functional equation,

ζ(f,ϕ, s)= ζ
(
f̂ , ϕ∨,1− s

)
.

Part (a) of the theorem is proven. By Proposition 8.3.7, we also have part (b).
Finally for part (c). Let p and q be different prime numbers in F . Choose a

Schwartz–Bruhat function fq with support in Gq and a smooth function fp of com-
pact support in M2(Qp) such that its Fourier transform f̂p has support inside Gp .
Further choose f∞ ∈ C∞

c (GR). Then f =∏p fp is an F -simple function in S0. The

functional equation follows from parts (a) and (b) if we can show that LF (π, s) has
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a meromorphic continuation. This assertion does not depend on the set of places F ,
for if F ′ is another set, then the functions LF and LF

′
only differ by finitely many

Euler factors of the form

1

(1− ap−s)(1− bp−s)
,

which are meromorphic.
It suffices to show that f can be chosen such that ζF (f,ϕ, s) is non-zero and

extends meromorphically to C. To do that, we choose F to contain at least two
prime numbers, and to contain at least one prime number at which π is unramified.
If p is a prime outside F , set fp = 1M2(Zp). Fix a prime q ∈ F , at which π is
unramified. For every prime p 
= q in F we choose fp in C∞

c (Gp). Let fq be the
Fourier transform of the function

q1GL2(Zq ) = q
∑

g∈GL2(Z/qZ)

1g+qM2(Zq ).

Note that this is bi-invariant under Kq =GL2(Zq). One computes

fq(x)=
∑

g∈GL2(Z/qZ)

eq(xg)1q−1M2(Zq )
(x).

Setting f =∏p fp we get

ζF (f,ϕ, s)=
∫
GF

f (x)ϕ(x)|x|s+ 1
2 dx

= η

(⊗
p 
=q

∫
Gp

|x|s+
1
2

p fp(x)R(x)vp dx

⊗
∫
Gp

|x|s+
1
2

q fq(x)R(x)vq dx

)
(1).

Since the function |.|s+ 1
2 fq is Kq -bi-invariant, we have

∫
Gq
|x|s+

1
2

q fq(x)R(x)vq =
χπq (|.|s+

1
2 fq)vq and

χπq
(|.|s+ 1

2 fq
)=

∫
Aq

S(fq)(a)|a|s+ 1
2 aλπ da

if the integral converges absolutely, which we show below for Re(s)' 0. We want
to show that this is a non-zero rational function in q−s . For a = ( a1

a2

) ∈ Aq we
compute Sfq(a) as

Sfq(a)= aδ/2
∫
N

fq(an)dn

=
∑

g∈GL2(Z/qZ)

( |a1|
|a2|

) 1
2
∫
Qq

eq
(
tr
( a1 a1x

a2

)
g
)
1q−1M2(Zq )

( a1 a1x
a2

)
dx
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=
∑

g∈GL2(Z/qZ)

(
1

|a1||a2|
) 1

2
∫
Qq

eq
(
tr
( a1 x

a2

)
g
)
1q−1M2(Zq )

( a1 x
a2

)
dx.

If g is not upper triangular, then the function x 
→ eq(tr
( a1 x

a2

)
g) is not constant on

q−1
Zq , and therefore the integral is zero. Let B ⊂ GL2(Z/qZ) be the subgroup of

upper triangular matrices. It follows that

Sfq(a)= q1q−1Zq
(a1)1q−1Zq

(a2)

(
1

|a1||a2|
) 1

2 ∑
g∈B

eq
(
tr(ag)

)

= q1q−1M2(Zq )
(a)

(
1

|a|
) 1

2 ∑
g∈B

eq
(
tr(ag)

)

= q21q−1M2(Zq )
(a)

(
1

|a|
) 1

2 ∑
α,β∈(Z/qZ)×)

eq(αa1 + βa2).

We conclude

χπq
(|.|s+ 1

2 fq
)

=
∫
Aq

S(fq)(a)|a|s+ 1
2 aλπ da

= q2(q − 1)2
∫
A∩q−1M2(Zq )

eq(a1 + a2)|a|saλπ da

= q2(q − 1)2
∞∑

i,j=−1

q−i(λ1+s)q−j (λ2+s)
∫
A∩GL2(Zq )

eq
(
qia1 + qja2

)
da

︸ ︷︷ ︸
=ci,j

.

We compute

c−1,−1 =
∫
A∩GL2(Zq )

eq

(
a1 + a2

q

)
da

=
∫
Z
×
q

∫
Z
×
q

eq

(
a1 + a2

q

)
d×a1 d

×a2

= q2

(q − 1)2

∫
Z
×
q

∫
Z
×
q

eq

(
a1 + a2

q

)
da1 da2

= q2

(q − 1)2

(∫
Z
×
q

eq

(
x

q

)
dx

)2

= q2

(q − 1)2

(∫
Zq

eq

(
x

q

)
dx

︸ ︷︷ ︸
=0

−
∫
qZ×q

eq

(
x

q

)
dx

︸ ︷︷ ︸
=1/q

)2

= 1

(q − 1)2
.
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Analogously we get c−1,j = ci,−1 = −1
q−1 and ci,j = 1 for i, j ≥ 0. So we end up by

showing that χπq (|.|s+
1
2 fq) equals

qλ1+λ2+2s+2 − (q − 1)qλ1+s+2

1− q−(λ2+s) − (q − 1)qλ2+s+2

1− q−(λ1+s)

+ 1

(1− q−(λ1+s))(1− q−(λ2+s))
,

which is a non-zero rational function in q−s . We write it as Q(q−s). We have shown

ζF (f,ϕ, s)=Q
(
q−s

)
η

( ⊗
p 
=q∈F

∫
Gp

|x|s+
1
2

p fp(x)R(x)vp dx ⊗ vq

)
(1).

We have to show that we can choose the functions fp for p 
= q , p ∈ F in such a way
that ζF (f,ϕ, s) is a non-zero function. For example, choose k ∈ N so large that the
non-zero vector vp is stable under the group 1+pkM2(Zp). Let fp = 11+pkM2(Zp)

.
Then ∫

Gp

|x|s+
1
2

p fp(x)R(x)vp dx = cvp,

where

c=
∫
Gp

|x|s+
1
2

p fp(x) dx = vol
(
1+ pkM2(Zp)

)
> 0.

With this choice at every p 
= q we get

ζF (f,ϕ, s)= CQ
(
q−s

)∫
G∞

|x|s+
1
2∞ f∞(x)ϕ(x) dx,

where C > 0. The contribution at infinity, f∞, is of compact support inside G∞,
so the integral converges for every s ∈ C and defines an entire function. It could
be zero, though. Letting f∞ run through a Dirac sequence, we see that there exists
a function f∞ such that this integral is non-zero since ϕ(1) = 1. It follows that
ζF (f,ϕ, s) extends meromorphically and non-zero to C and by part (a) then so does
LF (π, s). The theorem follows. �

One can show that there are further local Euler factors L(πp, s) for the places
p ∈ F , such that L(πp, s)−1 is an exponential polynomial at every finite place and
L(π∞, s) is an exponential times a Γ -factor, such that the function

L(π, s)=
∏
p≤∞

L(πp, s)

satisfies a functional equation of the form

L(π, s)= aπb
s
πL(π,1− s),

where aπ , bπ ∈C with bπ > 0.
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8.4 The Example of Classical Cusp Forms

In this section we show that the definition of an L-function given in the last section
is compatible with the notion of L-functions for classical cusp forms as in Sect. 2.4.
We show that in the case of a classical cusp form both definitions in fact give the
same function.

Let Γ = SL2(Z) be the modular group and let f ∈ Sk(Γ ) be a holomorphic cusp
form of weight k ∈ 2N0. So f : H→ C is a holomorphic function satisfying the
equation f (γ z) = (cz + d)kf (z) for every γ = ( ∗ ∗

c d

) ∈ Γ and having a Fourier
expansion of the form

f (z)=
∞∑
n=1

ane
2πinz.

Its L-function is defined by

L(f, s)=
∞∑
n=1

ann
−s .

The series converges for Re(s) > k
2 + 1 and the ensuing function possesses a con-

tinuation to an entire function satisfying the functional equation

Λ(f, s)= (−1)k/2Λ(f, k− s),

where Λ(f, s) = (2π)−sΓ (s)L(f, s). We choose f to be a simultaneous eigen-
function of all Hecke operators and normalize it in such a way that the first Fourier
coefficient a1 equals 1. Then the nth coefficient an is the eigenvalue of f under the
Hecke operator Tn. It follows that L(f, s) has an Euler product expansion

L(f, s)=
∏
p

1

1− app−s + pk−1−2s
,

where the product is extended over all prime numbers.
We need to extend the action of SL2(R) on the upper half plane to the group

G∞ =GL2(R). The latter group acts on the upper half plane by

gz=
(
a b

c d

)
z

def=
{

az+b
cz+d if detg > 0,
az̄+b
cz̄+d if detg < 0.

Define the function

φf (x)= det(x)k/2(ci + d)−kf (xi), x =
(
a b

c d

)
∈G∞.

Then φf ∈ L2(ZRΓ \G∞). We define ϕf ∈ L2(ZRGQ\GA) by

ϕf (1, x)= φf (x), x ∈G∞.
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Theorem 8.4.1 The function ϕf lies in L2
cusp. The center ZA =A

×( 1
1

)
of GA

acts trivially on ϕf , so R(z)ϕf = ϕf holds for every z ∈ ZA. The element ϕf
generates an irreducible representation πf of GA. For F = {∞} one has

LF (πf , s)= L∞(πf , s)= L

(
f, s + k− 1

2

)
.

The theorem asserts that the closure of the space

Span
(
R(GA)ϕf

)
is the space of an irreducible GA-subrepresentation πf of L2(ZRGQ\GA), where
R is the representation of GA defined by right translation on L2(ZRGQ\GA).

Proof The function ϕf lies in the cuspidal subspace as is immediate from the fact
that f is a cusp form. Let z ∈ ZA. By A

× = Q
×
R
×
Ẑ
× every z ∈ ZA is a prod-

uct of an element of GQ, an element of ZR, and an element of G
Ẑ

. It follows that
ϕf is stable under the group ZA. Since L2

cusp is a direct sum of irreducible repre-
sentations, the function ϕf is a sum whose summands are in different irreducible
representations. These are all ZA-trivial. By Lemma 8.2.6 the vector ϕf is trivial
under the algebra Zp for every p <∞. By Exercise 7.11 and Lemma 8.2.5 the

one-dimensional space Cϕf is stable under the Hecke algebra HKp
p for every prime

number p. According to Lemma 7.5.30, the vector ϕf generates an irreducible rep-
resentation of the group Gfin.

The same arguments work at the infinite place as well. First we note that ϕf lies
in the SO(2)-isotypical space L2(ZRGQ\GA)(τ ), where τ = ε−k is the character of
the group SO(2), which is given by the weight k. We have to show that R(h)ϕf =
c(h)ϕf holds with c(h) ∈ C, if h ∈ Cτ . Since L2

cusp is a direct sum of irreducibles,
one has ϕf =∑

i∈I ϕi , where each ϕi lies in one irreducible representation. For
h ∈ Cτ one has R(h)ϕf =∑

i∈I ci(h)ϕi with scalars ci(h) ∈ C. The vectors ϕi
are smooth by Lemma 3.4.2. Let D be the differential operator of Exercise 3.7.
Then Dϕi = Pi(Dϕf ) = 0, where Pi is the projection onto the ith summand. It
follows that DR(h)ϕf = 0. This means that R(h)ϕf comes from a holomorphic
function in the sense of Exercise 3.7. We infer that R(h)ϕf = ϕf ′ holds for a cusp
form f ′. This has the same eigenvalues as f under the finite Hecke operators R(gp),
since these operators commute with R(h). By Theorem 2.5.21, the function f ′ has,
up to a scalar factor, the same Fourier coefficients as f , and hence we get f ′ =
cf for some c ∈ C. This means that Cϕf is an irreducible module of the Hecke
algebra Cτ , therefore ϕf generates an irreducible representation U of the group
H̃ = Gfin × SL2(R). The group ZR acts trivially and the group H = H̃ /ZR has
index 2 in G = GA/ZR, more precisely, G = H ∪ ωH with ω = (−1

1

)
. There

are two cases: either R(ω)U = U , and then U is stable under GA and therefore
irreducible; or one has R(ω)U ⊥U , in which case U ⊕R(ω)U is irreducible. So in
either case ϕf generates an irreducible representation of the group GA.
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Now for the L-functions. Let an be the nth Fourier coefficient of f . Then

L(f, s)=
∞∑
n=1

ann
−s =

∏
p<∞

1

1− app−s + pk−1−2s
,

and so

L

(
f, s + k − 1

2

)
=
∏
p

1

1− app
1−k

2 p−s + p−2s
.

By Exercise 7.11 the eigenvalue of R(gp) on π
Kp

f equals app1−k/2, where gp =
1
Kp

(
p−1

1

)
Kp

.

Lemma 8.4.2 We compute the Satake transform of gp as a function on A =
Ap/Ap ∩Kp to

S(gp)= p
1
2 (1(p−1

1

) + 1(1
p−1

)).

Proof We compute

S(gp)(a)=
( |a1|
|a2|

) 1
2
∫
Qp

1
Kp

(
p−1

1

)
Kp

(
a1 a1x

a2

)
dx.

The double coset Kp

(
p−1

1

)
Kp is the union of the simple cosets

⋃
0≤b<p

(
1 −b/p

1/p

)
Kp ∪

(
p−1

1

)
Kp.

If
( a1 a1x

a2

)
lies in the class

( 1 −b/p
1/p

)
Kp , then there is a k ∈Kp such that

( a1 a1x
a2

)=( 1 −b/p
1/p

)
k. Then k is an upper triangular matrix, so k = (

α β

δ

)
with α, δ ∈ Z

×
p and

β ∈ Zp . Therefore,(
a1 a1x

a2

)
=
(

1 −b/p
1/p

)(
α β

δ

)
=
(
α β − δb/p

δ/p

)
.

We distinguish two cases:

1. If b 
= 0, then a1 ∈ Z
×
p , a2 ∈ 1

p
Z
×
p and x ∈ 1

p
Z
×
p . Since the additive volume of

1
p
Z
×
p = 1

p
Zp �Zp equals (p− 1), the integral over x ∈ 1

p
Z
×
p yields a summand

of the form
p− 1

p
1
2

1(1
p−1

).

2. If b = 0, then a1 ∈ Z
×
p , a2 ∈ 1

p
Z
×
p and x ∈ Zp . The integral over x ∈ Zp in this

case yields a summand

1

p
1
2

1(1
p−1

).
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We finally consider the coset of
(
p−1

1

)
. One has(

a1 a1x

a2

)
=
(

1/p
1

)(
α β

δ

)
=
(
α/p β/p

δ

)
.

This implies a1 ∈ 1
p
Z
×
p , a2 ∈ Z

×
p and x ∈ Zp , so we obtain a summand

p
1
2 1(p−1

1

).

Putting things together, the lemma follows. �

We give the proof of the theorem. Write πf =⊗
p πp . For a prime number p

the unramified representation πp is self-dual and we have λπ ′ = λ−1
π , and so λπp =( λ

1/λ

) ∈ T/W for a λ ∈C
×. The local factor then equals

L(πp, s)= 1

(1− λp−s)(1− 1
λ
p−s)

= 1

1− (λ+ 1
λ
)p−s + p−2s

.

Since p1−k/2ap is the eigenvalue of R(gp), and hence equal to χπp(gp), it follows
that

p
1
2

(
λ+ 1

λ

)
= p1−k/2ap,

so

λ+ 1

λ
= p

1−k
2 ap.

The theorem is proven. �

8.5 Exercises and Remarks

Exercise 8.1 Let (Hi)i∈I be a family of Hilbert spaces. Show that the prescription〈∑
i∈I

vi,
∑
i∈I

wi

〉
=
∑
i∈I

〈vi,wi〉i

defines an inner product on the algebraic direct sum
⊕

i∈I Hi , making it a pre-
Hilbert space, whose completion can be described as the set of all v ∈∏i∈I Hi such
that

∑
i∈I ‖vi‖2

i <∞, where the inner product is given by the same formula as
above, only it need not be finite anymore.

Exercise 8.2 Show that da dn is a Haar measure of the group B =ApNp of upper
triangular matrices in Gp .

Exercise 8.3 Let λ be an unramified quasi-character of Ap , so λ
( a1

a2

) =
|a1|λ1 |a2|λ2 for two complex numbers λ1, λ2 
= 0. Show that the Satake parame-

ter of the representation πλ is given by the matrix
( p−λ1

p−λ2

)
.
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Exercise 8.4 Let (π,V ) be a representation of the locally compact group G. Show
that the map g 
→ ‖π(g)‖op from G to (0,∞) is bounded on every compact set
K ⊂G.

Exercise 8.5 Let (π,V ) be a Hilbert representation, i.e. the space V is a Hilbert
space. Show that there is a canonical isomorphism of representations π → π ′′. Con-
clude that π is irreducible if and only if π ′ is irreducible.

Exercise 8.6 Let V be a finite-dimensional complex vector space and let V ∗ be its
dual space. We write (v,α)= α(v) for v ∈ V and α ∈ V ∗. Let G be a group, which
we equip with the discrete topology, and let π : G→ GL(V ) be a representation.
Then V is a C[G]-module. For f ∈ C[G] let f ∨(x) = f (x−1). Show: If η :G→
GL(V ∗) is a representation with (π(f )v,α) = (v, η(f ∨)α) for every f ∈ C[G],
then η∼= π ′.

Exercise 8.7 Show that an irreducible unramified unitary representation η of the
group Gp =GL2(Qp) is isomorphic to a principal series representation πλ.

Exercise 8.8 Show that an irreducible Hilbert representation of the group Gp =
GL2(Qp) is unramified if and only if its dual π ′ is unramified and that in this case
one has

λπ ′ = λ−1
π .

Exercise 8.9 Show that the contents of Sect. 8.4 are analogously true for Maaß
wave forms.
(This exercise is a bit involved.)

Remarks We end this book with a few remarks on the literature. We give only
a few hints and by no means shall we try to give a comprehensive overview. We
order the books alphabetically and start accordingly with the book by Tom Apostol
[Apo90]. This book describes, in more detail than we have done, classical modular
forms and their number-theoretical applications. If you want to learn more about
those, Apostol’s book is a good point to start.

The book of Daniel Bump [Bum97] contains all I intended to say in this book,
and more. I can recommend it highly for further study. It is, however, a demanding
read.

If you are interested in automorphic L-functions, converse theorems and their
meaning within the Langlands program, then you should read the book by James
Cogdell, Henry Kim and Ram Murty [CKM04].

In order to learn about the trace formula, one should read Stephen Gelbart’s book
[Gel96]. It contains an elementary introduction to this most important tool in auto-
morphic theory.

A true classic is the 1969 book by Gel’fand, Graev and Pyatetskii-Shapiro
[GGPS90]. It is wonderfully written. This book marks the triumph of representation-
theoretic methods in the theory of automorphic forms.



240 8 Automorphic L-Functions

The book by Dorian Goldfeld [Gol06] mostly uses classical techniques. It is easy
to read and one gets applications pretty quickly.

The books [GH11a, GH11b], which appeared after the German version of this
one, are ideal for further study. They are more elaborate and contain more material
along the same vein as the present work.

The book of Haruzo Hida [Hid93] is quite interesting. It does not use represen-
tation theory, but instead a lot of cohomological arguments, which in the current
book have not appeared at all. It therefore takes a complementary viewpoint and
thus completes the scene quite nicely.

The connection to elliptic curves has, in this book, been mentioned only briefly in
Chaps. 1 and 2. If you intend to go into this, there is another book by Hida, [Hid00],
which you should read. It requires a modest background in algebraic geometry.

The book by Henryk Iwaniec [Iwa02] focuses on Maaß wave forms and their
analytic aspects, including the trace formula. I recommend this book as an introduc-
tion to the trace formula. However, one should not stop here, as this book only uses
classical tools and in particular the trace formula only gains its full strength in the
representation-theoretic context.

If you find that your knowledge about representation theory of Lie groups is
insufficient, I recommend the book by Anthony Knapp [Kna01]. It is one of the best
math books ever written.



Appendix
Measure and Integration

In this appendix we collect some facts from measure theory and integration which
are used in the book. We recall the basic definitions of measures and integrals and
give the central theorems of Lebesgue integration theory. Proofs may be found for
instance in [Rud87].

A.1 Measurable Functions and Integration

Let X be a set. A σ -algebra on X is a set A, whose elements are subsets of X, such
that

• the empty set lies in A and if A ∈A, then its complement X�A lies in A,
• the set A is closed under countable unions.

It follows that a σ -algebra is closed under countable sections and that with A,B the
set A�B lies in A.

The set P(X) of all subsets of X is a σ -algebra and the intersection of arbitrary
many σ -algebras is a σ -algebra. This implies that for an arbitrary set S ⊂ P(X)
there exists a smallest σ -algebra A containing S. In this case we say that S gen-
erates A. For a topological space X, the σ -algebra B = B(X) generated by the
topology of X, is called the Borel σ -algebra of X. The elements of B(X) are called
Borel sets. If A is a σ -algebra on X, then the pair (X,A) is called a measurable
space. The elements of A are called measurable sets.

A map f : X→ Y between two measurable spaces is called a measurable map
if the preimage f−1(A) is measurable for every measurable set A ∈AY . The com-
position of two measurable maps is measurable.

We equip the real line R and the complex plane C with its respective Borel σ -
algebra.

Lemma A.1.1 Let (X,A) be a measurable space.

(a) A function f : X → R is measurable if and only if for every a ∈ R the set
f−1((a,∞)) is in A.

A. Deitmar, Automorphic Forms, Universitext,
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(b) A function f :X→ C is measurable if and only if Ref and Imf are measur-
able.

(c) If f,g :X→C are measurable, then so are f + g,f · g, and |f |p for p > 0.
(d) If f,g :X→R are measurable, then so are max(f, g) and min(f, g).
(e) If a sequence of measurable functions fn : X→ C converges point-wise to a

function f :X→C, then f is measurable as well.

In the following it is helpful to consider functions with values in the interval
[0,∞], where we equip [0,∞] with the obvious topology and the correspond-
ing Borel Σ -algebra. A function f : X → [0,∞] is measurable if and only if
f−1((a,∞]) ∈A holds for every a ∈R. The assertions (c), (d) and (e) of the lemma
remain valid for functions f :X→[0,∞].

A measure μ on a measurable space (X,A) is a map μ :A→ [0,∞] such that
μ(∅)= 0 and

• μ(
⋃∞

n=1An)=∑∞
n=1μ(An) holds for every sequence (An)n∈N of pairwise dis-

joint sets An ∈A.

It is easy to deduce the following.

• μ(A∪B)= μ(A)+μ(B)−μ(A∩B) for all A,B ∈A.
• For a sequence (An)n∈N in A with An ⊆An+1 for all n ∈N, the sequence μ(An)

converges to μ(A), where A=⋃∞
n=1An.

• For a sequence (An)n∈N in A with An ⊇An+1 for all n ∈N and μ(A1) <∞, the
sequence μ(An) converges to μ(A), where A=⋂∞

n=1An.

Let μ : A→ [0,∞] be a measure on (X,A). The triple (X,A,μ) is called a
measure space.

Let (X,A,μ) be a measure space. A step function is a measurable function s :
X→[0,∞] which takes only finitely many values. Any such function is of the form
s =∑m

i=1 ai1Ai
with pairwise disjoint Ai ∈A. For such a step function we define its

integral as

∫
X

s dμ
def=

m∑
i=1

aiμ(Ai) ∈ [0,∞].

For a measurable function f :X→[0,∞] we define

∫
X

f dμ= sup

{∫
X

s dμ : 0≤ s ≤ f ; s is a step function

}
.

The function is called integrable if
∫
X
f dμ <∞. A measurable function f :X→

R is called integrable if |f | is integrable. In that case the functions f+ =max(f,0)
and f− = −min(f,0) are both integrable and we set

∫
X
f dμ = ∫

X
f+ dμ −∫

X
f− dμ. A complex valued function f = u+ iv is called integrable if its real and

imaginary parts u,v are. In that case one defines
∫
X
f dμ= ∫

X
udμ+ i

∫
X
v dμ.
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Proposition A.1.2 Let (X,A,μ) be a measure space. A measurable function f :
X→ C is integrable if and only if its absolute value |f | has finite integral. In that
case one has ∣∣∣∣

∫
X

f dμ

∣∣∣∣≤ ‖f ‖1
def=
∫
X

|f |dμ.

The following two theorems are of central importance.

Theorem A.1.3 (Monotone convergence theorem) Let (fn)n∈N be a point-wise
monotonically increasing sequence of measurable functions ≥ 0. For x ∈X set
f (x)= limn fn(x) ∈ [0,∞]. Then one has

∫
X

f dμ= lim
n

∫
X

fn dμ.

Theorem A.1.4 (Dominated convergence theorem) Let (fn)n∈N be a sequence
of complex valued integrable functions, which converges point-wise to a func-
tion f . Suppose there exists an integrable function g such that |fn| ≤ |g| holds
for every n ∈N. Then f is integrable and one has

∫
X

f dμ= lim
n

∫
X

fn dμ.

A.2 Fubini’s Theorem

A measure μ on a measurable space (X,A) is called a σ -finite measure if there are
countably many subsets Xj ⊂ X, j ∈ N with X =⋃∞

j=1Xj and μ(Xj ) <∞ for
every j ∈N.

Examples A.2.1

• The Lebesgue measure onX =R is σ -finite, since R can be written as a countable
union of the intervals [k, k + 1] with k ∈ Z.

• The counting measure is not σ -finite on X =R, since R is uncountable.

For two σ -finite spaces (X,A,μ) and (Y,C, ν) one shows that there exists a
unique measure μ · ν on the σ -algebra A⊗ C, which is generated by all sets of the
form {A×C :A ∈A, C ∈ C}, such that

μ · ν(A×C)= μ(A)ν(C), A ∈A, C ∈ C.

The measure μ · ν is called the product measure of μ and ν.
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Theorem A.2.2 (Fubini’s theorem) Let (X,μ) and (Y, ν) be σ -finite measure
spaces and let f be a measurable function on X× Y .

(a) If f ≥ 0, then the partial integrals
∫
X
f (x, y) dμ(x) and

∫
Y
f (x, y) dν(y)

define measurable functions and one has the Fubini formula,
∫
X×Y

f (x, y) dμ · ν(x, y) =
∫
X

∫
Y

f (x, y) dν(y) dμ(x)

=
∫
Y

∫
X

f (x, y) dμ(x)dν(y).

(b) If f is complex valued and if one of the iterated integrals
∫
X

∫
Y

∣∣f (x, y)∣∣dν(y) dμ(x) or
∫
Y

∫
X

∣∣f (x, y)∣∣dμ(x)dν(y)
is finite, then f is integrable with respect to the product measure and the
Fubini formula holds.

In this book, we use the Fubini theorem for Haar measures only. All Haar mea-
sures occurring in this book are σ -finite. But as we did not mention this explicitly
each time, we will also give a version of Fubini’s theorem for Radon measures which
works without the σ -finiteness condition (see [DE09], Appendix).

Theorem A.2.3 (Theorem of Fubini for Radon measures) Let μ and ν be
Radon measures on the Borel sets of locally compact spaces X and Y , respec-
tively. Then there exists a unique Radon measure μ · ν on X× Y such that

1. If f : X × Y → C is μ · ν-integrable, then the partial integrals∫
X
f (x, y) dx and

∫
Y
f (x, y) dy define integrable functions such that Fu-

bini’s formula holds:
∫
X×Y

f (x, y) d(x, y)=
∫
X

∫
Y

f (x, y) dy dx =
∫
Y

∫
X

f (x, y) dx dy.

2. If f is measurable such that A= {(x, y) ∈X×Y : f (x, y) 
= 0} is σ -finite,
and if one of the iterated integrals

∫
X

∫
Y

∣∣f (x, y)∣∣dy dx or
∫
Y

∫
X

∣∣f (x, y)∣∣dx dy
is finite, then f is integrable and the Fubini formula holds.
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A.3 Lp-Spaces

Let (X,A,μ) be a measure space. For 1 ≤ p <∞ write Lp(X) for the set of all
measurable functions f :X→C such that

‖f ‖p def=
(∫

X

|f |p dμ
) 1

p

<∞.

A function in L1(X) is called integrable, as we already know. A function in L2(X)

is called square integrable. Further, let L∞(X) be the set of all measurable functions
f : X→ C for which there exists a set N of measure zero such that f is bounded
on the complement X�N . Then

‖f ‖∞ def= inf
{
0< c ≤∞ : ∃ set of measure zero N with

∣∣f (X�N)
∣∣≤ c

}

is a semi-norm on the complex vector space L∞(X).

Proposition A.3.1 (Minkowski inequality) Let p ∈ [1,∞]. For all f,g ∈ Lp(X)

one has f + g ∈ Lp(X) with

‖f + g‖p ≤ ‖f ‖p + ‖g‖p.
So ‖ · ‖p is a semi-norm on Lp(X).

A measurable function, being zero outside a set of measure zero, is called a null-
function. This is equivalent to ‖f ‖p = 0 for any 1≤ p ≤∞. Write N for the vector
space of null-functions and for 1≤ p ≤∞ define

Lp(X)
def= Lp(X)/N .

Then ‖ · ‖p is a norm on Lp(X). It is the content of the theorem of Riesz and
Fischer, that Lp(X) is actually complete, i.e. a Banach space. An important special
case occurs for p = 2, as in this case L2(X) is a Hilbert space with inner product

〈f,g〉 =
∫
X

f (x)g(x) dμ(x).

In this book we frequently use the lemma of Urysohn.

Lemma A.3.2 (Lemma of Urysohn) Let X be a locally compact Hausdorff space.
Let K ⊂X be compact and let A⊂X be closed with K ∩A= ∅.

(i) There exists an open neighborhood U of K , which has compact closure U and
satisfies K ⊂U ⊂U ⊂X�A.

(ii) There is a continuous function of compact support f :X→ [0,1] with f ≡ 1
on K and f ≡ 0 on A.
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(iii) Let B ⊂X be closed. Let h : B→[0,∞) in C0(B) with h(x)≥ 1 for every x ∈
K ∩B . Then there exists a continuous function f as in (ii) with the additional
property that f (b)≤ h(b) for every b ∈ B .

This lemma is of utmost importance and the proof is not difficult. We give it here.

Proof For the first assertion let a ∈ A. For every k ∈K there exists an open neigh-
borhood Uk of k with compact closure Uk , which is disjoint to a neighborhood Uk,a

of a. The family (Uk)k∈K is an open covering of the compact set K , so there exists
a finite subcovering. Let V be the union of the sets of this subcovering and let W be
the finite intersection of the corresponding Uk,a . Then V and W are open disjoint
neighborhoods of K and a, respectively. Further, V has compact closure. We repeat
this argument with K taking the part of {a} and V̄ ∩A in the role of K . We obtain
disjoint open neighborhoods U ′ of K and W ′ of V̄ ∩A. The set U =U ′ ∩V satisfies
the assertion (i).

For (ii), choose U as in the first part and replace A by A∪ (X�U). One sees that
it suffices to show the claim without the condition that f has compact support. So let
U be as in the first part and call this open set U 1

2
. There exists an open neighborhood

U 1
4

of K , having compact closure and satisfying

U 1
2
⊂U 1

2
⊂U 1

4
.

Likewise, one obtains an open set U 3
4

with compact closure such that

K ⊂U 3
4
⊂U 3

4
⊂U 1

2
.

Let R be the set of all numbers of the form k
2n in the interval [0,1). Set U0 =

X�A. By iteration of the above construction, we obtain open sets Ur , r ∈ R, with
K ⊂ Ur ⊂ Ur ⊂ Us ⊂ X � A for all r > s in R. We now define f . For x ∈ A set
f (x) = 0. For x ∈ X � A set f (x) = sup{r ∈ R : x ∈ Ur}. Then f ≡ 1 on K . For
r > s in R one has

f−1(s, r)=
⋃

s<s′<s′′<r
Us′ �Us′′ .

This set is open. Likewise the sets f−1([0, s)) and f−1((r,1]) are open. Since the
intervals of the form (r, s), [0, s), and (r,1] generate the topology on [0,1], the map
f is continuous.

The proof of (iii) is a variation of the last proof, where in each step of the con-
struction of the sets Ur one uses the set A∪ {b ∈ B : h(b)≤ r} in the place of A. �
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Ĝ, 131
ĜK , 196
Γ 0, 18
GL2(Q)

+, 43
GL2(R), 8

HKp
p , 213

K-admissible representation, 196
K-Bessel function, 56
K-finite, 198
kθ , 80
k, 80

k(g), 80
M2(R), 8
Mk =Mk(Γ0), 27
Mn(R), 97
NR , 182
nx , 80
n, 80
n(g), 80
p-adic absolute value, 106
P

1(C), 16
Sk , 27
S(M2(A)), 211
S(R), 57
σ -algebra, 241
σ -finite measure, 243
τ -isotype, 195
τ -isotypical component, 195
T, 88, 93
Zp-trivial, 219
Zp-trivial module, 218
Z-basis, 2
Ẑ, 129

A
Abelianization, 158
Absolute value, 105
Absolute value of an idele, 129
Absolutely convergent, 97
Adeles, 125
Adjoint, 177
Adjoint operator, 68
Adjunction of a unit, 203
Admissible representation, 196
Algebra, 42, 84
Algebra generated by E, 42
Algebra homomorphism, 43
Almost all, 107
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Annihilator, 201
Approximating sequence, 173
Artin L-function, 157
Associative, 42
Automorphic form, 96, 172
Automorphic function, 55
Automorphic L-function, 159

B
Base p expansion, 109
Bi-invariant, 189
Bochner integral, 172
Borel σ -algebra, 241
Borel sets, 241
Bounded operator, 173

C
Cauchy sequence, 108
Cayley map, 47
Central character, 227
Character, 88, 131
Circle group, 15, 131
Closed operator, 68
Cocompact subgroup, 71
Commutator subgroup, 158
Commutators, 158
Compact operator, 177
Compact representation, 205
Complete, 108
Completion, 108
Conductor, 150
Congruence subgroup, 52, 170
Congruent modulo Λ, 2
Conjugate modulo, 15
Constant term, 59
Continuously differentiable, 81
Continuously induced representation, 194
Convergent, 108
Convolution, 83
Countable unit neighborhood base, 178
Cusp form, 24, 53, 182
Cuspidal representation, 205
Cusps, 47

D
Decomposition group, 157
Dedekind ring, 156
Densely defined, 68
Diameter, 5
Dirac sequence, 178
Direct integral, 73
Direct limit, 117
Direct sum representation, 90, 91
Direct system, 116

Direct system of rings, 117
Directed set, 116
Dirichlet character, 150
Dirichlet character modulo N , 76
Dirichlet series, 34, 150
Discontinuously, 72
Discrete group, 81
Discrete subgroup, 11
Division algebra, 71
Divisor sum, 24
Domain, 68
Doubly periodic, 2
Dual group, 131

E
Eigenspace, 178
Eigenvalue spectrum, 73
Eisenstein series, 8, 54
Elementary Divisor Theorem, 43
Elementary divisors, 43
Elliptic curve, 13
Equicontinuous, 180
Equivalent representations, 89
Essentially separable, 175
Euler product, 50
Even Maaß form, 65
Exponential series, 97
Exterior tensor product, 191

F
Finite adeles, 125
Finite measure, 45
First factor representation, 191
Formal series, 110
Fourier inversion formula, 35
Fourier transform, 134, 136, 212
Frobenius homomorphism, 157
Fundamental domain, 19, 46
Fundamental mesh, 2

G
Galois representation, 157
Gamma function, 32
Gelfand pair, 208
Germs of continuous functions, 118
Group algebra, 212

H
Haar measure, 83
Hecke algebra, 199
Hilbert direct sum, 90
Holomorphic at ∞, 24
Homothety, 77
Hyperbolic Laplace operator, 63
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I
Idele-group, 129
Ideles, 129
Indicator function, xi
Inertia group, 157
Infinite place, 125
Inner regularity, 82
Integrable, 173, 242
Integral, 174, 242
Intertwining operator, 90
Invariant measure, 85
Inversion formula for the Fourier

transformation, 135, 137, 139
Involution, 185
Irreducible, 92, 157, 186
Irreducible module, 187
Isometric isomorphism, 108
Isometry, 108
Iwasawa decomposition, 164
Iwasawa integral formula, 164

L
L-function, 31
L-series, 31
Langlands conjectures, 77
Lattice, 2, 211
Left regular representation, 88
Left-invariant, 83
Lemma of Schur, 188
Limit, 108
Linear, 116
Linear operator, 173
Local L-factor, 222
Locally compact group, 81

M
Maaß cusp form, 63
Maaß form, 63
Maaß wave form, 63
Matrix coefficients, 194
Measurable map, 241
Measurable sets, 241
Measurable space, 241
Measure, 242
Measure space, 242
Mellin transform, 35
Meromorphic function, 1
Metric, 107
Metric space, 108
Metrizable, 178
Modular, 53
Modular form, 24, 53
Modular function, 22, 84
Modular group, 17

Module, 187
Moduli space, 77
Multiplicative, 102, 150

N
Normal, 180
Normal operator, 177
Normalized, 49
Normalized multiplicative measure, 115
North pole, 11
Null-function, 245

O
O-notation, 30
Odd Maaß form, 65
One-point compactification, 11
Open, 124
Operator, 68
Operator norm, 173
Orbit, 15, 25
Order, 1
Orientation, 72
Outer regularity, 82

P
Partial order, 116
Periodic, 2
Peter–Weyl theorem, 194
Petersson inner product, 45, 53
Place, 125
Poisson Summation Formula, 138
Poisson Summation Formula, adelic, 137
Polar coordinates, 5
Primitive, 150
Principal congruence subgroup, 51
Principal series representations, 163, 166
Pro-finite, 160
Product formula, 107
Product measure, 243
Projective limit, 119
Projective system, 118

Q
Quasi-character, 87, 153
Quaternion algebra, 71, 77

R
Radon measure, 82
Rankin–Selberg convolution, 60
Rankin–Selberg method, 53
Rapidly decreasing, 22, 183
Rectangle, 123
Regular module, 188
Relatively compact, 177
Representation, 87
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Representation Theorem of Riesz, 82
Restricted open rectangle, 124
Restricted product, 124
Restricted product topology, 124
Restriction homomorphisms, 117
Riemann hypothesis, 13
Riemann sphere, 1, 11, 16
Riemann zeta function, 9
Right regular representation, 89
Ring, xi
Ring of adeles, 103
Ring of finite adeles, 103
Ring of integers, 156
Ring of p-adic integers, 109

S
Satake parameter, 220
Satake transform, 214
Schwartz function, 57
Schwartz–Bruhat function, 134, 136, 211
Self-adjoint, 68, 179
Separable, 175
Separable map, 175
Set of places, 125
Siegel domain, 182
Simple function, 127, 173
Simple module, 187
Simple set, 127
Simply periodic, 11
Simultaneous eigenvectors, 42
Smooth, 81
Smooth function, 54
Smooth vector, 99, 208
Square integrable, 245
Step function, 242
Strong triangle inequality, 106
Strongly multiplicative, 102

Subrepresentation, 91
Support, 69
Symmetric, 68

T
Theta series, 143
Theta transformation formula, 144
Topological group, 81
Torsion element, 72
Torsion-free, 72
Totally disconnected, 160
Totally disconnected group, 148
Transitive, 15
Trivial absolute value, 106

U
Uniformly continuous, 81
Unimodular, 86
Unitarily equivalent, 90, 186
Unitarizable, 193
Unitary dual, 193
Unitary representation, 87
Unramified, 153, 165, 189
Urysohn’s Lemma, 245

V
Vector-valued integral, 172

W
Weakly modular, 53
Weakly modular of weight k, 20
Weakly multiplicative, 102
Weierstrass ℘-function, 6
Weyl group, 214

Z
Zeta integral, 146, 224
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