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  Abstract   In this chapter, we consider requirements for Privacy Impact Assessments 
(PIAs) carried out within a cloud computing environment and explain how a PIA support 
tool may be constructed. Privacy is an important consideration in cloud computing, as 
actual or perceived privacy weaknesses will impact legal compliance, data security, and 
user trust. A PIA is a systematic process for evaluating the possible future effects that a 
particular activity or proposal may have on an individual’s privacy. It focuses on under-
standing the system, initiative, or scheme; identifying and mitigating adverse privacy 
impacts; and informing decision-makers who must decide whether the project should 
proceed and in what form (Stewart    B, Privacy impact assessments. PLPR 3(7):61–64, 
1996. http://www.austrii.edu/au/journals/PLPR.html. Accessed 30 October 2011).  

  Keywords   Cloud  •  Privacy  •  Privacy Impact Assessment  •  Regulation     

     3.1   Introduction 

 A Privacy Impact Assessment    (PIA)  [  1  ]  is a systematic process for identifying and 
addressing privacy issues in an information system that considers the future conse-
quences for privacy of a proposed action  [  2  ] . It is thus, in part, a predictive exercise 
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designed to prevent or minimise adverse privacy outcomes. Typically, PIAs usually 
take the form of a series of steps, posing and answering questions and considering 
options, although they can also be more holistic in nature. In some jurisdictions, an 
expected deliverable of the PIA process is a document, such as a PIA report  [  3  ] . 
PIAs are primarily a proactive process, whereas other related business processes 
such as privacy issue analysis, privacy audits, or privacy law compliance checking 
can be proactive and reactive. For example, a privacy audit can be done in a proactive 
manner as part of an organisation’s attempt to protect private data without it being 
required by an outside agency or it can be done in a reactive manner by scrutinising 
existing projects to ensure their continuing conformity with internal rules and 
external requirements  [  4  ] . A PIA permits organisations to design privacy into new 
systems during the design and development stages, reducing the risk that costly 
retro fi tting of privacy safeguards will be required after implementation. 

 While a PIA may be perceived primarily as a management tool (i.e. as a threat/
risk assessment process), it can be used as a tool for enhancing individual privacy. 
By surfacing privacy issues at an early stage, and providing system designers with 
relevant knowledge, as well as the impetus to tackle those issues at the architectural 
level, PIAs can facilitate the raising of a system’s privacy baseline without undue 
impact on its functionality  [  5  ] . 

 Privacy rights are protected and advanced by convincing agencies and businesses 
to carry out a PIA for the following reasons: to demonstrate legal compliance, to 
allow organisations to develop better policies, to save money, to develop a culture of 
privacy protection, to prevent adverse publicity, and to mitigate risks in advance of 
resource allocation. In the case of cloud computing, the goal of enhancing end user 
trust by decreasing the risk of exposure of end user’s information is particularly 
important because there is a perceived lack of consumer trust with respect to cloud 
scenarios speci fi cally where sensitive information is involved. 

 This chapter considers the possibility of developing a PIA decision support tool for 
a cloud environment. The structure of this chapter is organised as follows. In Sect.  3.2 , 
we provide some background information on PIAs within major jurisdictions. 
Section  3.3  considers the problems and issues of privacy and security in the cloud and 
discusses the challenges of deploying a PIA tool for this environment, which provides 
the motivation for our approach. In Sect.  3.4 , we present details of a PIA tool for cloud 
environments, outlining what the tool does, how the tool works, and its architecture. 
In Sect.  3.5 , we discuss and present details of the methodology used for our PIA tool 
including the software development methodology, data collection, analysis, results, 
and modelling. In Sect.  3.6 , we cover related work previously carried out within the 
context of privacy and security in cloud computing and evaluate whether elements of 
these approaches are suitable for the proposed tool. Section  3.7  considers the planned 
next steps for the proposed tool. In Sect.  3.8 , we brie fl y provide conclusions.  

    3.2   Background 

 In this section, we discuss PIA processes in different jurisdictions and provide 
examples of PIAs that have been recently undertaken by government agencies and 
private organisations. 
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 Our analysis of the various guidance materials indicates that PIAs vary across 
jurisdictions – sometimes substantially – and that there are many interrelated dimen-
sions. The following subsections describe  fi ve major dimensions that we have 
identi fi ed. 

    3.2.1   The Level of Prescription 

 The  fi rst dimension that affects the type of PIA relates to levels of prescription 
within different jurisdictions. The requirements for conducting PIAs within different 
jurisdictions are by “legislation” (e.g. required by law), prescribed by binding 
“policy” or “recommended” by those with no legal authority (e.g. privacy commis-
sioners), and the landscape can be very complex. 

 For example, in the Canadian province of Ontario, all three levels of prescription 
exist for PIAs  [  6  ] . Section 6 of the Regulation to the “Personal Health Information 
Protection Act” (PHIPA) mandates PIAs for Health Information Network Providers 
(HINP), when two or more Heath Information Custodians (HIC) use electronic 
means to disclose Personal Health Information (PHI) to one another  [  7  ] . In this 
respect, the legislative and policy drivers for this come from the government. 
Furthermore, PIAs are required by policy at the detailed design phase or when 
requesting funding approval for product acquisition or system development work, 
where those projects involve changes in the management of personal information 
held by government programmes or otherwise affect client privacy. 

 The Ontario PIA process is very much seen as part of, or complimentary to, the 
mandated threat risk assessment process and is designed primarily to aid management 
decision-making processes. Moreover, it is the responsibility of the information 
and privacy commissioner to ensure that government and health-care practitioners 
and organisations abide by the FIPPA and MFIPPA Acts  [  8  ] . The commissioner also 
provides policy advice and training in the areas of freedom of information (FOI) and 
privacy including PIAs. 

 In addition, since the “Data Handling Procedures in Government” report 
published in June 2008  [  9  ] , PIAs in the United Kingdom (UK) are mandatory from 
all government departments that introduce new policy or processes that involve the 
use of personal data. Thus, all UK government departments will introduce PIAs 
to ensure that privacy issues are factored into plans from the start and check that 
they have been carried out as an integral part of the risk management assessment 
process. 

 Our analysis also identi fi es that organisations can conduct PIAs in the absence 
of any level of prescription (i.e. required by law, prescribed by binding policy, or 
recommended by those with no legal authority) and instead are based upon self-
regulation. The motivations for conducting self-regulation PIAs are based upon 
the perception of the bene fi ts. For example, private sector organisations typically 
conduct self-regulated PIAs when they are concerned about reputation. 

 The next section considers the application of PIAs in private and public sectors, 
which again affects the type of PIA used.  
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    3.2.2   Application of PIAs in Private and Public Sectors 

 In this section, we discuss the application of PIAs in private and public sectors. 
In jurisdictions in which PIAs are being currently applied, there is a longer history 
of regulation within organisations in the public sector than in the private sector. 
For example, in Canada, New Zealand (NZ), Australia, and the United States (US), 
public sector privacy legislation has generally predated that for the private sector. 
Therefore, most PIA requirements apply to public sector organisations such as 
government ministries or departments and types of public bodies or agencies. 
However, it is increasingly dif fi cult to determine the limits of the public sector PIAs 
under current conditions. This is because many public agencies that are outside 
government ministries now have extensive experience with PIAs. This includes 
organisations in the health sector, higher education, and statistical agencies. 
Although there is evidence that PIAs are conducted within the private sector (e.g. 
self-regulation), we do not know the extent of this in the absence of a mandate. 
However, private sector organisations have been mentioned by oversight bodies 
(e.g. privacy commissioners) and central agencies (e.g. Treasury Board of Canada) 
in relation to conducting PIAs in high-risk situations or initiatives  [  4  ] . For example, 
the Treasury Board Secretariat (TBS) of Canada states in a report of 2010 that 276 
PIAs and a short form of PIA called Preliminary Privacy Impact Assessments (PPIAs) 
were initiated, of which 188 were completed, as illustrated in Table  3.1   [  10  ] .  

 The UK Information Commissioner’s Of fi ce (ICO) also states in its “Annual 
Review” of 2010 that “over 300 PIAs have been started across central government 
and their agencies”  [  11  ] . 

 As discussed in Sect.  3.2.4 , the PIAs involved in this process include both full-scale 
PIAs (i.e. those that conduct a more in-depth internal assessment of privacy risks 
and liabilities) and small-scale PIAs (i.e. those that are less formalised and require 
less exhaustive information gathering and analysis)  [  4  ] . Thus, some examples of 
PIAs that have been conducted in the UK are outlined in Table  3.2 .  

 However, as illustrated in Table  3.3 , some organisations in the UK employ external 
consultants to carry out a PIA either because they do not possess the necessary skills 
in-house or because they wish the PIA to be perceived as being as independent as 
possible from potential in fl uences within the organisation.  

   Table 3.1    Statistical report of Canada’s PIAs and PPIAs   

  Privacy Impact Assessments    Amount  

 Number of PIAs initiated  172 
 Number of PIAs completed  89 
 Number of PIAs forwarded to the Of fi ce 

of the Privacy Commissioner of Canada 
 78 

  Preliminary Privacy Impact Assessments    Amount  

 Number of PPIAs initiated  104 
 Number of PPIAs completed  99 
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   Table 3.2    Examples of PIAs conducted in the UK   

 Organisation  Year of publication  Project/procedure assessed  Type of PIA 

 Individual electoral 
registration 

 2011  Introduction of new policy 
to help rebuild public con fi dence 
in the security of electoral 
registration 

 Full scale 

 UK Anti-Doping  2010  The disclosure of personal data to 
UK Anti-Doping by the Serious 
Organised Crime Agency 

 Small scale 

 Northern Ireland 
Statistics and 
Research Agency 
(NISRA) 

 2010  2011 census for Northern Ireland  Full scale 

 Of fi ce for National 
Statistics (ONS) 

 2009  2011 census for England and Wales  Full scale 

 UK Border Agency  2009  Exchange of  fi ngerprint information 
with immigration authorities in 
Australia, Canada, United States, 
and New Zealand 

 Small scale 

 National Policing 
Improvement 
Agency 

 2009  Electronic exchange of police 
intelligence across England 
and Wales via the Police 
National database 

 Full scale 

 Analysis of the outsourced PIAs suggests that in traditional approaches such 
as an internal distributed network, external consultants (e.g. independent experts, 
regulators, civil society groups, professional bodies and charities) often bring 
considerable experience to the PIA process, lending impartially to the process. 
However, the experiences found in the UK concerning dif fi culties in organisations 
conducting PIAs seem to be replicated in most of the jurisdictions studied. These 
include internal stakeholder resistance such as project managers who often perceived 
PIAs to be a burden and public relations managers who were wary of engagement 
with external stakeholders. 

 In addition, security of fi cers sometimes considered PIAs to be a threat to their 
expertise, and consequently, employees in that position in the organisation or acting as 
external stakeholders may often be reluctant to engage with an organisation conducting 
a PIA. This is through either lack of interest, lack of trust, or lack of resources  [  2  ] . 

   Table 3.3    Examples of PIAs outsourced in the UK   

 Organisation  Type of privacy impact accessed  Consultancy employed 

 Aegate (Pharmaceutical 
authentication 
services) 

 Use of RFID technologies to authenticate 
prescription pharmaceuticals at point 
of sale 

 Enterprise Privacy Group 

 Department 
for Transport 

 National time-distance-place road pricing 
policy. This charges vehicles based on 
when, where, and how much they drive 

 Enterprise Privacy Group 

 Phorm Inc  Behavioural targeted advertising  80/20 Thinking Ltd 
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 Moreover, an exercise such as that conducted by 80/20 Thinking Ltd cannot be 
accurately described as a PIA, given that the technology and its applications were 
already fully developed and in use in business operations at the time of the PIA 
exercise. These exercises might be more accurately characterised as a privacy audit 
or compliance check  [  12  ] . 

 In the next section, we consider the conditions and circumstances for conducting 
PIAs in the jurisdictions.  

    3.2.3   Initial Screening 

 There is variance in the mechanisms for determining the conditions and circum-
stances for conducting PIAs. Some jurisdictions have developed screening tools to 
help organisations to determine whether or not to conduct a PIA for any given initia-
tive or to identify privacy issues that may require further analysis. 

 Commonly, an initial screening exercise is conducted to determine if a PIA 
should be completed according to the rules or recommendations in the jurisdiction. 
This can be as simple as determining whether personal information is involved or 
take the form of a structured instrument that poses a series of questions, as in NZ 
 [  13  ]  and the UK  [  14  ] . 

 The US screening process is a form called a Privacy Threshold Analysis  [  15  ] . 
Those completing the form provide a variety of information about the system, 
answering speci fi c questions tailored to their operational context, and the Privacy 
Of fi ce makes an assessment that determines whether or not a PIA is required. 

 In contrast, within Canada, a Preliminary PIA (PPIA) is similar to a screening 
tool  [  8  ] . 

 In the next section, we discuss the scale of the PIA processes that are conducted 
in all jurisdictions, as this can vary considerably.  

    3.2.4   The Scale of the PIA Process 

 Generally, there are two different types of PIAs conducted in all jurisdictions 
although the names and the processes vary. For example, names attributed to a short 
form of PIA are “small-scale” (e.g. UK), “PPIA” (e.g. Canada), and “Privacy Scan” 
or “Privacy Impact Statement” in other jurisdictions. The short form of PIA is similar 
to a full-scale PIA but is less formalised and requires less exhaustive information 
gathering and analysis, usually focusing on speci fi c aspects of a project  [  4  ] . A full-scale 
PIA conducts a more in-depth internal assessment of privacy risks and liabilities. 
It analyses privacy risks, consults widely with stakeholders on privacy concerns, 
and brings forward solutions to accept, mitigate, or avoid such concerns. The process 
guidelines for a full-scale PIA tend to be more comprehensive and suggest the various 
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stages of the process. For example in Australia, the process for conducting a PIA 
consists of  fi ve stages  [  16  ] : project description, mapping the information  fl ow, privacy 
impact analysis, privacy management, and recommendations. 

 In contrast, the Ontario PIA process consists of three main stages: conceptual 
analysis, data  fl ow analysis, and follow-up analysis. However, the Ontario PIA process 
ensures client privacy is considered throughout the business redesign or project 
development cycle, particularly at the conceptual stage, the  fi nal design approval 
and funding stage, the implementation and communications stage, and at the 
post-implementation audit or review stage  [  8  ] . 

 In the UK, the processes involved in conducting a PIA are again similar to PIAs 
conducted in other jurisdictions and consist of the following  [  14  ] :

    • Initial assessment : Examines the project at an early stage, identi fi es stakeholders, 
assesses privacy risks, and decides whether a PIA is necessary or not and if 
so, what level of PIA is required.  
   • Small-scale PIA : This is less formalised and requires less exhaustive information 
gathering and analysis and usually focuses on speci fi c aspects of a project.  
   • Full-scale PIA : This consists of  fi ve phases that are usually conducted in sequence 
and include the following  [  14  ] :

     ° Preliminary : Establishes and ensures a  fi rm basis for the PIA, so that it can be 
conducted effectively and ef fi ciently  
    ° Preparation : Makes the arrangements needed to enable the following phase 
(i.e. consultation and analysis) to run smoothly  
    ° Consultation and analysis : Identi fi es problems early on, discovers effective 
solutions, and ensures that the design is adapted to include those solutions  
    ° Documentation : Documents the PIA process and the outcomes and delivers a 
PIA report  
    ° Review and audit : Ensures that the undertakings arising from the consultation and 
analysis phase are actually within the running system or implemented project     

   • Privacy law compliance check : Examines compliance with statutory powers, duties, 
and prohibitions in relation to the use and disclosure of personal information.  
   • Data protection compliance check : Examines compliance with the Data Protection 
Act of 1998. An organisation usually conducts this check when the project is 
more fully formed.    

 In the next section, we consider the people involved in conducting PIAs in all 
jurisdictions.  

    3.2.5   Who Conducts PIAs 

 PIAs are usually completed by a senior analyst or a manager with ongoing pro-
gramme administration responsibilities. The various guidance material suggests a 
team or committee approach and stipulates what types of expertise should be drawn 
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in to the PIA. This can include, with varying degrees of participation, the following 
personnel  [  2  ] : programme and project managers, privacy policy makers, legal advi-
sors, records management staff, information technology or data security experts, 
communications staff, and other functional specialists.  

    3.2.6   Current PIA Tools 

 As considered above in Sect.  3.2 , the processes involved in conducting PIAs across 
jurisdictions sometimes vary substantially. One important difference is in the PIA 
tools that each jurisdiction uses. For example, in Canada, the TBS provides an 
e-learning tool for government employees interested in learning more about privacy 
and PIAs and how to complete them. The e-learning tool consists of two courses 
(e.g. Overview and Manage/Monitor) and a PIA assistant to help users complete 
PPIAs and full PIAs  [  17  ] . 

 In contrast, the US Department of Homeland Security (DHS) employs a PIA tool 
called the Privacy Threshold Analysis that helps users determine whether a PIA is 
required under the E-Government Act of 2002 and the Homeland Security Act 2002 
 [  18  ] . In the UK, the PIA Guidelines provide a number of screening questions to help 
users decide whether a full-scale PIA or a small-scale PIA is warranted. The 
Guidelines also include a number of questions for a privacy law compliance check 
and a Data Protection Act (1998) compliance check. Templates are also included 
within the Guidelines for Data Protection compliance and the Privacy and Electronic 
Communications Regulations (PECR)  [  14  ] . 

 The evaluation processes involved in these PIA tools consist of simple question-
naires, whereby most of the questions require a “yes” or “no” response. Analysis of 
the PIA tools suggests that they are mainly based upon a simple “decision-tree” 
approach. This approach is commonly used for simple reasoning, as it is both a 
knowledge representation scheme and a method of reasoning about that knowledge. 
In addition, the PIA tools produced by the different jurisdictions are mainly proce-
dure-based (e.g. whereby a number of speci fi ed steps are used to reach the desired 
outcomes), and their granularity is coarse-grained (e.g. consist of fewer larger com-
ponents). Finally, the PIA tools are Web applications where both data and the appli-
cations are at the server-side; therefore, they do not take into account the cloud or 
any of its characteristics (e.g. on-demand self-service, ubiquitous network access, 
location-independent resource planning, rapid elasticity, and pay for use). 

 Furthermore, we contend that deploying a PIA tool (i.e. a tool that is based 
upon questionnaires in which answers provided by the user addresses the com-
plexity of privacy compliance requirements by highlighting privacy risks and 
compliance issues) can lead to negative perceptions by organisations and end 
users including  [  19  ] :

   Some organisations  fi nd it very dif fi cult to relinquish control or trust third parties • 
to manage their applications and data.  
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  Some organisations are worried about security and weak data protection in cloud • 
applications.  
  Some markets require industry-speci fi c business applications (e.g. military • 
systems) for which solutions such as the software as a service (SaaS) solution are 
not available.  
  Organisations without clear objectives and de fi ned business processes are some-• 
times no better off with a cloud solution than with an on-premise solution.     

    3.2.7   Future PIAs 

 We have seen above that a number of PIAs have been carried out in various jurisdic-
tions and that pressure is mounting from regulators for this approach to be used 
more widely. 

 Privacy rights can be protected and advanced by convincing agencies and busi-
nesses to carry out a PIA for the following reasons: to demonstrate legal compli-
ance, to allow organisations to develop better policy, to save money, to develop a 
culture of privacy protection, to prevent adverse publicity, and to mitigate risks in 
advance or resource allocation. 

 However, as business becomes more global and moves to the cloud, it will 
become increasingly dif fi cult to carry out the analysis needed and so more help will 
be required from a technical standpoint. 

 Moving PIAs onto the cloud and potentially across and between legal jurisdic-
tions, including processes that are outsourced and data that crosses organisational 
boundaries, increases risk factors and legal complexity. Therefore, in the next sec-
tion, we discuss the problems and issues of privacy and security in the cloud and 
explain further the challenges of deploying a PIA tool for this environment, before 
considering solutions later in this chapter.   

    3.3   Issues for Privacy, Security, and PIAs in the Cloud 

 In this section, we consider the problems and issues of privacy and security in the 
cloud and discuss the challenges of deploying a PIA tool in this environment, which 
provides the motivation for our approach. 

 As discussed in Chap.   1    , there are a number of privacy, security, and trust issues 
associated with the cloud including  [  20  ]  lack of user control, potential unauthorised 
secondary usage, data proliferation, transborder data  fl ow and dynamic provisioning, 
access, availability, backup, multi-tendency, and lack of standardisation. Of these 
issues, data proliferation, transborder data  fl ow, dynamic provisioning, and virtuali-
sation are very important to PIAs in the cloud. For example, data proliferation is a 
feature of cloud and this happens in a way that may involve the PIA tool being 
accessed by multiple customers from different organisations that reside in different 
jurisdictions, whereby data is not controlled by the data owners. However, Cloud 

http://dx.doi.org/10.1007/978-1-4471-4189-1_1
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Service Providers (CSP) ensure availability by replicating data in multiple data 
centres; therefore, it is dif fi cult to guarantee that a copy of the PIA tool and its data 
or its backups are not stored or processed in a certain jurisdiction or that all these 
copies of the PIA tool and its data are deleted if such a request is made. This is because 
customers of the PIA tool cannot be sure that the PIA tool and its data is in one juris-
diction or that copies that are deleted are really deleted and are not recoverable by a 
CSP, as currently there are no ways to prove this as it relies on trust. 

 Furthermore, the movement of data, governance, and accountability of the PIA 
tool becomes more complex when it moves onto the cloud and potentially across 
and between legal jurisdictions. This is because processes may be outsourced and 
knowing the jurisdictions involved can be quite dif fi cult. Moreover, transferring 
data stored in the cloud to other jurisdictions may violate local laws, because of the 
dif fi culty of asserting which speci fi c server or storage device is used, due to the 
dynamic nature of the cloud  [  20  ] . 

 Virtualisation introduces similar concerns due to the separation of the logical 
entities being assessed from the underlying physical resources. Thus, virtual 
machines (VMs) are environments that are completely isolated from each other. 
Although virtualisation makes it safe for users to share the same hardware, the 
underlying physical resources are the responsibility of the CSP. However, these 
environments can sometime break down, allowing attackers to escape the boundar-
ies of this environment and have full access to the host. Therefore, organisations 
should maintain their security based on sound security practices including keeping 
software up to date with security patches, using secure con fi guration baselines, and 
using host-based  fi rewalls, antivirus software, or other appropriate mechanisms to 
detect and stop attacks. 

 However, we believe that a cloud-based PIA tool is a novel approach. This is 
because at the time of writing (e.g. February 2012), no such tool exists. Thus, the 
PIA tool can provide signi fi cant value in increasing trust as a commercial service, in 
spite of the number of challenges it faces in deployment. This is because we contend 
that the PIA tool can be accessed in the same way the cloud is delivered: “as a ser-
vice”. Indeed, the same  fi ve characteristics of the cloud (i.e. on-demand self-service, 
ubiquitous network access, location-independent resource pooling, rapid elasticity, 
and pay per use) that are used to deploy and access existing applications and tools 
may be used to deploy and access the PIA tool especially the metering that is already 
built in for billing and service-level assurance. 

 In the next section, we discuss our approach for a cloud-based PIA tool.  

    3.4   Development of a PIA Tool for Cloud Computing 

 In this section, we present details of a PIA tool for cloud environments, outlining 
what the tool does, how the tool works, and its architecture. 

 The PIA tool addresses the complexity of privacy compliance requirements for 
organisations (both public and private sector), by highlighting privacy risks and 
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compliance issues for individuals within the organisation who are not experts in 
privacy and security, so they can identify solutions in a given situation. This will 
allow organisations to identify potential issues at an early stage and hence avoid 
costs associated with pursuing development paths that are unlawful or pose a higher 
risk than an organisation can accept or insure against. Where PIAs are mandatory 
for public sector organisations, the tool can provide evidence that due process has 
been followed for the purpose of reporting and audit. More speci fi cally, it can help 
decision-makers within organisations to decide whether a new project (in a broad 
sense, encompassing scheme, notion or product, etc.) that they wish to develop 
should go ahead, and if so in what form (i.e. what restrictions there are, what addi-
tional checks should be made, etc.). The tool could be run at several stages during 
the lifetime of a project development process, each time producing different output 
and advice appropriate to that stage. 

 The PIA tool also addresses privacy and security risks in the cloud that may be 
raised, as part of its analysis about the project. This analysis includes those aspects 
mentioned in the previous section, in relation to the particular context involved: who 
the cloud service provider is, what their trust rating is, what security and privacy 
mechanisms they use, as well as other factors that are not speci fi cally cloud-related, 
for example, to what extent the current project involves sensitive information and 
for what purposes personal data will be used. 

 User input for the PIA tool contains project information, such as project name, 
organisation name, region, brief project description, project lead, and contact 
details. This is followed by a descriptive analysis of the project such as outlining 
project documents, identifying stakeholders, and identifying early privacy risks in 
order to determine if a PIA is required. For example, the user may wish to describe 
how the organisation collects or obtains personal information or explain if personal 
information will be transferred outside their jurisdiction including details of the 
receiving countries. Output for the PIA tool is a report displaying information in 
several sections: introduction, project and contact details, the summary of  fi ndings 
(which indicates if the PIA tool has found the project to be either compliant or 
not), risk summary (which indicates the levels of risk associated with each privacy 
domain), and details of other compliance/non-compliance issues, such as security, 
transparency, and transborder data  fl ows. Furthermore, the PIA tool provides 
detailed information about policies in relation to which the project is not compliant 
or is only partially compliant. In these situations, the tool provides detailed reasons 
for the partial or non-compliance by highlighting the speci fi c legislation concerned, 
risks, standards, policies, etc. Finally, recommendations are displayed indicating 
what the user (organisation) must do to resolve these issues. Throughout the 
report, clear visual indicators are displayed; these indicate the issues that appear 
to be compliant with the requirements (i.e. legislation), require further attention, 
or have failed. 

 Although our focus for the tool is on privacy and data protection, this approach 
is also applicable in a broader sense as it can apply to other compliance areas, such 
as data retention, security, and export regulation. 

 The following section provides more details of how the tool works. 
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    3.4.1   Architecture and Knowledge Representation 

 In this section, we discuss the architecture and knowledge representation of the PIA 
tool. There are a number of traditional programming approaches (e.g. Java, Python, 
C#, and other object-oriented languages), available for developing a Web-based PIA 
tool that can address the generic requirements for a PIA system including the col-
lection of data such as project and contact information, the processing of data, and 
the display of data (e.g. report). Our approach for the PIA tool is a decision support 
system (DSS) based on a type of expert system  [  21  ] . A number of different 
approaches are available for developing a rule-based system (e.g. expert system) 
that stores and manipulates knowledge and interprets information in a useful way 
including Drools  [  22  ]  and VisiRule  [  23  ] . 

 The architecture of the PIA tool that we are currently developing and proto-
typing is illustrated in Fig.  3.1 . This represents one approach (i.e. client-server) 
of a Web-based PIA tool that can address privacy and cloud environments that is 
based upon our choice of using the Corvid Runtime environment for a single 
organisation  [  24  ] .  

 The PIA tool has a knowledge base (KB) that is created and updated by privacy 
experts on an ongoing basis. The experts can be within the organisation (i.e. 
in-house) or can be outsourced externally (i.e. external consultants). Thus, generic 
rules for privacy and data protection legislation from a number of jurisdictions (e.g. 
the UK Data Protection Act 1998, the US Privacy Act 1974) are created and entered 
into the KB by the experts using a speci fi c user interface (UI). This is important as 
the tool is to be deployed within a cloud environment, whereby organisations from 
different jurisdictions may ask to use the application. Initially, the tool will cover 
jurisdictions that currently conduct PIAs including the UK, the USA, Australia, NZ, 
and Canada. 

 There are two types of users: end users (who  fi ll in a questionnaire from which a 
PIA report is generated) and domain experts (who create and maintain the KB). 
Typically, users interact with the PIA tool via the Corvid Java runtime that can be 
Web based (e.g. delivered either as an applet or servlet) or  fi elded as a standalone 
Java application  [  24  ] . 

 The architecture uses the Corvid servlet runtime  [  24  ]  that delivers Hyper-Text 
Markup Language (HTML) pages that contain session-speci fi c data and variables 
that are sent to the user’s browser. Therefore, all processing is done on the server 
with only HTML pages sent to the client’s machine, and it can handle multiple users 
when questions or results are displayed. Since the servlet engine is already running, 
starting a new session is very quick as the user does not have to wait for an applet 
and KB to download. In addition, the full power of HTML and any extensions sup-
ported by the browser such as Extensible Markup Language (XML), JavaScript, or 
Java Server Pages (JSP) can be used to design the user interface screens. This allows 
for far more complex and sophisticated interfaces to be built than can be done using 
the Corvid applet approach. 
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 The PIA tool may also use multi-tenancy, whereby a single instance of the PIA 
application may run on a server, serving multiple clients (i.e. tenants) within the 
organisation. Therefore, it is possible with this architecture to have different KBs 
for different departments within the organisation that have different privacy and 

Project Manager
(Sales Department)

Human Resource Officer
(Personal Department)

Account Clerk
(Accounts Department)

Web Server
Tomcat

or equivalent
server engine

User Browser
(Displays Pages)

HTML Pages
Forms

Reports
Results

CORVID SERVLET RUNTIME

Answers Questions / Rules

Java
Inference
EngineData From

HTML Pages

MySQL
Databases

SQL
ODBC / JDBC

Bridge

Data From
Text Files

Knowledge Base
(Sales)

Knowledge Base
(Employees Records)

Knowledge Base
(Company Accounts)

EXTERNAL APPLICATIONS
(e.g. Adobe Flash)

  Fig. 3.1    PIA tool architecture for single organisation       
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organisational policies and acceptable risks. Furthermore, we believe that this 
architecture is scalable because the system has the ability to accommodate changing 
load such as the number of users in the organisation that share a single instance of 
the PIA tool. 

 Our approach uses a Corvid Exsys rules (i.e. Java) engine  [  25  ] , which makes infer-
ences by deciding which rules (i.e. those created by the domain expert that are directly 
associated with questionnaires and questions) are satis fi ed by facts or objects, prior-
itises the satis fi ed rules, and executes the rule with the highest priority. Ontologies can 
additionally be used for  fi ne-grained reasoning. The engine uses two distinct modes 
(e.g. backward and forward chaining). In forward chaining (e.g. data-driven), the 
engine searches the rules until it  fi nds one in which the “IF” condition is known to be 
true. It concludes the “THEN” condition and adds this information to its data and 
continues in this way until a goal or conclusion is reached. A meta-level description 
of the privacy rules for this phase is “IF <trigger conditions> THEN <action>”. For 
example, the National Institute of Standards and Technology (NIST) provides  fi ve 
essential characteristics (e.g. on-demand self-service, broad network access, resource 
pooling, rapid elasticity, and measured service), three service models (e.g. SaaS, plat-
form as a service (PaaS), and infrastructure as a service (IaaS)), and four deployment 
models (e.g. private, community, public, and hybrid clouds) for their de fi nition of 
cloud computing  [  26  ] . Therefore, a question in the PIA tool may ask the user “Is the 
Hybrid cloud infrastructure the best option for your organisation?” This question can 
be converted into a heuristic rule, as illustrated in Fig.  3.2   [  27  ] .  

 In backward chaining (e.g. goal driven), the engine searches for top-level goals, 
which are the possible answers to the problem or potential recommendations. 
Therefore, the engine can determine what it needs to meet a particular goal including 
determining when that goal is met or that a goal cannot be met. However, to meet 
this determination, the tool requires data on a speci fi c situation being analysed. This 
data can come from other rules, external sources such as databases and spread-
sheets, or asking the user additional questions. For example, an organisation might 
like to use a cloud provider that uses Representational State Transfer (REST) Web 
resources and supports multiple accounts with different key management techniques 
for each customer. The engine checks the rules to  fi nd one that would be relevant to 
making this decision, as illustrated in Fig.  3.3   [  27  ] :  

 Although in this case the engine has found a potentially useful rule, without more 
data, it cannot determine if this rule should be used. This is because the engine does 
not know how many multiple accounts are allowed for each customer by Windows 

IF

THEN

Your infrastructure is a composition of two or more clouds
AND

The clouds are bound together by standardised or proprietary
technology that enables data and application portability

The Hybrid cloud model is a good solution

  Fig. 3.2    Heuristic representation of cloud infrastructure question       
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Azure  [  28  ] . Therefore, the engine searches for a rule that can tell it something about 
the maximum number of multiple accounts, as illustrated in Fig.  3.4   [  27  ] :  

 Although the original rule (i.e. goal) is not forgotten, it is temporarily superseded 
by the new rule (i.e. new goal). However, to use this rule, the engine needs to know 
the maximum number of multiple accounts per customer the organisation requires. 
Thus, this answer may come from a database, a different program, other rules, or by 
asking the user directly, as the engine determines where and how to get the needed 
data. This process of having one goal requiring data leading to another goal from the 
highest level to the lowest level is how the engine in the PIA tool uses backward 
chaining  [  27  ] . In addition, as data becomes available, lower level goals are met and 
are dropped off the chain and continue until the engine is able to determine which 
of the conditions for the initial top-level goals are true. Similarly, this approach is 
used to reason about transborder data fl ow and other data protection requirements. 

 Although we use this particular inference engine to run rules, the approach is not 
reliant on any particular inference engine or speci fi c format beyond the processing 
of “IF/THEN” rules, and so a variety of mechanisms could be used from production 
rules systems to “Clips” or “Prolog”. 

 In Sect.  3.5 , we provide further details of our approach for our PIA tool including the 
software development methodology, data collection, analysis, results, and modelling. 

 The following section will provide more details of our specialised tool, including 
how it may be used in a cloud environment.  

    3.4.2   Cloud Deployment of PIA Tool 

 This section considers the deployment of our PIA tool in a cloud environment and its 
architecture. The possible deployment of our PIA tool is based upon the advantages 
and disadvantages between the cloud service models and the major cloud deployment 

IF
Representational State Transfer (REST) Web resources are used
by the organisation

AND
Multiple user accounts for each customer are required

THEN
Windows Azure AppFabric Access Control Service
is a good choice

  Fig. 3.3    Heuristic representation of REST/multiple accounts question       

IF

Multiple accounts for each customer is greater than 6

THEN

Windows Azure is not a good choice

  Fig. 3.4    Heuristic representation of new goal       
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models  [  26  ] . As previously discussed in Sect.  3.4.1 , there are three cloud service 
models to consider including:

    • IaaS : physical hardware such as servers, disks, and networks are abstracted into 
virtual servers and virtual storage  
   • PaaS : this provides a platform built upon the abstracted hardware that can be 
used by developers to create cloud applications such as the PIA tool  
   • SaaS : this provides our PIA tool as a service that enables customers to use the 
cloud without complexities of hardware, the Operating System (OS), or even the 
PIA tool’s installation    

 For our PIA tool, the SaaS service model appears to be appropriate, whereby the 
end users (i.e. customers) of the tool do not actually have to own the platforms. 
However, when deploying our PIA tool as a SaaS service, as with all of the other cloud 
service models, there is a common set of technological challenges including  [  29  ] :

    • User interface  fl exibility : UIs must be easy for the end users to use and meet the 
needs of the customer.  
   • Productivity : The solution for our PIA tool must provide a highly productive 
environment that focuses on industry best practices.  
   • Operational excellence : Our PIA tool must be always available and scale to the 
maximum size required.  
   • Security and compliance : The solution for our PIA tool must ensure that the data 
and application are accessed only by those who are registered to use it.  
   • Multi-tenancy : The solution for our PIA tool must be able to support from one 
user to many.  
   • Integration : The solution must be able to have the ability to easily integrate with 
other applications by supporting all relevant standards.  
   • Personalisation : This ensures that our PIA tool must look and work as the tenant 
and end users want it to. However, each tenant may want different UIs and ques-
tions for their particular organisational needs.  
   • Costs : As discussed in this section, initial costs of the deployment of our PIA 
tool depend upon the adopted solution. However, tenant and end user costs are on 
a pay-per-use basis.    

 One of the key elements discussed in the list above is multi-tenancy. In deploying 
our PIA tool as a SaaS service, multi-tenancy provides several options including  [  29  ] :

    • Isolated tenancy : Whereby our PIA tool, databases, and infrastructure are isolated 
and are hosted per tenant as separate instances  
   • Infrastructure tenancy : Whereby our PIA tool and databases are isolated, 
although the infrastructure is shared and hosted in a virtual environment  
   • Application tenancy : Whereby our PIA tool and the infrastructure are shared by 
all tenants, although the databases are isolated  
   • Shared tenancy : Whereby our PIA tool, database, and infrastructure are all shared 
by the tenants    
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 In considering which option to choose for our PIA tool as a SaaS service that 
involves multi-tenancy, a comparison is made of the different models as illustrated 
in Table  3.4 .  

 The application multi-tenancy model is more suited to our PIA tool because of 
several reasons including the initial costs are reasonably low, the scalability is high, 
and the target tenants for our PIA tool are similar in nature (i.e. they will be using 
our application to check if their projects require PIAs). Therefore, the deployment 
of our PIA tool as a SaaS application is illustrated in Fig.  3.5 .  

 There are various different options for how this might be provided within a cloud 
environment. For example, one option may be to deploy our PIA tool in a private 
cloud infrastructure, whereby the tool is provided as a service for a single organisa-
tion. Private clouds rely on virtualisation (e.g. storage and server) and treat hard-
ware as a pool of resources that can be allocated to various functions. Thus, our PIA 
tool may be managed by the organisation or a third party (e.g. cloud provider) and 
may exist on premise or off premise  [  30  ] . The advantages of using this option relate 
to control, governance, security, availability, and speed of access. In contrast, the 
disadvantages of using this option for our PIA tool are minimal elasticity, costs, and 
scalability since the organisation is responsible for setting up, maintaining, and 
growing the infrastructure as necessary  [  31,   32  ] . 

 Another option is to deploy our PIA tool as a SaaS application in a community 
cloud. In this cloud, the infrastructure may be shared by multiple organisations and 
supports a speci fi c community that has shared concerns (e.g. mission, security 
requirements, policy, jurisdiction, and compliance considerations). Again, this 
cloud may be managed by the organisation or a third party and may exist (e.g. 
hosted) on premise or off premise  [  30  ] . Some advantages of using this option for our 
PIA tool are elasticity and a pay-for-use on-demand service. However, because 
community clouds target a speci fi c industry or concern, some disadvantages for the 

   Table 3.4    Comparison of multi-tenancy models   

 Tenancy models 

 Isolated  Infrastructure  Application  Shared 

 Time to market  Short  Short  Long  Longest 
 Infrastructure costs  High  High  Low  Low 
 Economies of scale  Very poor  Poor  High  Highest 
 Scalability  Poor  Poor  High  Highest 
 Provisioning  Dif fi cult  Dif fi cult  Easy  Easy 
 Admin/mgmt costs  Very high  High  Low  Low 
 Target tenants  Dissimilar  Dissimilar  Similar  Similar 
 Allows for application changes  No  No  Yes (except DBs)  Yes 
 Coding dif fi cultly  Easier  Easy  Less dif fi cult  Dif fi cult 
 Implementation of service-level 

agreements (SLAs) 
 Easier  Easy  Less dif fi cult  Dif fi cult 

 Containment  Easier  Easy  Less dif fi cult  Dif fi cult 
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infrastructure exist including low visibility, control, trust, and higher costs due to 
specialisation in support of speci fi c customer requirements  [  31,   32  ] . 

 A possible bene fi t to PIAs in the community cloud involves the use of a com-
munal KB that may have several PIA questionnaires that represent the needs of 
the multiple organisations. Thus, the KB can be shared, updated, and maintained by 
all organisations in the community, and knowledge (such as answers and PIA deci-
sions) is therefore shared between all organisations. 
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  Fig. 3.5    PIA tool in cloud environment       
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 A third option for our PIA tool is deploying it as a SaaS application in a public 
cloud. This infrastructure is made available to the general public or a large industry 
group and is owned by an organisation or cloud provider that sells cloud services 
 [  30  ] . Again, in a public cloud, there is no purchase of physical infrastructure, and 
the organisation (i.e. client) can use the services on a pay-for-use basis (e.g. 
on-demand self-service) with maximum elasticity. However, using this option for 
our PIA tool in the public cloud can lead to several disadvantages and issues for the 
organisation including low visibility, control, and trust. For example, our PIA tool 
collects information (i.e. contact information such as name, e-mail, and telephone 
numbers) and produces results and reports that organisations may regard as sensi-
tive data or may regard their exposure as a high risk to the organisation. 

 This is because the cloud provider takes responsibility for the software and 
services. Furthermore, governance and policy enforcement is still emerging in 
public clouds, and from a security perspective, multi-tenancy provides added 
complexity  [  31,   32  ] . 

 A fourth option is to deploy our PIA tool in a hybrid cloud. A hybrid cloud is the 
composition of two or more clouds (e.g. private, community, or public) that remain 
unique entities but are bound together by standardised or proprietary technology 
that enables data and application portability such as the use of cloud bursting for 
load balancing between the clouds  [  29  ] . In this scenario, the sensitive data collected 
by our PIA tool is stored on its own private servers in a private cloud behind a 
 fi rewall away from the Internet. Therefore, published PIA results and reports that 
are then ported to the public cloud for customers would not contain sensitive infor-
mation. Thus, our PIA tool would use public clouds for less sensitive tasks such as 
the PIA questionnaires but use a private cloud for vital processing tasks. However, 
like all cloud deployment models, the hybrid cloud has advantages and disadvan-
tages, as illustrated in Table  3.5   [  31,   32  ] .  

   Table 3.5    Advantages/disadvantages of hybrid cloud   

 Hybrid cloud 

 Advantages  Disadvantages 

 Maximum  fl exibility  Most of the disadvantages for both private and 
public clouds (for their respective components) 

 Dedicated resources on-site 
(via private cloud) 

 Additional layer of software is needed to provide 
governance and brokerage between the cloud 
services 

 Pay-per-use resources off-site 
(via public or community cloud) 

 Policy must be de fi ned indicating which services 
and datasets are allowed in which part of the 
cloud 

 Off-site resources are pay for what 
is used. Turn the service off 
when done 

 The broker/governance component is an additional 
software component requiring additional 
IT skills to operate and manage 

 Elasticity when needed 
 Immediate self-service 
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 A public cloud deployment introduces a third party that may lead to several 
disadvantages and issues including low visibility, control, security, privacy, and 
trust, as discussed in Chap.   1    . 

 Another consideration is the network bandwidth constraints and cost. For exam-
ple, if a decision is made to move some of our PIA tool’s infrastructure to a public 
cloud, disruption in the network connectivity between our tool’s clients and the 
cloud service may affect the availability of our cloud hosted PIA tool. Moreover, on 
a low bandwidth network, there is a possibility that the interaction between our PIA 
tool and its customers (i.e. users) may also be affected. 

 There are additional factors to consider before selecting the use between private, 
community, and public clouds for our PIA tool. One important factor is the amount 
of storage and time our PIA tool is to be deployed. For example, 10 terabytes (TB) 
of storage supplied by a cloud provider for 5 years may involve a high pricing struc-
ture for our PIA tool in order to recover costs. On the other hand, if our PIA tool 
uses a temporary storage plan for 1 year, it may be cost-effective to use this private 
cloud. However, if the plan is to use a community cloud, the costs would be shared 
between all participating organisations. Thus, it can be seen that one of the factors 
dictating the use between private, public, or community clouds is the size of storage 
and how long the storage for our PIA tool is intended to be used. 

 Of course, cost may not be the only consideration in evaluating which type of 
deployment cloud model is best for our PIA tool, as some application services 
such as Salesforce.com (i.e. a popular customer relationship management (CRM) 
cloud service) offers unique features such as specialised management tools  [  30  ] . 
In addition, other public cloud providers offer services such as capacity planning, 
procurement, and the management of data centres. 

 Also there is the context in which our PIA will be deployed. For example, is our 
tool intended for the UK-based customers only (i.e. those who operate solely in the 
UK) or for UK customers who operate globally? This difference is critical because 
sensitive information can mean one thing in the UK under the Data Protection Act 
1998, but sensitive information can mean completely something else especially in 
other countries such as those outside the European Union (EU). 

 In general, since the deployment models (i.e. private, public, and community) 
have different characteristics and even different business drivers such as cost, the 
best solution for our PIA tool may be a hybrid solution that involves all three 
models. 

 In the next section, we provide some examples of user interfaces (UIs) that are 
part of the PIA tool.  

    3.4.3   Examples of PIA Tool UIs 

 This section considers the functionality and appearance of some of the PIA tool UIs. 
However, the examples shown are not the  fi nal production UIs, rather those designed 
as of the time of writing (March 2012). 

http://dx.doi.org/10.1007/978-1-4471-4189-1_1
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 Our PIA tool uses Java servlets that display HTML templates to end users via 
standard browsers. Typically, the call to start our PIA tool is done with a Uniform 
Resource Locator (URL)  [  27  ] :   http://www.myServer.com/CORVID/corvidsr?
KBNAME=../../MyApps/MySystem.cvr     

 The initial screen of our PIA tool consists of a log-in screen that prevents 
unauthorised users entering our application, as illustrated in Fig.  3.6 .  

 The log-in system asks for specifi c user names and passwords that allow different 
user access modes for the tool (i.e. administrator, customer and stakeholder). In a 
further instantiation, the tool would be integrated with a dedicated authentication 
mechanism that allow role-based access.  

 Upon completion of a successful log-in by users, our PIA tool automatically 
loads a fi le that contains project contextual information including: contact details, 
project details, previous PIAs and similar project information, and stakeholder 
details. This information is the result of previous usage of the tool by those users, 
although some information may be derived automatically via the login process 
e.g. via an enterprise directory system.  

    In the next section, we describe the functionality and appearance of our PIA tool 
if the end user selects the administrator mode. 

    3.4.3.1   Administrator Mode 

 This section discusses the functionality and appearance of our PIA tool when autho-
rization to the administrator mode is successful. The administration main page 
provides the user with options, as illustrated in Fig.  3.7  . For example, the administra-
tor can view projects, customers and stakeholders in a particular project, or use spe-
cifi c utilities that help maintain our PIA tool. For this particular implementation, 
restrictions are placed on the layout of some screens by the underlying application 
used, but future plans include creation of more fl exible interfaces for such screens, 
e.g. via a taskbar.  

 Projects are listed in a table that displays information including: the overal status 
of the project, the project name, organisation name, contact name, the date the proj-

  Fig. 3.6    Log-in page       

 

http://www.myServer.com/CORVID/corvidsr?KBNAME=../../MyApps/MySystem.cvr
http://www.myServer.com/CORVID/corvidsr?KBNAME=../../MyApps/MySystem.cvr
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ect was completed or last modifi ed, the person who completed or modifi ed the 
project and the project description, as illustrated in Fig.  3.8 . However, due to the 
limitations of the servers taht the tool is currently using (i.e. Corvid and Tomcat 7) 
the returned data is text. It is anticipated that for businesses that use their own 
servers for the tool the overall status fi eld in the display would include an image that 
represents the privacy risk.

To access the project the user clicks the project link. A detailsed HTML page is 
returned that displays the project information, as illustrated in Fig.  3.9 . Contact 
information and stakeholder details can be accessed, in a sanitised form if appro-
priate for the viewer.

Utilities currently under development such as the web browser, mail log analyser, 
fi rewall analyser and multi-router analyser that help the administrator to maintain 
the tool are accessed via the 'Utilities' checkbox.  

    3.4.3.2   Stakeholder Mode 

 This section describes the functionality and appearance of the stakeholder mode. This 
mode allows stakeholders to view completed reports for particular projects and allows 
stakeholders to provide feedback without going through the main questionnaires. 

  Fig. 3.7    Administration mode       

  Fig. 3.8    Project list       
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 Access and permissions to particular projects that stakeholders are involved with 
is provided by our tool in several ways. First, a log-in screen is used, whereby users 
must provide a user name and password that authorised access to a project. Second, 
permissions are set in the database via the “GRANT” option to restrict stakeholders 
to particular database tables where the project name equals the stakeholder ID. In 
addition, organisations can control permissions and access to reports by setting the 
Internet Protocol (IP) address to individual or group computers because it is often 
desirable to share a report among others or to have the PIA tool dynamically build 
a Web page that can be widely accessed. Once authorised, the stakeholder is for-
warded to the options page, as illustrated in Fig.  3.10 .  

 One option for a stakeholder is to view the reports for the project. Thus upon 
clicking “View Project Reports” they are forwarded to the view reports page, as 
illustrated in Fig.  3.11 . Report creation involves the use of a separate HTML tem-
plate that formats the contents and appearance of the report by using embedded 

  Fig. 3.9    Project information       

  Fig. 3.10    Stakeholder options       
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variables in the form [[…]], before it is added to a collection variable (i.e. a variable 
that contains a list of strings) and saved, as illustrated in Fig.  3.12   [  27  ] . This is a 
very convenient way of creating reports because information included in the report  
can be controlled. For example, one organisation may include information such as 
personal details, whereas another organisation may want to keep the report 
con fi dential.  

 The report provides in-depth analysis that helps stakeholders and decision-
makers determine whether a full-scale PIA assessment is warranted or not and 
determines whether the characteristics of the UK PIA Guidelines are complaint or 
non-compliant with the criteria. In addition, the report provides speci fi c reasons for 
the compliance status and gives advice to the user. The recommendation also 
includes embedded HTML links to specifi c information that helps the user under-
stand the advice given by the tool. However, due to the limitations of the servers 
that the PIA tool currently uses the report displayed is mainly text, as illustrated in 
Fig.  3.13 . However, a display such as a histogram may be developed that indicates 
the levels of risk associated with each key characteristic.  

 In addition, the stakeholders can complete a questionnaire about any report that 
they have read. The questionnaire consists of several questions that encourage 
communication between the stakeholders involved in the project and the project 
team, as illustrated in Fig.  3.14 , and that allow free text input and ideally attach-
ment of ancillary relevant information. Upon completion of the questionnaire the 
PIA tool automatically creates a report. Thus interaction between the project team 
and the stakeholder completed questionnaire is achieved and archived within the 
customer mode.  

 In the next section, we consider the customer mode that allows end users to 
conduct or modify a full-scale PIA initial assessment.  

  Fig. 3.11    Report list screen       

  Fig. 3.12    Embedded variables       
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    3.4.3.3   Customer Mode 

 This section describes the functionality and appearance of our PIA tool in the 
customer mode. The initial customer screen provides several options for users 
including: the ability to view stakeholder feedback, to conduct a new PIA 
 assessment, the ability to view reports, and the ability to edit an existing PIA 
assessment, as illustrated in Fig.  3.15 .  

 In both options “conduct a new PIA assessment” and “edit an existing PIA 
assessment”, a speci fi c “user ID” is used to build a unique identi fi er for saved data 
for that particular customer, as illustrated in Fig.  3.16 . However, in a production 
version of our PIA tool, there would be a combination of user ID and password to 
assure that each user’s data is protected.  

 This functionality allows customers to answer some questions and quit mid-
session during the PIA assessment, with the ability to return to the same session 
later as this can be very useful for situations including  [  28  ] :

   When there are many questions in the questionnaires that takes the user a long • 
time to answer them.  

  Fig. 3.13    Sample of completed report       

  Fig. 3.14    Sample of stakeholder form       
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  When there are questions that the end user may not be able to immediately • 
answer.  
  When there are questions that require input from several different users, each • 
providing different answers to some questions.    

 A new assessment typically begins with a welcome page that brie fl y describes the 
objective of the tool and gives a brief explanation of what a PIA is. For example, the 
objective of the tool describes it as being designed as a means to identify privacy 
risks and compliance issues on any project or activity that involves the handling of 
information, as illustrated in Fig.  3.17 . The main functionality of the page consists of 
a navigation bar and a submit button (i.e. Continue or OK) that forwards the user to 
the next page. The navigation bar contains buttons which provide a number of activi-
ties and information for the user including: 

    • Projects : Navigates to a different HTML template that lists all previous PIAs and 
similar projects conducted either by the organisation or by the individual  
   • PIA handbooks : A drop down menu that contains hyperlinks to different PIA 
handbooks that have been published by major jurisdictions  

  Fig. 3.15    Customer options       

  Fig. 3.16    Welcome page       
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   • UK legal topics : A drop down menu that contains hyperlinks to different UK 
legal documents including current legislation, regulations, and codes of practice  
   • European law : A drop down menu that contains hyperlinks to different European 
Directives involving privacy  
   • Legal organisations : A drop down menu that contains hyperlinks to different 
legal organisations including privacy commissioners websites, privacy advo-
cates, groups, and organisations  
   • Contact us : Navigates to a different HTML template in which the user can e-mail 
comments and suggestions about the tool or PIAs    

 The PIA tool can collect a variety of information from databases, fi les, or by 
manual user input. For example, contact project, stakeholder, previous PIAs and 
similar project information, as illustrated in Fig.  3.18 . Thus, information is col-
lected via a series of questions that contain free text boxes for user input. HTML 
hyperlinks are also used in the templates to provide links to instructional help, 
descriptions, and other websites. Although this information is in the internal 
results that our PIA tool produces, as previously discussed in Sect.  3.4.3.2 , cur-
rently in the implementation provided the external reports may not contain this 
information.  

 Our tool also provides users with several help pages during a PIA assessment 
run. For example, at certain stages of the assessment, current risk status and prog-
ress HTML pages appear to the users that indicate the risk associated with the 

  Fig. 3.17    Current risk level       

  Fig. 3.18    Current progress       
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project at that particular stage and how much of the questionnaire has been 
completed, as illustrated in Fig.  3.19  and Fig.  3.18 . 

 Typically, the evaluation of questions contained in our tool depends upon the 
user selecting a single answer from a number of radio buttons. For example, a cloud-
related question about customer data held in data centres within different jurisdic-
tions is illustrated in Fig.  3.20   [  33  ] . Therefore, if the user selects any of the possible 
options, they are given a number of following questions to extract further informa-
tion. For example, if the user selects “yes” a further question is asked that records 
the values entered by the user via a free text box (e.g. names of jurisdictions that 
holds the customer data), as illustrated in Fig.  3.21 . These values are then saved in 
the database in order to produce the results and following report.   

 However, if the user answers “No” to the question (i.e. Fig.  3.20 ), a further question 
asks the user for further information, as illustrated in Fig.  3.22 . The possible answers 
to this follow-up question are “yes” or “no”, whereby “yes” triggers a new question 
that is similar to Fig.  3.20 , whereby the user manually enters the values for the 
jurisdictions supplied by the cloud provider. On the other hand, if the user selects 
“no”, our PIA tool records this answer and provides a recommendation in the results 
to the user to contact their cloud provider as soon as possible.  

  Fig. 3.19    Question on customer data held in jurisdictions       

  Fig. 3.20    Question for manual user input       
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 Finally, if the user answers “not sure”, a further question is then provided by our 
PIA tool in the form of a list, as illustrated in Fig.  3.23 . In this list, the user can select 
multiple answers to the question including: 

   The selection of multiple answers that are provided in the list including the • 
“other” option, whereby the user can manually enter a value  
  The selection of “None” that clears the list and records a value of “no counties • 
have been entered by the user for this particular session” in the database    

 In addition, the list may be modi fi ed to allow the user to select a “not sure” 
option. In this case, the question is drilled down further to include simple separate 
questions about cloud providers that provide “yes/no” answers. 

 Basically, the tool uses rules to generate an output results page and also an audit 
trail. The output results page provided by our PIA tool is ultimately based on the 
answers provided by end users, as illustrated in Fig.  3.24 .  

  Fig. 3.21    Question on contacting cloud provider       

  Fig. 3.22    Question for different jurisdictions       
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 The output of the questionnaire (being the answers provided by the user) is 
matched against the “THEN” condition of the business rules: the corresponding 
action within the rules contains code that assesses associated risk and groups output 
into characteristics and categories (transborder data  fl ows, compliance with legislation, 
jurisdictions, etc.). 

 The results page provides an in-depth analysis that helps decision-makers deter-
mine whether the category is complaint or non-compliant with the UK PIA 
Guidelines. Although, our tool may use any criteria such as legislation or PIA 
Guidelines from another particular jurisdiction. In addition, the results provide 
speci fi c reasons for the compliance status and gives advice to the user. However, at 
the time of writing (March 2012), the results displayed by the tool are mainly text 
with a few images. Therefore, in the next iteration of the PIA tool, a display such as 

  Fig. 3.23    Sample of results page       

  Fig. 3.24    Overall results page       
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a histogram may be developed that indicates the levels of risk associated with each 
key characteristic. 

 Part of the analysis carried out by the tool is to consider legal aspects, such as the 
UK-US safe harbour process for US companies to comply with the European Directive 
95/46/EC on the protection of personal data  [  34  ] . The tool has to take into account the 
rules associated with transborder data  fl ows and cross-border PIAs  [  35,   36  ] ; moreover, 
the tool has to consider global organisations and their binding corporate rules. To 
achieve this, the tool will have a representation of policies related to different legal 
jurisdictions and will take these policies into account as they apply to a given context. 

 After the results page, a decision is made by our PIA tool regarding whether the 
initial full-scale PIA assessment should continue to the privacy law and data protec-
tion compliance checks or whether an initial small-scale PIA assessment should be 
conducted by the organisation, as illustrated in Fig.  3.25 . Thus, if our tool recom-
mends that the compliance checks are required, the user is forwarded to the compli-
ance checks upon clicking the “OK” button. However, if the recommendation is that 
an initial small-scale PIA assessment should be conducted, our tool automatically 
creates a report.  

  The privacy law and data protection compliance checks follow the same formats 
previously described in this section. Thus, three questions are initially asked for the 
privacy law compliance checks, and a results page is then produced by our PIA tool, 
which is based upon the users’ answers. In addition, the data protection compliance 
check consists of one question and a displayed results page. Finally, a results page is 
produced and displayed by our PIA tool that includes the results from the compliance 
checks and a report is created. 

 In summary, our PIA tool helps organisations to ensure privacy concerns are 
met and supports enterprise accountability, supplying employees with suf fi cient 
information and guidance to ensure that they design and conduct their projects in 
compliance with privacy requirements, such as those outlined in the UK PIA 
Guidelines of 2009  [  14  ] . In addition, our PIA tool identi fi es what the user (organisation) 
must do to resolve these issues. 

  Fig. 3.25    Detailed recommendations page       
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 In the next section, we consider the development suite for our PIA tool, whereby 
experts can edit and modify questions and rules.  

    3.4.3.4   Expert Mode and Development Suite 

 This section discusses the development suite that allows experts to edit and modify ques-
tions and rules. The development suite for our PIA tool has been modi fi ed into an exter-
nal  fi le (i.e. a cvd  fi le) that can reside outside the infrastructure on the experts’ computer. 
However, the cvd  fi le must have a link to the cvr  fi le, as illustrated in Fig.  3.26 .  

 However, the cvd  fi le is updated only when the system is saved, whereas the cvr 
 fi le on the server is updated whenever the system is run by the browser. 

 The development suite incorporates easy access to our PIA tools internal processes 
that allow the expert to edit and modify existing questions, rules, and risk levels or 
create new features without using the application. This is achieved by the expert 
accessing internal “blocks” including:

    • Logic blocks : These blocks are made up of rules that can be de fi ned by tree diagrams 
or stated as individual rules, whereby each block may contain many rules or only 
a single one. Thus, logic blocks are treated in our PIA tool as objects and are a 
convenient way to use a group of related rules.  
   • Action blocks : These blocks use a spreadsheet style approach to describe the 
logic of our PIA tool processes. Thus, action blocks use a procedural approach to 
solve problems by asking a series of questions.  
   • Command blocks : These blocks control how our PIA tool operates such as what 
actions to take and what order to perform actions. Fundamentally, these blocks 
control what variables our PIA tool will try to derive values for and what logic 
blocks will be used to perform that function. Also, command blocks control the 
procedural  fl ow of our PIA tool including how the system chains, what blocks to 
execute, and what results to display.    

 In the next section, we discuss the con fi dence variable that is used in our PIA tool 
to reach a “best  fi t” for several decisions and conclusions our tool makes.  

  Fig. 3.26    Stakeholder feedback       
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    3.4.3.5   Con fi dence Variable 

 This section describes the con fi dence variable that is used in our PIA tool. A 
con fi dence variable is intended to calculate an overall con fi dence value for the vari-
able. Usually, this is the con fi dence or likelihood that the result is an appropriate 
recommendation or solution to the problem that our PIA tool solves. Con fi dence 
variables can also be used in other ways, but in all cases, the variable will be given 
one or more numeric values which will be combined via a formula to produce the 
overall con fi dence value. 

 In our PIA tool, the con fi dence variable is called “risk level” and is used to measure 
the probability that the answers in the questionnaire will be selected by the user. The 
calculation of our con fi dence variable “risk level” is done by using the sum method, 
whereby the single value for each question is added together; thus, positive values 
increase the con fi dence and negative values decrease the con fi dence. However, there 
are other ways of calculation such as average, independent, dependent, multiplica-
tion, and the mycin method  [  27  ] . 

 Therefore, from and including the technology question in the initial full-scale 
PIA assessment questionnaire, each possible answer is assigned a value that re fl ects 
its con fi dence. For example, in Table  3.6 , risk level values have been assigned to 
both the technology and identi fi ers questions.  

 The use of this feature enables our PIA tool to make multiple simultaneously 
possible recommendations with differing degrees of con fi dence to reach a “best  fi t” 
for several decisions and conclusions that are then presented to the user. For example, 
a current status page that may have three possibilities (i.e. the risk level to the project 
is high, medium, or low) is displayed several times during the assessment run to 
help the user objectively view the status of the project after a particular set of questions, 
as illustrated in Fig.  3.27 .  

 Another stage where our PIA tool makes use of the con fi dence variable “risk 
level” is in the project summary that is displayed in the results page. Again, this uses 
a mathematical formula to reach the “best  fi t” for the project status from three 
possibilities (i.e. project status is high, low, or medium), as illustrated in Fig.  3.28 .  

 Finally, the con fi dence variable “risk level” is used in the tool’s full-scale PIA 
decision. Again, this is a mathematical formula that is similar to Fig.  3.28 , whereby 
different recommendations are displayed to the user, as previously described in 
Sect.  3.4.3.3 . 

 This feature is used to calculate the answers provided by the user in the ques-
tionnaire with the result of the con fi dence variable “risk level” being an appropriate 
solution (i.e. displays an compliance indicator and advice to the user for the project 
status) Thus, in our PIA tool, if the con fi dence variable “risk level” assigned to 
each question were modi fi ed to meet the needs of an organisation who interprets 
each question differently, the PIA results and the following report will re fl ect 
the change. 

 This provides an effective solution, whereby KBs can be created that have different 
values for each question that produce different results and reports. For example, 
an organisation may have several versions of the KB for different departments. 
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  Fig. 3.27    Link from cvd  fi le to cvr  fi le       

   Table 3.6    Risk levels assigned to questions   

 Risk levels assigned to questions 

 Question  Possible answer  Risk level 

 Technology  Yes  20 
 No  −10 
 Not sure  0 
 Skip question  10 

 Technology list  Smart cards  12 
 Biometrics  15 
 Mobile phone location systems  8 
 Global positioning systems  7 
 Intelligent transport systems  7 
 Visual surveillance  14 
 Digital image and video recording  16 
 Pro fi ling techniques  10 
 Data mining techniques  11 
 Logging of electronic traf fi c  8 
 Other  9 
 None  −10 

 Identi fi ers  Yes  10 
 No  −10 
 Not sure  0 
 Skip question  6 

 Identi fi ers list  Digital signature initiative  9 
 Multipurpose identi fi er  7 
 Document with identi fi able information  10 
 Regulation schemes  7 
 Biometric identi fi ers  11 
 Other  8 
 None  −10 

  Fig. 3.28    Command block showing formulas to display project status       
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In addition, a global organisation may have different KBs that re fl ect the PIA 
Guidelines of several jurisdictions. 

 In the next section, we discuss the decision-making process of our PIA tool.  

    3.4.3.6   Decision Making in Our PIA Tool 

 This section describes the reasoning and decision making of our PIA tool. It appears 
that simple decision trees that automate business rules are functionally limited by 
two main factors: the rules are typically black and white with no leeway for special 
cases and the complexity of logic that can be represented is quite limited such as 
“yes/no” answers based upon simple logic. 

 Our PIA tool is different in that it is able to handle very complex problem-solving 
tasks, involving probabilistic reasoning folding together many factors in reaching a 
conclusion and recommendation. For example, a typical business rule for stakeholders 
involved in projects may be “No reports after 10 days”, whereby the rule engine 
would implement this as a simple rule “If days since report created > 10 then refuse 
access”, but what would happen if one of the stakeholders wanted to access the 
report on day 11? Our PIA tool can be designed to access the stakeholders’ history, 
consider factors that may have delayed the stakeholder in accessing the report, and 
advise the project manager to make an exception or contact the stakeholder directly, 
rather than an absolute “NO”. 

 This type of reasoning and decision making in our tool is achieved by the infer-
ence engine (IE), allowing complex probabilistic backward chaining (discussed 
later in this section) logic to be used to solve complex problems in a manner com-
parable to a human expert. The IE in our tool is used to analyse and combine the 
individual rules to solve the larger problem and determines  [  27  ] :

   What possible answers there are to the problem  • 
  What data is needed to determine if a particular answer is appropriate  • 
  If there is a way to derive or calculate the needed data from other rules  • 
  When enough data is available to eliminate a possible answer, and stop asking • 
unnecessary questions related to it  
  How to differentiate between remaining answers  • 
  Which answer is most likely based upon the rules    • 

 Backward chaining in our PIA tool is “goal driven”, whereby the top-level goals 
are the possible answers to the problem or potential recommendations. The IE can 
determine what it needs to meet a particular goal including determining when that 
goal is met or that a goal cannot be met. Thus, the IE analyses what data is needed to 
determine if the  fi rst possible goal is appropriate for the user. To make this determi-
nation, our PIA tool requires data on the speci fi c situation being analysed. 

 This data can come from other rules, external sources such as databases and 
spreadsheets, or by asking the user additional questions. Therefore, the IE checks 
the rules to  fi nd one that would be relevant to making this decision. For example, if 
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the HTML report template discussed in Sect.  3.4.3.2  had an embedded variable such 
as [[ContactAddress]] that did not have a speci fi c rule associated to it. The IE in our 
tool will ask the user for this value before creating the report because this becomes 
the new goal of our tool, whereby it supersedes the original goal “create Report”. 
This process of having one goal requiring data, which leads to another goal, can be 
repeated many times in our tool. Thus, as data becomes available, lower levels goals 
are met and are dropped off the chain until the IE is able to determine which of the 
conditions for the initial top-level goal are met, and the recommendation is then 
presented to the user. 

 Our PIA tools IE also uses the forward chaining “data-driven” method, whereby 
the data is already available in the logic of the rules. In this case, the rules are tested 
sequentially to see what conclusions result. Moreover, in our PIA tool, backward 
and forward chaining methods are combined, whereby forward chaining is used to 
run top-level rules and backward chaining is used to derive needed values from 
other rule modules such as the con fi dence variable “risk level”. 

 In the next section, we consider the aspects of storing sensitive data in a shared 
cloud environment and how our PIA tool may minimise the risk.   

    3.4.4   The PIA Tool and Sensitive Data in the Cloud 

 This section discusses the storage of sensitive data in the cloud and how our PIA 
tool may minimise the risk. 

 Sensitive data encompasses a wide range of information including ethnic or 
racial origin, political opinion, religious beliefs, memberships, physical or mental 
health details, criminal or civil offences, as well as PII that relates to customer and 
contact details  [  34  ] . However, as discussed brie fl y in Sect.  3.4.2 , the de fi nition of 
sensitive data may vary across jurisdictions. 

 Our PIA tool can record information including contact name, telephone number, 
project lead name, and stakeholder details. However, answers in the initial full-scale 
PIA questionnaire may be interpreted by organisations as con fi dential data, although 
in some cases organisations may be willing to accept the risk. In addition, the KB 
itself could be classed as con fi dential by organisations if the KB was customised to 
suit their particular needs. For example, if the data gathered and also the customised 
KB is combined with company policies. To minimise risks, encryption of personal 
data is feasible, and strongly advisable, if using simple storage. Thus, the PIA tool can 
make use of a network appliance (or server), called a cloud storage gateway  [  37  ] . 

 A cloud storage gateway can provide encryption, authentication, and authorisation, 
but it is a server that resides at the customer premises and exposes cloud storage 
services as if they were local storage devices  [  37  ] . The gateway is typically packaged 
as a virtual machine (VM) and translates cloud storage Application Programming 
Interfaces (APIs), including Representational State Transfer (REST) or Simple 
Object Access Protocol (SOAP), to block-based storage protocols such as Internet 
Small Computer System Interface (iSCSI) or Fibre Channel. Additionally, the cloud 
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storage gateway uses local caching to alleviate latency issues and can translate  fi le-
based interfaces such as the Network File System (NFS) or Common Internet File 
System (CIFS) with seamless integration. This is largely due to the fact that cloud 
storage gateways use standard network protocols and can translate traditional  fi le-
based protocols to cached object-oriented storage. An advantage of using this 
approach is that the administrator (i.e. expert) can modify or update the rules and 
templates of the PIA tool very easily and quickly without corrupting the application 
 fi les that are copied by the cloud provider. 

 Another advantage of using a cloud storage gateway for our PIA tool is the ability 
to update, at regular intervals, the main  fi les of our PIA tool (i.e. cvr  fi le which is the 
java runtime servlet  fi le and HTML  fi les that can be accessed in a browser) that are 
stored in the cloud. For example, Nasuni  [  37  ]  terms this a “synchronous snapshot”. 
Thus, after the initial push (where all  fi les are copied to the public cloud and moved 
into the cache), the snapshot checks each  fi le chunk for changes within the  fi le tree. 
It then tags new  fi les and altered, corrupted, old, chunks of data as dirty. New  fi les 
are chunked, and all of the dirty data is then compressed and encrypted. The snapshot 
then sends each encrypted chunk to the speci fi ed cloud and receives the associated 
keys that allow it to retrieve  fi les in the event of a restore or a cache miss. Once both 
 fi les and directories have been pushed to the cloud, the snapshot generates a new 
root directory and tears down the snapshot, ready to start all over again. Therefore, 
the snapshot uses a number of protection techniques including the duplication, 
compression, and encryption of each  fi le, before sending them to the cloud. However, 
the snapshot only forwards changes between the original  fi les and the most recent 
version and pushes out only what is necessary, thus reducing potential storage costs. 
Moreover, many cloud storage gateways facilitate the use of encryption techniques 
and frameworks (e.g. RSA, OpenPGP), whereby the gateway has no access to 
customer data, as all encryption and decryption happens at the user site. 

 Also, data at rest which may be used by the PIA tool is generally not encrypted 
because the problem is that encryption limits data use. In particular, searching and 
indexing the data becomes problematic. For example, if data is stored in clear text, 
one can ef fi ciently search for a document by specifying a keyword. This is impos-
sible to do with traditional, randomised encryption schemes. However, there are 
solutions to this problem including predicate and homomorphic encryption, and 
private information retrieval (PIR)  [  38  ] . 

 Moreover, the data held by the tool cannot be encrypted if processed in the cloud, 
as it is not yet possible to process encrypted data in an ef fi cient way.    Note that 
techniques for doing this in a non-ef fi cient way are possible including Yao’s protocol 
for secure two-party computation  [  39  ] , Gentry’s fully homomorphic encryption 
scheme  [  40  ] , and obfuscation (discussed further in Sect.  3.6 ). 

 An important factor is that our tool collects information in the form of project 
and contact details (i.e. names, telephone numbers, and e-mail addresses) that may 
be considered by organisations and jurisdictional law (i.e. UK Data Protection Act 
1998 and EU Directive (95/46/EC)) as sensitive data. Thus, an issue arises when our 
PIA tool is deployed as a SaaS using an UK cloud provider and accessed by customers 
that are outside the UK and EU (i.e. transborder data  fl ow restrictions). 
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 In jurisdictions such as the USA, a solution is provided by a framework called 
“safe harbour”. The framework bridges the differences between the US approach on 
privacy protection with that taken by the EU Directive. Thus, the US organisations 
who self-certify to the US-EU safe harbour framework ensures the UK cloud provider 
that they provide adequate privacy protection, as de fi ned by the EU Directive  [  41  ] . 

 However, for jurisdictions that do not have any frameworks or agreements with 
the EU, a possible solution may be the use of redaction software to obscure or 
remove sensitive information such as names, telephone numbers, and e-mail 
addresses from our tools results prior to display. For example, RapidRedact  [  42  ]  is 
a tool that can be used with our PIA tool to remove the sensitive information and 
keep it private and con fi dential. The solution for sensitive data that may be in reports 
is discussed in Sect.  3.4.3.2  (i.e. Fig.  3.12 ), whereby manual HTML templates are 
created using embedded variables. Thus, if an organisation wishes to leave out 
project, contact, and stakeholder information, all they have to do is omit the vari-
ables (i.e. ProjectName, ContactName, etc.). 

 In the next section, we outline the development methodology adopted for our 
PIA tool.   

    3.5   Development Methodology for a PIA Tool in Cloud 
Computing 

 In this section, we present details of the methodology used for our PIA tool includ-
ing the software development methodology, data collection, analysis, results, and 
modelling. 

 Stakeholders (i.e. approximately 25) who were generally interested in a PIA tool 
of some description were initially contacted via e-mail and telephone. These 
consisted of several backgrounds including software development, security, privacy, 
records management, networking, and PIAs. Out of the 25, 11 stakeholders were 
chosen to participate in gathering requirements and providing feedback for our PIA 
tool and were chosen because of their working experience with PIAs, records man-
agement, security, and privacy in organisations in the UK. Typically, feedback from 
initial conversations and e-mails from the 11 participating stakeholders were mixed 
but were very encouraging in that several ideas were put forward including the use 
of open-ended questions for gathering our tools requirements, the use of semi-structured 
interviews, and the use of MoSCoW rules (discussed in Sect.  3.5.1 ). The use of 
MoSCoW rules in gathering requirements for our PIA tool was important, as it 
helped dictate the style of the interview questionnaire. In addition, after several 
conversations and e-mails, arrangements were made with the participating stake-
holders to hold interviews at their organisations. 

 The software methodology chosen for the development of the PIA tool is the 
Dynamic Systems Development Method (DSDM) framework  [  43  ] . This is because 
the framework provides a  fl exible yet controlled process that can be used to deliver 
solutions in tight project timescales (i.e. 3–6 months). Furthermore, a fundamental 
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assumption of the framework is that nothing is built perfectly  fi rst time but that as a 
rule of thumb 80 % of the solution can be produced in 20 % of the time that it would 
take to provide the total solution. This is in contrast to the classical, sequential 
“waterfall” approach, whereby the next step cannot be started until the current step 
is completed that results in projects being delivered late, usually over budget, or fail 
to meet business needs since time is not spent reworking the requirements. Moreover, 
the DSDM framework incorporates several important techniques that bene fi t the 
development of the PIA tool including  [  43  ] :

    • Timeboxing : This is a planning technique that divides the development into time 
periods (i.e. usually 4–6 weeks long with each part having its own set deadline 
and a set of deliverables).  
   • MoSCoW prioritisation : This technique reaches a common understanding with 
stakeholders on the importance they place on the delivery of each requirement 
of the PIA tool. Thus,  M  equates to “must” have,  S  equates to “should” have, 
 C  equates to “could” have, and  W  equates to “won’t” have.    

 In the next section, we discuss data collection, data analysis, and present a sum-
mary of  fi ndings for our PIA tool. 

    3.5.1   Data Collection, Analysis, and Findings 

 In this section, we consider data collection, data analysis, and present a summary of 
 fi ndings of the requirements for our PIA tool. 

 Prior to any data collection, it was agreed with participating stakeholders that the 
MoSCoW rules were set at the values:

    • Must have  => 4 points  
   • Should have  =< 3 points  
   • Could have  => 2 points  
   • Won’t have  => 1 point    

 These values were set because there was no indication of how many stakeholders 
would answer questions about the requirements for a PIA tool. Furthermore, an 
agreement was reached that the development would initially try to deliver all the 
 M ,  S , and  C  requirements, but the  S  and  C  requirements will be the  fi rst to go if the 
delivery timescale looks threatened. Moreover, agreements were made that the value 
of “very high” corresponded to the MoSCoW rule of “must” have, and the values of 
“low, very low” corresponded to the rule of “won’t” have. 

 The collection of data consists of a questionnaire (e.g. formulated to include both 
close-ended and open-ended questions) that is used to elicit from target stakehold-
ers their emotional opinions about privacy, PIAs, and the requirements for our PIA 
tool  [  44  ] . To satisfy the research objectives, the study’s methodology employed a 
series of ten semi-structured interviews with a mixture of private and public sector 
stakeholders in four geographical locations in the UK: the county borough of 
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Torfaen, the metropolitan area of Bristol, the home counties including London, and 
Essex. Interviews, each lasting approximately 45 min–1 h were conducted between 
July and September 2011. They were segregated into privacy/security of fi cers, 
record of fi cers, and information of fi cers to enhance the opportunity for different 
discussions, opinions, and perspectives. 

 Analysis of the raw data indicates that opinions and perspectives of the topics 
discussed differed signi fi cantly between the interested parties. For example, regarding 
the issue of whether privacy was an important factor within their organisation, 
privacy of fi cers naturally “valued highly” this factor. However, records and infor-
mation of fi cers suggested that privacy was “not important” or a major concern. 
Moreover, most stakeholders interviewed (e.g. 80 %) agreed that PIAs are necessary 
and that they should be adopted for their organisation and that PIAs must start at the 
“beginning of development”. In addition, one of the most notable  fi ndings to emerge 
from the study is that 70 % of the stakeholders interviewed desire an automated PIA 
tool to help them in this process. 

 To convert the raw data into requirements (i.e. functional and non-functional), 
each stakeholder’s answer relating to the functionality of the PIA tool is given a 
value based upon the agreed MoSCoW rules. For example, one question in the ques-
tionnaire is about whether the PIA tool should incorporate a stakeholder analysis 
screen, whereby the  fi ndings of this particular question are illustrated in Fig.  3.29 .  

 Each value (e.g. very high, low) is then given a number of points such as high = 4 
points. These are then multiplied with the percentage of stakeholders answering that 
particular value for the question. For example, 14 % of stakeholders answered this 
question very high, which equates to 14 × 5 = 70. This formula is then applied to all 

  Fig. 3.29    Findings for separate stakeholder analysis page       

 



1133 A Privacy Impact Assessment Tool for Cloud Computing

values of the question to give the total number of points for the question (e.g. 255 
points). To convert this number into the agreed MoSCoW rule, the total number of 
points for the question is then divided by 100 (the total percentage) to compute the 
average value. For example, using this formula, the average value of the question is 
255/100 = 2.55, which equates to the MoSCoW rule of “could” have for the ques-
tion. This method is the applied to all of the other questions about the functionality 
of the PIA tool, as illustrated in Table  3.7 .  

 Furthermore, correlation techniques such as pattern matching are applied to the 
raw data to reveal common stakeholder phrases and words such as “I must have 
that”, “I don’t like that” or “that is good”, and it appears that these phrases and 
words can be directly interpreted into MoSCoW rules to give the requirements for 
our PIA tool  [  44  ] . For example, a number of functional and non-functional require-
ments for the project information UI are illustrated in Table  3.8 .  

 In the next section, we discuss modelling the user requirements for our PIA tool.  

    3.5.2   Modelling of User Requirements for Our PIA Tool 

 In this section, we discuss modelling the user requirements for our PIA tool. In 
DSDM, the term modelling refers to Uni fi ed Modelling Language (UML) diagrams 
 [  43  ] . To illustrate modelling the user requirements for our PIA tool, we use the 
project information requirements discussed in the previous section. For example, 
Table  3.9  describes the use case requirements in detail.  

 The use case description in Table  3.9     is then converted into a use case diagram. 
For example, the third iteration for the functionality of the project information 
screen is illustrated in Fig.  3.30 , and the activity diagram for the project name is 
illustrated in Fig.  3.31 .   

 In the next section, we consider validation of our PIA tool.  

   Table 3.7    MoSCoW rules applied to UI questions   

 Prioritised list of user interfaces for PIA tool 

 Name of user interface  MoSCoW rule 

 Security log-in  Could have 
 Welcome  Should have 
 Project information  Must have 
 Contact information  Must have 
 Stakeholder analysis  Could have 
 Communication strategy  Won’t have 
 Environmental scan  Could have 
 Questionnaire  Must have 
 Display of results  Must have 
 Report  Must have 
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   Table 3.8    Requirements for project information UI   

 Requirements for project information 

 Functional requirements 

 Name  Label  Requirement 

 Interface  Project name  String data entry only 
 Project title  String data entry only 
 Project description  String data entry only 
 Project lead  String data entry only 
 Telephone no.  Numeric data entry only 

 Business  Data entered by user is stored in database 
 Clicking the Back button moves the user request to 

the Welcome screen 
 Clicking the Restart button moves the user request 

to the Start screen 
 Clicking the OK button moves the user request to 

the next question 
 Regulatory/

compliance 
 The database will have a functional audit trial 

 Security  Administrators can edit and delete project 
information 

 Non-functional requirements 

 Name  Label  Requirement 

 User  User must be able to access the project information 
23 h a day, 7 days a week 

 User is not allowed to delete project information 
 System  System must be unavailable between midnight and 

1.00 am for backups 

   Table 3.9    Use case requirements for project information UI   

 Use case requirements of project information 

 Use case  Description 

 View project information  User views the project information screen 
 Enter project name  User enters a string that represents the project name 
 Enter project title  User enters a string that represents the project title 
 Enter project lead  User enters a string that represents the name of the project leader 
 Enter telephone no.  User enters a numeric value that represents the telephone number 

of the project leader 
 Enter project description  User enters a string that represents the description of the project 
 Restart button  If user clicks this button, the system re-starts the process 
 Back button  If user clicks this button, the system moves back to the last screen 

or question viewed 
 OK button  If user clicks this button, the system moves forward to the next 

screen or question 
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    3.5.3   Validation of Our PIA Tool 

 This section discusses validation of our PIA tool. Testing our PIA tool is important 
as it helps to provide quality assurance, veri fi cation and validation, and reliability 
estimation. Corvid provides a validation function, as illustrated in Fig.  3.32   [  27  ] .  

 This function enables automating very large numbers of tests, along with setting 
various warning tests to check for speci fi c types of issues in the system. 

 Validation testing in Corvid allows for a speci fi c logic block or subset of a system 
(e.g. single or multiple variables) to be tested, allowing thorough testing of even large 
systems. Once the parameters for the validation test are set, the tests run automatically 
without additional user input. Thus, Corvid displays the number of tests that will 
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  Fig. 3.30    Use case diagram for project information UI       
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  Fig. 3.31    Activity diagram for project name use case       
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have to be run based on the selected parameters and displays the progress as the tests 
are being executed. For larger tests, they can be allowed to run over night or longer 
as needed. A  fi le is generated with any errors and problems that are detected and 
special system warnings that are generated  [  27  ] . In addition, the validation test 
parameters can also be saved to a  fi le, so that the same tests can be run again later to 
check any modi fi cations to the system. However, it does not understand the actual 
validity and correctness of the rules in the system. Therefore, it is the responsibility 
of the developer to make sure that the actual logic and advice given is correct, and 
only the author and domain expert can assure that a system is giving the correct 
answers and advice. For example, a speci fi c logic block may be used to set the value 
for a variable that is based upon user input. Thus, it may be easier to test this block 
separately from the rest of the system to analyse whether it is setting the correct 
values. This allows the developer to focus on this detail without the in fl uence of 
the rest of the system and once that part is validated the logic block can be used in a 
more extensive test. Moreover, the process of user validation (e.g. tests carried out by 
the users on the functionality of the PIA tool) has not started, so there is currently no 
feedback from users on the tool. It is hoped that this process will be completed in 
the near future. 

 In the next section, we consider related work in the areas of privacy and security in 
cloud computing to evaluate whether these approaches are suitable to aid enhancement 
of our PIA tool.   

  Fig. 3.32    Validation testing in Corvid       
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    3.6   Related Work 

 In this section, we consider related work in the areas of privacy and security in cloud 
computing to evaluate whether these approaches are suitable to aid enhancement of 
our PIA tool. 

 Accountability as a way forward for privacy protection in the cloud is considered 
by Pearson and Charlesworth  [  45  ] . They propose the incorporation of complemen-
tary regulatory, procedural, and technical provisions that demonstrate accountabil-
ity into a  fl exible operational framework to address privacy issues within a cloud 
computing scenario. They believe that accountability is a useful basis for enhancing 
privacy in many cloud computing scenarios, as corporate management can quickly 
comprehend its links with the recognised concept of, and mechanisms for achiev-
ing, corporate responsibility. Accountability in this context is corporate data gover-
nance (i.e. the management of the availability, usability, integrity, and security of 
the data used, stored, or processed within an organisation), and it refers to the pro-
cess by which a particular goal – the prevention of disproportionate (in the circum-
stances) harm to the subjects of PII – can be obtained via a combination of public 
law (legislation, regulation), private law (contract), self-regulation, and the use of 
privacy technologies (system architectures, access controls, machine readable poli-
cies). The approach taken requires a combination of procedural and technical mea-
sures to be used and co-designed. In essence, this would use measures to link 
organisational obligations to machine readable policies and mechanisms to ensure 
that these policies are adhered to by the parties that use, store, or share that data, 
irrespective of the jurisdiction in which the information is processed. Companies 
providing cloud computing services would give a suitable level of contractual assur-
ances, to the organisation that wishes to be accountable, that they can meet the poli-
cies (i.e. obligations) that it has set, particularly PII protection requirements. 
Furthermore, technology can provide a stronger level of evidence of compliance 
and audit capabilities. However, while the approach appears to be a practical way 
forward, it has limitations. For example, while contracts provide a solution for an 
initial service provider to enforce its policies along the chain, risks that cannot be 
addressed contractually will remain, as data has to be unencrypted at the point of 
processing, creating a security risk and vulnerability due to the cloud’s attractive-
ness to cybercriminals. Moreover, only large corporate users are likely to have the 
legal resources to replace generic SLAs with customised contracts. 

 Obfuscation, as a  fi rst line of defence is described by Pearson et al.  [  46  ] . This 
chapter describes a tool called “privacy manager”, which they believe reduces the 
risk to the cloud computing user of their private data being stolen or misused and 
also assists the cloud computing provider to conform to privacy law. The idea is that 
instead of being present unencrypted in the cloud, the user’s private data is sent to 
the cloud in an encrypted form, and the processing is done on the encrypted data. 
The output of the processing is de-obfuscated by the privacy manager to reveal 
the correct result. The obfuscation method uses a key which is chosen by the user 
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and known by the privacy manager but is not communicated to the service provider. 
Thus, the service provider is not able to de-obfuscate the user’s data, and the 
un-obfuscated data is never present on the service provider’s machines. 

 Although some obfuscation methods are highly susceptible to known plaintext 
attacks  [  46  ] , this does at least protect the data from opportunistic data thieves with 
access to cloud databases because it ensures that the data is never present in the 
database in the clear. 

 Use of DSSs for cloud computing and PIAs is a very new  fi eld and there are few 
systems available. Those that are available for cloud computing are found in the 
areas of clinical decision applications  [  47  ]  and life science enterprise solutions  [  48  ] . 
However, very recently, there has been a step change in DSS for PIAs (such as 
privacy expert systems). Typically, a DSS has a KB that needs to be created and 
updated periodically by experts on an ongoing basis and a mechanism (e.g. a rules 
engine, decision tree, or dedicated queries to databases) by which output can be 
generated, based upon user input via questionnaires. Within this context, we will 
discuss brie fl y two DSSs that are at the cutting edge of research. 

 PRAIS  [  49  ]  is a research project that has developed a prototype DSS tool for 
context-sensitive privacy-aware information sharing in children’s social care. The 
DSS is based on the architecture developed for the Identity Governance Framework 
(IGF)  [  50  ] , where information sharing is based on a pull model. This means that the 
recipients are alerted that information is being made available to them, after which 
it is retrieved from the source. PRAIS uses the IGF architecture as its design choice 
because it allows the owner of the information to retain liability for the data and to 
audit each use by using the pull model. Therefore, PRAIS is a DSS tool that enables 
personnel working with personal information to assess the privacy implications of 
information sharing actions dynamically and to share information with con fi dence, 
whether verbally or electronically. This has been achieved by accommodating the 
daily routines of social care staff from the outset, whereby it manages users consent 
and the needs and requests of information from the participants. 

 However, analysis suggests that the scope of PRAIS is very narrow as it is 
not intended that the DSS will ever make decisions on behalf of properly trained 
personnel but instead will assist social care practitioners in making privacy-aware 
decisions where required. Therefore, it appears that the DSS is designed to assist 
in the professional’s decision-making process and not to replace it. Moreover, one 
of the main  fi ndings is that although PRAIS can be used for sharing information 
electronically, this may not necessarily be its primary purpose. This is because in 
social care, information is often shared in multi-agency meetings or over the tele-
phone. Thus, the system can be used by practitioners on an ad hoc basis to explore 
privacy implications where information may be shared verbally. In summary, PRAIS 
in its current format is not applicable for the UK PIA tool although some approaches 
such as the use of an expert system may be considered. 

 Hewlett Packard’s Privacy Advisor (HPPA) is an expert system that captures data 
about business processes to determine their privacy compliance  [  51,   52  ] . The tool 
helps organisations to ensure privacy concerns are met and supports enterprise 
accountability, supplying employees with suf fi cient information and guidance to 
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ensure that they design and conduct their projects in compliance with organisational 
privacy policies. HPPA uses a rules engine for which rules are de fi ned that are used 
both to generate questions that are customised to the employee’s speci fi c situation 
and to codify HP’s privacy rulebook and other information sources. Based on the 
employee’s response to these questions, it automatically generates an output report 
that includes analysis of possible privacy risks and a checklist of actions that the 
employee should take in order to mitigate these risks. This tool has been rolled out 
to employees within HP. 

 Analysis of this tool indicates that the methods and techniques used in HPPA are 
well suited for the UK PIA tool, such as the use of its knowledge representation and 
inference methods (i.e. rules, dynamic questionnaires, and report generation), and 
knowledge management (i.e. user modes, interfaces, and its reasoning about global 
requirements and regulations). However, it will be necessary to modify HPPAs 
methods and techniques to  fi t the UK PIA tool because HPPA is based on a cust-
omised set of organisational policies, which would need to be different for other 
organisations; therefore, it is not generic. 

 A new self-assessment tool, aimed at private sector organisations, particularly 
small- and medium-sized businesses, was recently launched in Canada (e.g. May 
2011). The tool developed jointly by the federal, Alberta and British Columbia 
privacy commissioners’ of fi ces is called “Securing Personal Information: A Self-
Assessment Tool for Organizations”, where it is hoped that the tool may help 
businesses better safeguard the personal information of customers and employees 
and may help prevent breaches of PII  [  53  ] . 

 The tool is a detailed online questionnaire that helps organisations gauge how 
well they are protecting personal information and meeting compliance standards 
under Canada’s private sector privacy law on both federal and provincial levels. 
The questionnaire is complex and not easy to navigate, as it involves dozens of 
“yes” or “no” questions divided up into 17 different categories including network 
security, access control, incident management, and database security. However, it 
offers some  fl exibility by allowing users to focus on areas most relevant to their own 
enterprise. The goal of the tool is for organisations to be able to answer “yes” to 
each question, and at the end of the process, results for the minimum and higher 
levels of security are tabulated separately. 

 The main disadvantage of the tool is that its usage is voluntary, and hence, a 
comprehensive evaluation of an organisation’s internal policies may not be easy to 
complete. This can also be the case because users who are not experts may have 
dif fi culty in understanding the questions. For example, the questions under the 
assessment “risk management” section indicate that an IT expert is required to 
provide answers. 

 Similar tools exist and are freely available from vendors such as Microsoft  [  54  ] . 
For example, the Microsoft “Security Assessment Tool” is also designed to help  fi nd 
weaknesses in an IT security environment and offers a download that takes a snap 
shot of an organisations current security state. However, the new tool from Canada’s 
privacy commissioners focuses on privacy and protecting personal information rather 
than the more common security paradigm of protecting intellectual property. 
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 Analysis of these tools indicates that they are composed of simple decision trees 
that follow a straightforward approach that provides advice based on users answers. 
For example, the user starts at the  fi rst question, and whether they answer “yes” or 
“no”, they are forwarded to the next question, until they reach the end of the ques-
tionnaire when a report is produced based upon their answers. As discussed in 
Sect.  3.4.3.6 , these simple decision trees do not allow for complex reasoning as the 
rules are typically black and white with no leeway for special cases such as global 
regulations and transborder data  fl ows, and the complexity of logic that can be rep-
resented is quite limited such as “yes/no” answers that is based upon simple logic. 

 Sander and Pearson  [  55  ]  outline a DSS for cloud computing that aids selection 
of appropriate cloud service providers (CSPs). Their approach is a semi-automated 
DSS tool that gathers context relating to CSPs and inputs to a rule-based system to 
trigger decisions about whether or not to use that CSP and/or to determine additional 
stipulations that would need to be made. The tool helps to determine appropriate 
actions that should be allowed and assesses risk before personal information is passed 
on through the cloud. For each customer enterprise, an administrator will set up the 
original questionnaire according to the policies that the customer (i.e. the enterprise) 
wishes to check or use the default setting offered by the assessment service. When a 
customer wishes to assess different CSPs offering a service, providers will use the tool 
via a Web interface in order to provide answers to the questionnaire, and the results 
will be sent back to the enterprise that wishes to choose between the service providers. 
These results include reports and automatically generated ratings, which will allow 
the administrator to distinguish between them. This tool is similar to the HPPA tool, 
in that it is a form of expert system using a set of intermediate variables (IMs) to 
encode meaningful information and to drive the questionnaire generation. 

 Although there are some similarities between this tool, HPPA and our PIA 
tool, there are signi fi cant differences in architecture and deployment, the underly-
ing mechanism for the knowledge representation and for generating question-
naires, and the rules, report structure, and output. 

 The next section will discuss next steps associated with the development of our 
PIA tool.  

    3.7   Next Steps 

 As the prototype for the tool is only at the  fi rst iterative stage, our next planned steps 
include the following:

    1.    Conducting another round of stakeholder meetings that includes a presentation 
of the working tool. This is for validation purposes and to elicit further user 
requirements.  

    2.    Developing the tool further to include all necessary, and some preferable, 
requirements.  

    3.    Considering a cloud storage gateway provider for provision of infrastructure that 
protects the PIA tool’s customer data in the cloud.      
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    3.8   Conclusions 

 We are currently developing a PIA tool that can be used in a cloud environment to 
identify potential privacy risks and compliance issues. The tool addresses the inherent 
complexity and helps both expert and non-expert end users with identifying and 
addressing privacy requirements for a given context. As part of this approach, we 
provide mechanisms for privacy experts and other authorised non-technical personnel 
to modify the KB in our tool in an intuitive way. 

 If our PIA tool is used as a SaaS application itself, regulatory issues such as 
transborder data  fl ow can be involved because personal information may need to be 
accessed from and transferred to different jurisdictions.      
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