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Preface

Computational Social Network (CSN) is a new emerging field that has overlapping
regions from Mathematics, Psychology, Computer Sciences, Sociology, and Man-
agement. E-mails, blogs, instant messages, social network services, wikis, social
bookmarking, and other instances of what is often called social software illustrate
ideas from social computing. Social network analysis is the study of relationships
among social entities.

Very often, all the necessary information are distributed over a number of
websites and servers, which brings several research challenges from a data mining
perspective. This book is a collection of chapters authored by world-class experts
illustrating the concept of social networks from a computational point of view, with
a focus on practical tools, applications, and open avenues for further research. The
main topics cover the design and use of various computational tools and software,
simulations of social networks, representation and analysis of social networks,
use of semantic networks in design, and community-based research issues such
as knowledge discovery and visualization. The authors present some of the latest
advances of computational social networks and illustrate how organizations can gain
competitive advantages by applying the different emergent techniques in the real-
world scenarios. Experience reports, survey articles, and intelligence techniques
and theories with specific networks technology problems are depicted. We hope
that this book will be useful for researchers, scholars, postgraduate students, and
developers who are interested in social networks research and related issues. In
particular, the book will be a valuable companion and comprehensive reference
for both postgraduate and senior undergraduate students who are taking a course
in Computational Social Networks. The book contains 18 chapters, which are
divided into two Parts and all chapters are self-contained to provide greatest reading
flexibility.

Part I comprises of eight chapters (including an introductory chapter) and deals
with modeling aspects and various computational tools used for social network
analysis.

In Chap. 1, Panda et al. provides an overview of a number of social network
related concepts from a computational perspective, such as social network analysis,
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different performance measures, social network services, tools, and applications. In
addition, the authors also illustrate some of the current main problems facing social
networks, how to address such challenges, opportunities, and future directions of
research.

Xu in Chap. 2 proposes a hierarchical graphical knowledge representation
(HGKR) to integrate layered abstractions into a coherent structure such that
behavior forecasting may propagate downward or aggregate upward in a network.
The system consists of a hierarchical graphical model, an evolutionary computation
module, inference/forecasting, and decision support to forecast behaviors of groups
at different hierarchies.

In Chap. 3, Herbiet and Bouvry illustrate novel social structure mining techniques
devoted to the operation of dynamic mobile social networks. The authors focus on
the impact of the notion of dynamics and time-evolving characteristics of the social
structures and provide the complete state of the art. Further, a novel approach based
on epidemic propagation for dynamic clustering and discovery of communities are
introduced and the framework is illustrated using case studies.

Labatut and Balasque in Chap. 4 present an interesting problem of community
detection in social networks. After presenting the state of the art, the authors focus
on the methodological tools to analyze the obtained community structure, both
in terms of topological features and nodal attributes. Real-world social network
examples are used to illustrate the application of the presented tools and interpret
the results from a business science perspective.

In Chap. 5, Bersano-Mendez et al. introduce how social networks can be modeled
and analyzed using graph theory. This chapter provides an extensive overview to the
mathematical modeling of social networks with an overview of the metrics used to
characterize them and the models used to artificially mimic the formation of such
networks. The authors illustrate various metrics based on distances, degrees, and
neighborhoods as well as the use of such metrics to detect change in the network
structure.

Yang et al. in Chap. 6 introduce a number of different ways of studying
the macroscopic structure of social networks. The authors focus on the bow-tie
decomposition method, and a precise formal definition for the decomposition as
well as an algorithm is illustrated. The closely related daisy model and a fractal
approach are also discussed.

In Chap. 7, Apolonia et al. describe the design, the development, and resulting
evaluation of a web-enabled platform Cycle-Sharing in Social Networks (CSSN).
The platform leverages a social network to perform discovery of computational
resources, thus giving the possibility for any user to submit their own jobs for
remote processing. Walls, messages, and comments in Facebook are used as the
underlying transport for CSSN protocol messages, achieving full portability with
existing social networks. CSSN gives the chance for common users to unleash the
untapped computing power hidden in social networks.

Davidsen and Ortiz-Arroyo in Chap. 8 provide an analysis on the robustness of
centrality measures using some examples. Further, the authors present a method
to predict edges in dynamic social networks. Experimental results indicate that the
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robustness of the centrality measures follows a predictable pattern and that the use
of temporal statistics could improve the accuracy achieved on edge prediction.

Part II deals with usage of social network tools and conceptual ideas for various
applications and consists of ten chapters.

Hall et al. in Chap. 9 introduce the theoretical framework for community action
and then discuss some of the revolutionary cognitive technologies that provide
tools for implementing the theory, and conclude by presenting some preliminary
observations from ongoing case studies where the technology has been recently
implemented.

In Chap. 10, Kundu deals with the problem of dynamic Web prediction which is
typically done using Markov model. Prediction requires complicated methodologies
for selection of a particular hyperlink from the pool of hyperlinks of a current
Web page. The author proposes a Web prediction method, which is based on real-
time characteristics of users. Minimization of the total number of hyperlinks to
be selected is the main aim of the proposed approach for accomplishing superior
precision in dynamic prediction mode.

Khodaparast and Kavianfar in Chap. 11 illustrate how to make a reliable public
cooperative network of wireless users to exchange intra-city data traffic information
without using service providers. The proposed architecture includes a routing
algorithm, a forwarding incentive mechanism, a security system, and a resiliency
scheme.

In Chap. 12, Huang et al. focus on applications of social networks in peer-to-peer
networks using network coding and Named Data Networking, which is a brand-new
framework for future communications.

Pal et al. in Chap. 13 illustrate how digital devices can contribute to a social
network used by people. The authors describe the need for such devices to detect
user activity and allow other users to interact using that information, thereby
creating an immersion of the real and virtual worlds.

In Chap. 14, Luo presents the background of ubiquitous environment, social
networks, and media sharing. The author illustrates why and how social network-
based media sharing is destined to be indispensable in the ubiquitous environment.
Several applications are used as case studies and some future directions are also
provided.

Geierhos and Ebrahim in Chap. 15 describe a novel technical service dealing with
the integration of social networking channels into existing business processes. By
doing so, business process management systems, which are already used to e-mail
communication, can benefit of social media and also allow companies to follow
general trends in customer opinions on the Internet.

In Chap. 16, Cipresso et al. analyze how to consider real emotions in complex
networks by understanding subjects’ behaviors in specific situations, such as
social network sites navigation and to use these information in modeling complex
phenomena. The authors propose a framework comprising of networked agents
representing subjects and relationships.

Jones et al. in Chap. 17 develop a social learning environment prototype in a
university environment by exploiting the communication and collaborative qualities
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of social networks. Learners become active participants in the learning process and
they could access public Internet content to practice independent information-search
and information-discernment skills, which they can share with others, and the virtual
learning environment is benefited.

In Chap. 18, Falahi et al. connects social networks with recommender systems
clearly illustrating the immediate synergies arising from bringing the two com-
munities together. According to the authors, multiple potentially beneficial mutual
synergies still remain to be explored and they provide the state of the art and future
opportunities.

We are very much grateful to the authors of this book and to the reviewers for
their tremendous service by critically reviewing the chapters. Most of the authors
of chapters included in this book also served as referees for chapters written by
other authors. Thanks go to all those who provided constructive and comprehensive
reviews. The Editors would like to thank Wayne Wheeler and Simon Rees of
Springer-Verlag, London, for the editorial assistance and excellent cooperative
collaboration to produce this important scientific work. We hope that the reader
will share our excitement to present this book on social networks and will find it
useful.

Prof. (Dr.) Ajith Abraham
Machine Intelligence Research Labs (MIR Labs)

Scientific Network for Innovation and Research Excellence (SNIRE)
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Part I
Modeling and Tools



Chapter 1
Computational Social Networks: Tools,
Perspectives, and Challenges

Mrutyunjaya Panda, Nashwa El-Bendary, Mostafa A. Salama,
Aboul Ella Hassanien, and Ajith Abraham

Abstract Computational social science is a new emerging field that has overlap-
ping regions from mathematics, psychology, computer sciences, sociology, and
management. Social computing is concerned with the intersection of social behavior
and computational systems. It supports any sort of social behavior in or through
computational systems. It is based on creating or recreating social conventions
and social contexts through the use of software and technology. Thus, blogs,
email, instant messaging, social network services, wikis, social bookmarking, and
other instances of what is often called social software illustrate ideas from social
computing. Social network analysis is the study of relationships among social
entities. It is becoming an important tool for investigators. However all the necessary
information is often distributed over a number of websites. Interest in this field
is blossoming as traditional practitioners in the social and behavioral sciences
are being joined by researchers from statistics, graph theory, machine learning,
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4 M. Panda et al.

and data mining. In this chapter, we illustrate the concept of social networks
from a computational point of view, with a focus on practical services, tools, and
applications and open avenues for further research. Challenges to be addressed and
future directions of research are presented and an extensive bibliography is also
included.

Introduction

Internet represents an increasingly important role and gradually comes into play
in all walks of our lives because of its rich and varied resources. Currently, social
networks provide a powerful abstraction for the structure and dynamics of diverse
kinds of people or people-to-technology interaction. Web 2.0 has enabled a new
generation of web-based communities, and social networks to facilitate collabo-
ration among different communities. During the last few years, social networking
sites have become a de facto part of the Internet and a primary destination for many
Internet users. Even though the market seems to be saturated with social networking
sites for every type of target group, the concepts driving these sites are incredibly
similar in form and execution. More and more people would like to spend their time
on the Internet especially in order to build some kind of large social entertainment
community and then try to communicate with each other as frequently as practicable
so as to see that the relationship between them is getting closer [1].

Social computing supports computations that are carried out by groups of people.
Examples of social computing include collaborative filtering, online auctions,
prediction markets, reputation systems, computational social choice, tagging, and
verification games. Social computing has become more widely known because of its
relationship to a number of recent trends. These include the growing popularity of
social software and web 2.0, increased academic interest in social network analysis,
the rise of open source as a viable method of production, and a growing conviction
that all of this can have a profound impact on daily life. Accordingly, social network
analysis (SNA) has become a widely applied method in research and business for
inquiring the web of relationships on the individual, organizational, and societal
level. With ready access to computing power, the popularity of social networking
websites such as Facebook, Twitter, and Netlog and automated data collection
techniques; the demand for solid expertise in SNA has recently exploded.

Social networking covers a wide range of online environments, with many
formal definitions broad enough to encompass almost any web 2.0 collaborative
environment [2]. While various public social collaborative environments existed on
the Internet as early as the 1980s, the emergence of social networking as it is best un-
derstood today arose with the large commercially supported sites such as Friendster
(2002), LinkedIn and MySpace (2003), and Facebook (2004), along with content-
sharing focused sites with limited social network features such as Flickr (2004)
and YouTube (2005). Other social networking sites were developing, which have
higher usage outside the USA including Orkut (2005), popular in South America
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and Asia/Pacific regions, Bebo (2005) in Europe and Australia, and QQ (2006) in
China. With the development of Twitter in 2006, social networking took a new twist
that increased immediacy and incorporated mobile phones into the social mix [3].
In social media, communities take the form of social networks and the communal
groups within them. People establish associations, friendships, and allegiances
around content, objects, products, services, and ideas. How they communicate is
simply subject to the tools and networks that people adopt based on the influence
of their social graph – and the culture within [4]. Many of the social networks are
enhanced with multiple collaborative tools that go beyond the personal profile and
“friending” links, including the ability to post and share files (text, images, audio,
and video), participate in discussions or blogs, co-create and edit content with wiki-
like tools, and link in and tag external resources from other websites paralleling
social bookmarking. Sites such as Flickr or YouTube are in fact more commonly
seen as environments primarily for sharing content, digital pictures, and video [3].

This chapter provides an overview of a number of social network-related
concepts from a computational perspective, such as social network analysis, social
network services, tools, and applications in addition to exploring main problems
facing social networks and addressing challenges, opportunities, and future direc-
tions of research. The chapter is organized as follows. Section “Social Network
Analysis: Concepts” provides an explanation of the some basic related concepts
including social networks versus computer networks and the social network sites.
Section “Social Networks: Analysis Metrics and Performance” briefly describing
the different performance measures, that have been encountered during any network
analysis. Section “Social Network Services and Tools” presents different social
networking services and tools. Section “Problems in Social Networks” discusses
different problems in social networks including uncertainty, missing data in social
network, and finding the shortest path. Finally, opportunities and challenges are
discussed in section “Conclusion, Challenges, and Opportunities”.

Social Network Analysis: Concepts

Social Network Versus Computer Network

Networks can be categorized according to topology, which is the geometric
arrangement of a computer system. Common topologies include a bus, star, and
ring, protocol which defines a common set of rules and signals that computers on the
network use to follow. Or architecture where networks can be broadly classified as
either a peer-to-peer or client/server architecture. Computers on a network are some-
times called nodes. Computers and devices that allocate resources for a network
are called servers. It is argued that social networks differ from most other types of
networks, including technological and biological networks, in two important ways.
First, they have nontrivial clustering or network transitivity and second, they show
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positive correlations, between the degrees of adjacent vertices. Social networks are
often divided into groups or communities, and it has recently been suggested that
this division could account for the observed clustering. Further, group structure in
networks can also account for degree correlations. Hence, assortative mixing in such
networks with a variation in the sizes of the groups provides the predicted level
compares well with that observed in real-world networks.

Social Network Sites

Social network sites (SNSs) are websites that allow users to register, create their
own profile page containing information about themselves (real or virtual), to
establish public “Friend” connections with other members and to communicate
with other members [5]. Communication typically takes the form of private emails,
public comments written on each others’ profile pages, blog or pictures, or instant
messaging. SNSs like Facebook and MySpace are amongst the ten most popular
websites in the world. SNSs are very popular in many countries that include Orkut
(Brazil), Cyworld (Korea), and Mixi (Japan).

SNS growth seems to have been driven by youth, with Facebook originating as a
college site [5] and MySpace having an average age of 21 for members in early 2008
[6]. However, an increasing proportion of older members are also using these sites.
The key motivating factor for using SNS is sociability, however, suggesting that
some types of people may never use social network sites extensively [7]. Moreover,
it seems that extraversion is beneficial in SNSs [8] and that female MySpace users
seem to be more extraverted and more willing to self-disclose than male users [9],
which hints that they may be more effective communicators in this environment.

SNS are very much interesting because they support relatively public conver-
sations between friends and acquaintances. Walther et al. [10] view that SNS
profiles are known as venues for identity expression of members and since public
comments appear in these profiles, they may also be composed or interpreted from
the perspective of identity expression rather than performing a pure communicative
function. At the same time, the public conversations are interesting because the web
now contains millions of informal public messages that researchers can access and
analyze. The availability of demographic information about the sender and recipient
in their profile pages makes it more interesting and useful with an ethical issue arises
from its owners that the dataset are explicitly to be used in research (unlike standard
interview or questionnaire protocols). However, if the data has been placed in the
most public place online as found though Google then its use does not constitute any
kind of invasion of privacy [11]. An ethical issue only arises if feedback is given to
the text authors or if a contact is established.

The data mining research has been analyzed using MySpace data for com-
mercially oriented purposes rather than social science goals, but then an IBM
study demonstrated how to generate rankings of musicians based upon opinions
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mined from MySpace comments [12] and a Microsoft team developed a league
table system for movies by extracting lists from MySpace profiles, without explicit
sentiment analysis [13].

Social Networks: Analysis Metrics and Performance

We describe the different performance measures that are encountered during any
network analysis in order to understand the fundamental concepts behind the
comprehension. The four most important concepts used in network analysis are
closeness, network density, centrality, betweenness, and centralization. In addition
to these, there are four other measures of network performance that include
robustness, efficiency, effectiveness, and diversity. The first set of measures concerns
structure, whereas the second set concerns the dynamics and thus depends on
a theory explaining why certain agents do certain things in order to access to
information [50].

Social Networks Analysis Metrics

Closeness

This refers to the degree with which an individual is nearer to all others in
a network either directly or indirectly. Further, it reflects the ability to access
information through the “grapevine” of network members. In this way, the closeness
is considered to be the inverse of the sum of the shortest distance (sometimes
called as geodesic distance) between each individual and all other available in
the network. For a network with n number of nodes, the closeness is represented
mathematically as

cc.nj / D n � 1
Pn

kDi;j Dk d.ni ; nj /
(1.1)

Where Ccnk defines the standardized closeness centrality of node j and d.ni ; nj /

denotes the geodesic distance between j and k.

Network Density

Network density is a measure of the connectedness in a network. Density is defined
as the actual number of ties in a network, expressed as a proportion of the maximum
possible number of ties. It is a number that varies between 0 and 1.0. When density
is close to 1.0, the network is said to be dense; otherwise it is sparse. When
dealing with directed ties, the maximum possible number of pairs is used instead.
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The problem with the measure of density is that it is sensible to the number of
network nodes; therefore, it cannot be used for comparisons across networks that
vary significantly in size.

Centrality: Local and Global

The concept of centrality comprises of two levels: local and global. A node is said to
have local centrality, when it has the higher number of ties with other nodes or else
it is referred to as global centrality. Whereas local centrality considers only direct
ties (the ties directly connected to that node), global centrality considers indirect
ties also (which are not directly connected to that node). For example, in a network
with a “star” structure, in which, all nodes have ties with one central node, local
centrality of the central node is equal to 1.0. Whereas local centrality measures
are expressed in terms of the number of nodes to which a node is connected, global
centrality is expressed in terms of the distances among the various nodes. Two nodes
are connected by a path if there is a sequence of distinct ties connecting them, and
the length of the path is simply the number of ties that make it up . The shortest
distance between two points on the surface of the earth lies along the geodesic that
connects them, and, by analogy, the shortest path between any particular pair of
nodes in a network is termed a geodesic. A node is globally central if it lies at a
short distance from many other nodes. Such node is said to be “close” to many of
the other nodes in the network, sometimes global centrality is also called closeness
centrality. Local and global centrality depends mostly on the size of the network,
and therefore they cannot be compared when networks differ significantly in size.

Betweenness

Betweenness is defined as the extent to which a node lies between other nodes in
the network. Here, the connectivity of the node’s neighbors is taken into account
in order to provide a higher value for nodes which bridge clusters. This metrics
reflects the number of people who are connecting indirectly through direct links.
The betweenness of a node measures the extent to which an agent (represented by
a node) can play the part of a broker or gatekeeper with a potential for control
over others. Methodologically, betweenness is the most complex of the measures
of centrality to calculate and also suffers from the same disadvantages as local and
global centrality. The betweenness of the nodes in a network can be defined as:

cb.nj / D xx

.n � 2/.n � 1/

2

(1.2)

xx D
X

k<i;j Dk;j Dt

gkt .nj /

gkt

(1.3)
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Where cb.nj / denotes the standardized betweenness centrality of node j , gkt .nj /

represents the number of geodesic linking k and I that contains j in between and
as the total number of geodesic linking k and i .

Centralization

Centralization is calculated as the ratio between the numbers of links for each
node divided by maximum possible sum of differences. Centralization provides a
measure on the extent to which a whole network has a centralized structure. Whereas
centralization describes the extent to which this connectedness is organized around
particular focal nodes, density describes the general level of connectedness in a
network. Centralization and density, therefore, are important complementary pair
measures. While a centralized network will have many of its links dispersed around
one or a few nodes, the decentralized network is one in which there is little variation
between the number of links each node possesses. The general procedure involved
in any measure of network centralization is to look at the differences between
centrality scores of the most central node and those of all other nodes. Basically,
centralization can be graphed in three ways: one for each of the three centrality
measures: local, global, and betweenness. All three centralization measures vary
from 0 to 1.0 where 0 corresponds to a network in which all the nodes are connected
to all other nodes whereas a value of 1.0 is achieved on all three measures for “star”
networks. However, majority of the real networks lies between these two extremes.
Methodologically, the choices of one of these three centralization measures depend
on which specific structural features the researcher wants to focus. For example,
while a betweenness-based measure is sensitive to the chaining of nodes; a local
centrality based measure of network centralization seems to be particularly less
sensitive to the local dominance of nodes. It is measured as:

R D
Pg

j D1fmax.Di / � Di g
.g � 1/2

(1.4)

where Di represents the number of actors in the network that are directly linked to
the actor j and g denoted as the total number of actors present in the network.

Social Networks Performance

Once the network analysis is completed, the network dynamics predicts the
performance of the network that can be evaluated as a combination of (1) the
network’s robustness to the removal of ties and/or nodes, (2) network efficiency
in terms of the distance to traverse from one node to another and its non-redundant
size, (3) effectiveness of the network in terms of information benefits allocated to
central nodes, and finally (4) network diversity in terms of the history of each of the
nodes [50].
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Robustness

Social network analysts have highlighted the importance of network structure in
relation to the network’s robustness. The robustness can be evaluated based on how
it becomes fragmented when an increasing fraction of nodes is removed. Robustness
is measured as an estimate of the tendency of individuals in networks to form local
groups or clusters of individuals with whom they share similar characteristics, i.e.,
clustering. For example, if individuals X , Y , and Z are all computer experts and if
X knows Y and Y knows Z, then it is highly likely that X knows Z using the so
called chain rule. If the measure of the clustering of individuals is high for a given
network, then the robustness of that network increases – within a cluster/group.

Efficiency

Network efficiency can be measures by considering the number of nodes that can
access instantly a large number of different nodes – sources of knowledge, status,
etc., through a relatively small number of ties. These nodes are treated as non-
redundant contacts. For example, with two networks of equal size, the one with
more non-redundant contacts provides more benefits than the others. Also, it is
quite evident that the gain from a new contact redundant with existing contacts will
be minimal. However, it is wise to consume time and energy in cultivating a new
contact to un-reached people. Hence, social network analysts measure efficiency by
the number of non-redundant contacts and the average number of ties an ego has to
traverse to reach any alter, this number is referred to as the average path length. The
shorter the average path length relative to the size of the network and the lower the
number of redundant contacts and the more efficient is the network.

Effectiveness

Effectiveness targets the cluster of nodes that can be reached through non-redundant
contacts. In contrast, efficiency aims at the reduction of the time and energy
spent on redundant contacts. Each cluster of contacts is an independent source of
information. One cluster around this non-redundant node, no matter how numerous
its members are, is only one source of information, because people connected to one
another tend to know about the same things at about the same time. For example,
a network is more effective when the information benefit provided by multiple
clusters of contacts is broader, providing better assurance that the central node
will be informed. Moreover, because non-redundant contacts are only connected
through the central node, the central node is assured of being the first to see
new opportunities created by needs in one group that could be served by skills in
another group.
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Diversity

While efficiency is about getting a large number of (non-redundant) nodes, node’s
diversity, on the other hand it suggests a critical performance point of view where
those nodes are diverse in nature, i.e., the history of each individual node within
the network is important. It is particularly this aspect that can be explored through
case studies, which is a matter of intense discussion among social network analysts.
It seems to suggest that social scientists should prefer and use network analysis
according to the first strand of thought developed by social network analysts instead
of actor-attribute-oriented accounts based on the diversity of each the nodes.

Social Network Services and Tools

Social Network Services

Currently available social network services have two main formats: (1) sites that are
primarily organized around users’ profiles (profile-based social network services)
and (2) those that are organized around collections of content (content-based social
network services) [14].

Profile-based social network services are primarily organized around members’
profile pages – pages which primarily consist of information about an individual
member – including their picture, interests, likes and dislikes. Bebo, Facebook and
MySpace are all good examples of this. Users develop their space in various ways,
and can often contribute to each other’s spaces – typically leaving text, embedded
content or links to external content through message walls, comment or evaluation
tools. Users often include third-party content (in the form of “widgets”) in order to
enhance their profiles, or as a way of including information from other web services
and social networking services.

On the other hand, in content-based social network services, the user’s profile
remains an important way of organizing connections but plays a secondary role
to the posting of content. Photo-sharing site Flickr is an example of this type of
service. Shelfari is one of the current crop of book-focused sites, with the member’s
“bookshelf” being a focal point of their profile and membership. Other examples of
content-based communities include YouTube for video-sharing and last.fm, where
the content is arranged by software that monitors and represents the music that users
listen to. In this instance, content is generated by the user’s activity. The act of
listening to audio files creates and updates profile information (“recently listened
to”). This in turn generates data about an individual user’s neighbors who are people
who have recently listened to the same kind of music.

Figures 1.1 and 1.2 from [15] depict visualizations for two examples of music
websites, namely; last:fm, founded in the United Kingdom in 2002, and Musicovery,
which is a website letting users discover new music, using the last:forward software
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Fig. 1.1 A visualization for last:fm music website using last:forward software [15]

[15], which is an open source software for analysis and visualization of the social
music network of Last:fm and Musicovery.

Moreover, sites such as Second Life and World of Warcraft represent multi-user
online virtual environments in which users to interact with each other’s avatars (a
virtual representation of the site member). Although the users have profile cards,
their functional profiles are the characters they customise or build and control.
Friends’ lists are usually private and not publicly shared or displayed.

Social Network Tools

Social Bookmarking

Bookmarking is the practice of saving the address of a website users wish to visit in
the future on their computer. Social bookmarking, on the other hand, is the practice
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Fig. 1.2 A visualization for Musicovery music website using last:forward software [15]

of saving bookmarks to a public website and “tagging” them with keywords. Social
bookmarking began in unrefined form in the late 1990s. It then fell out of favor
online due to changes in the web. It came back in 2005 and has been getting
increasingly popular ever since [16].

Social bookmarking is a method for Internet users to organize, store, manages,
and search for bookmarks of resources online. In other words, social bookmarking
is a user-based online system in which individuals tag their favorite web content and
store it in one place, sharing it with others. The favorite content of a person may also
be a favorite of another; this will boost the website traffic.

Social Tagging (Social Indexing)

Unlike file sharing, the resources themselves are not shared, but merely bookmarks
that reference them. Social tagging – which is also known as collaborative tagging,
social classification, and social indexing – allows ordinary users to assign keywords,
or tags, to items. It involves linking sites within the various forums, blogs and
message boards on social networking websites, blog sites, and content-centric sites
and is very useful to share information instantly with other users/friends [16].

Social tagging can be a useful tool for users. Instead of individually saving the
site in a variety of folders, just type a few keywords called tags and their sites are
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organized automatically with sites saved by other users, using those same keywords.
All levels of user can benefit from social tagging. Potentially, it is another efficient
tool both free and commercially available, which any user can use [17].

Web Syndication

Web syndication is a form of syndication in which website material is made
available to multiple other sites. Most commonly, web syndication refers to making
web feeds available from a site in order to provide other people with a summary of
the website’s recently added content (for example, the latest news or forum posts).
The term can also be used to describe other kinds of licensing website content so
that other websites can use it [18].

Syndication benefits both the websites providing information and the websites
displaying it. For the receiving site, content syndication is an effective way of adding
greater depth and immediacy of information to its pages, making it more attractive
to users. For the transmitting site, syndication drives exposure across numerous
online platforms. This generates new traffic for the transmitting site, making
syndication a free and easy form of advertisement. Commercial web syndication
can be categorized in three ways: (1) by business models, (2) by types of content,
or (3) by methods for selecting distribution partners [16]. The term Really Simple
Syndication (RSS) is often used to refer to web feeds or web syndication in general,
although not all feed formats are RSS-based. A web feed is a data format used for
providing users with frequently updated content. Content distributors syndicate a
web feed, thereby allowing users to subscribe to it. Making a collection of web
feeds accessible in one spot is known as aggregation, which is performed by an
aggregator. A web feed is also sometimes referred to as a syndicated feed. RSS
is a family of web feed formats used to publish frequently updated works such
as blog entries, news headlines, audio, and video in a standardized format. An
RSS document includes full or summarized text, plus metadata such as publishing
dates and authorship. Web feeds benefit publishers by letting them syndicate content
automatically. They benefit readers who want to subscribe to timely updates from
favored websites or to aggregate feeds from many sites into one place. RSS feeds
can be read using software called an “RSS reader,” “feed reader,” or “aggregator,”
which can be web-based, desktop-based, or mobile-device-based.

Knowledge Tagging

Another social networking tool is knowledge tagging. A knowledge tag is a
type of meta-information that describes or defines some aspect of an information
resource. Knowledge tags are more than traditional nonhierarchical keywords or
terms. They are a type of metadata that captures knowledge in the form of de-
scriptions, categorizations, classifications, semantics, comments, notes, annotations,
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hyperdata, hyperlinks, or references that are collected in tag profiles. These tag
profiles reference to an information resource that resides in a distributed, and often
heterogeneous, storage repository [19].

Social Search Engines

Social search engines are an important tool that utilize the popularity of social
networking services. There are various kinds of social search engines, but sites like
Wink and Spokeo generate results by searching across the public profiles of multiple
social network sites, allowing the creation of web-based “dossiers” on individuals.
This type of people search cuts across the traditional boundaries of social network
site membership, although any data retrieved should already be in the public domain.

Mobile Social Networks and Micro-blogging

Many social network sites, for example MySpace and Twitter, offer mobile phone
versions of their services, allowing members to interact with their friends via
their phones. Increasingly, too, there are mobile-led and mobile-only communities,
which include profiles and media-sharing just as with web-based social networking
services. MYUBO, for example, allows users to share and view video over mobile
networks.

Micro-blogging services such as Twitter and Jaiku allow you to publish short
(140 characters, including spaces) messages publicly or within contact groups. They
are designed to work as mobile services, but are popularly used and read on the web
as well. Many services offer “status updates” – short messages that can be updated to
let people know what mood you are in or what you are doing. These can be checked
within the site, read as text messages on phones, or exported to be read or displayed
elsewhere. They engage users in constantly updated conversation and contact with
their online networks.

Social Gaming Applications

A social network game is a type of online game that is played through social
networks, and typically features multiplayer and asynchronous gameplay mechanics
[20–23]. While they share many aspects of traditional video games, social network
games often employ additional ones that make them distinct. Social network games
are most often implemented as browser games, but can also be implemented on
other platforms such as mobile devices [24]. They are amongst the most popular
games played in the world, with several products with tens of millions of players
[25]. Green Patch, Happy Farm [26], Farm Town, YoVille, and Mob Wars were
some of the first successful games of this genre. Moreover, FrontierVille, CityVille,
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Gardens of Time, and The Sims Social are more recent examples of very popular
social network games. Companies that make social network games include market
leader Zynga, 5 min, Playfish, Playdom, Kabam, Crowdstar, RockYou, Booyah, etc.

Social Networking Tools for Distance Learning

Social networking technologies have many positive uses in educational institutions
and libraries. They are an ideal environment for youngsters to share what they
are learning or to build something together online. The nature of the medium
allows students to receive feedback from teachers, peers, parents, and others. Social
networking technologies create a sense of community (as do the physical library
and school) and in this way are already aligned with the services and programs
at the library/school. Schools and libraries are working to integrate positive uses
of social networking into their classrooms, programs, and services. By integrating
social networking technologies into educational environments, youngsters have the
opportunity to learn from adults how to be safe and smart when participating in
online social networks [27].

Based on Internet voting, 63% supported the proposition that social network-
ing will bring large, positive changes to educational methods. Similar debates
have occurred elsewhere online, in periodicals, and in schools raising issues of
affordances versus challenges common to any new technology. Many advocates
promote the use of social networking for community building and increasing student
engagement in higher education classrooms. Some critics have suggested that the
links between computer-mediated discussion (CMD) and learning or engagement
are not well documented, proposing that such advocacy is more hype than reality
[28]. But recent studies such as [29] indicate that teacher self-disclosure via social
networking can increase motivation and improve classroom climate thus impacting
student outcomes. In many of these debates, the focus is often limited to the massive
and most well known of the social networks, MySpace and Facebook, particularly
because media coverage has ensured that even those who have limited familiarity
with social networking have heard about these Internet environments. However,
social networking tools are more diverse and in fact, some may better fit specific
class needs.

Social networking is a tool, with both its advantages and problems for usage
in teaching and learning. When used in a learning context where affordances of
the technology are carefully evaluated in terms of pedagogical requirements and
student learning outcomes, including those elements that result in a supportive
and collaborative learning environment, these tools offer significant advantages for
distance learning. Among the positive attributes are impacts on student engagement,
motivation, personal interaction, and affective aspects of the learning environment.
In the case study reported here, specific positive effects included the balancing of
individual creativity and personal interactions with the need for structured learning
and collaborative course activities. The direct contribution to student achievement
remains to be proven, but when technology supports an affirmative, constructivist-
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learning environment, and contributes to successful pedagogical strategies without
distracting from essential objectives for development of knowledge and skills, the
result of formative evaluation of social networking potentials for distance learning
is positive [3].

Problems in Social Networks

Uncertainty in Social Network

The uncertainty in digital evidence is not being evaluated at present, thus making
it difficult to assess the reliability of evidence stored on and transmitted using
computer networks [30]. Uncertainty occurs when the actors are confronted with
too many interpretations, causing a shock of confusion. In an ambiguous situation
there is no lack of information, no gap that could be filled with a better scanning
of available information, rather there are at least two (and often more) different
interpretations of the situation [31]. Many research works tackled the problem that
the data collected through automated sensors, anonymized communication data, and
self-reporting logging on Internet-scale networks as a proxy for real relationships
and interactions causes some uncertainty.

Alejandro et al. [32] introduced a methodology that incorporates into the social
interaction activity records the uncertainty and time sensitiveness of the events
through fuzzy social networks analysis (FSNA). Also, they investigated an approach
based on the analysis of current flows in electrical networks for the extraction of
primary routes of interaction among key actors in a social network. They proposed
that the ability to capture the influence of all nodes involved in a network over a
particular path represents a promising avenue for the extraction of characteristics of
the social network assuming that uncertainty and time sensitiveness are parameters
of the information stored on activity logs that cannot be ignored and must be
accounted for. Zhong et al. [33] used an adaptive group fuzzy analytic network
process group decision support system under uncertainty that makes up for some
deficiencies in the conventional analytic network process. Where the first step fuzzy
judgments are used when it is difficult to characterize the uncertainty by point-
valued judgments due to partially known information, and a bipartite graph is
formulated to model the problem of group decision making under uncertainty. Then,
a fuzzy prioritization method is proposed to derive the local priorities from missing
or inconsistent fuzzy pairwise comparison judgments. As a result of the unlikeliest
for all the decision makers to evaluate all elements under uncertainty, an original
aggregation method is developed to cope with the situation where some of the local
priorities are missing. Hassan et al. [34] observed that the characteristics of social
systems are poorly modeled with crisp attributes. A concrete agent-based system
illustrates the analysis of the evolution of values in a society enhanced with fuzzy
logic to improve agent models that get closer to reality. This has been explored in
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five aspects: relationships among agents, some variable attributes that determine
agent states, functions of similarity, evolution of agent states, and inheritance.
Gabriella et al. [35] proposed new approach to combine survey data with multi agent
simulation models of consumer behavior to study the diffusion process of organic
food consumption. This methodology is based on rough set theory, which is able
to translate survey data into behavioral rules. However, the peculiarity of the rough
set approach is that the inconsistencies in a data set about consumer behavior are
not aggregated or corrected since lower and upper approximations are computed.
Also rough set data analysis provides a suitable link between survey data and multi
agent models since it is designed to extract decision rules from large quantitative
and qualitative data sets.

Missing Data in Social Network

The inherent problem with much of the data is that it is noisy and incomplete, and at
the wrong level of fidelity and abstraction for meaningful data analysis. Thus there
is a need for methods which extract and infer “clean” annotated networks from
noisy observational network data. This involves inferring missing attribute values
(attribute prediction), adding missing links and removing spurious links between
the nodes (link prediction), and eliminating duplicate nodes (entity resolution).

Moustafa et al. [36] identified a set of primitives to support the extraction and
inference of a network from observational data, and describe a framework that
enables network analyst to easily implement and combine new extraction and
analysis techniques, and efficiently apply them to large observation networks. Perez
et al. [36] proposed linguistic decision analysis to solve decision-making problems
based on linguistic information by using the ordinal fuzzy linguistic modeling. In
such situations, experts are forced to provide incomplete fuzzy linguistic preference
relations. So an additive consistency-based estimation process of missing values to
deal with incomplete fuzzy linguistic preference relations is developed.

Finding the Shortest Path

The problem of finding the shortest path is finding the path with minimum
distance or cost from a starting node to an ending node. It is one of the most
fundamental network optimization problems. The shortest path problem also has
a deep connection to the minimum cost low problem, which is an abstraction for
various shipping and distribution problems, the minimum weight perfect matching,
and the minimum mean-cycle problem. Computing shortest paths in graphs is one of
the most well-studied problems in combinatorial optimization [37, 38]. Ant colony
optimization algorithm is a very initiative machine learning technique in finding
the shortest path. The ants, in their necessity to find food and bring it back to the
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nest, manage not only to explore a vast area, but also to indicate to their peers
the location of the food while bringing it back to the nest. Most of the time, they
will find the shortest path and adapt to ground changes, hence proving their great
efficiency toward this difficult task. Michlmayr [39] proposed SEMANT algorithm
based on ant colony optimization. The proposed algorithm finds the shortest path
from every querying peer to one or more appropriate answering peers that possess
resources for the given query. An unstructured peer-to-peer networks is designed,
which consists of carefully selected constituents of the ant algorithms ant colony
system, AntNet, and AntHocNet, which were combined and adapted to fit for the
application purpose. Lada et al. [40] applied the ant colony optimization system
as a messenger distributing its pheromone, the long-link details, in surrounding
area. The subsequence forwarding decision has more option to move to, select
among local neighbors or send to node has long link closer to its target. They
introduced a novel approach for routing in social network. The authors showed that
with additional information, the existence of shortcut in surrounding area is able to
find a shorter path than using greedy algorithm. Saiteja et al. [41] proposed AntNet
algorithm by using ant colony optimization. Kumar and Kumar [42] proposed open
shortest path first protocol by using a genetic algorithm. They had implemented
a genetic algorithm to find the set of optimal routes to send the traffic from
source to destination. Genetic algorithm is well suited for routing problem as it
explores solution space in multiple directions at once and less chances to attain
local optimum. The proposed algorithm works on initial population created by some
other module, access fitness, generate new population using genetic operators and
converges after meeting the specified termination condition.

Hybridization between ants algorithm and genetic algorithm was presented by
Cauvery et al. [43] for routing in packet switched data networks. Ant algorithm
is found to reduce the size of the routing table. A genetic algorithm cannot use
global information of the network. Hence the combination of these two algorithms,
which makes the packets to explore the network independently, helps in finding
path between pair of nodes effectively. White et al. [44] applied ant system with
genetic algorithm (ASGA) system to the problem of path finding in networks,
demonstrating by experimentation that the hybrid algorithm exhibits improved
performance when compared to the basic ant system. They demonstrated that
the ant system can be used to solve hard combinatorial optimization problems
as represented by Steiner vertex identification and shortest cycle determination.
Araujo et al. [45] proposed a new neural network to solve the shortest path
problem for Internet work routing. The proposed solution extends the traditional
single-layer recurrent HopfIeld architecture introducing a two-layer architecture
that automatically guarantees an entire set of constraints held by any valid solution
to the shortest path problem. This solution aims to achieve an increased number
of succeeded and valid convergences, which is one of the main limitations of
previous solutions based on neural networks. Additionally, in general, it requires
less neurons. Sangi et al. [46] applied pulse coupled neural network (PCNN) to
compute shortest paths. They proposed dual source PCNN (DSPCNN), which can
improve the computational efficiency of pulse-coupled neural networks for shortest
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path problems. Deng et al. [47] proposed a new algorithm by using a particle swarm
optimization algorithm with priority-based encoding scheme based on fluid neural
network to search for the shortest path in stochastic traffic networks.

Conclusion, Challenges, and Opportunities

This chapter illustrated the field of social networks from a computational point of
view, with a focus on practical services, tools, applications, problems, and perfor-
mance metrics with addition to open avenues for further research. The popularity
and ease of use of social networking services have excited institutions with their
potential in a variety of areas. However, effective use of social networking services
poses a number of challenges for institutions including long-term sustainability of
the services; user concerns over use of social tools in a work or study context; a
variety of technical issues and legal issues such as copyright, privacy, accessibility,
etc. Institutions would be advised to consider carefully the implications before
promoting significant use of such services. Clear understanding of these structural
properties of a criminal network may help analysts target critical network members
for removal or surveillance, and locate network vulnerabilities where disruptive
actions can be effective. Appropriate network analysis techniques, therefore, are
needed to mine criminal networks and gain insight into these problems.

Another research area is the usage of social networks and their tools for
researchers themselves [48, 49]. Social networking tools enable researchers to
communicate, network, and share documents with many people regardless of
location, and at little or no expense. Researchers can build relationships and keep up
to date with people involved in their areas of interest. This encourages discussion,
debate, and engagement within their community. Researchers can also discover,
filter, and share information using networks of experts in a field to help deal
with information overload and find relevant information. While most researchers
still favor traditional channels for disseminating research findings (books, journals,
conferences, etc.), in some disciplines scholars may want to disseminate protocols
or primary data without undergoing unnecessary and lengthy peer review. Social
media tools provide a useful platform to do this. Social networking may also provide
a publication outlet for researchers who have difficulty getting published in high-
ranking journals, or who feel frustrated by the tight controls of senior scholars and
publishers over traditional selection and dissemination of research. This may be a
risky strategy on one hand, but may assist in raising a scholar’s research profile.
For example, promoting your research by posting links to your articles on blogs,
Twitter, and LinkedIn can drive readers to your article, potentially increasing the
number of citations.
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1. Snásel, V., Horak, Z., Abraham, A.: Understanding social networks using formal concept
analysis. In: Web Intelligence/IAT Workshops’2008, Sydney, pp. 390–393 (2008)

2. Alexander, B.: Web 2.0: a new wave of innovation for teaching and learning? EDUCAUSE
Rev. 41(2), 32–44 (2006)

3. Hoffman, E.: Evaluating social networking tools for distance learning. In: Proceedings of
Technology, Colleges and Community Worldwide Online Conference (TCC 2009) Volume
2009, Hawaii, vol. 1, pp. 92–100 (2009)

4. Brian Solis: The Essential Guide to Social Media, e-book (2008)
5. Boyd, D., Ellison, N.: Social network sites: definition, history and scholarship. J. Comput.

Mediat. Commun. 13(1), 210–230 (2007)
6. Thellwal, M.: Social networks, gender and friending, analysis of Myspace profiles. J. Am. Soc.

Inf. Sci. Technol. 591(8), 1321–1330 (2008)
7. Tufekci, Z.: Grooming, gossip Facebook and Myspace: what can we learn about these sites

from those who wont assimilate? J. Inf. Commun. Soc. 11(4), 544–564 (2008)
8. Sheldon, P.: The relationship between unwillingness to communicate and students’ Facebook

use. J. Media Psychol. 20(2), 67–75 (2008)
9. Schrock, A.: Eamining social media usage: technology clusters and social network relation-

ships. First Monday Journal, 14(1) (2009)
10. Walther, J., Heide, B., Kim, S., Westerman, D., Tang, S.T.: The role of friends appearence and

behaviour on evaluations of individuals on facebook: are we known by the comapny we keep?
Hum. Commun. Res. 34, 28–49 (2008)

11. Moor, J.H.: Towards a theory of privacy in the information age. SIGCAS Comput. Soc. 27(3),
27–32 (1997)

12. Grace, J., Gruhl, D., Haas, K., Nagarajan, M., Robson, C., Sahoo, N.: Artist ranking
through analysis of online community comments. In: IBM Tech Report, Almaden (2008).
http://domino.research.ibm.com/library/cyberdig.nsf/papers/E50790E56F371154852573870
068A184/$File/rj10421.pdf

13. Shani, G., Chickering, M., Meek, C.: Mining recommendations from the web. In: Proceeding
of 2008 ACM Conference on Recommender System, Lausanne, Switzerland, pp. 23–25 (2008)

14. Stutzman, F.: Thoughts about information, social networks, identity and technology. Social
Network Transitions, Unit Structures (2007)

15. http://www.readwriteweb.com/archives/the best tools for visualization.php. Accessed Dec
2011

16. Shivalingaiah, D., Naik, U.: Social networking tools: social bookmarking and social tagging.
In: Proceedings of the 8th International CALIBER-2011, Goa University, Goa, 02–04 March
2011

17. Brett: 10 Open source social bookmarking platforms. Available at http://webtecker.com/2008/
02/23/11-open-source-social-bookmarking-platforms. Accessed Nov 2011

18. Golbeck, J., Halaschek-Wiener, C.: Trust-based revision for expressive web syndication.
J. Logic Comput. 19(5), 771–790 (2008)

19. Sigurbjörnsson, B., Zwol, R.: Flickr tag recommendation based on collective knowledge. In:
Proceeding of the 17th International Conference on World Wide Web, ACM, New York,
pp. 327–336 (2008)

20. Chen, S.: The social network game boom, Gamasutra (2009). http://www.gamasutra.com/view/
feature/132400/the social network game boom.php?print=1

21. Radoff, J.: History of social games. Available at http://radoff.com/blog/2010/05/24/history-
social-games/ Accessed Sept 2010

22. Grossman, L.: The odd popularity of Mafia Wars. TIME (2009). http://invictusrespite.blogspot.
com/2009/11/odd-popularity-of-mafia-wars.html

23. Järvinen, A.: Game design for social networks. In: Proceedings of the 13th International
MindTrek Conference: Everyday Life in the Ubiquitous Era, Tampere, pp. 224–225 (2009)

http://domino.research.ibm.com/library/cyberdig.nsf/papers/E50790E56F371154852573870
068A184/$File/rj10 421.pdf
http://www.readwriteweb.com/archives/the_best_tools_for_visualization.php
http://webtecker.com/2008/02/23/11-open-source-social-bookmarking-platforms
http://webtecker.com/2008/02/23/11-open-source-social-bookmarking-platforms
http://www.gamasutra.com/view/feature/132400/the_social_network_game_boom.php?print=1
http://www.gamasutra.com/view/feature/132400/the_social_network_game_boom.php?print=1
http://radoff.com/blog/2010/05/24/history-social-games/
http://radoff.com/blog/2010/05/24/history-social-games/
http://invictusrespite.blogspot.com/2009/11/odd-popularity-of-mafia-wars.html
http://invictusrespite.blogspot.com/2009/11/odd-popularity-of-mafia-wars.html


22 M. Panda et al.

24. Kim, R.: The future of social games is mobile. GigaOM. Available at http://gigaom.com/2010/
10/12/the-future-of-social-games-is-mobile Accessed Nov 2011

25. Kleinman, Z.: Social network games catch the eye of computer giants. J. Comput.-Mediat.
Commun. 12(4), 1143–1168 (2009)

26. Kohler, C.: 14. Happy Farm (2008). The 15 most influential games of the decade, Wired (2011).
http://www.sportshawaii.com/sh/viewtopic.php?f=17&t=34425&view=previous

27. YALSA: Teens & Social Networking in the School & Public Library, American Library
Association: Young Adult Library Services Association (YALSA) (2007)

28. Godwin, S., Thorpe, M., Richardson, J.: The impact of computer-mediated interaction on
distance learning. Br. J. Educ. Technol. 39(1), 52–70 (2008)

29. Mazer, J.P., Murphy, R.E., Simonds, C.J.: I’ll see you on “Facebook”: the effects of computer-
mediated teacher self-disclosure on student motivation, affective learning, and classroom
climate. Commun. Edu. 56(1), 1–17 (2007)

30. Saint-Charles, J., Mongeau, P.: Different relationships for coping with ambiguity and uncer-
tainty in organizations. Soc. Netw. 31, 33–39 (2009)

31. Antheunis, M.L., Valkenburg, P.M., Peter, J.: Getting acquainted through social network sites:
testing a model of online uncertainty reduction and social attraction. Comput. Hum. Behav. 26,
100–109 (2010)
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Chapter 2
Hierarchical Graphical Models for Social
and Behavioral Analysis and Forecasting

Jian-Wu Xu

Abstract Current approaches to forecast human behavior in different applications
depend on human experts. The method is slow, static, biased, and imprecise.
Existing computational models do not consider the intrinsic hierarchical character-
istics of countries, provinces, tribes, groups, organizations, etc. They predominantly
focus on a specific level of organization, therefore confining their applications to
a particular network. As different entities in an organization need different levels
of abstraction, only a hierarchical knowledge representation would be capable of
serving various ranks and levels. We propose a hierarchical-graphical-knowledge-
representation (HGKR) to integrate layered abstractions into a coherent structure
such that behavior forecasting may propagate downward or aggregate upward. The
system consists of a hierarchical graphical model, an evolutionary computation
module, inference/forecasting, and decision support to forecast behaviors of groups
at different hierarchies. The HGKR is based on initial anthropological information
and refined through computational genetic algorithm. We develop a hierarchical-
evolutionary-engine and a hierarchical-inference-engine, specifically, a two-stage
clustering inference algorithm and hierarchical behavior-forecasting algorithm. The
HGKR, together with its inference models, will have numerous applications in many
culturally aware domains.

Introduction

As military operations transition into urban environments, the civilian and noncom-
batant population becomes a significant factor in determining the conduct as well
as outcome of any operation. Under asymmetric or irregular warfare conditions, it
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becomes increasingly difficult to distinguish friends from foes. Such relationships,
in fact, take on a dynamic quality whereby your enemies become your friends and
vice versa, as the military operations play out. Finally, the military’s own command
structure has been changing over time, with more autonomy and decision-making
power flowing down to squad leaders and noncommissioned officers. Clearly,
modern military operations not only require the ability to navigate and understand
the enemies, noncombatants, and coalition partners that make up the human terrain,
but also the human dimension of the inner works of the military itself. As Sun
Tzu succinctly put this golden principle in The Art of War, “Know your enemies
and yourself, you will fight without danger in battles. If you only know yourself,
but not your opponent, you may win or may lose. If you know neither yourself
nor your enemy, you will always endanger yourself.” The principle holds true in
modern times. As Lt. Gen. P. Chiarelli said in December 2006, “I asked my Brigade
Commanders what was the number one thing they would have liked to have had
more of, and they all said cultural knowledge.” Based on the knowledge of enemies,
noncombatants, and coalition partners, forces can make accurate forecast of human
behavior and wise decisions so that they might win a significant edge over enemies.

As with other forms of battlefield knowledge, the quality and utility of cultural
and human terrain knowledge depend on the methods for collection, processing,
and dissemination. Current approaches depend on human experts, surveys, and
reporting. The method is slow, static, biased, and imprecise. There are no human
terrain sensors, and any attempt to form a human terrain map from current data can
at best approximate the terrestrial maps of the fifteenth century – a sketch based on
human perception rather than unbiased readings of carefully calibrated instruments.

Fortunately, technology is available to allow a more unbiased, automated, and
dynamic approach to human terrain modeling and analysis. Human communication
forms raw data from which cultural knowledge is assembled. Traditionally, this
communication is captured in the form of anthropological surveys, but it can also be
acquired through the observation of formal news outlets, informal outlets (blogs),
and other social networking forums. Multiple data mining technologies exist for pro-
cessing unstructured text, and for extracting it from nontextual sources such as audio
streams or video. Collectively, these form the human terrain sensors, which not
only make knowledge acquisition fast, but also dynamic. Anthropological surveys
represent a single snapshot in time; a collection of human terrain sensors can provide
a continuous stream of information, allowing changes to be detected as they happen.

Technological solutions are also available for processing the human terrain data,
to reduce processing time and bias. Machine learning techniques, particularly those
based on Bayesian statistics, enable the development of systems that can learn
patterns from streams of unorganized data. Properly stated, these systems do not
model factual knowledge, but rather beliefs based on statistical probabilities of
truth. Biologically inspired computing, particularly the modeling of evolutionary
forces through genetic algorithms, allows beliefs to compete with each other, such
that more fit (i.e., accurate) beliefs outlive less accurate ones. Moreover, the driving
evolutionary forces themselves can change over time.

Numerous technological solutions are available for disseminating information,
but a more pressing concern is how the information is to be applied. All military
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operations are driven by command decisions, which can only be properly made
when there is an understanding of the available course of action, the effects of
each, and the tactical or strategic effect desired. Many business decisions can now
be made with the assistance of software-driven decision support systems (DSS).
Similarly, a DSS can provide a military decision maker with a dashboard view of
key demographic indicators, such as approval ratings of various cultural leaders,
the growth and decline rates of insurgency membership, or the number and location
of recent insurgent activity. The DSS can then provide a set of available decisions,
such as to increase or decrease patrol frequency, road-side checks, or incarcerations.
Finally, through simulation and behavioral prediction, the DSS can play out the
consequences of a potential decision, and through the dashboard, provide feedback
to the users.

There has been a great amount of interest in applying computational models in
analysis of social networks and human behavior forecasting in recent years. Carley
proposed an inference network based on dynamic network analysis to handle large
dynamic multi-mode and multi-link networks with varying levels of uncertainty [1].
Subrahmanian developed the Cultural Reasoning Architecture (CARA) system to
model terror groups, political parties and others, and forecast organizations’ social
behaviors [2]. CARA uses socio-cultural-political-economic-religious information
provided by social scientists and other data sources (surveys, news, etc.) to model
organizations’ behaviors. Richards at MIT led a team of researchers from multi-
university to develop a computational model for belief revision, group decisions, and
culture shifts [3]. Other computational models include multi-agent method [4] and
genetic algorithm [5]. Agent-based modeling represents a collection of autonomous
decision-making entities as agents and simulates the dynamic interaction among
them. Sophisticated agent-based technique incorporates neural networks and evolu-
tionary algorithms to allow realistic learning and adaptation. Lawrenz et al. applied
genetic algorithm to predict human beings’ (traders) behavior in foreign currency
exchange market [5].

However, most existing computational models do not consider the intrinsic
hierarchical characteristics of groups or organizations. They focus only on a
particular level of organization, thus confining their applications to a particular
network, or groups. As different military command levels need different levels of
abstraction, only a model with hierarchical representation will be satisfactory.

Method

In this study, we propose a computational model, called hierarchical graphical
knowledge representation (HGKR), to describe the intrinsic hierarchy of cultural
knowledge. HGKR integrates abstractions in different levels into a coherent struc-
ture such that behavioral forecasting at certain level will propagate or aggregate into
other levels. Therefore, different levels of behavioral prediction will be available
to different ranks of military commands for the same situation and external forces.
This will facilitate the information flow among military commands.
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Figure 2.1 illustrates the overall architecture of our proposed methodology.
Hierarchical graphical model is the foundation of the system. It represents the
targeted groups based on graphical models organized in a hierarchical fashion
according to the social, geographical, political, culture, and other information. The
initial model takes into account the current anthropological data, information, and
knowledge as perceived by the domain expert anthropologists and historians, and
continues to incrementally modify the structure of the hierarchy by incorporating
the newly acquired and discovered knowledge by the Evolutionary Computation
module. The process is introspective to the hierarchy such that it is based entirely
on the internal states of the hierarchy at a certain time. The second application
of the Evolutionary Computation module is to simulate the graphical model with
different combinations of external forces and inputs, such as military actions,
economic sanctions, humanitarian aids, etc., to show whether the current model
satisfies a fitness function. The core objective of the fitness function should be
based on criteria that impute stability to the region under investigation turning
the targeted communities and nations from foes to friends. One other application
of the Evolutionary Computation module, in its interaction with the Hierarchical
Graphical Model, is to notify the human analysts through the Decision Support
the discovered beneficial or detrimental patterns of social behaviors. In the former
(beneficial patterns) cases, the analysts and the personnel on the field are encouraged
to adopt them and in the latter (detrimental patterns) cases the analysts and personnel
are encouraged to disband them. In its interaction with the Hierarchical Graphical
Model, the Inference/Forecasting module uses machine learning and data mining
techniques to predict the behavior of the targeted groups at any desired level of
the hierarchy. Moreover, the hierarchy would be capable of (1) propagating the
prediction downward to the deeper levels of the hierarchy to elucidate the nuances
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and fine-grained details of the predicted behavior in the subgraphs at the deeper
levels and (2) conversely have them aggregated by abstraction upward to the higher
levels to offer a broader perspective of the impact of the targeted predicted behavior.
The Decision Support and the Evolutionary Computation module are linked to an
interactive user-friendly interface where predictions and discoveries are presented
to the outside world (human analysts or simulated environment) as well as receiving
questions from the outside and responding to them.

Hierarchical Graphical Model

HGKR Structure

Most of the existing methods represent the studied cultural groups in a nonhierarchi-
cal structure which ignores the intrinsic hierarchical organization vital to knowledge
management, knowledge scalability, computational tractability and efficiency, and
modularity. Our proposed HGKR is naturally amenable to providing the right level
of details for variety of personnel with different missions engaging with the systems.
For instance, high-level decision makers and strategists may not be interested
in detailed nuances which can be derived from deeper levels of the hierarchy,
whereas intelligence analysts or game designers might very well be interested
in progressively greater details extracted from the system. As demonstrated in
Fig. 2.2, each level of the hierarchy is a graph with nodes and edges denoted as
Gi(Vi,Ei). Each node V at a certain level of the hierarchy represents a group or
community at that level with certain attributes that include, but are not limited
to, geographical, culture, social and ideological characteristics, natural resources,

Layer l: Tribes

Layer 1: Region 

Layer 2: Countries 

Layer 3: Provinces 

Layer L:Groups 

Fig. 2.2 Hierarchical graphical knowledge representation
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and others. Each edge E between nodes denotes the relationship that can be either
inhibitory (adversarial) or excitatory (friendly). Furthermore, quantitative weights
are assigned to the edge E to show the degree of the relationship. The weights can
be learned and tuned via the Evolutionary Computation module.

The hierarchy will be organized in terms of population, geographical, and other
important and relevant characteristics. The highest level represents the broadest
geographical region under investigation represented by a single node defined by
a small set of attributes shared by all of the subregional nodes in the children
levels. The nodes in the second level may denote different countries in that region
that not only have the common characteristics defined by the root node but also
each containing its own unique attributes. The nodes at the deeper levels in the
hierarchy are iteratively further broken down to smaller nodes symbolizing smaller
communities inside the larger communities – this decomposition to deeper levels
continues to the extent where a community is constrained by either an irreducible
territorial heritage/right or ethnic/religious/cultural uniformity.

Similarly links multiply by descending to deeper levels. To see what happens to a
graph at a parent level l descending to the child level (l C 1), let Vl,1 and Vl,2 be two
nodes at level l and let these two nodes be connected by a link Cl,(1, 2) characterized
by a binary weight vector (Wl,(1, 2), Wl,(2, 1)), where Wl,(1, 2) > 0 (Wl,(1, 2) < 0) implies
friendly (adversarial) attitudinal disposition from node Vl,1 toward node Vl,2. The
binary weight vector clearly indicates that the relationship between nodes Vl,1 and
Vl,2 is nonsymmetric. We do indeed have many historical cases that attest to this
nonsymmetric behavior. For instance, in Second World War, based on historical
reasons, Third Reich had bitterness, enmity, and invidious attitude toward Northern
and Eastern fronts in Europe with voracious plan to annex a good chunk of Europe
to the fascist empire. On the other hand, quite the contrary, Europe at the debut of
the war tried very hard, prominently led by Premier Chamberlain of Great Britain, to
be appeasing and propitiating. Nodes Vl,1 and Vl,2 are decomposed into the node setsn
V 1

.lC1/;1
: : : V 1

.lC1/;k

o
and

n
V 2

.lC1/;1
: : : V 2

.lC1/;j

o
respectively descending from level

l to level (l C 1) of the hierarchy. We distinguish between two types of links: intra-

cluster links joining nodes within a node cluster such as
n
V 1

.lC1/;1
: : : V 1

.lC1/;k

o
–

these links are shown in maroon color in Fig. 2.2; and inter-cluster links joining

nodes across two clusters such as
n
V 1

.lC1/;1
: : : V 1

.lC1/;k

o
and

n
V 2

.lC1/;1
: : : V 2

.lC1/;j

o
–

these links are shown in green color in Fig. 2.2. Descending from level l to level
(l C 1), the link Cl,(1, 2), which may be either intra- or inter-cluster, would then
multiply to the inter-cluster link set fC(lC1),1 : : : C(lC1),pg at level (l C 1), where a

link C(lC1),r2fC(lC1),1 : : : C(lC1),pg connects a node in
n
V 1

.lC1/;1
: : : V 1

.lC1/;k

o
to a node

in
n
V 2

.lC1/;1
: : : V 2

.lC1/;j

o
. In descending from level l to level (l C 1), all the intra- or

inter-cluster links (at level l) multiply to inter-cluster links (at level (l C 1)).
Let the graphs at levels l and (l C 1) be denoted by Gl and G(lC1), the graph

Gl is technically defined to be a projection mapping Pl of the graph G(lC1) (Pl:

G(lC1) ! Gl). The projection Pl projects any node set such as
n
V 1

.lC1/;1
: : : V 1

.lC1/;k

o

into its parent node Vl,1 and any link set such as fC(lC1),1 : : : C(lC1),pg into its parent
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link Cl,(1, 2). Conversely, there exists a relation Rl, which we call extension, taking
the graph Gl onto the graph G(lC1) (Rl: Gl ! G(lC1)), where by extension Rl any

l level node such as Vl,1 extends onto its node set
n
V 1

.lC1/;1
: : : V 1

.lC1/;k

o
at level

(l C 1) (and similarly Vl,2 extending onto its node set
n
V 2

.lC1/;1
: : : V 2

.lC1/;j

o
) and any

l level link such as Cl,(1, 2) extends to its link set fC(lC1),1 : : : C(lC1),pg. The layered
architecture in Fig. 2.2, therefore, generates a sequence of graph projections fP1,
P2 : : : P(L � 1)g that allows for an upward chaining and abstraction of information to
increasingly more condensed (strategic) information from lower to higher levels.
At the same time, it also generates a sequence of relations fR1, R2 : : : R(L � 1)g that
allows for a downward chaining and specification of information to increasingly
greater (tactical) specificity from higher to lower levels. This forward (backward)
chaining over the layered architecture allows for a progressive and tractable addition
(deletion) of inherited information desirable for serving various interactive missions,
be it high-level strategic decision makers down to deep level intelligence analysts.
The inference engine in Fig. 2.1 is the responsible module to trigger such forward
(backward) reasoning for inferring relevant data. When asked for explanation
on derived information, the inference engine would follow the forward chaining
mappings to provide explanation based on deeper levels of the hierarchy. When
asked for recommendation steps, the backward chaining can be triggered upward
for generating a series of condensed actions.

HGKR Variables

The HGKR variables include the lth level of HGKR where progressively finer
details of geo-socio-politico-cultural knowledge (compared to (l � 1)th level) are
inherited from the root node down to the lth level. We denote the deepest level
as lmax (alternatively L) where HGKR contains the finest and greatest quantity of
knowledge represented graphically. lmax itself can in principle be considered as a
global variable, thus allowing for increase or decrease in the number of HGKR
levels.

We denote the graph at the lth level of HGKR as G(l). As a system, G(l)
itself is represented by the triplet < C(l), E(l), W (l)>. C(l) D fc(l)kj k D 1 : : : K(l)g
represents the set of K(l) concepts each representing a node of G(l). We conveniently
let K depend on the variable l; where, using the extension relations Rl2fR1,
R2 : : : R(L � 1)g, it is clear that K(1) < K(2) < : : : K(l) < : : : < K(lmax) and we assume
K(l) to be fixed. In our model, a node represents a territorial region defined in terms
of a set of attributes (size, population, religion, social, political, etc.). The link set is
defined as

E.l/D˚
ek;j D�

c.l/k; c.l/j

� D �
c.l/j ; c.l/k

� D ej;k jk; j D 1 : : : K.l/I k ¤ j
�

:

(2.1)
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Fig. 2.3 Cross-regional friendly adversarial relationship weight matrix

It represents the set of ½ K(K � 1) links, e.g. ek,j, connecting c(l)k to c(l)j. We note
that a node is not connected to itself and that ek,j D ej,k. The weight set W (l) D fW k,jj
k, j D 1 : : : K(l)g consists of K2 scalars; where each pair (W k,j, W j,k), k ¤ j, is
assigned to a single link ek,j in E(l). Semantically, we would like these weights to
connote friendly or adversarial relationships between regions. By convention we let
positive (negative) weights connote friendly (adversarial) relations. We assume zero
value weight to be of measure zero, thereby assuming all regions having measurable
cross-regional friendly or adversarial relationships among each other. As analyzed
before, we assume in general W k,j ¤ W j,k, thereby making the relationships between
any pair of nodes nonsymmetric. We assume the weight W k,j is bounded from above
and below; specifically we let W k,j2[�1, 0][(0, 1) – the greater the value of W k,j

2(0,1) the more friendly the attitude of the node c(l)k toward the node c(l)j; and the
smaller the value of W k,j2[�1, 0] the more adversarial the attitude of the node c(l)k

toward the node c(l)j. As for the weight W k,k, k D 1 : : : K(l), we assume each node or
region is to a greater or lesser extent in pursuit of its own interest; that is, W k,k > 0.
Figure 2.3 represents the weight set W (l) by a K � K non-symmetric matrix W(k,j),
k, j D 1 : : : K(l).

Based on the description above, we assume there exists a sufficiently detailed
attribute set A(l) D fa1, a2 : : : ar(l)g such that A(l) is equivalent to the concept set
C(l), l D 1 : : : lmax. r(l) is the size of the attributes. A specific concept, ck2C(l), is
therefore an instantiation of A(l) denoted by the attribute value vector vk D fvk1,
vk2 : : : vkr(l)g, where vki is a scalar. Technically, each attribute ai, i D 1, 2 : : : r(l)
is associated with an attribute value domain Di such that for any concept ck2C(l),
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there exists a mapping fk: ai ! vki2 Di such that it instantiates the concept ck with
the attribute value vector vk D fvk1, vk2 : : : vkr(l)g. This formalization leads us to
a functional F(l) D ff1, f2 : : : fk : : : fK(l)g such that F(l): C(l) ! V(l) (or equivalently,
F(l): A(l) ! V(l)), where V(l) D fvkj k D 1 : : : K(l)g.

We can now define the weight wk,j (expressing the attitude of the node ck towards
cj) in the matrix in Fig. 2.3 as a function of instantiations of ck and cj. Specifically,
define the mapping W(l)k, j: A(l) � A(l) ! V(l) � V(l) such that:

W.l/ .ck/ W.l/ .vk/ D wk;k ; (2.2)

W.l/
�
ck; cj

� D W.l/
�
vk; vj

� D wk: (2.3)

In designing the form of W(l), we shall adopt some general rules that hold true
across levels. For instance, scarcity of natural resources might be one cause of
adversarial behavior, whereas rational and analytic cultures may provide conditions
for tolerance and peaceful means for resolving differences and planning for wise
resource consumption.

In designing W(l), consider two nodes ck and cj at level l of HGKR and
let the attribute set at level l be A(l) D fa1, a2 : : : arg. The first step in the
design of W(l) is to rank A(l) for each node of G(l). This ranking signifies
the preferences of the node; e.g., a node’s preferences might be religion over
nationalism and individuals’ rights, while for another node the preferences might
be different. Let Ak D fak,1, ak,2 : : : ak,rg and Aj D faj,1, aj,2 : : : aj,rg be the ranked
attribute sequences for the nodes ck and cj. Vectors ƒk D fdk,1, dk,2 : : : dk,rg and
ƒj D fdj,1, dj,2 : : : dj,rg denote the attribute value domain sequences for the nodes
ck and cj, where dk,i2Dk and dj,i2Dj. The next step is to introduce the weight se-
quences Uk D fuk,1, uk,2 : : : uk,rg and Uj D fuj,1, uj,2 : : : uj,rg such that uk,i, uj,i2(0, 1),
uk,1 > uk,2 : : : > uk,r, uj,1 > uk,2 : : : > uj,r and †uk,i D †uj,i D 1. Clearly, the inequali-
ties uk,1 > uk,2 : : : > uk,r and uj,1 > uk,2 : : : > uj,r reflect the partial ordering reigning
over the ranked sequences fak,1, ak,2 : : : ak,rg and faj,1, aj,2 : : : aj,rg.

Next we must scale the values in the sequences ƒk and ƒj by their re-
spective weight sequences Uk D fuk,1, uk,2 : : : uk,rg and Uj D fuj,1, uj,2 : : : uj,rg. One
obvious algebraic operation is to form the outer products Uk ˝ ƒk D (uk,1dk,1,
uk,2dk,2 : : : uk,rdk,r) and Uj ˝ ƒj D (uj,1dj,1, uj,2dj,2 : : : uj,rdj,r). We now propose

W.l/
�
ck; cj

� D W.l/
�
Uk ˝ Lk; Uj ˝ Lj

�
: (2.4)

It is to be noted that Uk ˝ ƒk and Uj ˝ ƒj are vectors but the form W(l) outputs
a scalar. Therefore, the operations performed by W(l) will have to be constrained by
its scalar output. We also note that, in general,

W.l/
�
ck; cj

� D W.l/
�
Uk ˝ ƒk; Uj ˝ ƒj

� ¤ W.l/
�
cj ; ck

�

D W.l/
�
Uj ˝ ƒj ; Uk ˝ ƒk

�
; (2.5)

thus satisfying the nonsymmetric requirement for W(l) (ck, cj).
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In summary, each level l of HGKR is represented by a graph G(l) which is itself
represented by the triplet < C(l), E(l), W(l)>. C(l) is the concept set, E(l) is the link
set, and W(l) is the weight matrix. The concept set C(l) is equivalent to a sufficiently
detailed attribute set A(l) D fa1, a2 : : : ar(l)g tuned to uniquely define the concepts in
C(l) at the level l of HGKR. ck2C(l) is an instantiation of A(l).

HGKR Design and Construction

Consider the case of the Middle East as the highest level of HGKR. Clearly, due
to the heterogeneity of the Middle East (and its constituent countries), it becomes
tenuous defining the concept sets of the top levels of HGKR by detailed attribute
sets. It is, therefore, reasonable to suggest that concepts at higher levels in HGKR are
defined by a small set of coarse grain attributes. As one penetrates into deeper levels
of HGKR, one would incrementally add finer grain attributes to the attribute set.

Unless otherwise explicitly stated for a specific level, by default we admit to
inclusion inheritance partial ordering of attribute sets from level l to level (l C 1);
that is, by default A(l) � A(l C 1). It is important to bear in mind that this inheritance
relationship does not hold for the attribute value set V(l). The attribute value v of the
attribute a of the concept c at level l of HGKR will in general be different from the
attribute values v1 : : : vn of the same attribute a for the children concepts c1 : : : cn of c
at level (l C 1) of HGKR. Also of importance, is to note that due to the heterogeneity
of top levels, the attribute values at top levels are fuzzy with greater uncertainty
while deeper levels would in general be more homogeneous with greater certainty
assigned to attribute values.

Step 1 – Generate an over arching attribute ontology that covers the attributes
pertaining to HGKR as shown in Fig. 2.4a, b. The structures are fragments of
an ontology based on initial anthropological data.

Step 2 – (This and the next step run interactively and in parallel) Select the geograph-
ical region of interest and have it hierarchically decomposed into progressively
smaller regions that constitute the elements for defining each level of HGKR
based on relevant cultural information. The guideline for decomposition of the
region of interest into progressively smaller subregions would be greater overall
homogeneity of subregions at each level based on the aggregate effect of attribute
set specific to each level. The scale of homogeneity is application dependent, and
one great advantage of a hierarchical representation is that one can predefine that
scale by prefixing the deepest level of hierarchy the application demands.

One natural way for automated territory decomposition is to exploit one
of the regular decomposition methods such as QuadTree or Quadratic Binary
Triangular (so called Peano-Cesaro) decomposition. From a high-level point of
view, the regionalization algorithm is made up of two main functions.

Decomposition Function: Decompose the current node provided by the
decomposition function into its children nodes and for each compute its
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Fig. 2.4 (a): A fragment of conceptual ontology. (b): Social attributes of conceptual ontology

homogeneity. If the difference in homogeneity between the children nodes
is above a predefined threshold, we maintain the children and stop the
decomposition function. Otherwise we retract to the parent node and declare
it as homogeneous – one may want to penetrate one more level to ensure even
grandchildren nodes are homogenous.
Regionalization Function: Apply a clustering algorithm to the generated
homogeneous nodes in order to merge homogenous neighboring nodes,
thereby partitioning the territory into a set of regions.
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Step 3 – At each level l of HGKR, determine the attribute set pertaining to the
regions in level l and for each region in level l, rank the attributes in the attribute
set. Note that each region in level l may have a different ranking of its attribute
set. The ranking of the elements of the attribute set will be used for at least
(1) computing the homogeneity of the regions in level l and (2) computation
in Hierarchical Evolutionary Engine.

Step 4 – Connect the nodes in the concept set to build G(l), which is a complete
graph, for each level of HGKR.

Step 5 – Design the mapping W(l)k, j: A(l) � A(l) ! V(l) � V(l) in (2.2) and (2.3) for
computing the cross node attitudinal relationship values. Compute these values
and assign them to the links in the link set E(l).

Hierarchical Evolutionary Engine (HEE)

The Evolutionary Computation module builds upon the HGKR module to simulate
the system based on genetic algorithm. The evolutionary computation will be
applied to each level of the HGKR. It consists of meta-learning for a fitness function
which optimizes HGKR according to a pre-designed criterion. The projection
(bottom-up) and extension (top-down) movement in HGKR are indicative of
adjoining levels interdependencies in HGKR. Higher levels impose structural form
on lower levels and vice versa – in Darwinian language they create selection
pressure on each other (the so-called Baldwin effect) [6] and in the language of
game theory the levels affect each other for convergence to global Nash Equilibrium
[7, 8]. We represent this interdependency as a (single step) Markov state transition
schematically shown in Fig. 2.5.

We initialize the levels in HGKR with graphical models based on anthropo-
logical information. This layered structure would then be subjected to incremental
transformation through HEE for optimal utility expressed by a hierarchical fitness
function. Concomitant with the layered structure of HGKR the design of HEE will
be hierarchical – one evolutionary engine (EE) per each HGKR level. Concomitant
with the Markov chain in Fig. 2.5 we allow the adjoining levels of HEE to
communicate with each other in transforming the graphical models of HGKR –
Fig. 2.6 describes the state of affair. In Fig. 2.6, brown cycles represent the
interdependencies of the adjoining levels of HGKR as in Fig. 2.5. The deep blue
cycles represent the communication channels between each components of HEE so
that collaboratively they optimize the graphical models in HGKR. The green cycles
represent the training action of the HEE components on the levels of HGKR.

Layer l Layer LLayer 1 Layer 2 …...

Fig. 2.5 A Markov state transition exhibiting the interdependencies of the adjoining graphical
models in HGKR
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Fig. 2.6 Hierarchical Evolutionary Engine (HEE) adapted to transform HGKR

Genetic Algorithm

We use genetic algorithms (GA) to learn the fitness function. GA falls within
the stochastic paradigm of learning that is loosely related to Darwinian theory
of evolution [6]. Hypothesis (the equivalent of a gene in natural evolution), and
in our case W(l) in (2), is represented in bit strings, symbolic expressions, or
computational functions. The search for an appropriate hypothesis begins with
a population of initial hypotheses randomly generated. GA goes through cycles
or generations of evolution changing the patterns of hypotheses representations
by shifting and recombining the components of the representations inspired by
mutation and crossover operations in biological genetic processes. At each step,
the hypotheses in the current population are evaluated relative to a given measure
expressed as a fitness function, with the fittest hypothesis having greater probability
of multiplying itself and thereby having greater likelihood of entering the next
generation. The current population of genes/hypotheses is updated by replacing
some fraction of the population by offspring genes of the fittest current genes,
thus forming the new generation. Specifically, in each iteration a new population is
generated by probabilistically selecting the fittest genes from the current population.
Some of the genes are randomly allowed to go to the next generation while other
selected fittest genes form the basis for creating new offspring by crossover and
mutation operations. Technically, the above process forms a generate-and-test beam
search of the hypotheses in which variants of the best current hypotheses are most
likely to join the next generation. This process continues until a predominant ratio
of the population is occupied by highly fit genes of which a few of the highest fit are
recommended as output.

As to the purpose of the fitness function, assume in an application the responsi-
bility of GA is to learn an approximate form of an unknown function (similar to W(l)
in (2)) given the training examples of its input and output. For such an application,
the fitness could be defined as the accuracy of hypothesis over the training data. If,
on the other hand, the task at hand is testing the success or failure of a strategy in
operation, then the fitness could be defined as the ratio of the number of successes
of the strategy over the total number of trials.

For our application, since we are operating at multiple levels, each level of HEE
transforming the respective level of HGKR requires its own fitness function. Let
F(l) be the fitness function for EE(l), the lth level evolutionary engine. In the spirit
of the problem of approximating the form of a function alluded to above, we would
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Fig. 2.7 Learning the form
of the weights W(l)k, j, 8k,
j D 1, 2 : : : K(l)

like to learn the form of W(l)k, j, 8k, j D 1, 2 : : : K(l), where K(l) is the cardinality of
C(l), the concept set at level l of HGKR. For learning the form of W(l)k, j we propose
to simulate scenarios as a validation platform and running the same scenarios using
the proposed system and apply the fitness function F(l) to learn and improve W(l)k, j.
Figure 2.7 shows the information flow in applying HEE to HGKR and the use
of simulation runs in learning W(l)k, j. There are many variants of GA [6, 9, 10].
Table 2.1 presents one version of genetic algorithm [6].

Genetic Programming (GP) is a form of evolutionary computation in which
the individuals in the evolving population are functions rather than symbols such
as bits, numbers, characters, etc. [11–13]. The functions manipulated by GP are
typically represented by tree structures corresponding to the parse tree of the
program computing the function. Each function call is represented by a node in
the tree, and the arguments to the function are given by its descendent nodes. To
use the example in [6], in computing the function f (x, y) D sin(x) C p

(x2 C y), the
program represent f (x, y) by a tree structure shown in Fig. 2.8. The fitness of a given
individual function in the population is determined by executing the function on
some set of training data and see how closely its output compares to the true output.

The task of learning the form of W(l)k, j in (2.4) is considerably more intricate
than a simple function such as f (x, y) above. The two sequences with variables
involved in (2.4) are Uk ˝ ƒk D (uk,1dk,1, uk,2dk,2 : : : uk,rdk,r) and Uj ˝ ƒj D (uj,1dj,1,
uj,2dj,2 : : : uj,rdj,r) giving rise to 2r(l) scalar variables per pair of node sequences
per level l of HGKR. For K(l) nodes at level l of HGKR, there are K(l)2 pairs
of sequences giving rise to r(l)K(l)2 number of scalar variables per level l of
HGKR and for the entire hierarchy the total number of scalar variables counts to
lDlmaxP

lD1

r.l/K.l/2.

To make the epistemological complexity of the functional form of W(l)k, j

tractable, we assume that the search in the space of solutions for the mathematical
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Table 2.1 Genetic algorithm

Input:
(a) FF(.) the fitness function; (b) FT, a threshold specifying the termination criterion; (c) p,

the number of hypotheses/genes to be included in the population P; (d) r, the fraction of the
population to be replaced by Crossover at each step; (e) m, the mutation rate. Also, Ps denotes
for the next generation of genes; h denotes a hypotheses; and Pr(h) is the probability of selecting
hypotheses h to be added to Ps

Initialization:
Populate P with p number of hypotheses generated randomly and for each h2P, compute

FF(h)

While maxhFF(h) < FT
Select: probabilistically select (1 � r)p members of P to add to Ps

Pr(h) D FF(h)/†g2PFF(g)
Crossover: probabilistically select r.p/2 pairs of hypotheses from Ps according to Pr(h)

in (2.6)
For each pair hi, hj2P in the set of r.p/2 pairs produce two offspring by applying the

Crossover operator
Mutation: Choose m percent of the members of Ps with uniform probability denoted as

set P0

s

For each hk2 P0

s, Randomly invert some subset of the gene bit string in their
representations

Update: Set P D Ps

Evaluate: For each h2 Ps, compute FF(h)
End

Output:
The hypotheses h* from P with highest FF(h*)

operators combining Uk ˝ ƒk and Uj ˝ ƒj are between corresponding pairs of
their scalar variable. Therefore, mathematical combinations are done pair-wise
on attributes of the same type such as (Religionk, Religionj), (Nationalismk,
Nationalismj), etc. As the attribute set A(l) D fa1, a2 : : : arg is ranked for each node
of G(l) at lth level of HGKR, this homologous type-type attribute correspondence
would require two conjugate link pairs (ck, cj) and (cj, ck) depending on which node
is the first in the pair. Without loss of generality, we let the two correspondences be:
uk,1dk,1$uj,k1dj,k1; uk,2dk,2$uj,k2dj,k2 : : : uk,rdk,r$ uj,krdj,kr and uj,1dj,1$uk,j1dk,j1;
uj,2dj,2$uk,j2dk,j2 : : : uj,rdj,r$ uk,jrdk,jr. Once again, the basic rationale for this type-
type correspondence is the dictum: “apple for apple” and “orange for orange.” In
other words, it is plausible that the variables quantifying the same pair of attributes
should be combined pair-wise. Let R be the set of binary mathematical operators
acting upon corresponding pairs of variables in Uk ˝ ƒk and Uj ˝ ƒj. (2.4) would
then change to:

W.l/
�
ck; cj

� D W.l/
�
Rk1

�
uk;1dk;1; uj;k1dj;k1

�
; Rk2

�
uk;2dk;2; uj;k2dj;k2

�
; : : : ;

Rkr

�
uk;rdk;r ; uj;krdj;kr

��
(2.6)
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Fig. 2.8 Examples of genetic operations in genetic algorithm

W.l/
�
cj ; ck

� D W.l/
�
Rj1

�
uj;1dj;1; uk;j1dk;j1

�
; Rj 2

�
uj;2dj;2; uk;j 2dk;j 2

�
; : : : ;

Rjr

�
uj;rdkjr ; uk;jrdk;jr

��
; (2.7)

where, Rz2R, z D 1, 2 : : : r. We notice how (2.6) and (2.7) give rise to the non-
symmetric W(l) for the pairs (ck, cj) and (cj, ck).

Next, we need to combine the terms in the sequences Sk D (Rk1(uk,1dk,1, uj,k1dj,k1),
Rk2(uk,2dk,2, uj,k2dj,k2), : : : , Rkr(uk,rdk,r, uj,krdj,kr)) and Sj D (Rj1(uj,1dj,1, uk,j1dk,j1),
Rj2(uj,2dj,2, uk,j2dk,j2), : : : , Rjr(uj,rdkjr, uk,jrdk,jr)).

Once again, we recall that the attribute set A(l) D fa1, a2 : : : arg for each node
at level l is ranked with the ith element having higher rank than (i C 1)th element.
We therefore reason that the term Ri(.) has higher precedence over the term Ri C1(.).
An obvious integration would be linear weighted function of the components in
sequence S; that is,

W.l/
�
ck; cj

� D !k1Rk1

�
uk;1dk;1; uj;k1dj;k1

�C !k2Rk2

�
uk;2dk;2; uj;k2dj;k2

�

C : : : C !krRkr

�
uk;rdk;r ; uj;krdj;kr

�
; (2.8)

W.l/
�
cj ; ck

� D !j1Rj1

�
uj;1dj;1; uk;j1dk;j1

�C !j 2Rj 2

�
uj;2dj;2; uk;j 2dk;j 2

�

C : : : C !jrRjr

�
uj;rdkjr ; uk;jrdk;jr

�
; (2.9)
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where, !ki, !ji2(0, 1) 8i D 1, 2 : : : r, 8k, j D 1, 2 : : : K(l) and †i!ki D †i!ji D 1.
Another integration alternative might be the receding horizon where the proceeding
(i C 1)th term affects the overall value for W(l) less than the preceding ith term
by an exponent power law form, where the exponent ©2(0, 1); that is, the terms in
Sk would transform to [(Rk1(uk,1dk,1, uj,k1dj,k1), Rk2(uk,2dk,2, uj,k2dj,k2)© : : : Rkr(uk,rdk,r,
uj,krdj,kr)© (r � 1))] and similarly for Sj.

Learning HGKR Weights

There are two sets of variables to be learnt for our proposed social network analysis
system. (1) For each level l of HGKR and each node ck2C(l), k D 1, 2 : : : K(l), with
ranked attribute sequence Ak D fak,1, ak,2 : : : ak,rg and associated weight sequence
Uk D fuk,1, uk,2 : : : uk,rg, such that uk,i2(0, 1) and †uk,i D 1, learn the weights in
Uk D fuk,1, uk,2 : : : uk,rg. These weights are needed for learning the weight function
W(l) in (2.4). (2) Learn the form of the function W(l)k, j in (2.4) 8 l D 1, 2 : : : lmax;
and 8 k, j D 1, 2 : : : K(l). We accomplish the tasks in five steps as follows:

First-Order Solution – Learn the weights in Uk D fuk,1, uk,2 : : : uk,rg by assuming
a single level HGKR with K nodes. We assume given a functional form for
W(l). The GA algorithm presented above is ready to be exploited for learning
Uk D fuk,1, uk,2 : : : uk,rg. The only additional concerns are three: The algorithm
has to be extended with two (outer and inner) loops to learn all the scalars uk,i,
i D 1, 2 : : : r; k D 1, 2 : : : K, uk,i2(0, 1), and †uk,i D 1, 8i D 1, 2 : : : r.

With respect to the first concern, the outer and inner loops are respectively
over k D 1, 2 : : : K, and i D 1, 2 : : : r. The inner loop will have to go through all
the current population pools Pt

k,i, current time slice t D 1, 2 : : : and i D 1, 2 : : : r,
before GA algorithm starts the new population pools PtC1

k,i.
With respect to the second concern, we must quantize the open unit interval

U D (0, 1) into a digitized (binary) linear grid satisfying the level of accuracy the
application requires. Let the grid consist of D partitions. A binary decomposition
of U would then output a binary bit string with a length of order dlog2De. This
binarization can be made smart in the sense that (1) the intervals of the partition
need not be uniform; and (2) D, the number of partitions, can itself be considered
as a global variable so that any level of accuracy can be achieved by selecting an
accuracy threshold.

With respect to the third concern, before GA algorithm starts the new popu-
lation pools PtC1

k,i, the weights uk,i 8i D 1, 2 : : : r will have to be renormalize
using the substitution uk,i ( uk,i/[†uk,i

2]1/2.
Second-Order Solution – Learn the weights in Uk D fuk,1, uk,2 : : : uk,rg for an lmax

layered HGKR with K(l) nodes at level l. We assume given a functional form for
W(l) for all levels. Again, GA is the main pillar of computation for this solution.
Over and above the three concerns addressed for the first solution, the algorithm
has to have another overarching outer loop cycling repeatedly through the levels
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of HGKR until the desired level of fidelity sought for uk,i 8i D 1, 2 : : : r(l) and
8l D 1, 2 : : : lmax is achieved. A cycle starts from the root of HGKR down to the
leaf level at l D lmax and back to the root node for a new cycle.

Third-Order Solution – Learn the functional form of W(l)k, j by assuming a single
level HGKR with K nodes. We assume the weights Uk D fuk,1, uk,2 : : : uk,rg are
given for that single level. Learning the functional form of Wk, j for a single level
HGKR requires extending the capabilities of GA presented above to a genetic
program (GP) suitable for our application. In the previous section, we have
already presented some discussion on GP and conducted some epistemological
complexity analysis on the form of W(l) (ck, cj). If we apply our analysis to
transforming the GA to a GP, we need to generate a bit string, say s1, representing
the mathematical operators in the set R and another bit string, say s2, representing
the set of weights (!k1 : : : !kr). Crossovers and mutations would then be applied
to s1 and s2 for learning the form of W(l) (ck, cj). As in the first-order solution,
the core constructed GP will have to be embedded within two loops: the outer
loop ranging over k D 1, 2 : : : K, and the inner loop ranging over i D 1, 2 : : : r.

Fourth-Order Solution – Learn the functional form of W(l)k, j for an lmax layered
HGKR with K(l) nodes at level l. We assume the weights Uk D fuk,1, uk,2 : : : uk,rg
are given for all levels. Learning the functional form of Wk, j(l) for an lmax layered
HGKR would take the third-order solution and embed it inside an overarching
outer loop cycling repeatedly through the levels of HGKR until the desired level
of fidelity sought for Wk, j(l), 8l D 1, 2 : : : lmax is achieved. A cycle starts from
the root of HGKR down to the leaf level at l D lmax and back to the root node for
a new cycle.

Fifth-Order Solution – Learn in an interleaving mode both the weights in Uk D fuk,1,
uk,2 : : : uk,rg and the functional form of W(l)k, j for an lmax layered HGKR with
K(l) nodes at level l. Finally, this solution requires interleaving the second-
and the third-order solutions. There can be many interleaving variants. The two
extremes for interleaving the computations for learning Uk D fuk,1, uk,2 : : : uk,rg
and W(l) (ck, cj) are (1) interleaving the optimizations for Uk and W(l) (ck, cj)
at each call of the outer loop through the variable l D 1, 2 : : : lmax and (2) letting
one complete cycle through l D 1, 2 : : : lmax dedicated to updating Uk and the next
cycle dedicated to updating W(l) (ck, cj). Clearly, there exist many interleaving
linear combination variations in between these two extremes.

Hierarchical Inference Engine (HIE)

The Inference/Reasoning module focuses on inferring underlying and unknown
structure of the HGKR. Specifically, we intend to infer which nodes (tribes, villages,
groups, etc.) will form allies or conflicting groups and relationship among these
formed groups. Inference derived at certain levels in HGKR will propagate or
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aggregate into other levels. Therefore, the impact on other levels can be inferred
when an action is taken toward a certain group at a particular level. The inference
module also contains a graph-mining algorithm, which discovers and explores
critical links and nodes in the graphs. Critical links and nodes are defined as the
ones positioned in the bottleneck of information passage in the graph. Depending
on the nature of the links (friendly or adversarial), certain military actions might be
considered to encourage and strengthen friendly links, or discourage and eliminate
adversarial ones, in order to stabilize and improve the regional situations. It is also
beneficial to separate desirable situations and actions from undesirable ones. The
important component of this module is to predict how members of the groups at
each level may act upon a certain set of determining conditions.

The Hierarchical Inference Engine consists of hierarchical clustering inference
(HCI) and hierarchical behavior forecasting algorithm (HBFA). HCI aims to infer
clustering structures for the nodes in HGKR and discovers critical links. The most
important component of HIE is the HBFA which predicts behavior and (re)action of
individual members in HGKR.

Hierarchical Clustering Inference (HCI)

The objective of hierarchical clustering algorithm is to infer which nodes (tribes,
villages, groups, etc.) in HGKR will form clusters. A cluster in a graph is defined
as a group of nodes sharing similar attributes and having homogeneous links among
them. A cluster of nodes with friendly edges forms an ally, whereas a cluster of
nodes with adversarial links represents a conflicting group. HCI can be used to
facilitate military command to quickly identify clusters of entities (tribes, villages,
groups, etc.) and take collective actions. Entities with similar attributes (history,
geographical, culture, social and ideological characteristics, natural resources, etc.)
might have the tendency to form allies as they share common grounds. However,
this is also determined by their links to a great degree such that even two nodes
with similar attributes might be in conflict stage to compete for resources as their
link is adversarial. On the other hand, nodes with homogenous weight connection
(friendly or adversarial) might not form strong allies because they do not share
similar backgrounds. Therefore, the attributes of nodes and edges among them are
two complementary characteristics to determine the cluster structure of graph.

The attributes of nodes form the first set of features for clustering analysis.
We model this set of features as continuous random variables Xn 2 RK where the
dimensionality K depends on the number of attributes for the nodes in HGKR. Edges
of nodes constitute the second set of feature vectors. Edges can take on positive and
negative values. The signs are critical since only nodes with homogenous links can
form clusters. So the signs are represented as discrete random variables Sn2f�1,
C1g. The weights assigned to each edge W(l) are defined in section “HGKR
Variables” and are modeled as continuous random variables w2[�1, 1]. Here, we
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relax the condition that weight can attain zero value which indicates there is no link
between two nodes.

We propose a two-stage clustering algorithm for HCI. The first stage separates
nodes in graph at any level into different subsets such that all the links inside
each subset would be either positive (friendly) or negative (adversarial). In the
second stage, we combine the first set of normalized features Xn with the second
set of feature w into an augmented feature vector Yn D [Xnw], and use a graphical
clustering method to perform clustering for each subsets obtained from the first-
stage analysis.

Stage 1: Graph Partition Based on Weight Matrix

Given the weight matrix W(k,j) defined in section “HGKR Variables,” we aim to
partition the graph into subgraphs with nodes of homogenous links so that each sub-
graph is either a friendly ally or a conflicting group. Due to the high dimensionality
of weight matrix, exhaustive search might be computationally expensive. Therefore,
we propose a feasible optimization programming methodology to partition graph
based on the weight matrix. The intermediate results from stage 1 will serve as
candidate sets for stage 2 processing. On the other hand, these intermediate results
can also be used to infer grouping patterns of nodes in a broad perspective. While
the clustering after stage 2 is able to provide more detailed structures. Therefore,
two-stage hierarchical clustering algorithm offers coarse-to-refined resolution and
insight into the underlying structure of graph.

Stage 2: Information-Theoretic Spectral Clustering

As the structure of graph represented in the feature vector space would be highly
nonlinear and irregular, conventional linear clustering approaches, such as k-means
algorithm, would fail to capture the underlying structure. We propose to apply
an information-theoretic spectral clustering method to our problem [14]. The
information-theoretic spectral clustering method is based on graph cut concept
and information theory which utilizes higher order statistical information of data
samples. The clustering algorithm aims to minimize the information cut which is
derived from Cauchy-Schwarz information equality.

The Cauchy-Schwarz information equality is defined as

DCS D �log

R
p.x/q.x/dx

qR
p2.x/dx

R
q2.x/dx

; (2.10)

where p(x) and q(x) are two probability density functions (pdf) for clusters 1 and
2. Using Parzen method to estimate the pdfs with Gaussian kernel, we can direct
estimate the argument of DCS which is called the information cut:
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where kij, kii’, and kjj’ are kernel value for data points, respectively. The information
cut can be easily extended into multiple subgroup case. Minimization of information
cut leads to a global stationary point of partition of graph.

Critical links/nodes finding: an immediate result obtained after clustering analysis
is the discovery of critical links and nodes in the graph. Critical links are defined
as the edges connecting two clusters. Critical nodes are defined as clusters with
single node and connecting at least two other clusters. The critical links and nodes
position in the bottleneck of information and influence flow in HGKR. Therefore,
actions to strengthen or weaken these links or eliminate critical nodes will have
greatest impact on the whole graph. To identify these links and nodes is of highly
desirable to military# commands.

Rule 1: searching critical nodes: it is quite straightforward to search critical nodes
after we obtain cluster structure of the graph. First, we count the cardinality of
each cluster. If the number of nodes in that cluster is 1, we label that cluster as a
candidate. After that, we search the edges linking that node with other clusters,
if it has more than two links belonging to two different other clusters, then we
identify that node as a critical node.

Rule 2: searching critical links: after the clustering algorithm produces subgraphs,
external edges among clusters can be identified through searching weight matrix.
These external edges are candidates for critical links. Furthermore, if the number
of external links connecting two clusters is less than the number of nodes in either
of clusters, then those links will be considered as critical links. In extreme case, if
there is only one link connecting two clusters, then that link is the most important
critical link in graph.

The Hierarchical Clustering Inference can be applied to any levels of the HGKR.
Since HGKR is constructed in a hierarchical approach and organized in clusters, the
results from HCI can be used to compare against the initial construction. Therefore,
HCI offers an alternative perspective toward the whole region under study and
provides fresh views on the grouping (friendly or adversarial) patterns.

Hierarchical Behavior Forecasting Algorithm (HBFA)

One of most important components of HGKR is the hierarchical behavior
forecasting algorithm, which predicts how members of the modeled group
may act under certain conditions. Given the HGKR, HBFA can be readily
expressed as a conditional probability under certain constraints. Consider farmers
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in Pakistan-Afghanistan scenario, we can translate any what-if inquiry into a
conditional probability. For example, military commands might be interested in
seeking answers to how likely will farmers cultivate poppies if they have a level of
debt over t. This can be quantified as p(AjG,I), where A is the list of actions, G is
our HGKR model, and I is a set of conditions. Here A D farmers cultivate poppies
and I D debt level over t. HBFA is able to handle complex inquiries. That is, the
action list and condition set can have more than one elements, A D A1\A2, : : : , \An

and I D I1\I2, : : : , \In. For example, we can investigate the inquiry how likely will
farmers cultivate poppies and be hostile to foreign visitors if they have a level of
debt over t and Taliban is active in the local region.

In a more general term, HBFA is able to compute the conditional probability,

p .AjG; I / D p .I; AjG/

p .I jG/
; (2.12)

where p .I; AjG/ and p .I jG/ are conditional likelihood probabilities. This general
framework can handle any complex inquiry.

More interestingly, given a list of predefined actions, we search which particular
action will be the most likely or most unlikely one under certain conditions. This
is equivalent to maximization or minimization of p(AjG,I) over action space. The
maximum of p(AjG,I) is exactly the predicted behavior of that node in the graph. On
the other hand, military commands might also be interested in creating or seeking
certain conditions under which a particular behavior outcome will be likely to
happen. For example, consider the farmers case again. One of these inquiries could
be under what conditions will farmer stop cultivating poppies and be friendly to
foreign visitors. This can be formulate as maximization of p(IjG,A) by searching the
condition space. By Bayes theorem, we can calculate

p .I jG; A/ D p .I; G; A/

p .G; A/
D p .AjI; G/ P .I jG/

p .AjG/
; (2.13)

where each term in the expression can be computed. Therefore, HGKR coupled
with network inference and Bayes rules can handle any meaningful inquiry, predict
most likely behavior outcome for members, and shed light into the complex culture
scenarios. HBFA can be applied to each level in HGKR.

As the action space and condition space might be extremely vast, the computation
of conditional probabilities might be very computational complex, especially when
HBFA is used in the lower level of the graph with large entities. Instead of using
the whole graph G, we can limit our search space in certain subgraphs because
most inquiries would be confined to a certain local region. This can be readily
accomplished by the results we obtain from the Hierarchical Clustering Inference in
section “Hierarchical Clustering Inference (HCI).” Given any inquiry, we identify
the subgraph, or cluster Gp, from the clustering output and compute the conditional
probabilities p(AjGp,I) and p(IjGp,A). This simplification not only can reduce our
computation, but also might be more meaningful.
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Decision Support System

All military operations are driven by command decisions, which can only be
properly made when there is an understanding of the available courses of action,
the consequences of each, and the tactical or strategic effect desired. Many business
decisions can now be made with the assistance of software-driven DSS. A typical
DSS is composed of a database or knowledge base, a model, a user interface, and one
or more users. From this point of view, the entire architecture depicted in Fig. 2.1
can be considered a DSS. Another key aspect of a DSS is information display and
visualization. Hierarchical node and link structure of the HGKR lends itself well to
a geospatial style of visualization, where deeper elements of the HGKR are revealed
as the user “zooms in.” Color, shape, line thickness, and other forms of cartographic
symbology can be applied to depict similarities and difference among nodes, and to
emphasize the degree of positive or negative relationships between nodes. Similar
cartographic techniques can be used to highlight changes between “snapshots” of
the HGKR, to help users understand how their proposed courses of action influence
nodes and relationships. Finally, a succinct dashboard view can provide the use with
quick access to key social, demographic, and tactical indicators – a set of gauges to
measure approval ratings, casualty rates, frequency of insurgent activity, or other
metrics of interest.

According to Daniel Power [15], Decision Support Systems can be classified as
communication driven, data driven, with an emphasis on raw data stores, document
driven, with an emphasis on the management of unstructured text, knowledge
driven, with an emphasis on automated problem solving, and model driven, with
an emphasis on statistical, optimization, and simulation models. Our use of models,
simulation, and statistical reasoning make a model-driven DSS a natural fit for our
system. As such, users will be able to provide inputs to the system in the form
of one or more courses of action, such as the deployment of additional troops to a
province, or an increase in patrols and incarcerations in a given community. Through
simulation, and our system’s evolutionary and inference models, the DSS will run a
“what if” analysis and provide one or more possible outcomes of the user’s proposed
course of action. With this information in-hand, the user will be able to execute the
course of action with the optimal predicted result. The simulation output can be
stored and referenced at a later time, allowing the underlying models to compare
the prediction with what actually happens later on. This store/retrieve/compare
capability will allow our system to improve its predictive model over time.

A more sophisticated form of our overall system would use a knowledge-driven
DSS. With an embedded problem-solver, a knowledge-driven DSS (KD-DSS)
would allow users specify desired outcomes, instead of proposed courses of action.
The KD-DSS would then, through simulation, experiment with a set of courses of
action and recommend the officers which effects best-fit the desired outcome.

Another key aspect of a DSS is information display and visualization. The
geospatial information system (GIS) technology can be applied to display the nodes
and edges of the multiple levels of the HKGR as a dynamic zoomable map level



48 J.-W. Xu

that automatically reveals more detail at higher resolution map scales. The GIS
will provide a highly flexible environment for experimenting with iconography,
color and other forms of symbology, to identify which visualization techniques can
best display the similarities and differences across HGKR nodes, and the quality
(friendly vs. adversarial) of the relationships between them. The GIS will also
be used to compare and detect changes across multiple instances of the HGKR.
Specifically, we will compare the “Current World State” HGKR with one or more
“Simulated Future World State” HGKRs, allowing the user to rapidly ascertain what
effect (e.g., what changes to the HGKR graph) a proposed course of action is likely
to cause.

Conclusions

In this study, we present a HGKR to integrate layered abstractions into a coher-
ent structure such that behavior forecasting may propagate or aggregate down-
ward/upward, and thus cater to applications requiring various levels of detail. The
system consists of a hierarchical graphical model, an evolutionary computation
module, an inference/forecasting module, and decision support to forecast behaviors
of groups at different hierarchies. The HGKR is based on initial anthropological
information and refined through computational genetic algorithm. We develop a
hierarchical-evolutionary-engine and a hierarchical-inference-engine, specifically,
a two-stage clustering inference algorithm and hierarchical behavior-forecasting
algorithm. The hierarchical graphical knowledge representation, together with
its inference models, will have numerous applications in many culturally aware
domains.
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Chapter 3
Social Network Analysis Techniques
for Social-Oriented Mobile
Communication Networks

Guillaume-Jean Herbiet and Pascal Bouvry

Abstract The recent spread of handheld-size communicating devices has created
a dramatic change in the communication opportunities. We are now in the situation
where electronic communications can instantly happen not only across the world
but anytime and everywhere and form a mobile social network. However, the study
of those new personal, yet public, interactions and their original ubiquitous nature
under the light of social network analysis remains an open problem. From all the
solutions addressing social structure mining, many are designed for a posteriori
analysis of social graphs, and none of them is really suitable for instant and dynamic
generation of such structures that, based on social network analysis, would offer
an improvement on the organization and robustness of ubiquitous communication
between people.

After reviewing the relevance of social analysis on those networks, this chapter
presents, analyzes, and evaluates novel social structure mining techniques devoted
to operation on those dynamic mobile social networks.

Introduction

The development of powerful, handheld-size communicating devices greatly en-
hanced the possibility of ubiquitous social exchanges between users. Able to
connect with each other anytime and anywhere, users can more easily than ever
share their interests, generate and propagate trends, and make what would have been
a local phenomenon globally acknowledged. Those smart communicating systems
not only offer extended access to Internet-based online social networks but also
make possible the creation of ubiquitous networks based on the sporadic device-to-
device connections resulting from the users mobility.
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Relying on wireless communications, the topology of such network instances is
tightly related to the evolution of the relative position of users. They shall be close
enough for the shared information to be correctly propagated by radio waves, con-
sidering the current environment conditions. Contributions studying human mobility
models showed that the general behavior tends to create communication networks
far from random and where link discrepancies exists: high density in points of
interests and lower density in the intermediate locations. Such particularities create
communication networks having small-world properties and where community
structures (groups of vertices with high internal link density) may emerge. As a
consequence, mining of those structures related to the social behavior of the users
is important to design efficient protocols and applications on top of them.

However, most of the community mining, and more generally social network
analysis tools, have been designed for application to static networks only (like
characters, interactions in novels) or for a posteriori analysis of snapshots of
dynamic networks (like hyperlinks between Internet pages or friendship relations
in social networks). Due to their highly dynamic nature, mobile ad hoc networks
require social network technique to be redefined. Not only the considered relations
between network elements shall integrate a time-relative component, evaluating the
duration and the stability of the relation, but also the applied algorithms shall now
consider that those relations are constantly evolving and that the network structure
changes over time.

Besides, the ubiquitous nature of the communications and the ability for their
components to independently join and leave the mobile social network impose
additional requirements to the design of social mining techniques. The algorithms
shall be computationally light enough and memory efficient to run on resource-
constrained devices. Particularly, it becomes irrelevant to assume a complete
knowledge of the network to mine the social structures. Moreover, as each device
acts individually and without prior coordination, the mining should be distributed
on each device, i.e., the composition of the local decisions, made using local
information only, will compose the global mining of social structures over the
network.

The dynamic nature of those mobile communication networks and their require-
ment for distributed operation call for the development of new social network
analysis techniques to better understand and take advantage of the inner struc-
ture and organization of those interactions. After describing in more details the
characteristics of mobile ad hoc networks and their social-oriented application,
we will justify the application of social network analysis techniques to this case.
Then, we will evaluate the impact of the notion of dynamics and time-evolving
characteristics on the sole definition of the social structures. A complete state of
the art on current social structure mining solutions is provided, along with a review
of their incompatibilities with this particular environment. Then, and based on the
requirements expressed above, new techniques for social network analysis, based
on epidemic propagation for dynamic clustering and discovery of communities, are
introduced. Finally, an extended validation of the various techniques is operated
through the use of concrete use cases and realistic simulation tools.
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Dynamic and Mobile Social Networks

According to network infrastructure providers, mobile data traffic will increase
around 40 times in the next 5 years [8], saturating cellular infrastructure. To
relieve part of the traffic volume, this calls for the development of peer-to-peer
communications between handheld communicating devices in ad hoc mode.

Ad hoc networks are infrastructure-less communication networks composed,
most of the time, by heterogenous wireless-capable devices and using radio waves
as a communication medium. Those devices are generally referred to as the network
nodes. Each node of an ad hoc network can generate data for any other node in the
network. All nodes can function, if needed, as relay stations for data packets to be
routed to their final destination. A mobile ad hoc network may be connected through
dedicated gateways, or nodes functioning as gateways, to other fixed networks or the
Internet. In this case, the mobile ad hoc network expands the access to fixed network
services. An example of a wireless ad hoc network setup is given in Fig. 3.1.

Examples of potential applications of mobile ad hoc networks range from simple
ubiquitous data transfer scenarios to very specific use cases, like disaster relief or
battlefield deployments.

Wireless ad hoc networks are heavily constrained by the capacity of the terminals
and the lack of reliability of the communication channel, especially on long paths
[15, 27]. It is therefore relevant to focus on applications that suit those constraints:
social-oriented applications that take benefit of the proximity of users, like enhanced
interactivity, gaming, or local streaming, and relay of media exhibiting a shared
interest between colocated individuals.

Those dynamic mobile communication networks, when used to facilitate and
enhance users, social interactions, are referred to as Mobile Social Networks (or
MoSoNets). Their main application case considers urban users that will take benefit

Fig. 3.1 An example of ad hoc network setup
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from their terminal for unprompted communications and data sharing either while
on the move (by walking or using private or public transportation means) or when
standing in some points of interest, like offices, plants, malls, or restaurants.

In this context, ad hoc networks become “tools that support interaction among
networked mobile users,” which is the characterization of mobile social services
given by Lugano in [26]. Deployment of social applications over those dynamic
networks can be envisioned as the next step further of integration of online social
networking in our everyday lives.

As it relies on wireless communications, ad hoc networks of social services
or mobile social networks are strongly linked to the mobility of its users. The
patterns of this mobility are dictated by sociological aspects, as one important
motivation to move is to meet people [20, 28, 29]. Therefore, an efficient mining
of the social structures existing and evolving over those dynamic networks would
allow to not only reveal the most densely and reliably connected structures but also
to determine where it is socially interesting to establish and develop communication
opportunities.

Dynamic Social Networks Specificities

As presented in section “Introduction,” the notion of social structures has histori-
cally been introduced while focusing on static graphs only. In this section, we will
consider characteristics of dynamic environments and justify the relevance of and
extension to the concept of community. We will also stress the design requirements
for algorithms to operate on distributed communication networks such as mobile
social networks.

Most graphs that initiated the detection of social structure are issued from social
analysis and only abstract from the presence or absence of a symmetric relationship
between individuals [39]. However, graphs, as fixed mathematical structures found
in graph theory, fail to capture the interactions of evolving systems in many scientific
fields such as physics, sociology, or chemistry. They would require a time reference
(or a precedence relation) and the ability to evolve over time to become networks [5],
also called dynamic graphs. Those structures are characterized by simple dynamics
(the evolution of the valuation of vertices and edges over time) and metadynamics
(the appearance and deletion of components of the graph).

In the context of dynamic graphs, the concept of social structure or community
shall be extended to integrate this new time-based dimension. The high internal
connectivity and the high ratio of closed triads [17] (or common neighbors [19])
that characterizes the tight interdependence between the vertices are now in balance
with the significance of the graph connections over time.

In [31], a particular attention is drawn to consistently define the importance of
links based on their history. The author proposes a set of metrics, measuring the age,
the number of appearances, and volatility of dynamic graph elements. Those metrics
are extended to graph structures and are applicable to communities. For each edge
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stability metric, the corresponding structure stability metric is simply the average of
the metrics over all the relevant components of the structure.

It remains, however, an open problem to determine whether more importance
shall be given to long-lasting social relations, i.e., stable links of a dynamic graph,
or to relations that occur often, leading to links with an important volatility. Far from
a definitive answer to this question, we propose to focus on an application-oriented
definition for the importance of links. Considering the timescale of the envisioned
interactions (e.g., the time of a shared game or a streamed video), we will give
higher importance to links being robust and stable.

Hence, it is legitimate to complement the search for tight communities (the one
composed of deeply interconnected nodes) with the search for robust communities
(the ones presenting higher structure stability metrics, such as average structure link
stability). In the rest of this chapter, we will extend the definition of Girvan and
Newman [16] and consider communities as “groups of vertices having high and
stable internal connectivity and much sparser and less reliable links to the outside
of the group.”

Finally, ad hoc communication networks are composed of self-organizing nodes
that constantly enter, leave, and move inside the network. This particular aspect calls
for the use of decentralized algorithms only: each independent decision from the
component of the network will conduct to the generation of social structures. This
has to be contrasted with traditional social mining techniques where an omniscient
algorithm processes information about the complete network and place nodes in
the relevant clusters. Besides, social network analysis should operate here with only
local knowledge, in both history and current topology of the network, so as to respect
the tight constraints on communication channel, computational power, and memory
usage imposed by the handheld devices.

Limitations of Traditional Techniques

As for many complex problems, centralized solutions have been presented first.
Then more memory-efficient algorithms, based on local information, have been
introduced before the recent emergence of fully decentralized solutions, the only
ones suitable for distributed communication networks. However, all those solutions
either rely on assumptions unrealistic in a distributed environment or do not cope
with issues related to the dynamic nature of the graphs.

Centralized Algorithms for Static Networks

The first algorithms aimed at performing community detection relied on a greedy,
centralized approach trying to agglomerate [9] nodes in communities or divide [30]
the network in such structures. Basically, they iteratively operate until a measure
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reflecting the assignment is optimized. Most of the time, the modularity measure,
Q, (presented in [30]) is used.

The modularity measure, Q, is one of the first metrics used to evaluate the quality
of a community assignment. It measures how the performed assignment matches the
community structure exhibited by the network topology. For a partitioning counting
nc D jC j communities, we define a squared nc � nc matrix e whose elements
eij represent the fraction of edges from a vertex in community i to a vertex in
community j . As a consequence, the sum of rows, or columns, of e, ai D P

j eij

corresponds to the fraction of links connected to i . If the community assignment
were random, the expected number of intracommunity links would be a2

i . Hence the
definition of Q given in Eq. 3.1:

Q D
X

i

�
ei i � a2

i

�
: (3.1)

As it is closely related to the underlying community structure of a network,
the maximum achievable value for Q is not absolute but topology dependent. The
advantage of this metric is that it does not require a reference assignment to compare
to but, unfortunately, it does not quantify the distance to an optimal assignment and
does not measure the robustness of the assignment to small network changes.

Whenever a natural or predefined assignment exists for a network, many other
metrics have been developed to estimate a normalized distance between the given
and the computed classification. In [11], Danon et al. introduced the normalized
mutual information (NMI) measure based on information theory. This normalized
metric evolves between 0 when computed (C ) and predetermined (C 0) assignments
are independent, and 1 when they are identical. The NMI is defined as such:

In.C; C 0/ D 2I.C; C 0/
H.C / C H.C 0/

D 2.H.C / � H.C jC 0//
H.C / C H.C 0/

: (3.2)

Nodes to group or split are chosen using similarity, betweenness [30], or extremal
optimization [13]. Alternative approaches are based on spectral properties of the
graph, Laplacian matrix [12] for instance, or on information theory principles, like
in the INFOMAP algorithm presented in [33].

A good comparison of those centralized algorithms can be found in [11] or in
[24]. They generally perform very well, achieving high modularity values on both
unit and weighted graphs. However, their iterative nature and their requirement
for a centralized computation using a global knowledge of the graph make them
hardly applicable to dynamic networks. For the provided solution to be correct, each
algorithm shall be run until convergence at each modification of the graph, due to
simple or metadynamics, making the required complexity soar.

Algorithms relying only on local information have also been proposed in order
to improve the memory efficiency of community detection. In [37], the authors
use a cached table representing the network structure and allowing information
processing at each vertex to be in O.1/ time complexity. In their proposal [36],
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Wan et al. use a variation of the L-shell algorithm introduced by Bagrow and
Bollt in [3] to iteratively add nodes to a community. They start from the shell
origin until the number of added adjacent vertices goes below a given threshold.
In [35], the authors introduce the notions of vertex intensity (sum of weights of all
its attached edges) and vertex contribution to a community C (as the ratio of the
sum of weights of all its edges to adjacent vertices in community C over its total
intensity). They then proceed to a greedy agglomerative algorithm, starting with the
edge of highest contribution. All those algorithms, however, require at some point
node coordination or global network knowledge, which is not suitable for use in ad
hoc networks.

Distributed Algorithms for Static Networks

Decentralized algorithms appear among most recent contributions to the commu-
nity detection problem. We distinguish here between epidemic label propagation
algorithms, where each vertex is responsible for its assignment, and individual
or agent-based algorithms, where distributed agents (possibly distinct from the
network vertices) are in charge of mining the social structures.

Epidemic Label Propagation Algorithms

In [32], Raghavan et al. introduced the epidemic label propagation principle for
community detection. In this model, the current community of a vertex u is identified
by a label (integer, string, etc.) C.u/ chosen in the space of labels C . Vertices either
synchronously or asynchronously beacon their label to their adjacent nodes. Then,
each vertex adopts the same label as the majority of its neighbors. The behavior
generated by this algorithm is depicted in Fig. 3.2.

While directly inheriting from the vertex community definition given in [16],
this algorithm is proven to generate label oscillation (subsets of vertices alternating
between several different community labels) when run synchronously [32] and to
form monster communities that plague an extended amount of nodes [25].

In order to address the latter effect, Leung et al. refined this algorithm in [25].
Their version includes a hop attenuation factor ı that fades the infection power
of a community and a node preference function (the authors suggest the node
degree) weighted by a parameter m. Presented experiments show that the parameter
combination .ı D 0:1; m D 0:05/ yields the best results, according to the authors’
test cases.

The existence of those fixed parameters may not guarantee that this algorithm
will perform efficiently whatever the underlying network topology, especially
when it is changing, like in dynamic networks with heterogenous mobility. Be-
sides,whether the hop attenuation may limit the creation of monster communities,
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Fig. 3.2 Principle of the epidemic label propagation algorithm

it also limits the natural span of a label around an arbitrary center. Achieved
community assignment might therefore be far from optimal.

Agent-Based Algorithms

In a more recent article, Bo et al. present a distributed autonomy-oriented algorithm
for the community assignment problem [38]. In their approach, a set of autonomous
agents is spread over the graph to mine. In their paper, one agent is placed
inside each vertex of the graph. Each agent iteratively builds a view, initialized
to its set of adjacent vertices which will converge to the set of vertices of its
community. Each agent repeatedly evaluates its view (computing a similarity
measure resembling the one presented in [19]), shrinks its view (by deleting from
the view vertices whose similarity is below a certain threshold), enlarges its view
(by adding two-hop adjacent vertices to its view), and balances (i.e., normalize
the similarities) its view. The algorithm converges to the generation of an overlay
network composed of all the agent views, where each community is represented by
a nonoverlapping clique.

Although its operation is fully distributed and might perform correctly over
a dynamic graph, no detail nor experiments are provided in the corresponding
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publication. Furthermore, the presented configuration of the algorithm (one agent
residing on each of the graph vertex) is very similar to the approach used by epi-
demic label propagation algorithms. Besides, as communication with nonadjacent
vertices is required when the view is enlarged, the algorithm is more subject to the
limited path reliability of dynamic networks.

Centralized Algorithms for Dynamic Networks

In [4] and [34], Berger-Wolf et al. presented a framework for community identi-
fication in dynamic social networks. This work, adopting an optimization-based
approach for the problem, is the first major contribution focusing on the impact
of dynamic network evolution on social mining.

Assuming that time is discrete, they build an undirected graph G representing the
evolution of the assignment of individuals in groups (nonempty and pairwise distinct
sets of individuals) over time. A group gj;t is defined so that every individual of gj;t

is not interacting with any individual of group gj 0;t at time t , for all j 0 ¤ j .
Then, they build a graph where there is a vertex vi;t for every individual i at

time t , and a vertex gj;t for each group existing at time t . Edges are drawn between
all (vi;t , vi;tC1) pairs, linking two successive representations of the individual, and
between each individual and its group at time t , connecting vi;t to gj;t if and only if
vi;t 2 gj;t .

Finally, the optimization problem is to find a valid graph coloring (i.e., where
no two groups g and g0 share the same color at any time t) minimizing total
cost. Costs are introduced to penalize individual or group actions deviating from a
virtuous behavior, like an individual changing its color (i.e., community affiliation),
or individuals sharing the color of an incorrect group.

The authors reckon this problem as NP-complete and APX-hard [34] and propose
a set of heuristics, such as individual coloring, group coloring, or greedy heuristics,
to solve it. However, the building of the interpretation graph G requires a global
knowledge of not only the topology but also the complete history of the graph until
time T where the computation happens.

While this approach appears as particularly efficient for a posteriori social
analysis of dynamic graphs, it is not suitable for distributed communication graphs,
where decisions shall be taken on line and with a locally limited knowledge in the
space and time dimensions.

Distributed Algorithms for Dynamic Networks

In [6], Bertelle, Dutot et al. used an individual-based approach to determine
communities (referred as organizations in the publication). The algorithm simulates
several colonies of ants, each having a distinct color, whose members iteratively
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travel along the edges of the graph. At each pass, each ant marks the traversed edge
with a given amount of pheromone of its color. Ants avoid hostile edges that are
marked with large amount of pheromones from a different colony and can flee to
different zones of the graph, if their surrounding environment is judged too hostile.
The different groups of ants tend to colonize different areas of the graph that are
bounded by drops in the link density. Each ant colony hence dominates a different
community, or organization, in the graph.

This approach is really interesting as it inherently manages the dynamics of the
underlying graph: changes in the topology will change the hostility level of the
environment and allow or prevent ants to explore and maybe colonize new areas
of the graph. However, in this algorithm, the number of detected communities is
equal to the number of ant colonies introduced in the computation. An estimation
or an a priori knowledge of the number of communities in the graph is therefore
required for results to be significant. This estimation may be hard to obtain or even
irrelevant as the graph dynamics may make the expected number of communities
vary over time.

Distributed Techniques for Dynamic Networks

In the previous section, we have seen that none of the existing techniques and
algorithms used so far in social network analysis suited the specificities and design
requirements of dynamic networks.

Particularly, we have seen that no decentralized solution presented in the
literature, although being the only applicable approaches suitable for such networks,
was correctly integrating local information about the network history and topology.

However, this is required to dynamically construct meaningful structures and
continuously adapt them to account for the evolution of the network and the impact
of its past states. This requires an improved constructive mechanism (to prevent
the monster community effect and improve robustness of the structure, in the sense
given by Siegel et al. in [1] and studied for community detection in [23]), an efficient
organization mechanism, but also a dedicated mechanism to cope with the changes
in topology and characteristics of the network.

We will present examples of distributed solutions for those challenges, based
on the SHARC (Sharper Heuristic for Assignment of Robust Communities) dis-
tributed community assignment algorithm. The original SHARC algorithm was first
introduced in [19] and proposed an improved distributed constructive mechanism.
We complement it here with novel solutions dedicated to operation on dynamic
networks.
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Improving Distributed Community Detection

The limited performance of traditional epidemic label propagation algorithms can
be explained by their limited use of simple information about the adjacent vertices
only. However, it has been reckoned in several fields [7,10] that the tendency to join
a community depends not only on the number of connected peers already in this
community, but also crucially on how these peers are connected to one another [2].

To express this dependency, we will use the concept of common adjacent vertices
set, or neighborhood similarity, as heuristic in the community assignment process.
This requires each vertex to know not only its set of adjacent vertices, but also the
relations (or connections) of those vertices. This principle is referred as two-hop
neighborhood knowledge. Such heuristic will allow to make the mining sharper and
more robust to network changes.

Neighborhood Similarity Measure

While studying relationship networks, sociologist Granovetter isolated the relation
between community structures in those networks and the predominance of closed
triads in relationships [17]. If A is a friend of both B and C , then B and C are also
very likely to be friends. Triads not respecting this closure rule explain the existence
of links between communities.

Let N be a network of n vertices and m edges. We denote N.u/, the neighbor-
hood of vertex u, i.e., all the vertices v 2 N that are adjacent to u, and jN.u/j its
cardinality, i.e., the degree of vertex u.

As a consequence of the triadic closure rule, two neighbor vertices, u and v of
the network N , belonging to the same social structure C.u/ D C.v/ D c 2 C
both have a high link density with other vertices of c and should hence have a more
similar set of adjacent vertices than with a given vertex w, not belonging to c. The
size of this common adjacent vertices set can be used to assess the likelihood of both
u and v belonging to the same community. However, it needs to consider the ratio
of common neighbors over the total node degree in order not to favor high degree
nodes.

Therefore, we propose the following definition of the neighborhood similarity
measure nsim that is defined for any vertices u 2 N of degree at least 1 v 2 N.u/ as

nsim.u; v/ D 1 � j.N.u/ n N.v// [ .N.v/ n N.u//j
jN.u/j C jN.v/j : (3.3)

We have designed this metric so that it respects the similarity set measure
properties introduced in [4]. This allows to inherit interesting properties on the
evolution of this metric after the removal of an edge based on his relative position
and, as a consequence, on the evolution of the choice of the community to join.
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Algorithm 1: Neighborhood similarity measure (NS)
Input: Vertex v, N.v/, C D fcjC.w/ D c; 8w 2 N.v/g
C.v/ = vI
CommunityScore = [];
MaxScore = 0;
for each w in N(v) do

CommunityScore[C.w/] += nsim.v; w/;
if CommunityScore[C.w/] > MaxScore or
(CommunityScore[C.w/] D MaxScore and
RandomTieBreakIsWon() ) then

C.v/ D C.w/;
MaxScore = CommunityScore[C.w/];

end
end
Output: C.v/, MaxScore

The neighborhood similarity linearly varies between 0 when the assessed nodes
have no neighbor vertex in common and 1 when the neighborhoods are identical.
It is a normalized value which does not favor high- or low-degree vertices. This
measure is also symmetric for any pair of adjacent vertices of the network N .

The computation of the neighborhood similarity measure is based on simple set
operations and can be implemented in linear time (using sorted lists for instance).
Therefore, this method is running in O.�/, where � is the network average
degree. An implementation of the neighborhood similarity measure is presented in
Algorithm 1.

Community Assignment Using Neighborhood Similarity

Neighborhood similarity can be used as a simple extension of the epidemic label
propagation-based algorithm: each neighboring vertex v contributes to the count of
its community label C.v/ at node u to the extent of its neighborhood similarity with
the vertex u. Then, node u will adopt the label of the community c 2 C with the
highest label count, as shown in Eq. 3.4:

C.u/ D arg max
c2C

X

v2N.u/
C.v/Dc

nsim.u; v/ : (3.4)

This heuristic therefore strengthens the gap between community counts as it
considers both the number of neighboring vertices with this label and their value
in terms of neighborhood similarity, which is high for tightly interconnected nodes.
This is the principle of the original SHARC algorithm introduced in [19], and its
implementation is presented in Algorithm 2.
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Algorithm 2: Sharper Heuristic for Assignment of Robust Communities
(SHARC)

Input: N
while not TerminationCondition() do

S = Shuffle(fv 2 N g);
for each v in S do

(C.v/, MaxScore) = NS(n);
Strength(v, C.v/) = MaxScore / Degree(v);

end
end

Community Organization Mechanism

Determining a coherently placed center of the social structure is important as
this node can then serve as an efficient bridge from the ad hoc community to an
infrastructure network, collecting, merging, and reporting information.

A good candidate for playing this role is the community center in the sense
of proximity centrality. This center is characterized by having the lowest average
shortest path to all the other nodes of the community. However, computing this
metric is hard to achieve in a dynamic and distributed environment.

In epidemic label propagation algorithms, nodes join a community by adopting
the label shared by one of their adjacent vertices. We can hence introduce the notion
of originator as the node that propagated its original label to all the nodes of its
current community. However, the position of the originator is fixed and mainly
depends on the order in which nodes update their community assignment. Therefore,
originator and center position will likely not match, especially when the structure
evolves over time.

A possible solution is to dynamically update the position of the originator so that
it is always placed far from the community boundaries in areas where the density
and reliability of the connections between vertices are high.

Based on the community assignment rule presented in Eq. 3.4, we can also define
by extension the community score, which reflects, for any vertex u 2 N assigned
to community C.u/, the total count achieved by this community:

score.u/ D
X

v2N.u/
C.v/DC.u/

nsim.u; v/ : (3.5)

The value of the community score reflects the strength with which the considered
vertex u is tied to the community C.u/. Simple graph considerations can show that
nodes placed inside their community (i.e., having no edge to the outside of their
current community) will tend to have a higher score than nodes placed at the border
of their community. Passing the originator role to nodes with higher scores is hence
a first step to place it closer to the community center.
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Algorithm 3: Local-optimum-favored weighted random walk
Input: Vertex u, N.u/, currentOriginator, score.u/, S .u/ D fsjs D score.v/; 8v 2 N.u/g
nextOriginator = currentOriginator
if IsOriginator(u) then

nextOriginator = u
if max S .u/ <D score.u/ or
randomUniform(0, 1) < max S .u/=score.u/ then

random = randomUniform(0,
P

v2N.u/ score.v/)
for each v in N.u/ do

if random <D score.v/ then
nextOriginator = v

else
random = random - score.v/

end
end

end
end
Output: nextOriginator

The community score is computed using local information (the information scope
is limited to the two-hop neighborhood); hence nodes have no knowledge whether
the chosen originator is a local or a global strength optimum over the community. It
is therefore very likely that the procedure described above will converge to a node
with a community score locally optimal.

In order to address this effect, it is required to add diversity to the path followed
by the originator role but without passing it to weakly assigned nodes. We therefore
implemented a local-optimum-favored weighted random walk mechanism.

This algorithm described in Algorithm 3 performs as follows. If the node is
a local community score optimum, then it only passes the originator role with a
probability equal to the ratio of the highest score found in the adjacent nodes over the
score of the current node: this is the local optimum favor phase. If the current is not a
local community score optimum, or if the local optimum has chosen to pass the role,
then a weighted random walk is applied: adjacent nodes with a higher score are more
likely to be selected to become originator (as detailed in Algorithm 3). Note that if
a node leaves its current community, it automatically loses its originator status.

Link Importance Estimation

The relative importance of links shall be introduced to modulate the contribution of
each node, based on the stability and lifetime of relations with the other entities of
the social structure, reflecting the past history of the network.

As we operate in a heavily constrained dynamic system, it is required that
the value of links is estimated independently by each entity, with minimum node
coordination, using local information and minimizing computational and memory
requirements.
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In Eq. 3.4, in order to consider the importance of links in the community
assignment process, we propose to substitute the neighborhood similarity measure
(defined in Eq. 3.3) by the weighted similarity measure, defined for each node
u 2 N of degree at least 1 and an adjacent vertex v 2 N.u/:

nw;sim.u; v/ D nsim.u; v/ � Osu.v/ ; (3.6)

where nsim.u; v/ is the neighborhood similarity measure as defined in Eq. 3.3 and
Osu.v/ is the stability estimator of the edge between u and v at vertex u.

The use of this estimator (instead of referring directly to the stability measure
value of the edge) allows to keep the different weighted similarity measures
consistent to what is the current stability state of a vertex neighborhood: a given
absolute stability value s might, at different instants, be considered as corresponding
to a really stable or really unstable edge, depending on the value of the other
incoming edges.

We therefore propose the following computation formula for the stability
estimator:

Osu.v/ D wvu
P

n2N.u/ wnu
; (3.7)

where wvu is the weight (reflecting the stability value) of the incoming edge from v
to u (which is equal to wuv if the graph is not directed). Note that this value is not
symmetric as Osu.v/ ¤ Osv.u/ in the general case. We therefore have a node-centric
stability estimation at each vertex of the graph.

As our algorithm uses beacon messages for the nodes to announce their identity,
current community label, and adjacent vertices set, the weight value of each edge
can easily be set using one of the stability metrics presented in section “Dynamic
Social Networks Specificities.” For instance, the age of a link can be estimated by
counting the number of consecutive beacons received from the corresponding neigh-
bor node. An illustration of the required beacon information is given in Fig. 3.3.

To account for some requirements in stability (e.g., the link shall live long enough
to establish a communication), a stability estimation threshold can be set, under
which value all estimators Osu.v/ are set to 0.

Finally, the community assignment rule presented in Eq. 3.4 and the community
score computation formula given in Eq. 3.5 can be rewritten as follows:

C.u/ D arg max
c2C

X

v2N.u/
C.v/Dc

nw;sim.u; v/ ; (3.8)

score.u/ D
X

v2N.u/
C.v/DC.u/

nw;sim.u; v/ : (3.9)
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Fig. 3.3 Example of beacon message to be used with SHARC
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(2)
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Fig. 3.4 Illustration of the wandering community effect

Social Structure Evolution and Split Mechanism

Many social mining techniques, especially distributed solutions, offer procedures
to generate and extend structures reflecting the social organization of the network.
On the contrary, few give incentives on when, where, and how reduce or split the
generated communities. However, due to the dynamics of the network, link density
may decrease in some areas of the community, requiring the structure to split into
different entities to maintain a meaningful assignment.

In [19], we have put into light the wandering community effect. Being a direct
consequence of the dynamic evolution of the network, it may cause a given set of
social structures irrelevant, as all entities keep on evolving over time. An illustration
of the wandering community effect is given in Fig. 3.4.
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Fig. 3.5 Assignment process with break mode

To cope with this effect, the implementation of a destructive mechanism is
required. We present here an example of such a break mode. Each originator
includes an increasing freshness counter value or a timestamp. Nonoriginator nodes
simply propagate the highest received value for this counter in their next beacon.
Whenever there is a split in a community, all the nodes not anymore connected to
the originator of their community will experience a stalling in their freshness and
reassign themselves to a different community label. The global behavior of the break
is summarized in Fig. 3.5.

This freshness propagation mechanism allows to detect the split of a community
in disconnected components. However, the connectivity of a dynamic network
could evolve so that all the nodes with same label still are in the same connected
component but that the link density distribution would require a subdivision in
different communities for the assignment to be meaningful. One can envision this
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case in the example of a conference where, after a general session, people would
move to attend separated tracks, still maintaining some connectivity between the
different rooms.

We therefore complement this approach by using a constrained propagation of
the freshness counter. Due to network dynamics, some community members or
intracommunity links may disappear, creating a zone of density drop. This area will
act as border between the subsets emerging from the current community. Nodes
around the density drop will experience an increased variance in the distribution of
neighborhood similarity among their adjacent nodes.

To detect this increase in the distribution spread, each node keeps an up-to-date
distribution of the computed neighborhood similarities, particularly their average
value and standard deviation. Adjacent vertices with a significantly low similarity
will be ignored in the freshness counter update process. We place the threshold to
the average value minus the standard deviation.

As a consequence, low-link-density barriers that may appear within a given
community due to network dynamics are considered as logical splits of the
community and will also trigger the regeneration of several community identifiers,
using the break mode.

Social Mining Performances

After detailing the principles governing novel techniques for social structure mining
in section “Distributed Techniques for Dynamic Networks,” we will now present
a thorough analysis of the performances of those solutions. We have chosen to
consider both static graphs (classical graphs from sociological studies or random
graphs used for benchmarking) and dynamic network scenarios.

We will focus our study on the techniques introduced in section “Distributed
Algorithms for Static Networks,” only approaches suitable in a dynamic environ-
ment that do not require a prior knowledge of the expected number of communities.
We will compare them with the new techniques introduced in section “Distributed
Techniques for Dynamic Networks.” As stated in section “Dynamic Social Net-
works Specificities,” we will analyze not only on topology-based metrics but also
measures evaluating the stability of the generated communities.

Experimentation Setup

All compared algorithms were implemented in Java, based on their description
found in the literature. We used GraphStream [14], a dynamic graphs simulation
library, to manage the various graphs topology, dynamics, and properties.

In order to ensure the statistical confidence of our results, each unique simulation
configuration (unique graph instance, unique algorithm, unique set of configuration
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Table 3.1 Comparison of
maximum achieved
modularity Q by various
algorithms on the “karate”
network

Algorithm Year Max. Q Type

Newman [30] 2004 0.381 Centralized
Donetti et al. [12] 2004 0.412 Centralized
Wang et al. [37] 2007 0.4188 Local
Wan et al. [36] 2008 0.488 Local
Tian et al. [35] 2009 0.564 Local
Raghavan et al. [32] 2007 0.4151 Distributed
Leung et al. [25] 2008 0.3718 Distributed
SHARC [18] 2009 0.4151 Distributed

parameters), we run 20 simulations using different seeds for the initialization of
the random number generator governing stochastic aspects of the algorithms or
event management. We provide statistical estimators (average, standard deviation,
minimum, maximum) for our results based on those different runs.

Static Networks

In this section, we will first put our results in perspective with local and centralized
algorithms in order to assess the gap with our decentralized approach. Then we will
compare our contribution with other similar algorithms also relying on epidemic
label propagation.

Comparison with Local and Centralized Algorithms

Although they are not directly applicable to ad hoc networks, we want to compare
the performance of our contribution with centralized and local algorithms used for
community detection. This allows to put our work in perspective with more generic
solutions recognized as valuable in the literature for this problem. For this purpose,
we will use the maximum modularity Q achieved on the Zachary karate club [39]
network. This metric and this network are the most used for comparison between
algorithms. The corresponding results are shown in Table 3.1.

It appears that SHARC achieves results comparable to, or better than, other
distributed algorithms. Besides, this algorithm outperforms early centralized com-
munity detection lgorithms, like those introduced by Newman [30] and Donetti et al.
[12].

Compared to local algorithms, i.e., greedy algorithms that mostly use local
information to perform their community assignment, the performance gap lies
between 1% and 33%, when compared to the most efficient algorithm. However,
as explained in section “Centralized Algorithms for Static Networks,” those local
algorithms assume, at some point of their execution, a global knowledge of
the network. This assumption makes them not suitable for networks where no
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global knowledge nor node coordination exists, like ad hoc networks. This results
corroborates the general observation that decentralized algorithms, based on a given
heuristic like SHARC, offer a suboptimal solution while comparing with results
from centralized algorithms.

Girvan-Newman(GN) Experiment

In this experiment, first presented in [30], we generated random networks composed
of N D 128 nodes, preassigned in four different communities composed of nc D 32

nodes. The average network degree is set to hki D 16. The node degrees follow a
power law distribution of exponent �1 D �2. Edges are created so that each node n

of degree kn has .1 � �t /kn links with other nodes of its community and �t kn links
outside its community. Sharpness of the assignment is assessed by increasing the
value of the mixing factor �t until the community structures are no longer properly
defined. This experiment will allow us to test the performances of the neighborhood
similarity of the SHARC algorithm, introduced in section “Community Assignment
Using Neighborhood Similarity.”

The topmost graph of Fig. 3.6 presents the average (with standard deviation as
error bars) achieved normalized mutual information (see Eq. 3.2) by the different
distributed algorithms presented in section “Distributed Algorithms for Static
Networks” for increasing values of �t . Dotted lines present the maximum and
minimum values. Those results show SHARC is able to maintain higher value
for average NMI, even when the community structures become less clear cut
(�t > 0:4). The asynchronous epidemic label propagation algorithm [32] performs
the poorest and presents the widest variation in its results, making it unreliable
for correctly detecting communities in any case. The synchronous epidemic label
propagation algorithm [32] and the algorithm presented by Leung et al. [25] perform
equivalently in average, with a wider variance in results for the latter.

When communities are not well defined anymore (�t > 0:7), SHARC results are
comparable with those of other algorithms.

A look at the evolution of the maximum community size, presented in the bottom
graph of Fig. 3.6, shows that SHARC good performances are explained by its ability
to longer bound the size of the communities to meaningful values. Thanks to the
neighborhood similarity metric, the assignment performed by SHARC is sharper.

It is also interesting to look at the spread of metrics on the different runs. It
appears that SHARC presents less standard deviation in its results. In particular, it
does not produce very low results in some configurations. SHARC is hence robust
against particular network configurations and initialization parameters.

Weighted LFR Experiment

In order to test algorithms that integrates link-reliability aspects in the community
assignment process, we will rely on the weighted version of the Lancicinetti-
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Fortunato-Radicchi (LFR) benchmark [24]. We will assume that the weight assigned
to each link reflects its stability level, as explained in section “Dynamic Social
Networks Specificities.”

In this test, networks of 5;000 nodes are generated with the tool provided by
the LFR benchmark authors [24]. The node degree distribution follows a power
law of exponent �1 D �2, and sizes of the communities also vary according to
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a power law distribution of exponent �2 D �1. In our experiments, average node
degree was set to hki D 20, maximum degree to 50. We also used two different
community configurations: S (small communities of size between 10 and 50 nodes)
and B (big communities composed of between 20 and 100 nodes). The link weights
were distributed with a power law of exponent ˇ D 1:5.

Nodes are also characterized by the mixing parameter, �t , which defines
the ratio between links they have outside and inside their community. We also
used the weighted counterpart of the mixing parameter, �w, comparing the total
weight of links outside their community to those inside the predefined community.
We set �t to 0:5 and made �w vary between 0:1 and 0:8 to assess the drop
of performance when intercommunity links become stronger. For each unique
parameter configuration, we have generated 10 different networks, and ran each
algorithm 20 times on each network, leading to a total of 200 unique simulations for
each algorithm.

In Figs. 3.7 and 3.8, we present results for the small- and large-communities con-
figurations. For assessment, we used one topological-only metric: the normalized
mutual information presented in Eq. 3.2, and one metric considering the stability
of the generated structures, the structure stability [31]. We provide the average,
standard deviation, minimum and maximum achieved values by each algorithm.

On both configurations (small and large communities), we observe that SHARC
performs well in terms of normalized mutual information, showing its ability to
correctly retrieve the reference assignment that was used to distribute link weights
on the graph, whether or not the distribution is clear-cut among communities. Note
that the epidemic algorithm of Raghavan et al., as it is unweighted, performs equally
poorly whatever the �t value. The algorithm of Leung et al., while efficient for low
values of �t , performs the worst for high values of the weighted mixing parameter.
This underlines the limitation of parameter-based approaches that may not yield
good results in different graph configurations.

By considering the stability of the generated communities, it appears that
SHARC is able to construct the most reliable structures (i.e., grouping the most-
weighted edges inside communities). Besides, our algorithm does not suffer any
performance drop for intermediate values of �t , showing its ability to automatically
adapt to changing network conditions.

Dynamic Networks

Although designed with a consideration of the stability of the generated commu-
nities, SHARC main objective is to operate on dynamic networks, such as the
one created by owners of handheld devices that will form and communicate in
a MoSoNet. Therefore, we also assessed the performances of SHARC on three
human- and nature-inspired dynamic scenarios.
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Fig. 3.7 Comparison of distributed community detection algorithms on weighted LFR with small
communities

Scenarios Descriptions

We propose to evaluate SHARC, along with the asynchronous and Leung epidemic
label propagation algorithms on two different scenarios, reflecting mobility of
human users in two urban contexts: a shopping mall and a highway section.
Both derive from the Human Mobility Model, introduced by Hogie in [21]. Their
particular characteristics are summed up in Table 3.2.
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Fig. 3.8 Comparison of distributed community detection algorithms on weighted LFR with large
communities

In this model, a mobile node n first chooses a destination spot d.n/ as the closest
element not contained in a list of recently visited spots VS.n/. The node then
move toward its destination spot, with a certain degree of random variation in its
direction. If all spots have been visited, then VS.n/ is emptied. The mobility traces
were generated using MadHoc [22], a MANET simulator providing an advanced
propagation model, with lognormal shadowing and terrain modeling: spots occupy
a given surface on the simulation area and also attenuate signal propagation.
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Table 3.2 Parameters of
the “mall” and “high-
way” scenarios

Parameter Mall Highway

Nodes 99 80
Playground (m) 300 � 300 750 � 900

Duration (s) 120 120
Iterations 480 480
Iterations per second 4 4
Mobility speed (km/h) [1;10] [70;140]
Avg. transmission range (m) 43 46
Avg. node degree 8 10
Avg. link lifetime (s) 48 3.4
Avg. link density (m�2) 5 � 10�3 6 � 10�4

In the shopping mall scenario, spots stand for shops, uniformly distributed over
the mall area. This scenario generates highly dense wide areas and allows to study
the behavior of protocols in dense network conditions.

The highway section environment is characterized by nodes moving at a very
high speed between a few number of spots (two in our tests). We have chosen
this particular scenario as it produces topologies where most links are organized
into chains of nodes moving in opposite directions, which favors domination of a
single community. As nodes move very fast, link duration is also very short. This is
therefore a very aggressive scenario to test the robustness of the algorithms.

Experimentation Results

Results for those two scenarios are given in Figs. 3.9 and 3.10, respectively. While
considering the topological quality of the performed assignment (using modularity
results presented on the topmost graphs), it appears that SHARC achieves the best
results. The more demanding the scenario, the bigger the performance gap in favor
of our algorithm (this is especially true in the highway scenario which involves
vehicular mobility and very sporadic connections between cars going in opposite
directions).

The good performances of SHARC are explained by looking at the number of
communities generated by the algorithms during the different scenarios (plotted in
the middle graphs of Figs. 3.9 and 3.10). The constrained freshness propagation
regeneration mechanism of SHARC is able to detect local drops of link density,
initiate the construction of new structures within a community, and hence maintain
the number of communities to a meaningful level. Other algorithms still suffer from
the wandering community effect [19] that causes quick drops of community labels
diversity.

Besides, the community generated by SHARC is also the most reliable. In those
experiments, we used the age of the communication links as stability criterion. As
shown on the bottom graphs of Figs. 3.9 and 3.10, the communities constructed by
SHARC are so that the average stability of interstructure edges, ages is the highest:
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our algorithm really favors the construction of structures where vertices are densely
and reliably connected. On the contrary, intercommunity edges are most of the time
short-lived.

Conclusion

After defining in more details the concept of mobile social networks as a subclass
of ad hoc networks, we have viewed why and how they could benefit from social
network analysis. By mining the inherent social structures within those networks,
their sporadic wireless communication links can be efficiently used to deploy next-
generation social applications, supporting group interaction between the networked
mobile users.

However, the dynamic nature of those network makes it impossible to rely on
the traditional social network analysis techniques. Those methods either rely on
a global knowledge of the graph topology, which is hard to achieve in ad hoc
networks, or do not consider all the dynamic aspects (simple and metadynamics)
of the environment. We have also underlined that distributed algorithms, despite
their weaker dependency on the required information about the graph, also fail to
capture the evolution of the social structures and to provide meaningful results over
time.

Basing our discussion on epidemic label propagation, one of the simplest
distributed social structure mining technique, we have illustrated that the addition
of several novel techniques makes it possible to significantly improve the quality of
online social network analysis over dynamic mobile communication networks.

Those techniques help in increasing the sharpness of the social groups identifica-
tion, integrate an incentive to create the most stable structures, and finally implement
a destructive mechanism to keep the generated entities coherent with the current
network topology and its evolution. There are also computationally efficient in
order to keep up with the implementation constraints that exist on battery-powered
handheld communicating devices.

Finally, experiment showed that those techniques provide a network analysis
quality comparable to centralized solution on static graphs and perform way better
than other decentralized solution on benchmarking or social-inspired dynamic
scenarios.
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Chapter 4
Detection and Interpretation of Communities
in Complex Networks: Practical Methods
and Application

Vincent Labatut and Jean-Michel Balasque

Abstract Community detection, an important part of network analysis, has become
a very popular field of research. This activity resulted in a profusion of community
detection algorithms, all different in some not always clearly defined sense. This
makes it very difficult to select an appropriate tool when facing the concrete task of
having to identify and interpret groups of nodes, relatively to a system of interest.
In this chapter, we tackle this problem in a very practical way, from the user’s
point of view. We first review community detection algorithms and characterize
them in terms of the nature of the communities they detect. We then focus on the
methodological tools one can use to analyze the obtained community structure, both
in terms of topological features and nodal attributes. To be as concrete as possible,
we use a real-world social network to illustrate the application of the presented
tools and give examples of interpretation of their results from a Business Science
perspective.

Introduction

Network modeling has been used for years in many application fields: biological,
social, technological, communication, and information (see [1] for a very com-
prehensive review of applied studies). The necessity to focus on some parts has
appeared quite soon, for instance, in sociology [2] and was initially performed
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34357 Ortaköy/İstanbul, Turkey
e-mail: vlabatut@gsu.edu.tr

J.-M. Balasque
Business Science & Marketing Department, Galatasaray University, Ç{rağan Cad. No:36,
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manually, with a qualitative approach. However, this type of analysis changed
radically during the last decades, with the coming of the information age, when
technology provided scientists with means to store, access, and take advantage of a
very large amount of data (databases, internet, computing power). The analysis of
very large networks became possible, provided appropriate techniques were used.
Network analysis took a quantitative turn, which initiated a very creative phase,
leading to the development of powerful tools.

Large real-world networks are characterized by a heterogeneous structure, which
leads to particular properties. Various subfields of network analysis focus on
different properties: efficiency of information propagation, robustness, stability,
synchronization, etc. [1]. In particular, an heterogeneous distribution of links often
leads to a so-called community structure [3]. A community roughly corresponds to a
group of nodes more densely interconnected, relatively to the rest of the network [4].
Note this concept has been translated into different more formal definitions, which
we will review later in this chapter. The way such a structure can be interpreted
is obviously dependent on the modeled system. However, independently from the
nature of this system, the study of communities constitutes a mesoscopic analysis,
complementary to the microscopic (node-wise) and macroscopic (network-wise)
approaches one can also adopt. Because of this intermediary position, the com-
munity structure conveys some very important information, necessary to the
good understanding of the system [5]. Consequently, detecting communities is an
essential part of modern network analysis.

In this chapter, we focus on this task with a very practical and operational
approach and adopt the user’s point of view. To our opinion, someone willing
to perform community detection on his data needs to answer three important
questions: Which algorithms should I apply? How will I compare their results?
How will I interpret the obtained communities? As stated before, networks are
used in many application fields. However, modern community detection tools
have not significantly penetrated certain research areas yet. We believe one of the
reasons for this is the profusion of tools and the lack of information regarding
their similarities and differences, which underlines the importance of our first
question. Most articles present new community detection algorithms and compare
them to existing ones, using real-world and artificially generated data. However,
the algorithms are generally compared only in a quantitative way, relying on some
performance measures [6]. Yet, algorithms rely on different formal definitions of
what a community is. It therefore seems incomplete, or even unfair, to compare
algorithms which do not actually try to detect the same objects. Moreover, once
communities have been identified, one wants to give them a meaning relative to the
studied system, and this task is largely dependent on the selected algorithm.

We aim at offering the user the information he needs to determine which
algorithms are adapted to his data, apply and compare them, and interpret their result
in meaningful terms, relatively to the applicative context. As an illustration, we will
apply the described methods to some data describing a population of 552 university
students. These data were gathered during a survey performed in the Galatasaray
University at Istanbul, Turkey [7]. Its goal was to retrieve the information needed
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to extract a network representing the students’ social interactions and perform an
analysis of their purchasing behavior. Thus, besides the social network itself, the
data include a whole set of nodal attributes describing factual (age, gender, clubs
membership, etc.), behavioral (perceived actions in terms of human interaction
and purchasing behavior), and sentimental (personal thoughts and feelings relative
to university, friends, desires, favorite brands, etc.) information. In this chapter,
however, we do not mean to conduct an exhaustive analysis of these data, but simply
to use them as a practical example (cf. [7] for the details regarding the survey and
this analysis).

The rest of this chapter is organized as follows. Section “Community Detection
Process” is dedicated to community detection algorithms: we describe their proper-
ties, how to compare their results, and how to select the most relevant community
structure. In section “Interpretation of the Communities,” we show different types of
analysis oriented toward the interpretation of the community structure. We focus on
different methods allowing to characterize communities, based on both topological
information and nodal attributes. Finally, we conclude by mentioning alternative
methods which we could not describe in details.

Community Detection Process

Our goal in this section is first to review the existing community detection methods
from a user’s perspective. Usually, these algorithms are presented from an author’s
perspective, with emphasis on process, performance, and computational cost [6].
However, the community detection problem is known to be ill-defined [3, 5, 8, 9],
which is why so many different algorithms exist: they do not define the concept of
community in the same formal way. They consequently do not necessarily detect the
same communities. Under these conditions, comparing raw performances obtained
from different algorithms seems very little relevant.

We think the final user is basically interested in three properties. First, the type
of information the algorithm is able to process. Indeed, there are various ways
of describing a network and one can embed different sorts of data: link attributes
(weights, directions), node attributes, different classes of links (multiplex networks)
or nodes (n-mode or multipartite networks), temporal information, etc. The user
may want to select a method able to take advantage of all the available data. In this
chapter, we decided to focus on attributes.

Second, the kind of community structure the algorithm produces. One generally
distinguishes partitions and covers, i.e., mutually exclusive and overlapping com-
munities. We decided to focus on the former, because only a few algorithms are able
to identify covers already. Most algorithms output a single partition, but some of
them are able to produce a collection of community structures estimated for different
granularities. In the case of hierarchical algorithms, communities belonging to
neighboring granularities are hierarchically related. In a given level, communities
may correspond to the merging of several lower level communities, while being a
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part themselves of larger communities in the upper level. Multiresolution methods
also estimate the community structure at different granularities, but without looking
specifically for hierarchical relationships between them. They either scan automati-
cally various scales or allow to specify them parametrically [10].

Third, the nature of the communities the algorithm is able to identify. As stated
before, there are many ways to define formally what a community is. Yet, this
concept is at the center of the analysis and is therefore of utmost importance. The
user should select his tool mainly based on this feature.

In order to give the user all the information he needs, we reviewed community
detection methods according to the three properties we mentioned. Note excellent
reviews exist, which describe in great details the points we chose to ignore here
[3, 8, 9, 11]. The rest of the section is more practical. We present a list of publicly
available tools and summarize their features in the previously mentioned terms. We
then consider the very common case where one could estimate several community
structures for a network of interest. We present various ways to tackle the problem of
selecting the most appropriate community structure depending on the user’s criteria
and objectives.

Concept of Community

A very widespread informal definition of the community concept considers it as
a group of nodes densely interconnected compared to the rest of the network
[3, 8, 9, 11]. In other terms, a community is a cohesive subset clearly separated
from the rest of the network. Formal interpretations try to formalize and combine
both these aspects of cohesion and separation. Note this definition is not always
explicit: procedural approaches exist, in which the notion of community is implicitly
defined as the result of the processing. Although it is not always straightforward to
categorize the definitions, we regroup them in four classes: density-, pattern-, node
similarity- and link centrality-based approaches. The last subsection is dedicated to
methods which did not fit in the previous definitions.

Density

A whole family of formalizations is based on a direct translation of the informal
community definition given above. The general approach consists first of specifying
two distinct measures to assess separately cohesion and separation, and then in
defining a global measure by considering their difference or ratio. For instance,
Mancoridis et al. [12] defined their intra-connectivity and inter-connectivity to
measure the cohesion and separation of a community, respectively. The former
is simply the regular density processed when considering only the links located
inside a community, i.e., connecting two nodes belonging to the community. The
latter is the density processed when considering only the links between a pair of
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communities. Let us note nc the number of nodes in community C, and mCD the
number of links between communities C and D. Then, for an undirected network,
community C intra-connectivity is

AC D mCC

nC .nC � 1/ =2
(4.1)

and communities C and D inter-connectivity (C ¤ D) is

BCD D mCD =nCnD : (4.2)

Mancoridis et al. proposed to quantify the quality of a whole community structure
by considering the difference between these measures averaged over the network
(i ¤ j):

MQ D hAi i � ˝
Bij

˛
: (4.3)

Fortunato gives a different definition of the inter-connectivity in his review [3], by
considering the links between the community of interest and the rest of the network:

B 0
C D

P

i¤C
mCi

nC .n � nC/
; (4.4)

where n is the total number of nodes in the network.
Instead of using the density measure, some authors represent cohesion and

separation in terms of internal and external degrees, respectively. The former
corresponds to the number of links a node has with other nodes from its community,
whereas the latter concerns the nodes located out of the community. If we note ki

the number of links a node has with some community i and if we consider a node
belonging to community C, then its internal degree is kC and its external degree isP

i¤C
ki . This led to the notions of weak and strong community [13]. The former is

characterized by the fact all of its nodes have a greater internal than external degree,
whereas the latter applies the same constraint to internal and external degrees of
the community as a whole. Certain algorithms are based, sometimes implicitly,
on the notion of strong community (or on a related definition), such as the Label
Propagation method [14].

Alternatively, in place of deciding what is and what is not a community, it is
possible to use these degrees to quantify how good a community is. The conductance
ˆC of a community C is the ratio of its external degree to the minimum between its
total degree and that of the rest of the network [15]. In the case of a community
much smaller than the network, it is therefore its proportion of external links:

ˆC D

P

i¤C
mCi

P

i

mCi

: (4.5)



86 V. Labatut and J.-M. Balasque

Although not explicitly, many algorithms optimize this quantity or one of its
variants [3], via spectral analysis of matrices derived from the adjacency matrix
[16], use of certain random walk-based distances, simulation of synchronization
processes, etc. Lancichinetti et al. defined a similar measure at the level of the node:
their embeddedness e corresponds to the ratio of the node internal degree kC to its
total degree k [5]:

e D kC =k : (4.6)

It can be averaged over the node community or the whole network, to assess the
quality of the community or the community structure, respectively. In the latter case,
the obtained measure is close to the coverage measure, which is the ratio of the intra-
community links to the total number of links in the whole network [3]:

CV D
X

i

mii

m
; (4.7)

where m is the number of links in the network.
Newman’s original modularity [4] can be viewed as a chance-corrected version

of the coverage considered at the level of the communities. Let us note qij D mij and
m, then the modularity is

Q D
X

i

0

B
@qii �

0

@
X

j

qij

1

A

2
1

C
A: (4.8)

First, the proportion of internal links in the whole network is processed over all
communities .

P

i

qi i D CV/, and then the corresponding proportion estimated for

a comparable random network is subtracted .
P

i

.
P

j

qij /
2
/. The null model used by

Newman is a randomly rewired version of the network of interest, with preserved
size (numbers of nodes and links) and degree distribution. Such a network is not sup-
posed to have any community structure because of the uniformly random rewiring.
Therefore, in order to have a significant community structure, the network of interest
is required to have a much greater proportion of internal links. The modularity is
certainly the most popular measure to assess the quality of a partition community
structure. Many algorithms were designed to optimize it, explicitly or not: spectral
approaches [17], random walk-based distances [18], genetic algorithms, greedy
approaches [4, 19–22], simulated annealing [23], mathematical programming [24],
extremal optimization, spin glass model [10], etc.

However, the modularity is known to have at least two important limitations.
First, its maximal value is not constant, and depends on the considered network
structure, which makes it impossible to compare modularity values between differ-
ent networks. It could be normalized using the maximal modularity of the associated
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null model, but this value is itself difficult to process [3]. Second, it has a resolution
limit, meaning it can detect perfectly valuable communities if they are smaller than
a critical size depending on the network itself [25]. Several extensions such as [10]
were developed to solve this problem.

Most density-based definitions have been extended for weighted and directed
networks (conductance [26], modularity [27, 28]). The extension is generally
straightforward, by considering strength instead of degree for weighted links, and by
distinguishing in- and out-degree for directed ones. The adaptation of the algorithms
is not always as simple though; for instance, spectral approaches are more difficult
to apply when the adjacency matrix is asymmetric, which is generally the case when
dealing with directed networks [26].

Pattern

Another way to define cohesion and separation consists of identifying maximal
subsets composed of small specific interconnection patterns, e.g., cliques. One
can consider a community to be either the largest identified pattern, or a set of
patterns with common nodes [3, 29]. This approach can be seen as more qualitative
than the density-based one, because it does not rely only on numeric values to
formalize these concepts. Separation is represented by the fact one is looking for
maximal subsets, which implies these are separated from the rest of the network.
The nature of this separation and the notion of cohesion both depend on the selected
interconnection pattern.

The most basic pattern one can use is the clique, a set of completely intercon-
nected nodes. Luce and Perry present a clique as a group of mutual friends [30].
The connectivity is complete and direct, i.e. for a set of n nodes, each node is
connected to the n � 1 other nodes from the clique, and is consequently at a distance
1 of anyone of them. However, a clique structure represents a strong constraint,
especially for real-world networks [3, 29]. For this reason, many partially relaxed
variants exist, which focus either on the complete or the direct aspects of clique
connectivity. The patterns called k-plex and k-core belong to the first kind. For the
latter, k represents the minimal number of neighbors a certain node must have in
the pattern [31]. On the contrary, for the former, it is the maximal number of non-
neighbors [32].

The concept of n-clique relaxes the direct aspect of clique connectivity: it does
not require all nodes to be connected by a direct link, but at least by a path whose
length is at most n [30]. However, this pattern is too relaxed and allows paths to go
through nodes located out of the n-clique, possibly leading to an n-clique made of
disjoint subsets of nodes. This, of course, is not compatible with the intuitive notion
of community, which implies connectedness. For this reason, another pattern called
n-clan was defined by adding a constraint on the diameter of an n-clique, stating it
should not be greater than n [33].

The approach can be extended to consider directed or weighted links. For
instance, an f -group is a maximal subset of weakly and strongly transitive triads.
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A triad is a set of three nodes, and it is considered as transitive if it is completely
connected (i.e., a three-node clique, or triangle). According to Hanneman, it is
strongly transitive if all three links have the same weight, and weakly transitive if the
link with the smallest weight is at least above a certain threshold [29]. Palla et al.
presented a clique-based method to process both directed and weighted networks
[34]. However, to our knowledge, no extension was designed to deal with individual
information (i.e., nodal attributes).

Most pattern-based algorithms are computationally demanding [3]. Although this
is a drawback in the context of complex networks analysis, due to their size, the
pattern-based approach still has an interesting advantage: it allows specifying more
precisely the internal structure of the communities. If any a priori knowledge of
the studied system is available, it is possible to use it to constraint the community
identification process. Of course, the pattern has to be chosen thoroughly: some
networks do not exhibit certain patterns. For instance, technological networks and
certain social networks do not contain many cliques [3].

Node Similarity

By using an appropriate similarity function, the topological notions of cohesion
and separation can be translated in terms of intra-community similarity and inter-
community dissimilarity. In other terms, a community is viewed as a group of
nodes which are similar to each other, but dissimilar from the rest of the network.
Once all node-to-node distances are known, detecting a community structure can
be performed by applying a distance-based classic cluster analysis algorithm [35].
Such a tool is designed to minimize the internal and maximize the cluster-to-cluster
distances. Depending on the desired output (overlapping vs. mutually exclusive
community, hierarchy of community), different clustering algorithms can be applied
[36, 37].

The strongpoint of this approach is the possibility to include any information
in the definition of the similarity function. Purely topological functions exist, such
as those based on structural and regular equivalence, which state two nodes are
similar if they share the same connection pattern to the same neighbors, or possibly
different neighbors, respectively. Structural equivalence can be quantified using, for
instance, Jaccard’s coefficient [38] (ratio of the intersection cardinality to the union
cardinality of two sets of interest) applied to both nodes sets of neighbors (other
methods exist, see [3]). If they are structurally similar, two nodes are supposed to
be close (and hence to belong to the same community) even if they are not directly
linked, because they are likely to be indirectly connected through their neighbors.
Note strict equivalence is sometimes too restrictive, and relaxed versions exist (cf.
the appendix of [39]).

Other topological functions rely on paths instead of direct connections. One can
consider the number of paths, or distinct paths (i.e. the same node or link does
not appear twice), or shortest paths between two nodes to assess their similarity:
the highest this number, the more similar the nodes. Some authors rather adopt a
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probabilistic approach, considering random walks. The expected path lengths can
be processed; for instance, the first passage time is the expected number of steps a
random walker would need to go from the source node to the target one [40], while
the commute time additionally considers the return time [41]. An alternative is to
consider instead the probability value itself: probability to visit the target node in a
given number of steps [42], probability to reach it before coming back to the source
[43], etc.

Finally, similarity can also be defined using both topological and individual
information. In [44], Handcock et al. make the assumption the nodes of a network
can be characterized by their location in an unobserved so-called social space. This
location depends on topological information and nodal attributes. Communities are
identified by clustering nodes depending on their distance in this social space.

Link Centrality

The concept of community can also be defined in terms of link centrality. There
are several definitions for this notion, but link centrality is basically related to two
properties: the number of pairs of nodes the link is connecting (directly or not)
and how likely these connections are to be used. Under these terms, links located
between communities are supposed to be very central, since they allow to connect
the nodes from one community to those from the other one, and there are only few
of them (by definition inter-community links are sparse) so they are very likely to be
used. On the contrary, the links located inside communities connect comparatively
few nodes (mainly those from the same community), and the community is supposed
to be densely connected, so many different path exist to connect two nodes, making
it less likely for a link to be used. In other words, the high centrality of inter-
community links and the low centrality of intra-community links relate to separation
and cohesion, respectively.

Tyler et al. explicitly defined a community as a set of nodes whose links centrality
must not be greater than a certain threshold [45]. They consider the most isolated
node a community can contain is a leaf (degree 1 node), whose only link has the
maximal centrality in this community. They consequently define their threshold as
the centrality exhibited by this link. The fact some node set contains a link more
central than this threshold means this link connects two subsets both larger than one
node. These subsets could be separated, leading to two communities.

Various edge centrality measures were defined using principles not unlike those
employed for path-based node centrality measures. Some of them are not adapted
to this case though: number of paths (generally infinite), distinct paths (inefficient
on degree 1 nodes). Girvan and Newman defined their edgebetweenness measure by
considering the total number of shortest paths going through a link [46]. They also
used the nondeterministic approach and defined a random walk centrality based on
the probability a link has to be passed by the walker, averaged over all pairs of source
and target nodes. The extension to directed links is straightforward (one consider
only directed paths). Newman proposed extensions of both measures for weighted
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links [27], by normalizing edgebetweenness with the considered link weight, and
by using weights to process the random walker transition probabilities. Although
not explicitly stated, the approach described in [47] is related to link centrality, this
time defined in terms of currents flow. The network is view as a resistor network
and inter-community links are characterized by significant voltage differences.

Radicchi et al. proposed an alternative link centrality called edge clustering [13].
It corresponds to the ratio of the number of existing cycles containing the link of
interest, to the number of possible cycles given the existing links. Therefore, unlike
betweenness centrality, a high value means here the link is likely to be inside a
community, since cycles are much more likely to happen there. The measure was
extended to weighted links similarly to what was done for the edgebetweenness, i.e.,
using a normalization based on the weight of the considered link [48].

Others

Certain definitions of the concept of community do not fit the classes we described
in the previous subsections. We present here only two of them, because they are used
in some of the publicly available algorithms we present in the following section. The
reader should notice other specific approaches exist, though (see [3]).

To define the concept of community, Rosvall and Bergstrom [49] do not use
an approach based on cohesion and separation like all the previous community
definitions. They adopt a data compression perspective and consider the community
structure as a set of regularities in the network topology, which can be used to
represent the whole network in a more compact way. The best community structure
is therefore the one maximizing compactness while minimizing information loss.
They implement this definition through the use of the mutual information measure
applied to different representations of the network based on the adjacency matrix
[49] and on a node nomenclature [50]. Ziv et al. adopted a comparable approach,
but used instead a diffusion process to represent the network [51].

Van Dongen proposed to simulate another kind of diffusion process in the
network to detect communities [52]. This approach relies on the transfer matrix
of the network, which describes the transition probabilities for a random walker
evolving in this network. Two specific transformations are iteratively applied on this
matrix. First, it is raised to some specified power, in order to get a transfer matrix
containing probabilities for longer paths. Second, each element in the matrix is
raised to some specified power, in order to favor the higher probability values, which
corresponds to nodes presumably belonging to the same community. The resulting
matrix is then normalized to get a new transfer matrix. Both steps are repeated until
convergence. The resulting matrix can be interpreted as the adjacency matrix of a
network with disconnected components. These correspond to communities in the
original network.
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Table 4.1 List of publicly available community detection tools and their main features

Name Input Output Community Complexity Impl.

Edge Betweenness [46] S, D H Link centrality O(n3) I, J
Zhou [40] S, W H Node similarity O(n3) A
Radetal [13, 48] S, W H Link centrality O(n2) A
Fast Greedy [4, 19] S, W H Density O(nlog2n) A
CommFind [16] S H Density O(n3) A
NetCarto [23] S P Density Param. dep. A
Wu-Huberman [47] S, W, D P Link centrality O(nlog n) J
WalkTrap [42] S, W H, M Node similarity O(n2log n) A, I
ITmod [51] S, W H Compression – A
Leading Eigenvector [17] S H Density O(n2log n) I
SpinGlass [10] S, W M Density Param. dep. I
Label Propagation [14] S, W P Density O(n) I
InfoMod [49] S P Compression – A
Wakita-Tsurumi [22] S H Density O(nlog2n) A
Agarwal-Kempe [24] S P Density ‚(n2) A
Louvain [21] S, W H Density O(n) A, I
MarkovCluster [52] S, W, D M Diffusion O(n3) A, G
VBmod [53] S P Density O(n2) A
InfoMap [50, 54] S, W, D H Compression – A
Multistep Greedy [20] S, W, D H Density O(nlog2n) A
TimeScale [18] S, W H, M Density – A
Jerarca [55] S H Node similarity O(nlog n) A

The inputs are simple (S), weighted (W), or directed (D) networks. The outputs can
be a simple partition (P), or a collection of partitions hierarchically ordered (H) or not
(multiresolution, M). Only the class of community definition is indicated, see the text
for more details. The complexities are expressed for sparse networks, i.e., the number of
links is of the order of the number of nodes (Param. dep. stands for parameter dependent).
Implementations can be author-made (A, see the text for details and URL) or belong to the
igraph library (I) [56] (R and Python languages), the Jung package (J) [57] (Java) or the
Gephi software (G) [58] (Java)

Publicly Available Tools

In this section, we present publicly available implementations of community
detection algorithms. Table 4.1 shows them in order of publication, with their
main features. A large part of these algorithms are dedicated to modularity
optimization. The first is Fast Greedy, a C implementation of a greedy approach
by Newman and Clauset [4, 19] (http://cs.unm.edu/�aaron/research/fastmodularity.
htm). It is able to process large networks; however, it suffers from a bias toward
large communities. Several variants were defined to correct this: Wakita-Tsurumi
[22] (Java implementation at http://ken-wakita.net/research/en/software), Multi-
step Greedy [20] (CCC implementation at http://www.biochem-caflisch.uzh.ch/
public/5). The Louvain algorithm [21] (CCC code at http://sites.google.com/
site/findcommunities) implements a different greedy approach designed for very

http://cs.unm.edu/~aaron/research/fastmodularity.htm
http://cs.unm.edu/~aaron/research/fastmodularity.htm
http://ken-wakita.net/research/en/software
http://www.biochem-caflisch.uzh.ch/public/5
http://www.biochem-caflisch.uzh.ch/public/5
http://sites.google.com/site/findcommunities
http://sites.google.com/site/findcommunities
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large networks. Newman also proposed his Leading Eigenvector algorithm [17]
to optimize modularity by applying a spectral approach on a specific matrix. The
NetCarto algorithm [23] (C code available on demand to its authors) implements
a simulated annealing approach, which allows it to get very close to the actual
optimum, but makes it in turn very slow. Reichardt and Bornholdt reformulated the
modularity optimization problem using a Spin Glass model [10]. Their approach
actually generalizes modularity in order to overcome its resolution limit, and let
the user specify a resolution parameter. With TimeScale [18] (CCC source code
available at http://www.lambiotte.be/codes.html) Lambiotte et al. proposed to apply
a related extension of the modularity on their Louvain algorithm. Finally, the version
of Agarwal and Kempe [24] (CCC and Java codes at http://www-scf.usc.edu/�
gaurava) adopts a mathematical programming approach to the same modularity
optimization problem.

Besides the modularity, other density-based definitions of the community con-
cept are used. CommFind adopts a spectral approach to optimize a partition quality
measure related to the conductance [16, 59] (C code at http://wdb.ugr.es/�donetti).
VBmod [53] (Matlab code at http://www.columbia.edu/�chw2) relies on a Bayesian
approach whose probabilistic model is related to the embeddedness measure. Label
Propagation [14] simulates the spread of values in the network until convergence
and identifies communities as sets of nodes associated to the same value. At the
end of the process, the value associated to a node is the majority one among
its neighbors, so this can be seen as a relaxed version of the strong community
concept [13].

Node similarity-based approaches are also fairly represented. WalkTrap [42] is
based on a random walk distance which considers the probability to go from one
node to another in a given number of steps. This parameter affects the resolution of
the resulting communities, so the tool can be considered as multiresolution. Zhou
also used a random-walk-based distance, but this time considering the excepted
number of steps to from one node to another [40] (Fortran implementation at http://
www.mpikg-golm.mpg.de/th/people/zhou). Jerarca [55] uses an original distance
definition based on the detection of patterns (CCC implementation at http://jerarca.
sourceforge.net). Three distinct distance functions with different computational
complexities are defined based on different patterns.

The EdgeBetweenness algorithm [46] was the first link centrality-based tool.
Radicchi et al. proposed a variant relying on their edge clustering measure [13, 48]
(C code at http://filrad.homelinux.org). Hu and Huberman used a different approach
based on currents flow [47].

Several approaches are based on a compression view of the community structure
(cf. section “Others”): InfoMod [49] and InfoMap [50] CCC implementations
are available at http://www.tp.umu.se/�rosvall/code.html (the latter was recently
extended to output dendrograms), whereas the Matlab code for ITmod [51] can
be downloaded at http://www.columbia.edu/�chw2. Finally, the diffusion-based
approach implemented in MarkovCluster [52] can be found at http://www.micans.
org/mcl (C code). An inflation parameter allows setting the granularity of the search,
making the approach multiresolution.

http://www.lambiotte.be/codes.html
http://www-scf.usc.edu/~gaurava
http://www-scf.usc.edu/~gaurava
http://wdb.ugr.es/~donetti
http://www.columbia.edu/~chw2
http://www.mpikg-golm.mpg.de/th/people/zhou
http://www.mpikg-golm.mpg.de/th/people/zhou
http://jerarca.sourceforge.net
http://jerarca.sourceforge.net
http://filrad.homelinux.org
http://www.tp.umu.se/~rosvall/code.html
http://www.columbia.edu/~chw2
http://www.micans.org/mcl
http://www.micans.org/mcl
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Pattern-based implementations are mainly used to detect cover and not partitions
(e.g., Cfinder [60]), which is why they are not represented here. Note some of these
algorithms are also very conveniently implemented in libraries dedicated to network
analysis, such as igraph [56] and Jung [57] (see Table 4.1), which gives the user a
uniform access to their functionalities.

Most of these algorithms were individually tested on both real-world and
randomly generated networks, and several review articles directly compared some
of them [6]. However, these performance assessments have to be considered with
caution. Concerning real-world networks, the reference communities have to be
manually defined and are therefore subjective. On the contrary, in the case of gener-
ated networks, they are objective because they are a part of the generative process.
However, this process itself is biased in direction of one definition of the community
concept (e.g., embeddedness for [6]), and the resulting benchmark therefore favors
algorithms based on the same definition. The only relevant comparison concerns
algorithms all based on the same community definition, like for instance the various
ways of optimizing the modularity.

Comparing Partitions

Thanks to the information provided in the previous sections, the user should be
able to choose an appropriate tool based on the data to process, the desired kind
of community structure, and most of all a relevant definition of the community
concept. However, various situations can lead to results taking the form of several
partitions, when one is generally interested in a single one. First, given the profusion
of algorithms, several of them might be adapted to a given study, probably resulting
in several different partitions. Second, even if a single algorithm is used, one can
obtain a collection of community structures if this algorithm has a hierarchical or
multiresolution output. In both cases, the user has to make a choice in order to select
the community structure he is going to interpret. In this section, we present methods
to make this choice.

Different Algorithms

In the case where one has several partitions coming from different algorithms, the
simplest way seems to be comparing the quality of the partitions through the use of
a quality measure, and ultimately selecting the partition with the highest quality.
However, different problems can arise. First, if the algorithms rely on different
community definitions, the quality measure, which has itself to implement such a
definition, will be biased toward certain algorithms. Second, even when comparing
algorithms using the same definition, e.g., modularity optimization methods, the
quality measure may present limitations. For instance, the modularity is known
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to have a resolution limit, which means it will disadvantage partitions displaying
communities below this limit, even if these are the actual communities.

A complementary approach consists of comparing the partitions themselves
instead of their qualities. The goal is then to assess how much algorithms agree
rather than to identify the best partition. This is particularly relevant in the context of
an exploratory analysis where one could not choose a community definition adapted
to his data and decided to use several algorithms based on various definitions. The
fact these algorithms identify similar partitions is a sign of the stability of the
community structure, whereas if they are very different, one should question his
results.

We propose to use the adjusted Rand index (ARI), which is rather popular in
cluster analysis. The original Rand index (RI) [61] is defined as

RI D a C d

a C b C c C d
; (4.9)

where a (resp. d) corresponds to the number of pairs of nodes belonging to the same
(resp. different) community in both partitions, and b (resp. c) to the number of pairs
whose nodes belong to the same community in the first (resp. second) partition,
whereas they belong to different communities in the second (resp. first) one. The
adjusted version [62] is defined as

ARI D RI � E

1 � E
; (4.10)

where E is the amount of similarity expected to be due to chance, estimated by
considering the products of marginals (E D (a C b)(a C c)/n2 C (b C d)(c C d)/n2).
The upper limit of this measure is 1 (the two partitions are exactly the same). The
value 0 indicates a partial overlap, equivalent to what would be observed if both
partitions were random (i.e. RI D E). Negative values indicate a strong divergence
between the partitions. Note there are other measures one can use to assess the
similarity of two partitions [3, 36]. We can also mention the normalized mutual
information, which has been used in recent community detection works [6].

As an example, we applied several community detection algorithms to our social
network of university students. Table 4.2 gives the ARI values for some of these
results. One can notice the maximal agreement is reached for the two modularity-
based algorithms (Fast Greedy and SpinGlass). Moreover, their ARI values when
compared to the other algorithms are very close, so we can conclude both partitions
are certainly highly similar. The other algorithms differ in the definition of
community they rely on, and this shows through the ARI values: InfoMod, with
its information theory-based approach, is isolated and largely disagrees with the
others. Although they do not use the same approach at all, Label Propagation
and MarkovCluster partially agree. Their partitions are nevertheless significantly
different from those estimated by the modularity-based approach.
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Table 4.2 Agreement measured by the ARI for a selection of community detection
algorithms

Algorithm Fast Greedy SpinGlass Label Prop. InfoMod MarkovCluster

Fast Greedy – 0.80 0.52 0.30 0.36
SpinGlass – – 0.57 0.26 0.40
Label Prop. 0.57 0.57 – 0.14 0.68
InfoMod 0.26 0.26 0.14 – 0.09
MarkovCluster 0.40 0.40 0.68 0.09 –

Different Granularities

Consider now the case where one wants to compare several partitions corresponding
to different granularities output by the same algorithm. If the algorithm is hierarchi-
cal, the agreement approach is not relevant, because agreement measures take the
hierarchical aspect into account, i.e., two partitions corresponding to different levels
in the same hierarchy will necessarily be very similar. The approach can be applied
to multiresolution outputs though, in order to check if the partitions obtained at
different granularities are really different. If they are similar, on the contrary, one
can conclude they are related by a partial hierarchical order.

In both the hierarchical and multiresolution cases, partitions can be compared
through their quality, like in the previous subsection. Moreover, here only one
algorithm is involved, so it makes sense to rely on the quality measure it optimizes.
However, not all algorithms use such a measure, in which case one has to select
a measure which would be compatible in terms of community definition. For
instance, using the modularity to select the best cut in a dendrogram produced by
the EdgeBetweenness algorithm seems rather inappropriate, because the algorithm
was not designed to maximize it. But there are not so many quality measures, and
in practice the modularity is used most of the time.

The partition quality is important, but is not necessarily the only criterion to
take into account. Indeed, one generally wants to identify a community structure in
order to subsequently interpret it. He will therefore be interested in the number of
communities and in their size: too large or too small values are likely to prevent any
meaningful interpretation. Alternatively, some knowledge concerning the studied
system might allow for the definition of preferences regarding these quantities.
Under these conditions, the selection of the most appropriate partition should result
from a compromise between the measured quality and the nature of the community
structure.

The partition quality measured over the dendrogram output by a hierarchical
algorithm often follows the evolution displayed in Fig. 4.1 for three hierarchical
algorithms we applied on our data. In particular, one may notice the partitions
surrounding the partition of maximal quality (dotted line) have very similar
quality themselves. This situation is favorable to the compromise we mentioned,
because it supports the selection of a neighboring partition without losing too
much quality. Suppose we want to select a partition containing fewer communities
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than the optimal one, i.e., a partition located a few merges away. We have to
consider candidates relatively to two criteria: the loss of quality compared to the
maximal quality partition and the number of nodes concerned by the merges. This
optimization problem is extremely context-dependent, and it is therefore difficult to
propose a general method. A reasonable approach consists of defining two limits
based on the modeled system and the user’s objectives: first the maximal acceptable
loss in quality and second the maximal size allowed for a merged community.
The user can then select the partition with fewest communities respecting both
constraints. Let us consider the hierarchy estimated by Fast Greedy on our data.
The best partition has 22 communities, with a modularity of 0.8780. Suppose we
allow a quality loss of 0.01 and the merge of communities representing up to 5%
of the network nodes. Then we could select the 13-community partition, with a
modularity of 0.8696 (loss 0.0084), the largest community merged containing 4.2%
of the nodes.

Interpretation of the Communities

Community detection is not an end in itself: once communities have been identified,
one wants to understand what they mean. Two kinds of analysis can be performed for
this matter. First, it is necessary to study the topology of the community structure.
This allows assessing the structural significance and quality of the community
structure, but also starting the interpretation process, by discussing the similarities
and differences observed between the communities, and by identifying nodes with
specific roles. The second phase of the analysis relies on the exploitation of nodal
attributes. It is guided by the structures identified during the first phase thanks
to the topology of the network (communities, nodes of interest). It consists of
characterizing and discussing these structures in terms of the numeric or nominal
data specific to the considered system and application domain. In this section, we
present consensual tools allowing to perform these analysis. We illustrate their use
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Fig. 4.2 Community structure obtained with Fast Greedy (maximum modularity cut). Each one
of the 22 communities is represented by a different color. The two stars stand for the nodes with
minimal embeddedness (0.33)

on our data, commenting from a Business Science perspective the communities
identified by Fast Greedy, which are represented on Fig. 4.2. In this field, detecting
communities is a very valuable task with huge implications, especially if these
communities can be characterized in terms of specific purchase behaviors.

Topological Properties

Classical network analysis can be performed both at macroscopic and microscopic
levels, i.e., by considering respectively topological properties of the network as a
whole, or of some specific nodes taken individually. Networks can be characterized
by a whole set of measures such as density, transitivity (a.k.a. clustering coefficient),
and degree distribution (see [63] for a very comprehensive review). However, in this
chapter, we rather focus on the community structure, which adds an intermediary
level. It allows not only a mesoscopic analysis, but also brings a new point of
view regarding individual nodes: one can consider their position in their respective
communities or in the community structure (by opposition to their position in
the whole network). In this section, we first introduce tools allowing to assess
the quality of the communities collectively and separately, and then we consider
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the characterization of nodes relatively to the community structure. When not
indicated differently, we used the igraph library [56], which also contains several
community detection algorithms (cf. section “Publicly Available Tools”), to process
the topological properties. Figures have been produced using igraph and the Java
open source software Gephi [58].

Communities

Before starting the analysis of the community structure, it is important to evaluate its
significance. Various methods were rather recently proposed for this purpose [3], but
the one described in [64] has the advantage of being independent of the modularity
measure, and to allow evaluating the communities separately (instead of the whole
distribution). The CCC implementation is available at http://filrad.homelinux.org.
This method relies on a null model similar to the one used in the modularity
measure (cf. section “Density”). The authors propose two measures to quantify the
community significance. The first one is called the C-score and corresponds, for
a given community, to the probability of appearance of a community with similar
topological features in the null model. It is based on the so-called worst node of
the community, i.e., the node with lowest internal degree. The C-score is estimated
by considering the probability for its counterpart in the random network to have
an equal or larger internal degree. The second measure, called B-score, extends
the C-score by considering several nodes instead of a single one. The resulting
measure is supposedly more relevant, but also computationally more demanding
[64]. We applied it to our data, and Table 4.3 shows 21 communities out of the
22 identified by Fast Greedy are significant (B < 0.05), the only exception being
the 16th (B D 0.089). Note the significance of the community structure can be
considered as an additional criterion in the community structure selection problem
introduced in section “Different Granularities.”

The first step in the analysis of the community structure is generally to charac-
terize the distribution of community sizes (expressed in nodes), which is supposed
to follow a power-law in many real-world networks [3, 19]. In our case, the number
of communities is too small for this distribution to be statistically tested. It can be
noticed (cf. Table 4.3) it is right-skewed though, with a single large community
and many small ones. However, the difference between the smallest and largest
communities is not comparable to what can be observed in other networks [5].
Consequently, we can conclude our community structure is relatively homogenous
regarding the community sizes.

One of the most important aspects of the identified communities is their quality in
terms of cohesion and separation. Several properties can be used for this assessment.
In terms of cohesion, one can consider the density of each community, when
considered separately from the rest of the network. By definition, communities
are denser subgraphs, so their density is supposed to be much larger than for the
whole network. Table 4.3 shows this is very much the case for our data, with a
network density of 0.01 when most communities are 10 times denser. We remind

http://filrad.homelinux.org
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Table 4.3 Topological properties of the network and its communities

Community n d hei ` kmax h B

1 32 0.07 0.96 3.57 10 0.32 0.012
2 39 0.06 0.93 3.99 10 0.26 0.018
3 28 0.08 0.99 3.20 10 0.37 0.001
4 30 0.11 0.98 2.99 10 0.34 0.001
5 23 0.09 0.94 3.45 8 0.36 0.014
6 46 0.07 0.97 3.28 11 0.24 0.001
7 34 0.08 0.93 3.05 11 0.33 0.002
8 23 0.09 0.97 3.14 10 0.45 0.002
9 20 0.11 0.95 3.36 9 0.47 0.001
10 39 0.07 0.96 3.43 10 0.26 0.013
11 20 0.12 0.93 2.64 9 0.47 0.034
12 15 0.13 0.99 2.59 9 0.64 0.002
13 28 0.11 0.96 2.53 12 0.44 0.001
14 13 0.15 0.99 2.21 8 0.67 0.003
15 14 0.16 0.95 2.44 9 0.69 0.038
16 13 0.19 0.86 2.15 7 0.58 0.089
17 28 0.11 0.96 2.63 10 0.37 0.002
18 22 0.15 0.97 2.53 10 0.48 0.005
19 20 0.16 0.97 2.60 8 0.42 0.006
20 12 0.35 0.97 1.74 9 0.82 0.012
21 15 0.24 0.99 1.90 10 0.71 0.001
22 38 0.09 0.97 2.91 12 0.32 0.000
Network 552 0.01 0.96 8.48 12 – –

n is the number of nodes; d the density; hei the average embeddedness; ` the average
distance; kmax the maximal degree; h the hub dominance and B the B-score

the reader real-world networks are generally sparse, which explains the low density
observed on our data. Moreover, sparsity is actually a prerequisite for the existence
of a community structure [3]. The density varies much between our communities.
It is strongly correlated to their size (r D �0.72), which indicates the smaller the
communities, the denser they are.

A small average distance between nodes of the same community is also a sign
of good cohesion. In our data, the average distance of a community is much smaller
than its size. Of course, it is also much smaller than the distance averaged over the
whole graph, due to its community structure and sparsity. Communities are sup-
posedly small-world, which means the average distance increases logarithmically
with the community size [5]. In our case, the distances are highly correlated with
the logarithm of the community sizes (r D �0.77); however, we could not perform
a significant test due to the small number of communities.

A small average distance can be explained by a high density and/or the presence
of hubs, i.e., nodes connected to most of the other nodes belonging to the same
community [5]. Hub dominance can be assessed using the following ratio:

h D maxC.k/ =.nC � 1/ ; (4.11)
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where maxC(k) and nC represent the maximal degree and number of nodes in
community C, respectively. When at least one node is connected to its whole
community, it reaches unity. Table 4.3 shows only a few communities have a
dominant hub (ratio greater than 0.5), and these are the smallest. Indeed, the
correlation between community size and hub dominance is very strong (r D �0.9).
This is due to the fact the maximal degree a node can reach is biased by construction
of the network. Indeed, a student can cite a maximum of 10 friends, which makes it
rather easy to get a degree of 10. But to get past this value, the student must be cited
by persons he did not cite himself, which proved to be rather rare. Consequently, the
maximum degree in a community is always very close to 10, independently from
its size. The fact small communities are dominated by hubs while the large ones are
not is a common feature of social networks [5].

Community separation can be measured by considering the proportion of links
laying in-between them. In our case, only 52 out of the 791 links (6%) connect nodes
of different communities. In other terms, the average number of links between two
communities is only 0.23. This affects the embeddedness, as seen on Table 4.3. The
values are averages over each community (and over the network, for the last one).
The fact they are all very close to 1, including the network value, indicates nodes are
very dominantly connected to other nodes from the same communities. This remark
holds for all communities, independently from their size (r D �0.02). It is worth
noticing the only nonsignificant community in terms of B-score (16th) exhibits the
lowest maximal degree and embeddedness. The embeddedness distribution is also
interesting, because unlike what is generally observed in social networks [5], it is not
uniform at all. Instead, most nodes are very strongly embedded in their community:
only 4% of them have an embeddedness of 0.5 or less. We suppose this is due to the
size of our network, which is much smaller than those studied in [5].

Nodes

Weakly embedded nodes are remarkable because they are generally located in-
between communities: their small embeddedness reflects the fact there is no clear
dominance among the communities of their direct neighbors. For example, Fig. 4.2
shows the two nodes with smallest embeddedness (0.33), under the form of stars.
Both are clearly lying at the interface of several communities. How these nodes
can be used depends largely on the modeled system, but they generally constitute
very valuable information. For instance, in the context of Business Science there
are two main uses for them. First, these in-between nodes can be used as a base for
certain communication strategies [65], consisting of making these persons as active
as possible, in order to have them propagating messages to their contacts [66]. In
this diffusion process, they can be considered as bridges between communities and
can play the role of accelerators. Second, these people can often be characterized by
specific purchase behaviors, constrained by the fact they try to improve part of their
social image in order to increase their membership to a group [67].
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Other methods exist to characterize the position of a node relatively to the
community structure. Guimerà and Amaral defined two measures for this purpose
[39]: the first concerns the node community whereas the second focuses on the
rest of the network. The within-community degree z has more or less the same
interpretation than the embeddedness: it quantifies how well a node is connected
to the rest of its community. Its expression is different though, since it is defined as
the z-score of the node internal degree relatively to its community C:

z D .kC � hkCi/ =� ; (4.12)

where hkCi is the internal degree averaged over all nodes in community C, and ¢ is
the corresponding standard deviation. A large within-community degree means the
node has many more links inside its community than most other nodes belonging
to this community. The second measure is the participation coefficient, which is
defined as

P D 1 �
X

i

�
ki

k

�2

; (4.13)

where k is the node total degree, ki is its number of links with some community i
(possibly its own community), and the sum is processed over all communities. It
quantifies how much the node of interest is connected to multiple communities, and
gets close to unity when it is evenly connected to all of them. On the contrary, when
all the neighbors are in the same community (kC D k), the participation coefficient
is zero.

Guimerà and Amaral use both measures to characterize a node, and distinguish
seven different roles depending on the observed combination of values, and to a set
of thresholds. The choice of these thresholds is arbitrary [3] and we present here
those determined empirically in [39]. First, nodes with a within-community degree
smaller than 2.5 are considered as hubs, whereas the remaining ones are non-hubs.
Finer roles are then defined by applying different thresholds on the participation
coefficient. Hubs can be provincial (almost all neighbors in the same community,
P � 0.3), connector (a majority of neighbors in the same community, P � 0.75), or
kinless (less than half the neighbors in the same community, P > 0.75). The first can
be considered as having an important local role for the cohesion of the community,
the second allows connecting communities, and the third does not clearly belong to
the community it was assigned to. Nonhubs can be ultra-peripheral (all neighbors
in the same community, P � 0.05), peripheral (a large majority of neighbors in the
same community, P � 0.62), connectors (approximately half the neighbors in the
same community, P � 0.80), and kinless (a large majority of neighbors in other
communities, P > 0.80).

If we consider our data, we get the distribution represented in Fig. 4.3, which is
rather similar to the results obtained by Guimerà and Amaral on metabolic networks
(appendix of [39]). A large majority of nodes have a zero participation coefficient,
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which means all their neighbors belong to their community. This is of course related
to the fact only 4% of the nodes have an embeddedness smaller than 0.5. These
nodes only differ in their within community degree, and only a few of them are
hubs. Consequently, most of the nodes in our network are ultra-peripheral (84%)
or peripheral (12%). Three nodes are nonhub connectors, only one is a connector
hub, and we have no kinless hub. The rest (3%) are provincial hubs. This is
consistent with the community structure of our network, since nonmodular networks
exhibits many kinless and very few (ultra-) peripheral nodes [39]. However, it is
interesting to note that the hub distribution is not completely compatible with the
hub dominance measure. For instance, on the one hand, community 22 has the
maximal hub dominance; however, it does not contain any according to the role
approach. On the other hand, community 1 has very low hub dominance, when it
contains two hubs, including the only connector of the network. In both cases, the
hub dominance might be fooled by the community sizes (very small for the first,
much larger for the second). Besides these cases, roles and hub dependence agree on
most communities. However, this highlights the fact that, when several alternative
tools are available, one should confront their results. Another interesting point is the
fact community 16 not only contains one of the two minimal embeddedness nodes,
but also one of the three connector nonhubs. This seems to confirm our assumption
for this community to be an artifact of the algorithm.

Attribute-Based Interpretation

After having described and analyzed the community structure, one is generally
interested in giving a context-dependent interpretation, allowing for instance to
explain why or how this structure appeared, or to perform some prediction regarding
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some data not available at the moment of the study. For this matter, in many
situations, one has to focus solely on the topological properties described in the
previous section. However, it is sometimes possible to associate tabular data to the
studied network, defining various attributes for each node. This is particularly true
for domains in which the objects composing the networks are complex enough
to need being described according to several informative dimensions (e.g., social
sciences). When such information is available, one can discuss the topological
properties in terms of nodal attributes, which can help a lot in understanding the
system. In this section, we present both descriptive and inferential tools adapted
to this purpose. Note most of them are implemented in statistical software such as
SPSS or R, and even Microsoft Excel for the descriptive methods.

Description

The formation of communities, especially in social networks, can sometimes be ex-
plained by homophilic relationships, i.e., a tendency for nodes to connect with other
nodes more or less similar to them, relatively to some criteria of interest. Let us con-
sider the sequence of all links present in the network: the values of some attribute for
the corresponding source and target nodes can be viewed as two distinct series. The
homophily can be measured as the level of association between these two series. For
instance, Newman proposed to use the Cohen’s Kappa statistic and Pearson’s corre-
lation coefficient for nominal and numeric attributes, respectively [68]. It is gener-
ally processed over the whole network, but in our case it can also be used to charac-
terize the communities: there is no reason for them to exhibit the same homophily.
Table 4.4 shows some results for the gender (G) and class (C) attributes. Most com-
munities have close to zero homophily for gender, except for a few ones for which
it reaches a value close to 0.5 (10, 13, 17). This means students do not bond de-
pending on their gender, except for these communities. Homophily values are more
contrasted for the class, with values either very close to 0 (6, 14, 22) or to 1 (8, 20).

Another approach consists of considering the community structure instead of the
links as the relevant topological information. Under this assumption, communities
are simply groups of nodes one wants to characterize relatively to their attributes.
This problem is much more general than network analysis, since it also occurs
in classic cluster analysis [69]. As an example, we present in Table 4.4 some of
the most characteristic attributes of our data. Of course, all communities are not
characterized by the same attributes, which is why we selected different types of
data: factual (class and department), behavioral (hobbies, mobile phones, digital
players), and sentimental (best friend consideration and loan inclination).

For space matters, we focus our comments only on a few communities. Let us
consider first community 7. It contains only students of third and fourth year of
License, but this holds for other communities too (3, 17), so this property alone
is not sufficient to characterize it. However, unlike community 17, its dominating
department is Business Science. Communities 3 and 7 can be distinguished by
considering the former has no dominant hobby, and their dominant mobile phone
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P1

L1
L2
L3
L4
M

P2

Fig. 4.4 Class distribution in the community network. Each node represents a community from
Fig. 4.1, with matching number values and colors. Node diameters and link widths are proportional
to community sizes (expressed in number of students) and to number of inter-community links,
respectively. Each pie chart represents the class attribute distribution in a community. Possible
classes are Preparatory (P1–2), License (L1–4) and Master (M)

brands are different. Students from community 15 are more inclined to take a loan;
they have the highest average score for that question (LI). They will certainly be the
most receptive to commercial pressure. Detecting such a community can have quite
huge implications in the Business field. Community 16 contains almost exclusively
first year Licenses from the philosophy department, which is already discriminant
when considering the other communities. Moreover, from an application point of
view, it is interesting to note that the dominant hobby is photography and there is no
dominant brand for electronic devices. Community 20 is very interesting because its
students tend to think their best friends are not in the university (BF column): they
have the lowest average score for the corresponding question. Nevertheless, this
community is quite similar to others regarding hobbies and brands. This may be due
to the fact those students are in first year, often in a new city, far away from their
family and highschool friends. A similar observation can be on the communities
containing a majority of first-year students (e.g., 9), and the effect tends to disappear
for the communities of older students (12, 21, 23).

As is shown, the visual inspection of the community composition allows to detect
attributes of interest. This inspection can be enhanced by a graphical representation
of the network. Figure 4.4 gives an example based on the distribution of the class
attribute in the network of communities. This figure includes, among other, the
columns Class 1 & 2 from Table 4.4. It confirms our remarks regarding the relatively
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discriminant power of the class attribute, and the fact it is not enough to uniquely
characterize all communities. However, these somewhat subjective observations
must be confirmed objectively in order to be relevant and useful. In other terms,
one has to assess statistically the significance of the differences observed between
the communities. For this matter, the selection of an adapted statistical tool depends
on the nature of the attribute of interest.

First, suppose we want to determine if community membership depends on
some nominal attribute. In other terms, we want to assess the significance of the
association between two nominal variables: the community and the attribute [70].
In this case, the most popular test is the well-known Pearson’s chi-square test. Note
that extensions exist for tables of higher dimension, allowing to test for association
using several attributes. Also, association measures derived from the �2 statistic
(Pearson’s ˆ, Cramér’s V, etc.) allow quantifying the strength of the association,
by opposition to its simple existence. They have been questioned though, and
alternatives exist, such as the � coefficient [71], which has the advantage of being
asymmetrical. In our example, the associations between class and department on one
side, and community membership on the other side, are very significant (P < 0.001),
which means those attributes are generally good to characterize our communities.

In the case of a quantitative attribute, one can perform a classic ANOVA
to test whether its means are significantly different across communities [69],
under the assumptions of independence, normality, and homoscedasticity (variance
homogeneous across communities) [70]. Note if several attributes have to be
considered at once, an extension called factorial Anova must be used instead. As
an example, we performed an Anova on the sentimental attributes (best friend
consideration and loan inclination). We first tested for homoscedasticity using
Levene’s test and got low P-values (respectively 0.068 and 0.085), but not enough
to reject the homoscedasticity assumption for ˛ D 0.05. For the Anova itself, on the
contrary, the P-values were small enough to reject the hypothesis of uniform mean
(0.032 and 0.049, respectively). In other words, significant differences exist between
communities for both attributes. To identify precisely which communities differ,
one has to perform a post-hoc test such as Tuckey’s or least significant difference
(LSD) tests [70]. We applied the latter to our data, which expose several significant
differences, but we limit our comments to the communities on which we focused in
this section. It turns out the sentiment of having his best friend at the university is
significantly lower in community 20 compared to most others, especially the 16th
and 7th, so it can be considered as a characteristic of this community. Students from
community 15 are significantly more inclined to take a loan or to delay a payment
than most of the other communities, especially the 16th and 20th, whose students
are significantly inclined not to take a loan.

Besides the communities, the nodes of interest detected in the previous section
can also be interpreted in terms of nodal attributes. In our data, we highlighted five
students with very low embeddedness or specific roles (three nonhub connectors and
one hub connector). We will here only give some points and remarks to illustrate
our purpose. First, it is worth noticing two out of three nonhub connectors are girls,
and moreover two of them belong to the same community (16) and department
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(Philosophy). One of them is in fourth year of License. She is an outlier on a
question concerning the intention to stay in touch with university friends. Students
strongly agreed to this assertion in average, whereas this person clearly thinks the
opposite. Moreover, she also states she has a high probability to use old-fashioned
products, when she owns cutting edge mobile phone and digital player. This
information is of major interest in the context of a marketing strategy; for instance,
it will allow orienting communication toward social image and acceptance matters.
The hub connector is also interesting: he is a boy, in second year of preparatory
class in the Law department. Most of his answers to the questions are very close to
the average for all the respondents. Nevertheless, contrary to the others, he gives a
very high importance to his friends’ advice regarding computer and mobile phone
purchases. Moreover, contrary to the majority of students, he states he would reduce
his other expenditures to be able to afford some products of interest. The marketing
strategy has to differ from the case of the previous girl, because he is certainly very
well installed socially and possibly aims at keeping a very good social image.

Prediction

The descriptive tools presented in the previous section allow characterizing a
community in terms of nodal attributes. This type of analysis is already interesting
in terms of interpretation, but predictive methods can bring more precise models
regarding the way communities are constituted. First, a model is estimated using the
communities as reference groups and taking advantage of the available attributes. Its
quality can be assessed in various ways, the simplest being to measure its prediction
success rate on instances whose community is known. If the model is considered to
fit the data well enough, it can be interpreted by considering which attributes it uses
and how it combines them to estimate communities.

We present here two families of statistical tools which can be used to build
a predictive model: linear discriminant analysis (LDA) and sigmoid regression.
The former was initially designed to predict the value of a nominal variable using
numeric attributes and was later extended to the nominal case under the name of
discriminant correspondence analysis. The idea sustaining the method is close to
PCA (principal component analysis) and other dimension reduction methods. It
consists of projecting the data in a new space maximizing the separation between the
communities. The result of the projection is defined by a set of discriminant factors,
corresponding to linear combinations of the initial attributes. These factors are then
used instead of the attributes to estimate the community of an object. The model
is valid under the assumptions of multinormality of the attributes conditionally to
the communities and homoscedasticity between communities [70]. Note extensions
exist for both nonlinear combinations and heteroscedasticity situations.

Two methods exist to derive the discriminant functions: processing all attributes
at once (direct approach) or selecting them iteratively (stepwise approach). The
second method allows using different criteria [70] to select the attributes and limit
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their number, it thus results in more parsimonious models. The number of factors is
limited by the number of communities and of selected attributes. Each factor can be
characterized in terms of its discriminant power and by interpreting the coefficients
associated to the attributes in the corresponding function.

As an example, we tested all the numeric attributes related to our behavioral and
sentimental data, which represents a total of 57 attributes. The model obtained with
the direct approach has 21discriminant functions and can correctly classify 99.1%
of the students. This very high rate has to be nuanced by the fact the model includes
many functions, based on all 57 attributes. Obviously, the interpretative value of
this model is very weak. We processed separately the behavioral and sentimental
attributes and obtained models based on 21 functions using 31 attributes with a
prediction rate of 70.5% for the former, whereas the latter led to 21 functions
using 26 attributes with a 69.8% prediction rate. The Anova results of the previous
sections were rather promising when considering the discriminant power of the
two behavioral and sentimental attributes we tested. However, when considering
the discriminant analysis results obtained in this section, it does not seem to be
the case for the rest of our data. This suggests both kinds of data do not convey
sufficient information to efficiently predict community membership. However, note
that it is possible to go further, for instance, by preprocessing the data to reduce its
dimension before performing the discriminant analysis. This could allow improving
the readability of the model without losing much predictive power.

The second family of predictive methods is the sigmoid regression, for which
one can use two different models: logit or probit. This type of regression is able
to predict the value of a dichotomous variable based on numeric and dichotomous
variables (its application to nominal variables therefore requires to recode them).
It was extended to the prediction of nominal variables, e.g., communities. The two
approaches differ mainly in terms of the assumptions and estimation methods they
rely on [70]. Probit allows colinearity in the attributes but requires normality, which
is not the case of logit. Unlike for discriminant analysis, homoscedasticity is not
required.

We applied a multinomial logit regression to the department and class attributes,
which are both nominal. The model could be estimated with significantly good fit
for both attributes (compared to a null model implementing the hypothesis of no
influence of the attributes on the communities). The overall prediction rate is 46.8%,
but varies very much depending on the community. For 4 communities (3, 4, 17, 22),
it is greater than 80% (with 89.3% as a maximum), and for 9 others (8, 9, 11, 12, 14,
15, 19–21) it is 0%. For the communities we previously focused on (7, 16 and 20)
it is of 64.7%, 61.5% and 0%, respectively. This confirms our previous observation:
some communities can be efficiently characterized using these factual attributes,
but they are not relevant for others. In marketing, this kind of information is at the
origin of classic segmentation approaches. In our case, a marketing strategy based
only on factual data would have very different effects depending on the targeted
communities. It would certainly perform well on communities 3, 4, 17 and 22,
but be inefficient on communities such as the 15th. Yet, we previously showed
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this community was very attractive from a commercial point of view. The fact the
network analysis managed to detect this community illustrates how it can be used to
complement classic data analysis.

Conclusion

In this chapter, we tackled the problem of community detection from the user’s
point of view. The research is very active in this domain, and so many different
tools exist that it is difficult to make an accurate and informed choice. Our aim was
to present them, with the will of being as operational as possible. We reviewed the
various definitions of the concept of community and discussed publicly available
community detection tools from this perspective. We emphasized other features
allowing the user to make an appropriate choice regarding his data and goals, such
as the inputs and outputs these tools are able to process. Our goal was to complete
the very detailed existing reviews, which already deal with matters concerning the
community detection process itself and related computational properties [3, 8, 9,
11]. We also presented practical means of solving secondary problems such as
comparing community structures output by different algorithms or corresponding
to different levels estimated by a hierarchical algorithm.

We then considered a practical application of community detection to real-
world data describing a population of university students. We first concentrated
on the topological properties of the network. We chose to ignore general complex
network measures, because there again, reviews already describe them in details
[63]. Instead, we focused on measures related to the community structures. We
illustrated how one can determine the significance of the communities and assess
their quality. We also discussed various ways of characterizing individual nodes
relatively to the community structure. We then looked at the various methods
allowing to take advantage of nodal attributes, which are rather common in some
fields such as social sciences. We reviewed descriptive tools and showed how to
characterize and interpret the communities. We also illustrated how the application
of predictive methods enhances the understanding of the community composition.

However, due to lack of space, we could not perform an exhaustive review and
had to discard some methods at each section of our chapter. First, we ignored
community detection algorithms able to identify overlapping communities [3, 34].
Although there are not many of them yet, compared to those outputting partitions,
these approaches are very promising, because many real-world networks include
nodes located in-between communities (this was illustrated in the analysis of our
data). Second, we only presented general families of definitions of the community
concept, when specific variants exist among the hundred community detection
algorithms one can find in the literature. The same remark holds for the measures
designed to study the significance [72, 73] and topological properties [15] of the
community structure. Finally, we only mentioned statistical tools in our analysis of
the nodal attributes, but some machine learning based approaches are also adapted.



110 V. Labatut and J.-M. Balasque

For instance, it would be possible to build a very informative predictive model for
each community by applying an association rule mining tool [74].
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Chapter 5
Metrics and Models for Social Networks

Nicolás Ignacio Bersano-Méndez, Satu Elisa Schaeffer,
and Javier Bustos-Jiménez

Abstract Social networks can be modeled and analyzed in terms of graph theory.
This chapter provides an overview of the mathematical modeling of social networks
with an overview of the metrics used to characterize them and the models used
to artificially mimic the formation of such networks. We discuss metrics based on
distances, degrees, and neighborhoods as well as the use of such metrics to detect
change in the network structure. We also discuss the kind of structural differences
that distinguish social networks from other types of natural networks together
with the implications of these differences about the way in which these networks
function.

Introduction

Social networks, as well as nearly any complex system composed of multiple,
interconnected actors, can be modeled and analyzed through mathematical models.
The purpose of this chapter is to provide an overview on how social networks can
be mathematically modeled in terms of graph theory together with an overview of
the metrics used to characterize them and the models used to artificially mimic the
formation of such networks. We discuss metrics based on distances, degrees, and
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neighborhoods as well as the use of such metrics to detect change in the network
structure. We also discuss the kind of structural differences that distinguish social
networks from other types of natural networks together with the implications of
these differences about the way in which these networks function.

The structure of the chapter is as follows: In the section “Graph Theory”
we introduce the fundamentals of modeling social networks as graphs. In the
section “Metrics of Graph Structure” we discuss some of the numerous structural
metrics that have been proposed to characterize graphs. Then in the section “Models
for Social Networks” we discuss some of the artificial generation models proposed
for creating graphs that in some sense mimic social network formation, followed
by experimental results in the section “Properties of Social Networks” on detecting
changes in network structure, where we also discuss the differences that distinguish
social networks from other types of natural networks and the implications of these
differences to the way the system functions, after which “Conclusions” section ends
this chapter.

Graph Theory

Graph theory has proven to be a strong and widely applicable tool for analyzing
systems composed of numerous elements that interact with each other, such as social
networks. For decades now, it has been applied not only within computer science,
physics, and mathematics, but also in fields such as sociology and psychology. Basic
text books on graph theory are numerous; we recommend that of Diestel [9]. The
fundamental notion of graph theory is, naturally, a graph, which is a set of elements,
called vertices or nodes, together with a set of interactions among these elements,
called edges or simply connections. We will formalize this notion shortly.

Social networks are human-formed systems in which individuals interact in some
specific way or within a specific context. Examples include the social interactions
we have at work or school, in our hobbies, at online communities, etc. Being
essentially sets of individuals combined with interactions among them, social
networks are frequently represented as graphs for the purpose of studying the
formation of the network, the way it functions, and how different phenomena of
interest propagate through the network. The individuals that form the network are
modeled as vertices and associated with integer labels for mathematical treatment.
We denote the vertex set by

V D fv1; v2; : : : ; vng; (5.1)

where n D jV j is the number of vertices, called the order of the graph. It is common
to attach to each vertex a property vector that contains information on the particular
individual, including time-related data (in case of social networks, information such
as age, latest registered activity, etc.) and categorical data (which for social networks
could include gender, education, and profession, for example). The vertices are
typically drawn as circles or squares, as shown in Fig. 5.1.
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Fig. 5.1 An example of a
graph: the elements, called
vertices, are drawn as black
circles, and the interactions,
called edges, are drawn as
black continuous lines. Each
edge connects two interacting
vertices. There are five
vertices and eight edges in the
example graph

The interactions between individuals are represented as edges; the set of edges is
denoted by E and its members are vertex subsets S � V . The graph itself is usually
denoted as the pair formed by the vertex set and the edge set: G D .V; E/.

Typically, the interactions considered are one-on-one, in which case the edges
are pairs, jS j D 2, of distinct vertices, .u; v/ where u 2 V and v 2 V . If the
interaction is mutual, that is, bidirectional, the order in which the two vertices are
placed, .u; v/ or .v; u/, makes no difference, but when the interaction is clearly from
v to u, the edge is said to be directed and denoted by hv; ui and is drawn traditionally
as an arrow (the arrow head indicating the target vertex of the edge),1 whereas an
undirected edge is drawn as a line; this latter case is illustrated in Fig. 5.1.

For example, in a graph representing the social network created by telephone
calls, each telephone number would be represented as a vertex and the information
on the persons that use this telephone would be stored in the property vector of the
vertex. Then, each phone call would constitute a directed edge, and the timestamps
indicating the time the call began and the time the call was finished would be
properties of this edge.

Graphs where more than one edge may connect a given pair or vertices are called
multigraphs. In the context of the phone call example given above, an alternative to
using would be to merge all calls from v to u into one single edge, which properties
such as total duration of calls, call count, maximum and minimum call duration, to
name a few possibilities.

Another example are social networking web sites such as Facebook or LinkedIn.
Graph models of such communities are formed by representing each user with a
vertex and then using an edge to represent that two users are “friends” or “contacts”
to one another. This would be the base graph of the structure of the social network.
Then, the public and private communications between the users can give rise to
several other graphs. For example, each wall post on Facebook could be a directed
edge from the user who posts to the user on whose wall the post is placed; also the
comments and likings expressed can be represented as edges between the users.

1Another possible visualization (cf. [19]) is using a line that is thicker at the source and gradually
becomes thinner before reaching the target vertex.
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Another example that gives rise to numerous graphs that capture properties
of a social network is Twitter, where the base graph is constructed on placing
vertices to represent the users and directed edges to indicate who “follows” whom.
Additionally, as a user v forwards a message, called a tweet, posted by a person w
that v follows to all the users that follow v, an implicit interaction between w and
the followers of v is created. These so-called retweets propagate through the base
graph, creating an overlay of a richer graph.

Graph theory is by no means limited to studying simply pairwise interactions.
There are several options for representing repeated interactions, such as permitting
multiple edges to connect a vertex pair (one edge per each interaction modeled in
the system) or using a property vector on the edge to store such information. When
several people take part in a collective interaction, many-to-many instead of one-on-
one, the graph-theoretical tool to capture this is a hypergraph. An edge, as defined
in the previous section, needs not be limited to a vertex pair, but can just as well be
vertex subset S � V or arbitrary cardinality 0 � jS j � n.

Application-wise, this would be the case on the comments on a wall post
on Facebook: among those who comment, there is communication, although the
commentators are not necessarily friends with each other—they only need to be
friends with the person on whose wall the commented post appears, not with each
other. Yet, an interaction is present as they read and react to each others’ comments.

Note that a hyperedge S 2 E may as well be directed: some subset of T � S is
considered the source whereas another subset U � S is considered the target, where
T [ U D S but not necessarily T \ U D ;—the richness and complexity of social
interactions can in some cases be better captured in this type of a construction.
In practice, however, graphs that are neither multigraphs nor hypergraphs (called
simple graphs) are the most common model for social networks, as they are
generally much easier to construct and manipulate.

Throughout this chapter, we provide a brief overview of some aspects of graph
theory that are relevant to social network modeling. We focus on establishing the
terminology and notation required in the metrics and models discussed in the rest
of the chapter. For a formal and throughout treatment of this versatile and widely
applicable topic, we refer the reader to the work of Diestel [9].

Metrics of Graph Structure

Upon studying a social network through a graph model, there are several questions
one commonly seeks to answer about the structure and the patterns that the edges
form on the vertex set. In this section, we review briefly some of the basic measures
used to structurally characterize graphs. The metrics are grouped by the type
of information their computation requires. We must, however, first clarify that
mathematically a metric is a function that measures the distance of two members
of a set that satisfies the following three properties:
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1. The distance of an element to itself must be zero and if the distance from a to b

is zero, then it must be that a D b.
2. The distance from a to b must be the same as the distance from b to a (this is

called symmetry).
3. The distance from a, through c, to b, must not be shorter than that from a directly

to b (this is called the triangle inequality).

Nonetheless, the use that has been given, somewhat widely, in the field of complex
networks to the term “metric” is much looser. In the context of complex network
studied, it usually refers simply to a function of any kind that takes a graph G D
.V; E/ and produces a scalar (usually a real number) that reflects in some sense the
structure of the graph. We adopt in this chapter to such nonrigorous use of the term
metric. Some authors prefer the term “measure,” which also has a formal meaning
in mathematics that is not entirely compatible with the use it is given in the literature
on complex networks.

Degree-Based Metrics

It is evident that the number of interactions, connections, friends, or followers a
vertex has is an important factor in the model. This number is called the degree of
the vertex and is, formally, the number of edges incident to the vertex:

deg.v/ D jfS 2 E j S � V; v 2 Sg; (5.2)

where V is the vertex set and E is the edge set of the graph, as before. This definition
encompasses both hypergraphs and those where edges are pairs.2 In the latter case,
the restriction in mathematical terms is jS j D 2. Evidently, for a simple graph,
0 � deg.v/ � n � 1.

When the edges are directed, we distinguish between the in-degree, which is the
number of edges that have v is a target, and the out-degree, which is the number of
edges that have v as a source. As an example, we define for the non-hyper case that

degin.v/ D jfhu; vi 2 Egj; (5.3)

degout.v/ D jfhv; wi 2 Egj; and (5.4)

deg.v/ D degin.v/ C degout.v/: (5.5)

Within this definition, an undirected edge .u; v/ would count as two: as both hu; vi
and hv; ui. An example of degrees, mixing directed and undirected edges, is shown
in Fig. 5.2.

2In general graph theory, also edges from a vertex to itself (called loops or reflexive edges) are of
interest, but these are not usually present in graphs that represent social networks.



120 N.I. Bersano-Méndez et al.

Fig. 5.2 The vertex v (in the
center) has degin.v/ D 3 and
degout.v/ D 4. The undirected
edge counts in both partial
degrees

Fig. 5.3 On the left, a small undirected simple graph, and on the right, its degree distribution as
a histogram; each bar of the histogram represents the number of vertices that have that particular
degree: one vertex with degree 1, three with degree 2, one with degree 3, one with degree 4, none
with degree 5, and one with degree 6

Denoting the number of edges in a graph3 by m D jEj, we observe that if jS j D
k for all S 2 E , it applies that

m D 1

k

X

v2V

deg.v/; (5.6)

as each edge in E is counted k times in the sum of all degrees.
If deg.v/ D K for all v 2 V , the graph is said to be regular (that is, all vertices

have the same degree). In a regular simple graph, m D 1
2

�k �n as there are n vertices
with k edges incident to each, but each edge being incident to two distinct vertices.

A simplistic but often informative metric of network structure is the average
degree:

K D 1

n

X

v2V

deg.v/ D k � m

n
; (5.7)

the latter expression being in terms of Eq. 5.6.
Often the most descriptive information on degrees is obtained by compiling the

entire degree distribution, that is, to count the number of vertices that have a certain
degree over all degrees present in the graph. An example is given in Fig. 5.3. This
can be normalized into a probability distribution, which is particularly useful when
one wishes to artificially create graphs with similar degree sequences [10].

3Whereas the number of vertices is called the order of the graph, the number of edges is often
called its size.
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Entropy is a measure used in thermodynamics and in information theory to
measure the amount of disorder or randomness in a system [36]. It is defined, in
information-theoretical terms, for a random variable X in terms of its distribution
function PrŒX D i � over all possible values ˝ that X can take as

H .X/ D �
X

i2˝

PrŒX D i � � log2 .PrŒX D i �/ : (5.8)

Wang et al. [41] apply this to the degree distribution of the graph, where

PrŒX D i � D jfv 2 V j deg.v/ D igj
n

; (5.9)

which gives a well-defined probability function as

1X

iD0

PrŒX D i � D 1 (5.10)

and PrŒX D i � 	 0 for all integers i 	 0. The entropy of a degree distribution attains
its maximum value when the degrees are uniformly distributed over the range of all
possible degrees (for a simple, undirected graph, this range is Œ0; n�1�) and reaches
its minimum, zero, for a regular graph.

Also other interesting properties of a vertex v 2 V can be derived from the set
of other vertices to which it is adjacent in the graph, that is, which which it shares
an edge (or one or more edges in the case of a multigraph). This set is called the
neighborhood of v,

	 .v/ D fw j w 2 S � V such thatv 2 S ^ S 2 Eg: (5.11)

In a simple, undirected graph, deg.v/ D j	 .v/j, as each edge connects it necessarily
to a distinct neighbor.

Distance-Based Metrics

A path is an ordered sequence of adjacent edges in E ,

P.u1; uk/ D Œ.u1; u2/; .u2; u3/; : : : ; .uk�2; uk�1/; .uk�1; uk/�; (5.12)

and its length jPj is the number of edges in it (in this case k � 1). Two vertices v
and w in V are said to be connected in G D .V; E/ if there exists there exists at least
one path P.v; w/ in E . A vertex is usually considered to be implicitly connected
to itself.
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If all pairs of (distinct) vertices in V are connected by a path in E , G D .V; E/ is
said to be connected and otherwise disconnected. A disconnected graph has two or
more vertex subsets S1; S2; : : : � V such that there exists at least one path between
any two vertices within each Si , but no path from v 2 Si to w 2 Sj when i ¤ j .
Such subsets Si are referred to as the (connected) components of the graph.

For directed graphs, it may well be that v is connected to w by a path but not vice
versa, as the adjacent edges on the paths must respect the edge direction, traversing
always from the source vertex to the target vertex. If all vertex pairs in V have
paths defined in E for both directions in a directed graph, then G D .V; E/ is
strongly connected. Components in which this applies are then strongly connected. ,
consequently.

The distribution of the orders (that is, a listing of all values of jSi j of the
connected components) of a graph is informative in itself, especially when studying
its evolution over time when the network under study changes (through the
introduction of new vertices and edges and possibly the removal of some of the
existing ones).

The distance from v to w in G is the length of the shortest of all existing paths:

dist.v; w/ D min
P.v;w/

fjP.v; w/j j P.v; w/ is a path in Gg : (5.13)

Note that in an undirected graph, dist.v; w/ D dist.w; v/, but this is not necessarily
the case in a directed graph as the paths may differ. The theoretical maximum
distance is n � 1, obtained when the shortest path from v to w requires passing
through every single one of the other vertices in the graph. Evidently, the distance
from a vertex to itself is defined to be zero as the shortest path is an empty edge
sequence. When no path exists, the distance is undefined.

When all distances are defined, implying that the graph is connected, the average
distance is naturally defined for the undirected case as

D D 1
�

n
2

�
X

fu;vg�V

u¤v

dist.u; v/; (5.14)

where
�

n
2

�
is the binomial coefficient,4 as there are

�
n
2

�
pairs fu; wg. For the directed

case, the number of distances considered doubles as each vertex pair contributes two
possibly different distances:

D D 1

n.n � 1/

X

fu;vg�V

u¤v

dist.u; v/ C dist.v; u/: (5.15)

4The binomial coefficient is
�

n

k

� D nŠ
kŠ.n�k/Š

, where kŠ D 1 � 2 � : : : .n � 1/ � n is the factorial.
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Fig. 5.4 Examples of typical extreme-case topologies, each with n D 5. From left to right: a
complete graph, a star graph, a circle graph, a path graph, and an independent set. The edge counts
are the following: for the complete graph m D �

n
2

� D 10, whereas the star graph and the path
graph have m D n � 1 D 4. The circle graph has n D m D 5 and the independent set has m D 0

When the graph is not (strongly) connected, average distance of the graph is neither
informative not well-defined, and instead the average distances of the (strongly)
connected components are studied.

Note that for a complete graph5 (see Fig. 5.4), all distances are one and so is the
average distance, both in the undirected and the directed case, the latter requiring
twice as many edges to establish a symmetrical neighborhood relation. A theoretical
maximum is obtained when all vertices form on a single path (referred to here as a
path graph, see Fig. 5.4), in which case

D D 2

n.n � 1/
�

n�1X

iD1

i.i C 1/

2
(5.16)

D 1

n.n � 1/
�
 

n�1X

iD1

i2 C
n�1X

iD1

i

!

(5.17)

D 1

n.n � 1/
�
�

n.n � 1/.2n � 1/

6
C n.n � 1/

2

�

(5.18)

D 1

n.n � 1/
� n.n2 � 1/

3
(5.19)

D n C 1

3
; (5.20)

due to symmetry of the extremes, for the undirected case. For the undirected case,
the maximum average distance requires a circle graph (see Fig. 5.4) formed by
linking the last vertex of a path graph to the first one (and orienting all the edges
along the circle to achieve strong connectivity):

D D
n�1X

iD1

i D n.n � 1/

2
: (5.21)

as all vertices contribute exactly the same total distances due to symmetry of the
circular structure.

5A complete graph is one where all vertices are neighbors among themselves, that is, all possible
edges are present.
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Fig. 5.5 An example of
distance-based metrics: a
graph with average distance
2 and diameter 3

When the graph is (strongly) connected, the distances dist.v; w/ form a n-by-n
matrix D where the elements di;j are the distances of vertices vi and vj under
some arbitrary ordering of the vertex set. For an undirected graph, this matrix is
necessarily symmetric, whereas for a directed graph it generally is not.

Hence, the average distance D is the arithmetic average over all elements di;j in
the matrix. The maximum distance over all pairs of vertices is called the diameter
of the graph:

diam.G/ D max
i;j

fdi;j g: (5.22)

The concepts of distance and diameter are exemplified in Fig. 5.5; the distance
matrix for the graph in the figure is

D D

0

B
B
B
B
B
@

0 1 2 3 2

1 0 1 2 1

2 1 0 1 2

3 2 1 4 3

2 1 2 3 0

1

C
C
C
C
C
A

; (5.23)

with the rows and columns ordered by the vertex labels vi , i D 1; 2; : : : ; 5. The
element di;j is the distance between vertex vi and vj .

For a complete graph, the diameter is 1 and for a path graph, it is n � 1, as well
as for a directed circle graph. For an undirected circle graph the diameter is b n�1

=
2c.

A measure derived from distances known as global efficiency [21] which assumes
that the shorter the distance, the more efficient the communication between two
vertices is defined as

E D
0

@.n.n � 1//
X

u¤v2V

dist.u; v/

1

A

�1

: (5.24)

It attains its minimum when the average distance is maximized, and vice versa.
A widely used metric based on distances is the (betweenness) centrality [15,31],

which measures the importance of a vertex in terms of the number of shortest paths
it participates in
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Fig. 5.6 Examples of
betweenness centrality. The
value of B.v/ is shown next
to each vertex, the highest
being 3

7
� 0:42 and the

lowest being 1
4

D 0:25

B.v/ D
P

u;w S.u; v; w/
P

u;w S 0.u; w/
; (5.25)

where S.u; v; w/ is the number of paths of length dist.u; w/ in G from vertex u to
vertex w that pass through v (not including u and w themselves—although this is a
matter of definition and the measure is useful either way), and S 0.u; w/ is the total
number of paths of length dist.u; w/ in G. As a graph measure, the average of B.v/

over v 2 V is commonly used. Examples are given in Fig. 5.6. Removing vertices
with high centrality is more likely to increase the distance-based measures such as
the diameter than the removal of a vertex that is chosen uniformly at random.

A maximum centrality is attained by a vertex that lies on every possible shortest
path in the graph, that is a vertex v that is a center of a star graph (see Fig. 5.4) where
all the other vertices are connected to v but there are no other edges present. In this
case, all paths have length two and there is only one possible path for each vertex
pair, yielding B.v/ D 1 as v is part of each of the

�
n�1

2

�
distinct paths crossing

through v, one for each pair of vertices in V n fvg. The minimum for this metric is
clearly zero, for the case that no shortest path includes a given vertex.

A cycle is a nonempty path that repeats no edge that begins and ends at the same
vertex. A graph is acyclic if no cycles are present. A connected acyclic graph is
called a tree; a disconnected acyclic graph is a forest.

The cyclic coefficient [20] is defined for a vertex v as

Y .v/ D 2

.deg.v/.deg.v/ � 1//

X

u;w2	 .v/

1

`.u; v; w/
; (5.26)

where `.u; v; w/ if the length of the shortest cycle containing v and its two neighbors
u and w. Note that by definition, vertices with just one neighbor do not have a
value for this metric as they produce a division by zero, as the normalization is
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Fig. 5.7 Examples of cyclic
coefficients of vertices. One
vertex has an undefined value
for the metric, whereas the
maximum is 2

3
D 0:N6 and the

minimum 17
100

D 0:17

made in terms of number of ordered triples of a vertex with two neighbors). As the
summation terms are smaller for larger cycles, vertices that have short cycles for
most of their neighbors get higher values of the coefficient than those that also have
pairs of neighbors that are further apart in the graph.

In a complete undirected graph, it being .n � 1/-regular,

Y .v/ D 2

.n � 2/.n � 1/
�
 

n � 1

2

!

� 2 �
�

1

3

�

(5.27)

D 2

.n � 2/.n � 1/
� .n � 1/.n � 2/

2
� 2

3
(5.28)

D 2

3
(5.29)

for all v 2 V , as all possible triplets fu; v; wg are connected by a cycle of length three
and there are

�
n�1

2

�
pairs of distinct neighbors for each v, each pair considered twice

(once in each order), yields the maximum value possible. The minimum (defined)
value is attained when all the n vertices form a single cycle, yielding

Y .v/ D 2

2
� 2 � 1

n
D 2

n
(5.30)

for all v 2 V , as the graph is 2-regular, each vertex has just one pair or neighbors
(considered in the two possible orders) and all cycles have length n. This approaches
zero as n goes to infinity. Note that for n D 3, the maximum and minimum is given
by the same graph: three vertices forming a single cycle. An example on a graph
that is neither of these extreme cases is given in Fig. 5.7.

The cyclic coefficient of a graph is obtained, again, by averaging (in this case,
typically over those values that are defined, omitting the single-neighbor vertices):

Y D 1

n

X

v2V

Y .v/: (5.31)
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Fig. 5.8 On the left, a
triangle; on the right, a triplet

Neighborhood-Based Metrics

A subgraph of G D .V; E/ is a graph H D .S; F / with the vertex set being S � V

and the edge set being

F � f.u; v/ j u 2 S; v 2 S; .u; v/ 2 Eg: (5.32)

The definition is written in terms of simple graphs, but the concepts extends easily
to multigraphs and hypergraphs; a subgraph is obtained by removing some vertices
and/or edges, making sure that the endpoints of all remaining edges are also kept.
An induced subgraph is obtained by keeping a given set of vertices S and all those
edges that have both/all of their endpoints in S .

The density of a (sub)graph is the proportion of edges present of the maximum
possible:

ı D m

mmax
: (5.33)

Defined as a fraction, density takes values from 0 to 1: 0 when no edges are present
and 1 for a complete graph. In an undirected simple graph with n vertices, the
maximum possible value for m is

mmax D
 

n

2

!

D n.n � 1/

2
; (5.34)

and in a directed, simple graph, twice as much. Defining density makes little sense
in multigraphs, unless an upper bound is known for the edge multiplicities. A graph
with high density is said to be dense and a graph with low density is said to be
sparse.

A cluster or a community is an induced subgraph H D .S; F / that has high
density but only a few edges to V n S (see the survey of Schaeffer [34] for more
information on graph clustering). Clustering as a graph property [27] refers to
the presence of clusters in the structure and is very commonly present in social
networks. There are two approaches that are used to measure the tendency toward
cluster formation.

The first one requires computing for each vertex v 2 V the number of triangles
it participates in, denoted here by Nt ; a triangle being a subgraph of three vertices
where each vertex has an edge to the other two (see Fig. 5.8 for an illustration). Also
the number of triplets in which v participates, denoted by Np is computed; a triplet
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Fig. 5.9 An example graph
where for each vertex, the
values of T .v/ (left) and
C .v/ (right) are shown;
T � 0:73 and C � 0:83

is a path of length two, as illustrated in Fig. 5.8. Then, the tendency for cluster
formation in the neighborhood of vertex v is measured as the ratio of triangles to
triplets:

T .v/ D 3 � Nt

Np

I (5.35)

this is known as transitivity [32].
Another option is using the density of the subgraph induced by the neighborhood

of v, 	 .v/. We denote this quantity by C .v/ and call it the clustering coefficient (cf.
[43]).

Both T .v/ and C .v/ are turned into global metrics by averaging over the
vertex set:

T D 1

n

X

v2V

T .v/; (5.36)

C D 1

n

X

v2V

C .v/: (5.37)

We emphasize that the two measures are not the same (despite the widespread con-
fusion in literature shortly after their introduction, see [4, 35] for counterexamples).
However, for both, the maximum value is 1 (for the complete graph). Both attain
their minimum, zero, for any graph with no triangles, especially all trees and forests.
There being no triangles, all subgraphs induced by neighborhoods are necessarily
independent sets6 (see Fig. 5.4). An example graph with both metrics computed is
shown in Fig. 5.9.

In natural systems, it is often observed that high-degree vertices tend to connect
with other high-degree vertices. In the context of social networks, this means
that the individuals that maintain many interactions tend to interact with other
high-interaction individuals. In the literature, this phenomenon is referred to as
assortativity and also the rich-club phenomenon; the latter by an analogy to the
reasoning one would make in selecting a business partner: those that already have
many connections (existing partners, clients, distributors, etc.) are more attractive
business partners than those who do not.

6A vertex set S � V is an independent set in G D .V; E/ if none of its member vertices are
adjacent in E .
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Fig. 5.10 The four black
vertices form a rich club for

 D 5, with R
 D 5

6
D 0:8N3,

as one of the six possible
edges among them is not
present. All other vertices
have degree less than 5

In terms of graphs, we define a rich club in terms of a threshold parameter 
: all
vertices v 2 V such that deg.v/ 	 
 “belong to the club.” The rich-club coefficient
R.
/ of a graph is then simply the local density of the subgraph induced by the club
in it. An example is given in Fig. 5.10.

Models for Social Networks

Natural networks are representations of complex systems present in the nature
in terms of graph theory, often considered to include man-made systems. Social
networks are in a sense both natural and man-made; the vertices usually represent
the actors of a social system and the edges represent the interactions among these
actors. Numerous models have been proposed to artificially generate graphs that
share some characteristics with natural networks. Typically the goal of such
modeling is to better understand some phenomena of interest (such as epidemic
spreading, for example [26, 40]).

The proposed generation models for natural network like graphs are numerous.
For surveys on the topic, we redirect the reader to works that concentrate on
generation models and their properties in general [10, 18, 29, 39].

In this work, we concentrate on three generation models that mimic some
properties present in social network formation. These three models operate in an
incremental fashion: the vertices join the graph one by one and form some edges to
the existing vertices, as well as possible edge formation among the already present
vertices. All generation models permit modification to accommodate additional
factors such vertices abandoning the network, edge deletion, weighted edges, aging
of vertices, and edges; the literature on modifications to make the models fit a
new setting or to incorporate an additional property is abundant and often relies
on executing random processes on the graph structure (cf. [13]). Again we refer
the reader to existing surveys on the specific topic of generation models, mentioned
earlier in this section.
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Fig. 5.11 Neighbor selection in the Barabási-Albert generation procedure: the black vertices were
the seed graph, after which the other vertices were introduced; the vertex color is lighter the later
in the generation procedure the vertex arrived. Each arriving vertex chose two neighbors among
those already present, randomly but preferentially to their degree

Barabási-Albert Generation Procedure

The first type of graph generation discussed here is the widely used Barabási-Albert
(BA) procedure [3] that takes two parameters in its basic form: the final vertex count
n and another integer k. The edge formation is based on preferential attachment:
when a vertex joins the graph, it randomly—but not uniformly—selects k (usually
distinct) existing vertices to form its neighborhood.

When a directed graph is desired, the edges are formed from the new vertex to
the existing vertices. In both the undirected and the directed case, the probability of
selecting an existing vertex w is directly proportional to its current degree deg.w/

(where in the directed case one uses generally the in-degree). In order for these
probabilities to be well-defined, the generation must commence with a connected
seed graph. In case that distinct edges are to be formed (hence avoiding generating
a multigraph), at least k vertices must initially be present (for the directed case, at
having at least one incoming edge each).

The inclusion of new vertices is ceased when the graph order reaches the
parameter value n. The preferential attachment is generally implemented simply
as roulette-wheel selection: the higher the degree, the more likely the reception of a
new edge. Hence the vertices that arrive early have high expected degrees and those
that arrive late in the generation process have expected degrees very near the value
of the parameter k. The neighbor selection is illustrated in Fig. 5.11.

In the context of social networks, preferential attachment can be interpreted as
individuals preferring social contact to persons who already are highly connected,
instead of interacting with other individuals of low connectivity.

Bu-Towsley Generation Procedure

A modification, one among several in existing literature, to the Barabási-Albert
procedure was proposed by Bu and Towsley [5], where an additional parameter
ˇ applies a reduction to the degree at the moment of performing the preferential
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Fig. 5.12 Neighbor selection in the Bu-Towsley model is carried out in one of two possible
manners for each arriving vertex: the edges that vertex forms to the existing graph and, with
probability controlled by the parameter ˇ, new edges are formed between vertices that are already
present. For this example, we assume k D 3 and that at least one must be from the arriving vertex
at each step. We emphasize those three edges that were added as the white vertex, being the last
one added, joined the graph: two to connect it to the existing graph and one among already-present
vertices. The new edges are drawn in a dashed line

attachment and also includes edge-formation among the existing vertices. One
option of implementing this is using ˇ as a probability and for each of the k edges
that are to be introduced in each iteration, add an edge between vertices already
present with probability ˇ and proceed to the normal preferential attachment of the
arriving vertex with probability 1 � ˇ.

Variations of this model are created using alternative selection distributions
for selecting the existing vertices that are to connect: whether that selection is
also somehow preferential or simply uniform, and whether more than one edge is
allowed for a given pair of vertices (that is, whether multigraphs are permitted).
Also, if all the k new edges at a particular are allowed to be among the existing
vertices, the resulting graph may become disconnected. To assure connectivity, one
edge can be forced to be from the new arrival to the rest of the graph whereas the
other k � 1 are randomly assigned either to this purpose or for adding connections
among the existing vertices.

Figure 5.12 illustrates the steps of this generation procedure in one iteration,
to which we refer as the Bu-Towsley (BT) procedure. The formation of edges
among existing vertices and not only upon arrival is more realistic to the social
network scenario, as being part of a social system tends to facilitate the formation
of additional connections.

Forest-Fire Generation Procedure

The third and last generation procedure discussed in this chapter, proposed by
Leskovec et al. [22], seeks to emulate the propagation of a fire in a forest,
interpretable in this context as the propagation of a rumor or a trend in a social
system. We refer to this generation method as the forest-fire (FF) procedure.
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a b

Fig. 5.13 Neighbor selection in the forest-fire model in two phases. (a) The white vertex arrives;
edges that were already present in the graph before the arrival are drawn with solid lines and the
new h C k edges with dashed lines. (b) Afterwards, new (dashed) edges are created among the
existing vertices recursively

The initial graph consists of a single vertex and additional vertices are introduced
one at a time. Upon the arrival of a new vertex v, two geometrically distributed
pseudo-random numbers are generated, k and h, and a flag is set for each existing
vertex as “not visited.” The geometric distribution is parametrized to yield mean
.1 � p/�1 and variance .1 � rp/�1, where p and r are model parameters.

Then, a set A � V such that jAj D k is selected among the presently unvisited
vertices, and a directed edge is added from the arriving vertex v to each vertex
in A. All vertices in A are flagged as “visited.” Then, another set B � V such that
jBj D h is selected uniformly at random among the still unvisited existing vertices
and a directed edge is added from each of these vertices to v. Afterwards, these
set-selection and edge-formation steps are recursively performed on each vertex in
A [ B . The arrival process of a single vertex is illustrated in Fig. 5.13.

While the recursion proceeds, every vertex in the graph becomes either the
source or the target of a new edge, possibly except one that has no unvisited
vertex left to connect with. Upon concluding the recursion (when there are no
more unvisited vertices to choose from), all the visit flags over the vertex set are
reset to “unvisited.” Then, a new vertex arrives and everything is repeated. The
growth continues when the target order n has been reached. The growth and the
recursive edge introduction of the FF model can be interpreted as the arrival of a
new individual in a social system provoking new interactions between the previously
present individuals (rivalry or acquaintance, for example).

Properties of Social Networks

Natural networks in general, as well as social networks specifically, possess
properties that affect the way in which the systems under study function and evolve.
We summarize here some of the most common properties:
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Rich-club phenomenon Highly connected vertices tend to connect to other highly
connected vertices. Also referred to as assortative mixing [7, 28, 47].

Small-world phenomenon The average distance (and the diameter) in the graph
grows sub-linearly to graph order (log n or even log log n) or even shrinks over
time [22, 42, 43].

Community formation The vertices form dense induced subgraphs with few con-
nections to other parts of the graph [11, 16, 23, 30, 43].

Scale-free degree distribution Most vertices have a low degree, but some vertices
(called hubs) have a very high degree; the degree distribution plotted on a log-
log scale resembles a straight line [1, 3, 14, 24, 37]. It is disputable whether the
latter characterization applies in general (cf. [17]), but the presence of hubs is
generally accepted.

It is of interest to know how the properties evolve when the graph undergoes
growth or some other kind of structural change or perturbation. Throughout the
remainder of this section, we study the behavior of four of the metrics defined in
the section “Metrics of Graph Structure” for the three network models presented in
the section “Models for Social Networks”. The metrics used are entropy, average
distance, diameter, and clustering coefficient. We are particularly interested in
detecting whether the properties of the system undergo change as vertices are added,
and if so, when, how, and to what does the structure stabilize.

As experimental work for this study, we grew graphs with the three gen-
eration models until the values of entropy and clustering coefficient stabilized
(see Fig. 5.14), performing 30 repetitions of each. Over these 30 repetitions, we
computed the mean and the standard deviation. The plots in the figures show the
average and, technically, the standard deviation, although the latter is mostly so
small that the bars are not visible underneath the data point.

Then, we perturb each resulting graph structure by removing edges uniformly at
random, attempting to destabilize the two metrics that had previously stabilized, and
then resume the growth by continuing with the generation model. The perturbation
was performed the iteration number 800, determined by initial experiments to be a
moment at which the structure already stabilizes (with the parameters used). Due to
the functional differences between the models, the graphs did not all have the same
order upon performing the perturbation, much less the same size. The perturbation
carried out consists in eliminating k edges, where k 2 Œ0; m� was chosen uniformly
at random.

The change resulting from the perturbation is visible for the BT model in both
plots in Fig. 5.15, revealing the moment in which it was performed. Also on the FF
model, the moment of perturbation is visible on the clustering coefficient. In these
cases where a change is in deed clearly visible, we note that the values of entropy
and clustering coefficient return to their original stable values relatively soon after
the graph growth is resumed, indicating that the value of each is an inherent property
of the model (with the used parameters). This implies that these two metrics could
be employed to detect when the structure of a network undergoes significant change.
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Fig. 5.14 The behavior of the four metrics under the three generation procedures, shown after
each vertex arrival until n D 1;000 for each method. Note that these plots, with the exception of
the clustering coefficient, use a logarithmic scale on the y-axis help reveal the differences between
the procedure. The same legend, shown only in the first plot, applies to all four plots; the y-axis
indicates the value of the metric in question (notice that the range of possible values depends on the
metric, as discussed in the previous section), whereas the x-axis indicates the value of n. The line
indicates the average after each vertex arrival and the dots, accompanied by the mostly invisible
error bars to indicate the standard deviation, are only placed in increments of 40 for clarity of the
plot. (a) Clustering coefficient. (b) Diameter. (c) Average distance. (d) Entropy

Also, as visible in Fig. 5.15, the metrics tends to stabilize, although not to a
constant. We define stability for our experiments in terms of the proportional change
in each metric from one step of the simulation to the next:

�C D Ct

CtC1

; (5.38)
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Fig. 5.15 The behavior of the clustering coefficient and entropy for the three generation proce-
dures under perturbation. The value of the metric is shown on the y-axis and n on the x-axis.
Again there are very small error bars in increments of 80 by the x-axis, indicating the standard
deviation over the set of 30 repetitions. The lines show the average after each vertex arrival. (a)
Clustering coefficient under perturbation. (b) Entropy under perturbation

�H D Ht

HtC1

; (5.39)

where Ct is the clustering coefficient, and Ht is the entropy at step t of the
generation procedure.

Figure 5.16 shows the clustering coefficient ratio �C for the three generation
procedures without and with a structural perturbation; Fig. 5.18 shows the entropy
ratio �H .

All the plots in Fig. 5.16 start with perturbations and then stabilize, in relative
terms, by the iteration 500; the plots all show the standard deviation every 100

iterations, which is mostly so small that the bars are not visible. The spike upon
perturbation (on the plots on the right) is pronounced in all models; for questions of
clarity, the y-range of the plots was limited and the spike is cut off—in fact it rises as
high as six in the BT model, although in the other two it remains near 1:1 on average
over the 30 repetitions made. This is shown in the close-up plots in Fig. 5.17.

The benefit of observing the ratio instead of the plain metric is that, as shown
in Figs. 5.16 and 5.17, the perturbation is observable to the naked eye on all three
models, whereas in Fig. 5.15 it was not so for the BA model.



136 N.I. Bersano-Méndez et al.

0.95

1

1.05

0  200  400  600  800  1000
0.95

1

1.05

0 200 400 600 800 1000

0.95

1

1.05

0 200 400 600 800 1000
0.95

1

1.05

0 200 400 600 800 1000

0.95

1

1.05

0 200 400 600 800 1000
0.95

1

1.05

0 200 400 600 800 1000

a b

c d

e f

Fig. 5.16 The clustering-coefficient ratio �C (y-axis) in the three generation procedures for each
iteration. The left column, consisting of subfigures (a) BA graphs without perturbation, (c) BT
graphs without perturbation, and (e) FF graphs without perturbation, shows the models under
normal operation, and the right column, consisting of subfigures (b) BA graphs under perturbation,
(d) BT graphs under perturbation, and (f) FF graphs under perturbation, shows the behavior when
a structural perturbation is performed; the spike reveals the moment in which the perturbation was
carried out on the iteration number 800

For the entropy ratio, shown in Fig. 5.18, the FF model shows very little
change when perturbed, making the clustering coefficient ratio a much easier-to-use
indicator of structural change than the entropy ratio; the close-ups for the entropy
ratio are shown in Fig. 5.19 and only there the spike for the FF model becomes
visible, although at a very small scale.

We also observe from the above experiments that after the metrics stabilize, both
at the beginning of the construction and after recovering from the perturbation, the
difference in each step is very small, causing the ratio to remain very close to 1.
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Fig. 5.17 Close-ups for the subfigures (b), (d), and (f) of Fig. 5.16, showing the value of the
clustering coefficient ratio to which the spike reaches upon perturbation, carried out at iteration
800. (a) BA model. (b) BT model. (c) FF model
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Fig. 5.18 The entropy ratio �H in the three generation procedures without (a) BA graphs without
perturbation, (c) BT graphs without perturbation, (e) and with (b) BA graphs under perturbation,
(d) BT graphs under perturbation, (f) FF graphs under perturbation, a structural perturbation; the
spike reveals again the time of the perturbation
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Fig. 5.19 Close-ups for the subfigures (b), (d), and (f) of Fig. 5.18, showing the value of the
entropy ratio to which the spike reaches upon perturbation, carried out at iteration 800. (a) BA
model. (b) BT model. (c) FF model

Bustos et al. [6] present a breadth-first search (BFS) approach to estimate a
network size. BFS begins at a given start vertex and adds to a queue7 all its
neighbors. Then, BFS takes the first vertex in the queue as the current vertex,
eliminates it from the queue, marks it visited, and adds all its neighbors that are
unvisited, but yet in the queue, to it. This is repeated while there are still vertices
in the queue. The depth of BFS refers to the maximum distance of the start vertex
that has been examined. The depth to which to proceed is an important criterion for
the algorithm of Bustos et al. as it controls the runtime of the algorithm as well as
the number of vertices consulted. This depth needs to be limited to such a value that
provides an accurate estimate of the network size.

As shown by the experiments reported earlier in this section, entropy and
clustering coefficient both tend to stabilize once the structure of the network
stabilizes. Monitoring one or both of these metrics during the BFS and stopping
whenever there is no significant change would provide an alternative to having to fix
the maximum depth beforehand, thus adapting the algorithm to the graph structure
dynamically.

We experimented on this effect by running the BFS-based method for the
three generation models discussed in the section “Models for Social Networks”,
calculating entropy an clustering coefficient after each vertex arrival. We then
performed the same procedure with an extract of the Twitter follower network. The
extract used consists of 1,132 users from Santiago, Chile, at the end of year 2009.
Figure 5.20 shows the resulting plots, averaged over 30 repetitions with the starting
vertex chosen uniformly at random. Again, the standard deviation is so small that
the error bars, although drawn, are not visible.

Comparing Fig. 5.20 with the plots of the artificial generation models shown in
Figs. 5.14–5.16 and 5.18, we see that the behavior is rather similar. This implies
that once the metrics stabilize, the BFS routine can be terminated, as the network
structure has effectively been determined.

7A queue is a data structure where incoming data is appended at the end and removals are only
done in the beginning of the structure.
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Fig. 5.20 Entropy and clustering coefficient (on the left, the plain metric, and on the right, the
ratios defined in Eq. 5.39) of the extract of the Twitter network for each BFS iteration. The data
shown is averaged over 30 repetitions from randomly chosen initial vertices. The error bars every
100 data points show the standard deviation. (a) Clustering coefficient for Twitter. (b) Clustering-
coefficient ratio for Twitter. (c) Entropy for Twitter. (d) Entropy ratio for Twitter

The effects of entropy on network structure are discussed in detail by Wang
et al. [41]. What comes to clustering, social networks are prone to higher values
of the clustering coefficient than other natural networks [38]. Among the results
regarding the effects of high clustering in networks, we mention a few examples.
Firstly, it is well-known in spectral graph theory that the presence of clusters affects
the eigenvalues of matrices that represent the graph and that this is related to the
mixing time of a random walk on the graphs (cf. [34]; see also [8, 25]). This has
implications on the way in which information traverses the network [45] as well as
epidemic spreading [46]. The effects of clustering on cooperation have also been
studied [12, 33], whereas Arenas et al. [2] discuss in depth structural effects on
synchronization. White and Houseman [44] discuss the searchability in the presence
of clusters. Virtanen [39] finds that clustered graphs are harder instances of the
maximum-clique problem.

The field of mapping structural properties to functional effects has been very
active for the past 10 years and still is. Our own ongoing work involves issues
regarding the difficulty of graph coloring in terms of structural metrics as well as
structural network optimization for rapid synchronization of multi-agent systems.
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Conclusions

In this chapter, we have surveyed some metrics and models for natural networks
and study experimentally the behavior of some metrics on the models presented.
The models included all functions in an incremental fashion, which permits the
characterization of the evolution of the metrics over time, step by step, to observe
whether and to which value they stabilize and how are the metrics affected by
structural perturbations. We also experimented with real-world data for comparison,
using an extract of the Twitter follower network.

It was demonstrated that structural metrics, particularly the entropy of the degree
distribution and the clustering coefficient, stabilize during network growth and
display perturbations to the network structure as abrupt changes in their values.
This would permit their use as indicators of changes in the structure of a social
network, as well as in determining whether or not an evolving network structure
is structurally stable. Using a BFS-based procedure to compute these two metrics
on the Twitter network extract, we noted that as soon as the metrics stabilize, the
BFS can be stopped, thus saving computational resources, as the value is no longer
expected to change on a natural network.

An important concern in network metrics is the computational complexity. For
example, entropy is easier to compute than the clustering coefficient, but both
require global information and thus fail to be scalable. As future work, locally
computable estimations of these metrics are of great interest. We assume that both
could be reasonably estimated by performing relatively short random walks on the
graph (considering that the diameter of social networks is small), however taking
into account that the presence of high clustering increases the mixing time.
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Chapter 6
Structural Decompositions of Complex
Networks

Rong Yang, Leyla Zhuhadar, and Olfa Nasraoui

Abstract In complex network research, a number of different ways of studying the
macroscopic structure of a network have been developed. This chapter provides
an overview of the most important ones. The primary example is the bow-tie
decomposition. We provide a precise formal definition for the decomposition as
well as an algorithm for computing it. The closely related Daisy model and a fractal
approach are also discussed in some detail. Some other approaches are discussed
briefly.

Introduction

The web graph is the directed graph which has HTML pages as its nodes and
hyperlinks between them as its edges. It is but one particularly important example
of the many large complex networks that have become the object of scrutiny and
analysis in recent years. Both man-made and natural networks have increasingly
become the focus for a great deal of research. The domain of natural networks
includes ecological networks such as food webs [23, 24], population biology [36],
and epidemiology [30, 37, 38, 41]. On the man-made side, in addition to the web
graph, the Internet [17, 52, 53, 57], traffic and airline networks [10, 28, 56, 59],
the power grid [4, 18, 32], social and email networks [1, 15, 19, 44], collaboration
networks [2, 9, 39, 40], and terrorist networks [6, 21, 33, 47, 48].
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While the origin of graph theory as a subject dates back to Euler and the bridges
of Königsberg in the eighteenth century, the modern study of large irregular graphs
begins with the work of Erdös and Rényi [26,27]. Their work invented random graph
theory and introduced probabilistic methods to study these graphs (now commonly
known as ER-graphs). The theory of ER-graphs is elegant and they are amenable
to mathematical analysis, but the study of new large complex networks quickly
revealed that they are not appropriate models for most of the graphs encountered
in practice. One of the first discoveries along these lines was made by Barabási
and Albert [8]. Since, in an ER-graph, each edge is present or absent with a fixed
probability, the degree distribution for these graphs is binomial, which becomes
Poisson in the limit as the number of vertices of the graph increases. However,
Barabási and Albert discovered that the degree distribution for real-world complex
networks is not binomial or Poisson, but rather follows a power-law (scale-free)
distribution. That is, the probability that a vertex has degree k is proportional to
k�˛ for some ˛. These distributions have tails that are much fatter than a binomial
or Poisson distribution, which means that vertices of very high degree, while not
common, will occur. Barabási and Albert also devised a method called preferential
attachment (newly created vertices prefer to attach themselves to vertices of high
degree) to create random graphs whose degree distribution follows a power law.
These are frequently called BA-graphs.

It was also discovered that most real-world complex networks are “small worlds,”
meaning that it generally takes only a few steps to get from any vertex to any other
vertex connected to it. This is the familiar “six degrees of separation” phenomenon.
Indeed, Albert et al. [3] discovered that in the World Wide Web of 1999, which at
that time had at least 8 � 108 pages, two documents were typically only 19 clicks
apart. This phenomenon is widespread among large sparse graphs, and Watts and
Strogatz [54] discovered an effective random model for it. Their method is quite
simple. It involves beginning with a regular lattice as the starting graph and then,
with some probability p, rewiring the edges of the graph. The probability p serves
as a parameter that allows the resulting graph to range from being totally regular
.p D 0/ to totally random .p D 1/. They discovered that even very small values of
p suffice to give rise to a small world. The small-world effect has a bearing on such
things as communication, search, and the spread of epidemics.

Another characteristic of real networks which must be mentioned is their
tendency to support communities – groups which have more of their ties within the
group than outside it. The importance of this property was brought to the attention
of the network research community by Girvan and Newman [29]. They devised
a new and effective method for identifying communities based on deleting edges
from the graph that are in a sense the least central edges. As the graph becomes
disconnected through this process, the communities remain intact as connected
components. Shortly thereafter in [43], they invented a method called modularity
for testing the quality of a proposed decomposition of a network into communities
and put the study on a more solid footing. Since then, community detection has
become an active and widespread part of the study of networks. Ref. [46] gives a
good overview.
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The above sketch just begins to give an indication of the breadth and depth of the
study of large complex networks as it is practiced today. There are vast areas such as
network dynamics, centrality studies, and many others. For an excellent overview,
see [42]. Throughout it should be emphasized that understanding the structure of
these graphs and their subgraphs is not only of theoretical interest to computer
scientists. To mention a few, study of the web graph can be used to improve vital
operations on the web such as searching and crawling, understanding metabolic
networks can aid in the diagnosis and treatment of disease, and knowing the likely
structure of a terrorist network can help prevent attacks.

The purpose of this chapter is to survey some of the approaches which have been
taken toward understanding the structural aspects of large complex graphs. These
studies attempt to discover ways in which these graphs or their subgraphs can be
decomposed into meaningful pieces and how those pieces fit together.

The outline of the rest of the paper is as follows. Section “Notation and Termi-
nology” introduces some of the notations and terminology used in discussing graphs
and networks. Section “The Bow-Tie Decomposition” is an in-depth discussion of
the bow-tie decomposition including a precise definition of the decomposition and
an algorithm for computing it. Section “The Daisy Approach” looks at the Daisy
model which provides a more detailed view than the bare bow-tie. Section “A Fractal
Attack” considers the possible self-similar, fractal nature of large networks. Sec-
tion “Others Worth Mentioning” takes a quick look at other approaches that have
been taken. Finally section “Conclusions” provides a few parting comments.

Notation and Terminology

The unadorned word graph means an undirected graph. A directed graph is also
known as a digraph. When dealing with undirected graphs, the links are called
edges, while when dealing with directed graphs they are called arcs. In either case,
the graph is denoted by an ordered pair G D .V; E/ where V is the set of vertices
(or nodes) and E is the set of edges (or arcs). The number of nodes, jV j, is called
the order of the graph and the number of links, jEj, is called the size of the graph.
A graph with order p and size q is often called a (p; q)-graph.

We will be particularly concerned with questions of connectivity. Let G D
.V; E/ be a graph or digraph and let v; w " V . A path from v to w is a sequence
of nodes (distinct except possibly for v and w) v D v0; v1; : : : ; vn D w where for
each i D 0, . . . , n � 1, .vi ; vi C 1/, is an edge or arc. This path is of length n (the
number of links). This is also referred to as a (v; w)-path. If there is such a path, w
is said to be reachable from v.

The notion of reachability is extended in the following ways for a node v and
subsets of the nodes S and T :

• S is reachable from v if there exists a w " S such that w is reachable from v.
• v is reachable from S if there exists a w " S such that v is reachable from w.
• S is reachable from T if there exists a v " T and a w " S such that w is reachable

from v.
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A graph is said to be connected if every node is reachable from every other
node – that is, if any two nodes are mutually reachable. Likewise if every node in
a digraph is reachable from every other node, the digraph is said to be strongly
connected.

Given a graph (or digraph) G, the “mutually reachable” relation is obviously an
equivalence relation on the vertices of G. For an undirected graph, the equivalence
classes under this relation are called the connected components of G. They are the
maximal connected subgraphs of G. In the case of a digraph G, the equivalence
classes are called the strongly connected components of G and they are the maximal
strongly connected subgraphs of G. Also it is important to note that there is an
undirected graph underlying any digraph – simply ignore the direction of the arcs.
A set of nodes in a digraph is said to be a weakly connected component if it is
a connected component of the underlying undirected graph. The phrase “strongly
connected component” is often abbreviated as SCC and “weakly connected compo-
nent” is referred to as WCC.

The Bow-Tie Decomposition

Definition of the Bow-Tie Decomposition

Since its introduction by Broder et al. [16], the idea of using a bow-tie decom-
position as a vehicle for understanding the structure of the World Wide web and
other directed graphs has been widely used. The original drawing Fig. 6.1 is a
familiar feature in many publications (see [5, 7, 22, 25, 31, 35]). In [22], the bow-tie
decomposition, which gives a macroscopic view of the web, served as a jumping-
off point for an investigation of finer structural details within its components. In an
investigation of self-similarity in the web, Dill et al. [20] used thematically unified
clusters with a bow-tie structure as building blocks to model the web. The evolution
of the bow-tie structure over time was studied by Hirate et al. [31]. Within the
application domain, Arasu et al. [5] carried out computational experiments with the
PageRank algorithm and some of its variants using the bow-tie decomposition as the
model for the large-scale structure of the web. The uneven bow-tie structure of the
Java Developer Forum was used in [58] to help test a number of ranking algorithms
to identify expertise networks. The bow-tie structure has also shown to be present in
core metabolism networks [51]. Thus the bow-tie decomposition has demonstrated
its usefulness both in theoretical studies and eminently practical applications.

While the bow-tie structure is frequently cited in the literature, it is generally
described in words or by an illustration and has never been precisely defined. It
has also never been noted that this structure is really relative to a given strongly
connected component. Here we provide the needed formal definition of a bow-tie
decomposition relative to a component and an algorithm for computing it.
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Fig. 6.1 The original bow-tie drawing (depicted in [7])

Let G D .V; A/ be a digraph and let S be a strongly connected component of
G. The bow-tie decomposition of G with respect to S consists of the following sets
of nodes:

SCC D S

IN D fv " V � S j S is reachable from vg

OUT D fv " V � S j v is reachable from Sg

TUBES D fv " V � S � IN OUT j
v is reachable from IN and
OUT is reachable from vg

INTENDRILS D fv " V � S j
v is reachable from IN and
OUT is not reachable from vg

OUTTENDRILS D fv " V � S j
v is not reachable from IN and
OUT is reachable from vg

OTHERS D V � S � IN OUT TUBES �
INTENDRILS � OUTTENDRILS
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This precise definition is in keeping with the original (somewhat informal) defini-
tion of the bow-tie structure given in [16]. In particular, there tendrils are described
as “containing nodes that are reachable from portions of IN, or that can reach
portions of OUT without passage through SCC.” No distinction is made in [16]
between INTENDRILS and OUTTENDRILS. Also, [16] uses DISCONNECTED
where we use OTHERS. DISCONNECTED, as we shall soon see, is not really
correct – hence our choice of OTHERS.

The use of the term decomposition in the bow-tie definition is justified by the
following:

The sets of nodes in the bow-tie decomposition are mutually disjoint and thus
form a partition of the nodes.

Most of the cases are immediate from the definition. There are only three
nontrivial cases. IN and OUT are disjoint, for if they shared a node v in common,
then S would be reachable from v by virtue of its being in IN and v would be
reachable from S by virtue of its being in OUT. Thus v would have to belong to
S , which clearly it does not. IN and INTENDRILS are disjoint because OUT is
reachable from any node in IN (via S ) while OUT is not reachable from any node
in INTENDRILS. OUT and OUTTENDRILS are disjoint because every node in
OUT is reachable from any node in IN (via S ) while no node in OUTTENDRILS is
reachable from IN.

A fact which is useful and easy to establish, but which seems to have never
appeared in the literature, is the following:

Each block in the bow-tie decomposition of G with respect to S is the union of
strongly connected components of G.

Certainly this is true for SCC since by definition it is a strongly connected
component of G. IN, OUT, TUBES, INTENDRILS, and OUTTENDRILS are all
defined in terms of reachability criteria and any two nodes in the same strongly
connected component can reach and can be reached by exactly the same nodes.
Thus the assertion holds for these blocks. Finally, OTHERS consists precisely of
those nodes which cannot be reached from SCC, IN, or OUT and cannot reach any
of those blocks, so the assertion holds for OTHERS as well.

The smallest possible digraph in which each of the bow-tie blocks is nonempty
has order 7. It is pictured in Fig. 6.2. A slightly larger example Fig. 6.3 serves to
illustrate some of the problems with earlier informal definitions and software. The
existing literature does not make the distinction between intendrils and outtendrils
that we are making here. More importantly, when the commonly used social network
program Pajek [11, 12, 45] is used to analyze this network, it correctly identifies
SCC, IN, OUT, and the TUBES but it includes nodes 8 and 10 in its collection of
tendrils. Only node 9 is placed in the OTHERS category. This is clearly not correct
either according to our definition or the original definition in [16].

In the literature about the World Wide Web, reference is typically made to the
bow-tie structure of the web or part of the web. What this means is the bow-tie
decomposition relative to the strongly connected component of maximum size. Of
course, in general there is no such uniquely defined component of maximum size.
There may be many strongly connected components, all of the same maximum size.
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Fig. 6.2 The smallest graph with all bow-tie blocks nonempty

Fig. 6.3 A more detailed
bow-tie
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Indeed, in the first figure above, each node by itself forms a strongly connected
component of maximum size. In practice, there is always a unique maximum size
strongly connected component. However, allowing for the bow-tie decomposition
to be relative to any chosen maximal strongly connected component does have
significant advantages. It may, for example, be used to investigate the portion
of the network surrounding any chosen maximal component, say one in IN or
OUTTENDRILS, and the resulting finer decomposition can lead to a more detailed
understanding of the overall structure. It should be said that our investigations
using this new definition shows that there are usually only relatively small strongly
connected components within the blocks of the decomposition of web domains
(other than SCC itself), so that bow-tie decompositions within the blocks are less
likely to be of great interest than might initially be suspected. This is in keeping with
the conclusions of [22], where it is suggested that weakly connected components
may serve better as tools for analyzing the fine structure of the blocks. Still, it is quite
possible that this pattern may not persist over all application areas, so the concept
of a bow-tie decomposition relative to a maximal strongly connected component is
well worth keeping.

Algorithms for the Bow-Tie Decomposition

It is easy to find the strongly connected components of a digraph G with the aid of
the following definitions.

Let G D .V; A/ be a digraph. The transpose of G, GT, is the digraph formed
by using the vertices of G and reversing all of the arcs of G.

If v " V , DFSG .v/ denotes the set of nodes found by a depth-first search in G

beginning at v.
It is clear that DFSG .v/ is the set of all nodes that v can reach and that

DFSGT .v/ is the set of all nodes that can reach v. The following algorithm is
well known and is a standard way of computing strongly connected components.
(Despite its slight shortcomings in the bow-tie decomposition, to the best of the
authors knowledge, Pajek computes strongly connected components correctly.)

Strongly connected component algorithm: Let G D .V; A/ be a digraph and let
v " V . Then the strongly connected component containing v is

DFSG .v/ \ DFSGT .v/

The following algorithm for computing the bow-tie decomposition of a digraph
with respect to a strongly connected component is a direct consequence of the
definition.

Bow-tie decomposition algorithm: Let G D .V; A/ be a digraph and let S be
a strongly connected component of G. Then the bow-tie decomposition of G with
respect to S may be computed as follows:
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Table 6.1 Western Kentucky
University bow-tie
decomposition

Region Size

SCC 5,867
IN 104
OUT 19,250
TUBES 2
INTENDRILS 446
OUTTENDRILS 75
OTHER 1,046

1. Set SCC D S .
2. Choose v " S . Then OUT D DFSG.v/ � S .
3. Choose v " S . Then IN D DFSGT .v/ � S .
4. For each v " V � S � IN � OUT , compute the following two Boolean values:

IRV D .IN \ DFSGT .v/ ¤ �/

VRO D .OUT \ DFSG .v/ ¤ �/

Then, since IRV answers the question of whether IN can reach v and VRO
answers the question of whether v can reach OUT:

1. IRV and VRO ) v " TUBES
2. IRV and not VRO ) v " INTENDRILS
3. Not IRV and VRO ) v " OUTTENDRILS
4. Not IRV and not VRO ) v " OTHER

A program based on the above algorithm is relatively efficient, with a runtime of
O
�jV j2 C jV j jAj�, where jV j is the number of vertices of the graph and jAj is the

number of arcs. An unoptimized Java implementation was able to compute the bow-
tie structure for the Western Kentucky University domain (26,790 nodes, 103,131
arcs) in about 40 s on a 1.60 GHz machine. The results of that decomposition are
given in Table 6.1.

These numbers are of some interest because of the contrast with the bow-tie
structure of the entire web, where it is estimated that IN, OUT, and TENDRILS
are all roughly the same size while SCC is somewhat larger than any of these.
They also show that the distinction between INTENDRILS and OUTTENDRILS
is a nontrivial one and that they play significantly different roles within the overall
network. Both of these aspects deserve further consideration in future attempts to
understand the structure of meaningful portions of the web graph.

Figure 6.4 shows the actual structure of the WKU domain bow-tie decompo-
sition. The size of the nodes in that graph gives an indication of the size of the
respective blocks. Here it is to be noted that there are links between blocks which
are not required by the definition itself – the direct link from IN to OUT, the link
from TUBES to INTENDRILS, and so forth. While not required by the definition,
neither are they forbidden. Some links are forbidden – there could be no link from
OUT to IN, for example.
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Fig. 6.4 Structure of the
WKU domain bow-tie
decomposition

The Daisy Approach

In a very interesting paper [22], Donato et al. use the macroscopic bow-tie
description of the web graph to initiate a more detailed investigation of the pieces
of that decomposition. To illustrate some of the ideas presented there and the utility
of looking at networks in terms of their decompositions, we use the neural network
of C. Elegans [54,55]. For brevity, we will refer to this network as CEN (C. Elegans
Neural). This is a relatively small but nontrivial network with 297 vertices and 2,359
arcs. A sketch of the network in Fig. 6.5 using the Fructerman-Reingold 2D layout
algorithm certainly does not give much insight into its structure. A much better
idea of the nature of the network is obtained through a simplified picture of its
bow-tie structure, shown in Fig. 6.6. In this figure, the SCC component of the bow-
tie has been collasped to a single large node at the center top. The other existing
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Pajek

Fig. 6.5 The C. Elegans neural network

Fig. 6.6 Simplified bow-tie decomposition of the C. Elegans neural network

components are as labeled. Also, edges leading from IN to OUT have been omitted
to avoid clutter. This single picture certainly gives one a much better idea of the
macroscopic structure of the network, which is further clarified by an enumeration
of the sizes of the blocks in the decomposition and the placement of the arcs between
and within the blocks. These enumerations are given in Tables 6.2 and 6.3.

Donato et al. went much further than this in their analysis. Their data used
very large crawls of the web (from 7.4 million to 203.5 million nodes), and they
were interested first in whether the IN and OUT blocks contained any sizeable
strongly connected components. They found that they did not and they concluded
that there were no reasonable candidates for an SCC inside IN or OUT, which might
yield interesting bow-tie structures within those blocks. (This may help explain
why in many situations, IN and OUT remain quite large – if, for example, OUT
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Table 6.2 Sizes of the
blocks in the CEN bow-tie
decomposition

Block Size

SCC 239
IN 16
OUT 27
TUBES 1
OUTTENDRILS 14

Table 6.3 Distribution of
arcs in the CEN bow-tie
decomposition

Arc type Number of arcs

SCC ! SCC 1,918
IN ! IN 3
OUT ! OUT 29
SCC ! OUT 296
IN ! SCC 71
IN ! OUT 24
IN ! TUBE 1
TUBE ! OUT 3
OUTTENDRILS ! OUT 14

contained a giant strongly connected component, it would take but one new edge
from that component to either SCC or IN for it all to be absorbed by SCC.) This is
certainly in keeping with the structure of CEN. There IN contains a single strongly
connected component of size two and all the other strongly connected components
are singletons. Exactly the same thing happens with OUT.

Having observed that the strongly connected components within the IN and
OUT blocks were not particularly revealing, they turned to the weakly connected
components. There they found, rather to their surprise, that there was no giant
weakly connected component in either block, but rather a large number of weakly
connected components whose sizes follow a power law. In the case of CEN, IN
contains two weak components of size 2 and 12 singletons. OUT contains just two
weak components, including one singleton.

They also classified the vertices in IN and OUT into levels according to their
distance from the SCC. Here they found that, even for their large networks, almost
all the vertices are to be found in the first few (about 5) small levels. They conclude
that IN and OUT are shallow by this measure. For CEN, the situation is about as
simple as it can get – every node in both IN and OUT is at level 1, so they are all
directly connected to the SCC.

Turning their attention to the structure of the SCC itself, they define a vertex in
the SCC to be an entry point if it is pointed to by at least one vertex in IN, an exit
point if it points to at least one vertex in OUT, and a bridge if it is both an entry
point and an exit point. (Note that this usage of the term bridge is not the same as
that generally used in graph theory.) For their data they observe a power-law in-
degree distribution for entry points, which means that most entry points are pointed
to by only a few vertices in IN, but a few will be pointed to by a great many vertices
in IN. They found similar results for OUT. In the case of CEN, there are 53 entry
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Table 6.4 In-degree
distribution of entry points
in CEN

In-degree 1 2 3 4 5

Number of entry points 43 5 3 1 1

Table 6.5 Out-degree distribution of exit points in CEN

Out-degree 1 2 3 5 6 7 9 10 11 13 14 15 18 108

Number of exit points 2 1 2 6 4 2 2 1 2 1 1 1 1 1

Fig. 6.7 The Daisy structure
of the web [22]

points, 27 exit points, and no bridges. Of the 53 entry points, 42 are pointed to by
only one vertex in IN. The in and out degree distributions of entry points and exit
points are here quite different and are given in Tables 6.4 and 6.5.

The evidence that IN and OUT consist of a large number of relatively small and
relatively shallow pieces (the weakly connected components) led Donato et al. to
describe their view of the web as a Daisy. Their original depiction is in Fig. 6.7.
While their work concentrated on the web graph, it is clear that the notions they
introduced can be applied to any complex network and can certainly help understand
their structure and perhaps prove useful as a means of classifying networks.

A Fractal Attack

The scale-free nature of the power-law distributions that seem to constantly arise in
the study of complex networks are reminiscent of fractals, where being scale free
is a defining characteristic. It is possible that the fact that fractals are self-similar
has motivated some researchers to ask whether complex networks might also have
self-similar properties. Several scholars have in fact investigated this possibility,
including Dill et al. [20] who studied “Thematically Unified Clusters” (TUCs).
These are not simply random collections of web pages. A TUC is a group of web
pages that share some kind of common trait – it could be that they are linked
by content, by location within sites or intranets, by geographic location, or any
number of other features. They considered a range of parameters, including degree
distributions, connected component sizes, and bipartite cores. They discovered, with
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Fig. 6.8 Fractal bow-tie structure [34]

considerable consistency, that their data demonstrated a wide range of self-similar,
fractal-like behavior, and supported, among others, the following conclusion:

The web comprises several thematically unified clusters (TUCs). The common theme within
a TUC is one of many diverse possibilities. Each TUC has a bowtie structure that consists
of a large strongly-connected component (SCC). The SCCs corresponding to the TUCs are
integrated, via the navigational backbone, into a global SCC for the entire web. The extent to
which each TUC exhibits the bowtie structure and the extent to which its SCC is integrated
into the web as a whole indicate how well-established the corresponding community is.

Figure 6.8 clearly shows the resulting vision of the structure of the web. Although
this work focused specifically on the web and some of its subgraphs, the corre-
sponding ideas could be investigated in many other large complex graphs. There is
evidence that this fractal structure may be the result of a number of independent
stochastic processes operating simultaneously [34]. It should be noted that there has
been some disagreement about whether fractal properties do in fact exist. See [50]
for a discussion.

Others Worth Mentioning

Björneborn [13, 14] has introduced a novel presentation of the bow-tie decompo-
sition which he calls a corona model because of it resemblance to a solar corona.
While it essentially is just a way of redrawing the standard bow-tie, it is very cleverly
done and has several advantages over the usual representation. His dissertation [13]
contains the most detailed examination of the bow-tie structure of a particular real-
world network (UK university subsites) as you are likely to find anywhere.

A conceptual model that might seem superficially similar to the bow-tie was
introduced in [49]. It is called the jellyfish model and it was developed for the
Internet AS topology. It is a layered model, and their depiction of it, shown in
Fig. 6.5 is certainly evocative. The model is based on using a clique of the vertices
with the highest degrees as the core (the smallest circle at the top of Fig. 6.9). The
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Fig. 6.9 The internet
topology as a jellyfish [49]

core is layer 0. The vertices adjacent to the core form layer 1, and so on. The layers
are the expanding concentric circles surrounding the core. The small solid circles
are the degree-1 vertices attached to each layer.

Unlike all the models considered earlier, the jellyfish model applies only
to undirected networks. Note that the bow-tie model is essentially useless for
undirected networks since all the blocks except for OTHERS collapse into one
block in the undirected case. Thus, despite the fact that it applicable to different
situations than our other models, when it does apply, the jellyfish model can be a
very useful tool.

It is amusing to note that [49] refers to a number of other models which
were considered and found wanting: the broom model, the furball model, and the
doughnut model.

Conclusions

We have introduced a number of the most important macroscopic ways of viewing
large complex networks, including a precise and unambiguous definition of the bow-
tie decomposition for a directed graph (and an effective algorithm for producing
this decomposition) which should be useful in standardizing discussions of bow-tie
structures in the future, the Daisy variant of the bow-tie decomposition, and fractal
structures. We also presented the notion of a bow-tie decomposition relative to a
particular strongly connected component, which allows for detailed decompositions
beyond the gross bow-tie structure. Examples of the types of information that can
be obtained from such views were given.

From our discussion and especially from the references, it should be clear
that these approaches to understanding the overall structure of complex directed
networks have had both wide popularity and wide applicability. Despite the fact that
these notions have been in use for some years now, they have by no means outlived
their usefulness. In fact, these approaches and others which will doubtless be found
later will continue to guide network research for the foreseeable future.
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Chapter 7
Enhancing Online Communities with
Cycle-Sharing for Social Networks

Nuno Apolónia, Paulo Ferreira, and Luı́s Veiga

Abstract The Internet has made it possible to exchange information more rapidly
on a global scale. A natural succeeding step was the creation of Social Networks
where anyone in the world can share their experiences, content, and current
information, using only their Internet-enabled personal computer or mobile devices.
Under this scope, there are many Social Networks such as Facebook, Orkut, and
Youtube each one exporting its own APIs to interact with its users and groups
databases. Studies done on Social Networks show that they follow some properties
like the Small-World property. Meaning that traversing friendship relations, vast
numbers of other users could be reached from each single user (e.g., Friends
of Friends), even though users usually only interact (on a daily basis) with a
restrict group of friends. Considering that these networks could be regarded as
enabling peer-to-peer information sharing (albeit mediated by a centrally controlled
infrastructure), employing them for cycle-sharing should be a great improvement
for global distributed computing, by allowing public-resource sharing among
trusted users and within online virtual communities. Resources from these types
of networks can be used to further advance studies in other areas which may be
too computational intensive for using a single computer or a cluster, e.g., to process
data mined from the various Social Networks. We describe the design, development,
and resulting evaluation of a web-enabled platform, called CSSN: Cycle-Sharing in
Social Networks. The platform leverages a Social Network (Facebook) to perform
discovery of computational resources, thus giving the possibility for any user
to submit his own jobs for remote processing. Walls, messages, and comments
in Facebook are used as the underlying transport for CSSN protocol messages,
achieving full portability with existing Social Networks. Globally, CSSN gives the
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chance for common users to unleash the untapped computing power hidden in Social
Networks, and exploit it using the cycle-sharing paradigm to speedup their own
(or common) applications’ execution.

Introduction

The computing power has been significantly increased in the past few years;
however, there are still many computational problems that need an enormous and
increasing amount of computing resources, e.g., applications for scientific research,
financial risk analysis, or multimedia video or image rendering and encoding. These
resources are composed by computing elements such as CPU, memory, or data
storage, and all of them can be found in the millions of desktop computers all
around the world. In other words, the needed resources can be gathered from every
household or from offices and even from our daily devices, such as notebooks or
mobile phones.

The idea to use idle cycles for distributed computing was proposed in 1978 by the
WORM computing project at Xerox PARC [31]. It was only after that the scientific
community started to see the benefits that such systems can give. Furthermore,
the possibility of having supercomputers available was very tempting and made
the scientific community realize that they could harvest the idle processing time
to suite their own needs. These networks are called Grids [14], a combination of
computational resources from multiple administration domains. They employ coor-
dinated resource-sharing and problem-solving environments, which made possible
to make distributed processing of large computational (and scientific) problems.

With the Internet, the available resources for such projects were extended.
Projects like SETI@Home [3], Folding@Home (folding.stanford.edu), Distributed.net
(www.distributed.net) gathered the gigantic potential of using desktop computers
from any household (also known as global distributed computing), allowing them
to process their data much quicker than in traditional supercomputers. This is
usually done by Internet users willing to participate in such projects, that install
an application, which runs in the background when the computer has idle cycles
to spare.

A lesson to be taken from such projects is that to attract and keep users, such
projects should explain and justify their goals, research subject, and impacts. Users
may not be interested in systems that would steal their idle cycles without their
consent (Plura Processing response to the Digsby Controversy in Wordpress.com).

Motivation

The Internet has also enabled information and content sharing by using peer-to-peer
(P2P) networks [36]. These networks are usually formed by interconnected home
desktop computers. They can be categorized in terms of their formation as being
structured or unstructured. Unstructured P2P systems are characterized by having
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an underlying topology unrelated with the placement of the contents, as opposed
to Structured P2P systems where it is attempted to place the contents in locations
related with the content identification. Furthermore, optimizations were done to
leverage the performance for locating contents and their scalability (in terms of
traffic load). The resulting systems are generally called Hybrid P2P systems that
highlight two types of users. The users that provide more bandwidth are called
super-peers and those with low bandwidths are called peers; the last ones are
connected to the super-peers [36].

These networks raise challenges, such as efficient resource discovery. That is,
when a peer needs a resource, it asks other peers for it. Some approaches try to
minimize the message traffic that can be generated, either by contacting fewer peers
(when information is spread to others) or by creating central nodes that have all or
partial information for locating the exact resource.

Moreover, the Internet has made it possible to exchange information more rapidly
in a global scale. One of the natural steps was the creation of Social Networks, where
any one in the world can share their experiences and information using only their
Internet enabled personal computer or mobile device (facebook.com/mobile). Under
this scope, there are many Social Networks such as Facebook (facebook.com), Orkut,
(orkut.com) and Youtube (youtube.com) each one exporting their own APIs to interact
with their users and groups databases, e.g., Facebook API1 and OpenSocial.2 Also,
these networks have great potential for financial benefits, such as advertising.

Furthermore, studies show that the Social Networks have some properties like
the Small-World property, meaning that there is a small group of users with high
connectivity to others and a much larger group with low connectivity. Besides
that, even the highly connected users only interact (on a daily basis) with a
restrict group of users [39]. Considering that these networks could be regarded as
enabling Peer-to-Peer information sharing (albeit mediated by a centrally controlled
infrastructure), employing them for cycle-sharing should be a great improvement for
global distributed computing, by allowing public-resource sharing among trusted
users and within communities.

There are already projects that use Social Network concepts to improve perfor-
mance on other topics, such as PeerSpective [23] which enhances search results with
social information from friends.

Background

In our work, we developed and evaluated a web-enabled platform, called Cycle-
Sharing in Social Networks (CSSN), that interacts with a Social Network (Face-
book) to be able to locate and search for idle resources among its users. We leverage
an existing middleware, Ginger [33, 38], for task (called Gridlets) creation and
aggregation.

1Facebook Developers: developers.facebook.com accessed on 05/01/2010.
2OpenSocial website: code.google.com/apis/opensocial accessed on 05/01/2010.

developers.facebook.com
code.google.com/apis/opensocial
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CSSN uses a Social Network already established in order to give beneficial
results to communities willing to adopt the paradigm of cycle-sharing. Moreover,
the users in such networks are mostly linked with each other by friendship and
common interests, meaning that users may be more opened to share their resources
with their own friends.

The client application developed interacts with Facebook mostly by means of
the Graph interface which Facebook provides. This interface gives us access to
users’ information, such as their friends, groups, and Walls. These Walls are the
main interactions between the people that use Facebook, meaning that they record
messages onto the Wall to be read by the users linked to them.

We designed a communication protocol to allow interaction among the CSSN
clients and execute Jobs (sets of tasks) successfully. This means that we use
Facebook Walls (users/groups/Application Walls) to send and retrieve messages
sent by other CSSN clients. CSSN starts the discovery process by sending a Job
search message to the users’ Wall in order for the users’ friends to read and accept
(or deny) the request to use their idle resources. As we also want to gather users’
computers as much as possible, we send messages to groups that have users who
may be willing to help (or have the Jobs’ requirements). Furthermore, we extend
the reach of gathering resources to contain friends of friends (FoFs), by contacting
FoFs CSSN clients.

In the development of CSSN, our concerns were with the resource discovery and
also the manner which a user could submit his own Jobs to be processed on others’
computers. Furthermore, to reach as many users and communities as possible, we
used Java for portability purposes.

The evaluation of CSSN is comprised of several scenarios, where each one
evaluates a portion of our works’ goals, in order to know the effects each carries.

In the last scenarios, we augment the network size used, to become more realistic
in terms of users’ roles (friends, FoFs, group members). In addition, we create
Gridlets representing tasks to be performed by a known program (Pov-Ray)3 to
render an image. These scenarios were made in order to conclude that CSSN can
gain speedups against local execution; however, it is demonstrated that CSSN can be
hindered by variables such as Facebook latency, and searching for resources may not
return positive results, or even that the number of Gridlets may surpass the number
of donating users.

Current Shortcomings

The public-resource sharing and cycle-sharing systems that are widely used today
are not concerned with the common users’ needs. They are mostly used for intensive
computational projects (and proprietary) such as Folding@Home, PluraProcessing.

3Pov-Ray web site: povray.org accessed on 13/10/2010.

povray.org
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Other systems allow common applications to be executed; however, they do not
support users’ networks already established, meaning that they cannot use Social
Networks to be able to gather resources to be used by other interested users (such
as friends or communities), while often do not provide a flexible sharing system
between users.

Some systems, however, are beginning to use technologies previously unavail-
able to other projects, in order to cover more Internet users. Such systems can use the
users’ Browsers to do cycle-stealing instead of addressing the needs of the common
users. Moreover, they use remote code embedded on website and games (i.e., Adobe
Flash-based games) to gain access to potential idle resources. Furthermore, their
resource discovery and scheduling are rudimentary, meaning that they do not rely
on established networks of users to do public-resource sharing; instead, users may
have to create their own networks. Also, their scheduling process is defined by
predesignated users and targets occasional users (which may not be aware of the
system).

Contribution

Our main contribution is the CSSN platform with its architecture, messaging
protocol, system monitor, and client application. It performs resource and service
discovery on top of a Social Network already established. Furthermore, CSSN needs
to be able to gather idle cycles from users’ computers and communities that would
be willing, and capable of executing a Job, in order to achieve cycle-sharing on a
Social Network. It can also allow common users to use the cycle-sharing paradigm
to speedup their own (or common) applications’ execution without the need to create
a new network. Meaning that, CSSN can use an already established network as in
case of Social Networks (Facebook, MySpace, among others) to interact between
users to share their idle cycles.

Related Work

This section offers a review on relevant works and technologies more related to
our focus, addressing: (i) Social Networks, (ii) peer-to-peer networks, Grids and
Distributed Computing, and (iii) deployment mechanisms and code execution via
the web.

Social Networks

Social Networks are popular infrastructures for communication, interaction and
information sharing on the Internet. Anyone with a desktop computer and a Browser
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can access such websites, like Facebook, MySpace, Orkut, Hi5, YouTube, LinkedIn,
and many more (List of Social Networks on Wikipedia.org). They are used to interact with
other people for personal or business purposes, sending messages, posting them on
the website, receiving links to other websites or even sharing files between people.

Like in real-life social interactions [30], people tend to interact with many others
along their lives, some of those are called friends with whom the interaction may be
daily. In the Social Networks, the basic (real life) behaviors or interaction patterns
still apply. By grouping people in the same areas or topics, it is easier to exploit
those interactions, because people understand better what the distributed tasks will
accomplish and are willing to participate. Social Networks have already began to
sprout new ideas to exploit them for uses other than human interactions, such as
using it for enhancing Internet search [23] and leveraging infrastructures to enable
ad hoc VPNs [13].

Small-World networks can be described by the following properties: the local
neighborhood is preserved; and the diameter of the network, quantified by the
average shortest distance between two vertices, increases logarithmically with the
number of vertices. It is then possible to connect any two vertices in the network
through just a few links [1]. Growing of such networks can be hindered by two
factors: Aging of the vertices, where vertices no longer connect to newer vertices;
Cost of adding links to the vertices or the limited capacity of a vertex, adding links
to the networks may not be possible if there are constraints of space/time.

Many Social Networks also have ways of connecting users without being linked
as friends; such connections are called groups or communities, where knowledge
is exchanged within a specific topic of interest. The creation of such groups and
their subsequently taking shape and evolution over time is inherent in the structure
of society; this means that people have the tendency of coming together to share
knowledge on a particular theme [6]. We give special focus on Facebook and
OpenSocial, explained by their size and possibility of access to user databases, by
means of the APIs they export. Facebook claims to have 500,000,000 (as of July 21
of 2010) users and MySpace (one website that uses the OpenSocial API) claiming
to have more than 130,000,000 registered users. The potential of these networks for
global distributed computing is best compared to other networks.

The Facebook API and the OpenSocial API enables web applications to interact
with the server using a REST-like interface4 or in case of Facebook also a Graph
interface.5 This means that the calls from outside applications are made over the
Internet by sending HTTP GET and POST requests.

An example of a Facebook application is Progress Thru Processors.6 It executes
a BOINC system to do distributed computing, when the computer has idle cycles
to spare. Through the applications’ interface on Facebook, it is able to track
contributions from users and share updates with friends to intentionally promote

4Representational State Transfer: tinyurl.com/6x9ya accessed on 05/01/2010.
5OpenGraph Protocol: opengraphprotocol.org accessed on 23/08/2010.
6Progress Thru Processors: facebook.com/progressthruprocessors accessed on 05/01/2010.

tinyurl.com/6x9ya
opengraphprotocol.org
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distributed projects to other users. PeerSpective7 is a Social Network-based web
search. It tries to merge the Social Networking with search engines, to improve their
ranking system, by understanding how people perform searches. They employ the
search results, made by friends, into the ranking system. Overall, they claim that the
system can be leveraged to improve the quality of search results for a given group
of people. The system works by indexing search content and querying friends for
their searches including the extra results, which may be relevant to the question, on
the search web page. A lesson to be taken is that “Social Networks can organize
the world of information according to the tastes and preferences of smaller groups
of individuals” [23]. Social Cloud [8] is described as being a model that integrates
Social Networking, cloud computing [5] and volunteer computing. In this model,
users can acquire the resources (in this project, the only resource considered is
disk space) by exchanging virtual credits, making a virtual economy over the social
cloud computing. Users can gather resources from their friends (either by virtual
compensation, payment, or with a reciprocal credit model [24]), which allows this
model to approach the objectives of public-resource sharing. Furthermore, they state
that there are a number of advantages gained by leveraging Social Networking
platforms, such as gaining access to a huge user community, exploiting existent
user management functionality, and relying on pre established trust formed through
user relationships. However, the trusting relationship of friends may not be always
the case8 in Social Networks such as Facebook.

Peer-to-Peer Networks, Grids, and Distributed Computing

Peer-to-peer (P2P) networks and Grids are the most common types of sharing
systems. They evolved from different communities to serve different purposes [36].
The Grid systems interconnect clusters of supercomputers and storage systems. Nor-
mally, they are centralized and hierarchically administrated, each with its own set of
rules regarding resource availability. Resources can be dynamic and thus may vary
in amount and availability during time, and have to be known beforehand among the
network. Grid systems were created by the scientific community to run computation
intensive applications that would take too much time in normal desktops (without
being distributed) or on a single cluster, e.g., large-scale simulations or data analysis.

P2P networks are typically made from household desktop computers or common
mobile devices, being extremely dynamic in terms of resource types and whose
membership can vary in time with more intensity than with Grids. P2P networks
are normally used for sharing files, although there are a number of projects using
those kinds of networks for other purposes, such as sharing information and

7PeerSpective: peerspective.mpi-sws.org accessed on 05/01/2010.
8How Facebook could make cloud computing better: tinyurl.com/237ddem accessed on
15/10/2010.

peerspective.mpi-sws.org
tinyurl.com/237ddem
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streaming (e.g., Massive Multi-player Online games using P2P [16] to alleviate
server load, distributing tasks as SETI@Home [3], data streaming for watching
TV9). The nodes (or peers) are composed by anonymous or unknown users unlike in
Grids, which raises its own problems with security or even with forged results [36].

Both Grid and P2P systems have been converging by relaxing rules from Grid
systems and opening P2P applications for more computation, and not simply stor-
age. These two distributing systems have different resources, which may indicate a
different level of computing power of the nodes comprising each one. However, it
is easier to leverage more desktop computers than to have large supercomputers at
our disposal. This can make P2P systems aggregate more computing power than the
Grid systems.

In Unstructured P2P systems, the placement of contents (Files) is completely
unrelated to the overlay topology and they must be located (or searched). These
systems, such as Gnutella10 and (FastTrack) KaZaA [18], are generally more
appropriate for accommodating highly transient node populations. To search for
resources, it is common to use methods such as Flooding [26], Dynamic Querying,11

Random walks [37], direct searches [20] (if statistical information is available),
or forwarding indices [10]. Moreover, they have obvious implications regarding
availability, scalability, and persistence [4]. Structured P2P systems are an attempt
to improve the scalability issues regarding locating content, that the unstructured
systems suffered from, by controlling where contents should be placed at all times.
For supporting searches, these systems use namely a distributed routing table (also
presented as DHT – Distributed Hash Table) [21], for queries to be efficiently routed
to the peer that has the content or the information where the content is located.
Every peer that joins the network has partial information where to find the contents
(CHORD [35], CAN [27], Pastry [29]) meaning that peers need more information
to join the network. These systems are more scalable in terms of traffic load, but still
need more auto-organizational capabilities.

There are also hybrid approaches created to make up for the lacks that each
approach has and still retains its benefits. A common optimization to unstructured
systems is to have two types of peers (or nodes): the super-peers (peers with
higher bandwidth) which would form an unstructured overlay network and the
leaves (peers with low bandwidth) connected to the super-peers. Thus, flooding of
messages is only passed through the super-peers and does not cause problems with
peers which cannot handle too many search requests [36]. Kademlia [22] uses a
group of peers (that are near each other) known as buckets to locate files, avoiding
some flooding problems. Also peers may have the ability to change their positioning,
enabling them to become part of the overlay network used to coordinate the P2P
structure. Furthermore, some hybrid systems use a central server to bootstrap the
peers (i.e., eDonkey network [25]).

9PPStream: ppstream.com accessed on 05/01/2010.
10Gnutella Protocol: tinyurl.com/yaz95ep accessed on 07/01/2010.
11Dynamic Querying Protocol: tinyurl.com/6jh958q accessed on 05/01/2010.

ppstream.com
tinyurl.com/yaz95ep
tinyurl.com/6jh958q
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SETI@Home [3] aims at using globally distributed resources to analyze radio
wave signals that come from outer space, hoping to find radio signals originated
from other planets on our galaxy.

For this project, having more computing power means it is possible to cover a
greater range of frequencies, instead of using supercomputers which owners did not
have in abundance [3], they found a way that lets them use computers around the
world to calculate those wave signals.

The wave signals are divided in small units of fixed size to be able to distribute
among the BOINC clients (that would be located in any user computer operating as
a screen saver when there are idle cycles). Then, each client computes the results
in its spare time and sends it to the central server asking for more work to do. In
this process, clients only need to be able to communicate with the server when they
finish computations (or for asking more data). The client (application) is platform
independent, in order to reach as many Internet users as possible. A ranking system
allowed users to compete against other users, to motivate them to use this system.
Thus, the most important lesson of SETI@Home project was that to attract and
keep users, such projects should explain and justify their goals, research subject,
and its impact. BOINC (Berkeley Open Infrastructure for Network Computing) [2]
is a platform for distributed computing through volunteer computers; it emerged
from the SETI@Home project and became useful to other projects.12 Although each
project has its’ own topic and therefore their own computational differences, the
BOINC system used for each project (client application) has to be unique.

Folding@Home [17] is an example of a BOINC system that studies protein
folding, determining whether proteins assemble (or fold) themselves for a certain
task or function; misfolding, which occurs when proteins do not fold correctly;
and related diseases such as Alzheimer’s, ALS, Huntington’s, Parkinson’s disease,
and many types of cancers. The system uses distributed computing to simulate
timescales, thousands to millions of times longer than previously achieved, which
allows them to simulate actual protein folding and direct their approach to examine
folding-related diseases.

Another example of a BOINC system is the climateprediction.net [34], that
employs climate models to predict the Earth’s climate up to the year 2100 and to test
the accuracy of such models. This allows them to improve the understanding of how
sensitive climate models are to small changes, e.g., in carbon dioxide and sulphur
cycles. The project has many similarities with other BOINC systems, but the com-
putational tasks are different. Distributed Computing Projects embody another
approach to leverage spare cycles across the Internet. The first relevant projects
to distributed computing were distributed.net and GIMPS. Distributed.net uses
computers from all around the world to do brute-force decryption of RSA keys, and
attempt to solve other large-scale problems. The initial project was to break the RC5-
56bits algorithm, which took 250 days to locate the key (0x532B744CC20999).
Other consequential projects like RC5-64bits, Optimal Golomb Rulers (OGR-24,

12BOINC projects: boinc.berkeley.edu/projects.php accessed on 13/10/2010

boinc.berkeley.edu/projects.php
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OGR-25, OGR-26), which is a mathematical term given to a set of whole numbers
where no two pairs of numbers have the same difference, have also been concluded
with varying times of 100–3,000 days, and currently they are trying to break the
RC5-72bits algorithm and find the OGR-27.

The GIMPS13 project uses the same concept of distributed computing to search
for Mersenne prime numbers; these numbers are of the form 2P � 1 where P is
a prime. The last known Mersenne prime (47th) that was found is 243;112;609 � 1,
which has about 12:8 million digits. Both projects use their own Client and Server
applications, following the same idea as the BOINC projects.

There are many other projects for distributed computing (List of Distributed

Computing projects on Wikipedia.org). However, all of them have only one topic of
research (for each project), meaning that each system does not have the flexibility
of changing its own research topic. With BOINC Extensions for Community Cycle-
Sharing (nuBOINC [32]), users without programming expertise may address the
frequent difficulties in setting up the required infrastructures for BOINC systems
and subsequently gather enough computer cycles for their own project. The
nuBOINC extension is a customization of the BOINC system that allows users
to create and submit tasks for distributed computing using available commodity
applications. They try to bring global distributed computing to home users, using a
public-resource sharing approach.

The main concept of Ginger (Grid Infrastructure for Non-grid Environ-
ments) [28, 33, 38] is that any home user may take advantage of idle cycles from
other computers, much like SETI@Home. However, by donating idle cycles to
other users to speedup their applications, they would also take advantage of idle
cycles from other computers, to speedup the execution for their own applications.
To leverage the process of sharing, Ginger introduces a novel application and
programming model that is based on the Gridlet concept. Gridlets are work units
containing chunks of data and the operations to be performed on that data. Moreover,
every Gridlet has an estimated cost (CPU and bandwidth), so that they can try to
be fair for every user that executes these Gridlets. This project also tries to span the
boundaries of the typical grid usage, enabling the Internet users to take advantage
of the Grid features, previously unavailable to the common user. The project also
employs a P2P model to provide a large-scale deployment in a self-organized
way. Social-P2P [19] is a social-like P2P algorithm for resource discovery. It
mimics the way humans interact in Social Networks. Knowledge is passed on
among people in these networks as a means of sharing information; moreover,
people recall information in memory to find the right persons to interact with,
when searching for a given resource. However, in most circumstances, people
recall something because they had similar knowledge, or in the same context
of the requesting resource, instead of actually knowing about it. A person may
be recalled solely because of the information topics of the requested resource.
Social-P2P makes use of this information in order to direct searches appropriately,

13The Great Internet Mersenne Prime Search: mersenne.org accessed on 05/01/2010.

mersenne.org
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by having community-based networks, and mimicking human interactions in
Social Networks. This algorithm serves as a demonstration that human interaction
strategies are successful for resource discovery in P2P networks. Nevertheless, in
their simulations, a dynamic environment with only probabilistic request structure
and file sharing was considered.

Deployment Mechanisms and Code Execution via the Web

To navigate through websites, for common users, the most common way is to use
a web browser (i.e., Internet Explorer, Chrome, among others). Browsers are user
applications (named clients) that follow generally a client-server architecture and
they play an important role to access Internet content and achieve communication
between people [7].

Furthermore, browsers and running applications contact servers by using a
standard protocol named HTTP (Hypertext Transfer Protocol).14 This protocol
is used for retrieving interlinked resources, called hypertext documents. This
protocol follows a request-response sequence of messages, where the basic request
methods (or verbs) are GET, POST, PUT, and DELETE to, respectively, request a
representation of the specified resource, submit data to be processed to the identified
resource (this may result in the creation of a new resource or its update), submit a
document to be stored in the server, and delete a document stored within the server,
respectively.

Other languages can also be used either on the client or on the server, to generate
HTML dynamic content [15], e.g., Asynchronous JavaScript and XML (AJAX)15

being client side, Hypertext Preprocessor (PHP)16 being server side.
AJAX [9] is an integration of consolidated technologies, such as JavaScript

and XML, used to obtain new functionality and more control over the Browsers’
contents. It is generally used to develop web applications that serve to interact with
web servers without the users’ knowledge or perception. It is able to provide the user
with a continuous method of interaction (within the browser environment), meaning
that the Javascript module fetches web contents and displays it to the user without
having to switch to another web page (also called nonflickering effect).

Representational State Transfer (REST) [12] is a style of software architecture
for distributed Hypermedia (including graphics, audio, video, plain text and hyper
links) systems. The main concept is that existing resources can be referenced with a
global identifier (e.g., URI in HTTP), and also the exchange of a representation of
a resource can be applied without any constraint of state. However, the client may
need to understand the format which the information (representation) is returned.

14HTTP 1.0 specification: www.ietf.org/rfc/rfc1945.txt accessed on 05/01/2010.
15AJAX article: adaptivepath.com/ideas/e000385 accessed on 05/01/2010.
16PHP website: php.net accessed on 05/01/2010.
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php.net


172 N. Apolónia et al.

Typically, the format used can be one of the following: HTML that consists of a
document format with structural markers, XML generally used to represent arbitrary
data structures, for example in web services, and JSON (JavaScript Object Notation)
as a lightweight data-interchange format, made in order to ease the computational
parsing of data. The last one is generally used on the web, because it is simpler for
Browsers to parse and generate it, consuming less CPU time than other formats.

The Open Graph protocol was originally created at Facebook, and it is an
extension to the HTTP protocol in order to enable web pages to become rich
objects in a social environment. Any website can use this technology to organize
information in a structured way, similar to Facebook pages. Also, it is built on
standards (RDFa)17 to create a more semantically aware web.

The idea of integrating distributed computing with web browsers has already
surfaced on the Internet. An example to this is the Collaborative Map-Reduce18;
this application code uses Javascript to interact with the web server, requesting jobs
to be fulfilled by the users’ Browser and posting the results back on the server.
This method does not account for the lack of resources that the users’ computers
might have, or even a cycle-sharing environment. Furthermore, their concern was
only to apply the Map-Reduce algorithm [11] on the data collected from the server.
The Collaborative Map-Reduce would then use this algorithm combined with the
processing power from users’ computers from all over the world, to perform the
algorithm steps while the user is browsing a website.

Another example of distributed computing using web browsers is Plura Process-
ing,19 which is a proprietary executable code made to enable idle cycle-stealing.
Its main idea is that everyone that browses the Internet has idle cycles that could
be used for other purposes, and thus they “steal” idle cycles from users’ computers
to perform determined tasks. It is claimed that users can sacrifice their CPU time,
even without their knowledge, to benefit computationally intensive projects (much
like SETI@Home). However, this approach may not be best to suite the users,
because they need to understand the tasks’ relevance (Plura Processing response to the

Digsby Controversy in Wordpress.com). Moreover, they use simple web pages and games
(Adobe Flash based) to embed their processing code to execute the needed tasks.

Analysis

Social Networks are popular infrastructures for communication, interaction and
information sharing on the Internet. A user only needs his/her Internet enabled
device (e.g., desktop computers, notebooks, mobile phones) to access web sites,
such as Facebook, MySpace, Orkut, LinkedIn, and many others, to be able to send
or receive personal or business information.

17RDFa standard: www.w3.org/TR/rdfa-in-html access on 23/08/2010.
18Collaborative Map-Reduce in the browser: tinyurl.com/ad248t accessed on 05/01/2010.
19Plura Processing: pluraprocessing.com accessed on 05/01/2010.
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P2P networks, on the other hand, are mostly used for file sharing between users
(either with desktop computers or mobile devices). However, these networks can
also be used in other situations, such as cycle-sharing.

Some global distributed computing projects make use of distributed computing
technologies to solve their computer resource shortage (CPU time) by using
the millions of Internet enabled users’ computers all over the world. On all these
projects, we can say that they do not have the flexibility to change their own research
topic (the goal of their data processing), and also only used to further advance their
own research.

While there are other systems that give the ability of cycle-sharing to common
users, each of them employ their own platforms to enable common applications to be
executed on peers, not Social Networks. Moreover, some systems allow interaction
only on P2P networks, meaning that their networks have to be created by the users.

Architecture

This work uses a Social Network (Facebook) to discover resources for the execution
of Jobs (which are composed of Gridlets [38]) submitted by the users, and to
discover the computer’s full capabilities (e.g., processor information) and users’
profiles, such as the groups which they belong to and their friends.

Users should be able to install CSSN, which is a web-enabled platform (Fig. 7.1),
into their computers. Then, the user has the ability to log in into their Facebook
account, by means of the Facebook Connect, which is a web page given by
Facebook to enable the log in process for outside applications (known as Facebook
applications).

Afterward, the client application is able to interact with the Social Network
server, meaning that it intercepts/sends messages from/to other users or groups,

Fig. 7.1 Cycle-sharing in
Social Networks global
overview
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while also discovering users’ computer profiles by contacting the Graph server. The
client application also gives the user the ability to initiate a Job, by using CSSN user
interface.

To actually locate resources through the Social Network, CSSN has the ability
of searching local resources, by means of the SIGAR library, that gives information,
such as processor’s status, memory available, among others. Such information is
sent to other users upon request, or it can also be sent to the users’ Wall, in order
for everyone (people who have the ability to see the Wall) to get access to it. Note
that this information may contain the programs that can be executed by a computer
in the network to process Gridlets.

Cycle-Sharing in Social Networks must also have access to friends and groups
through the Social Network API. It advertises users’ availability to others, sending
messages, and scheduling tasks (i.e., search for information, Gridlet acceptance) on
them (Friends, Friends of Friend, Groups) in order to execute the tasks when users
can spare their idle cycles (usually when they are in a idle or away state).

The main approach for CSSN is to have a client application split into two parts:
one that interacts with the Social Network and another to interact with the users and
the Ginger Middleware (in order to create and regroup Gridlets, which is out of the
scope of this work [38]).

Design Requirements

The client application interacts with the Social Network (Facebook) through web
Protocols named Graph and REST (which are an added layer to the HTTP protocol).
As Facebook is still developing the Graph protocol and discontinuing the usage of
REST, current operations within the client application make use of the first protocol,
although some operations can only be executed by REST. This requires that the
client application has to understand both protocols and interact at the same level
(Graph or REST), which is dealt with the RestFB library.20

Another requirement for CSSN is to know the computer’s information that it
should have at its disposal, such as number of processors, available memory, or the
programs that can be executed to process Gridlets.

Moreover, in order for CSSN to not interfere with the users, normal usage of their
computer or Facebook page, the CSSN client schedules Gridlets according to user
preferences, meaning that friends have priorities for executing their Gridlets. Also,
to prevent overuse of the computer, while the user is in an Online state, CSSN is
able to stop its activities, i.e., the processing of requests and Gridlets only happens
when there are idle cycles to spare. The CSSN client also removes any unnecessary
posts that could prevent the normal usage of the Facebook page.

20RestFb website: restfb.com accessed on 24/08/2010.

restfb.com
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Fig. 7.2 Cycle-Sharing in Social Networks module view

CSSN Architecture

The CSSN architecture, depicted in Fig. 7.1, relies on an interaction with the Social
Network through the Social Networks’ API (Graph or REST protocols) for the
purpose of searching and successfully executing Jobs; with the Ginger Middleware
for Gridlet creation and aggregation; and also the user’s operating system to acquire
the information and hardware states that are needed.

Jobs are considered to be tasks initiated by the users, and containing more than
one Gridlet to be processed in someone else’s computer; all Jobs state what they
require in order to execute those Gridlets, so that the client application can search
for specific users or groups.

A Gridlet contains the information necessary to process it, meaning that it has
the data file(s) to be transferred to another user and the arguments to be given to
the executable program. The process of creating and aggregating the Gridlets is
managed by the Ginger Middleware and is outside the scope of this work [38].

The architecture for CSSN is comprised of a set of components depicted in
Fig. 7.2 and is described as follows.

CSSN (GUI): This module performs the main interaction with the user via a graphic
interface. It is responsible to establish the connection to Facebook, by starting the
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Facebook Connect module. It also loads all the necessary information onto the
client application, such as the configuration of priorities, the Jobs that have been
submitted, accepted and Gridlets in progress.

The user can submit a new Job using the GUI interface, which is responsible for
starting the chain of events for processing that Job (search for users, acceptance and
execution of Gridlets).

Facebook Connect (Embedded browser): This component authenticates the user
to Facebook (it displays the web page given by Facebook for that purpose). Then,
it extracts the necessary access token for consequent access to the Facebook server.
This token is given by Facebook to everyone that accepts this Facebook application,
and has to be renewed within a determined timeframe (the timeframe is given by
Facebook and not specific for every token). Furthermore, it makes use of the JDIC
library21 to display the website for the user’s authentication.

Messaging: This is the main module for interacting with the Social Network. It
makes use of the RestFb library that creates the JSON or XML objects, which are
required to access Facebook Graph/REST functions. This module also contains the
options necessary to read and write to the users/groups/Application Wall (or feeds)
Posts or Comments and removing them as well; to gather information such as users’
Facebook ID, friend lists, and groups lists, and also to search for public Objects
(Groups, Users).

Furthermore, some Facebook restrictions may apply to the interactions between
the module and the Social Network, such as limiting the size of the messages,
inability to erase Posts or Comments (made by other users).

The module also contains the schemas applied to the messages sent and retrieved,
to specify what actions should be taken.

Jobs Manager: This is the module that runs a cycle of the following tasks (named
“checking” cycle).

Verifying submitted Jobs that the user has in progress, and it assembles Gridlets
to send to other users.

Check for new Jobs from the users’ Wall, groups’ Wall or Registration Post that
can be processed by the users’ machine, making sure that the required properties of
the Gridlets are compatible, and thus accepting a Job.

Verify accepted Jobs, meaning that after accepting a Job a Gridlet message
should have been sent to the user, although it is not guaranteed that the requesting
user still has Gridlets to be processed.

Check for Job completion, when the client application has submitted a Job or
a Gridlet, it should be able to detect if it has been completed. When a Gridlet is
not completed successfully, the module can resend it to someone that has accepted
the Job.

21JDIC: http://jdic.dev.java.net accessed on 15/10/2010.

http://jdic.dev.java.net
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Check for messages that the client application needs to redirect to its friends; this
method is necessary because Facebook restricts conversations to only the users that
are considered friends.

Check for messages that have been redirected to the user, in order for CSSN to
answer on the Registration Post (in the Applications’ Wall), that was made prior
by the requesting user. This adds the functionality of reaching other people rather
than only the users’ friends, also the content of these messages should be requests
to fulfill a Job or to send their computer information to the requesting user.

Also, after CSSN has acquired a Gridlet message, it hands it to the scheduler
module (described later) for ulterior execution. Moreover, this module has the task to
remove all the Posts that are no longer necessary. This module can be stopped if the
computer is in an Online state, in order to not interfere with the normal computer’s
usage.

Discovery: This module searches for friends and groups, in order to reach as many
people as possible, to complete a Job. It sends messages to friends so that they can
redirect those to their own friends (Friends of Friends method), while also sending
messages to groups of interest for that specific Job.

This module is responsible to register the user in the Applications’ Wall, meaning
that every user has a Post on this Wall, in order for other users (that are unable to
directly contact them), to interact as if they were friends.

User/HW States: This module determines the state of the local resources and
takes into consideration the processors’ idle times, the Internet connectivity (that is
essential to all processes) and the users Facebook state, in order to yield execution
to a later time, when the processor has idle cycles to spare. In addition, it sends
the state of the CSSN client (Online, Offline, Idle) to the Social Network in order
to inform other users of its state. The state Online should be active when the user
has decided that the client application should run. The Idle takes place when the
computer has idle cycles to spare, but it does not take into account the fact that the
computer is being used and also if the user does wish that the client application
needs to be Offline, the latter state prevails. The Offline state means that the client
application does not process any messages or Gridlets, stopping all processes related
to this fact, because either there is no Internet connection (which is needed on the
overall process) or that the user explicitly does not want CSSN to be running.

This module uses a submodule, named Hardware Monitor depicted in Fig. 7.2,
that is comprised of the SIGAR library, which reports the system information needed
to determine the availability of the resources.

Scheduler: This module is an addition to the Gridlet processing, making use of the
priority lists, while also stopping its process when the computer does not have idle
cycles.

The priority list consists of friends and other people added by the user, in order
for the client application to use the idle cycles on Gridlets belonging to the people
with the highest priorities meaning that some Gridlets wait for a conclusion of others
even if they arrived first.
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This module starts a submodule that is responsible for processing the Gridlet;
it performs data transfer, executes the program that processes the data, and upon
completion informs the originator of the Gridlet state by sending a message to
Facebook telling where it should retrieve the completed Gridlet or if the Gridlet
was not completed successfully (may occur when there is an error on the executing
program or client application).

CSSN Communications

CSSN interacts with the user and the Social Network, and therefore a protocol or
flow of communication has to be established. The following demonstrates how the
creation and execution of the Gridlets is being carried out.

The task for creating a Job, which can be comprised of several Gridlets, is
initiated by the user by submitting the Job on the CSSN GUI. The information
for a Job consists of the following items: the program that executes the Gridlets;
the commands or arguments that are given to that program; the data file(s) that
the client application needs to transfer; the number of Gridlets that comprises
the Job (although this should be determined by the Ginger Middleware); and the
requirements to execute the Gridlets.

A search for resources is specified by the Gridlets requirements, e.g., a Job
that consists of generating an image on POV-Ray, which needs 4 processors and
2,048 Mb of memory. The client application uses this information in order to gather
users that have such resources (including the processing application) available.

After the user submits a Job, CSSN starts to perform the actions to complete it,
such as sending a message onto the users’ Facebook Wall and waiting for other users
to respond to it; starting the discovery process that is able to find friends and groups
that would be interested and/or have the capability of executing the specified Job (as
illustrated in Fig. 7.3).

There is an impossibility of directly contacting people and groups that are not in
the friends’ domain, such as Friends of Friends (FoFs). To handle this, CSSN client
routes messages to the users’ friends, in order for them to forward those messages
to their own friends, making them viable to contact FoFs. The scale for this type
of messaging could be larger, i.e., the message could reach people that are our Nth
degree friend, but it may end up Spamming users, and such actions are considered
as a violation of the Facebook Use terms.22 As such, CSSN only goes as further as
FoFs (2nd degree). The client application only contacts the users’ groups that are
able to help for the specific Job. It searches for computer information in order to
determine the ones capable of processing the Job.

The discovery mechanism of CSSN tries to gather as much computer information
as possible, and sends messages to the corresponding users and groups. Meanwhile
the Job part stays alert for incoming messages on the users’ Wall that may carry
requests or stating availability.

22Facebook Use Terms: facebook.com/terms.php accessed on 26/08/2010.

facebook.com/terms.php
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Fig. 7.3 Example of the computer information message on Facebook

The people that receive messages (FoFs) and are not capable of directly
contacting the originator use the Registration Post on the Applications’ Wall to
respond to the redirected messages. This serves as a means of interaction with
everyone that has the Facebook application (client application), which enables the
process of searching for people outside the scope of friendship.

Their client applications then tries to match their own information to the expected
Jobs and accept them accordingly, by sending an Accept or Deny message back to
the originator. If the Job has been accepted, the client application try to fetch a
Gridlet in order to execute it locally.

The transfer of Gridlet’s data occurs after a client application has retrieved the
Gridlet message, and determined that it has idle cycles to execute it. The transfer
can employ a direct connection between the CSSN clients (acting as peers). This
may also be carried out by having a repository server or by sending the data file
along with the message (if permitted by the Social Networks’ Use terms).

If the CSSN client determines that the execution of a Gridlet has failed, due to
the processing program returning an error code, it sends a message to the originator
informing that the Gridlet could not be completed. In case the error was within the
client application, such as a client application crash, CSSN can still reacquire the
Gridlet from the users’ Wall, to repeat it, if the message was not deleted.

Afterward, the originator of the Job receives all the Gridlets that have been pro-
cessed, using the same means of transfer, and pass them to the Ginger Middleware
for aggregation.
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Fig. 7.4 CSSN Prototypical example

Prototypical Example

We describe a more detailed example of a Job submission and the steps CSSN takes
to process it, as depicted in Fig. 7.4.

A user submits a Job, using the CSSN GUI, with the following properties.
The client application needs to execute the program named pvengine64.exe,

with the arguments “-A0.3 -W1280 -H720 -D -O‘$dir.output$balcony rend.bmp’
-P +Q9 +R5 /EXIT /RENDER ‘$dir.exec$balcony.pov’”, meaning that the Pov-
Ray program will render an image with 1; 280 � 720 dimensions, using Anti-
aliasing, with high quality and it requires the file balcony.pov to start the process,
which should be downloaded from 127.0.0.1:52392/balcony.pov. The user also
specifies what the program needs, such as “TotalCoresD2”, “MemorySizeD1024”,
“ProgramDpvengine64.exe” and the number of Gridlets that comprises this Job.

CSSN then starts the search for resources using the specified requirements; the
requirements should be as accurate as possible to search for specific groups and
users. To locate the resources, a client starts by sending a Job search message to the
users’ Wall. Meanwhile, it also requests the computers information (CI discovery)
from the people that are in the user’s groups, in order to know which of the groups
would be willing to accept the Job. Also, it tries to send a message to the user’s
friends in order for them to redirect to their own friends (FoFs method), waiting
for a reply on the Applications’ Wall. The last message contains the information
necessary to redirect it, i.e., the Post ID for which it should be sent, and the type of
message that the user should send (in this case their computer information).

Afterward, CSSN reads the responses to the Job search, which can be accept
or deny messages, meaning that even if someone would have the requirements to
process the Gridlets, a user may not have idle cycles to spare, and thus denying the
request. For the users that accept the Job, CSSN sends a Gridlet message; until all
the Gridlets have been sent, this message is then received by the processing client
application.
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The client application does not verify the correct completion of the Gridlets,
although this process should be included in order to give greater reliability
assurance. However, the reassignment of a Gridlet occurs in case the processing
client application encounters an error while executing it, sending an error message
back to the originator.

In this example, the client application uses a direct transfer method to send the
“balcony.pov” file, although other methods can be used such as sending the file to a
web server and retrieving the results with the same method. Moreover, the Gridlet
message contains the necessary information in order for this client application to
locate and retrieve the necessary data to be processed.

The CSSN client receiving a request, before it downloads the data file, needs to
consider the execution of the Gridlet, according to the computers’ state and from
whom it has originated, creating a queue of Gridlets when necessary.

From this example, the client application receiving the request would then call the
program pvengine64.exe, that the user specified its location on the “Programs List”,
i.e., D:nPov-raynbinnpvengine64.exe, with the right arguments, waiting until the
process finishes. After that, it sends a message to the originators’ client application
informing that it has completed and where it should retrieve the resulting file, this
process also uses the same method as for the transfer of “balcony.pov” file, although
it is also considered that other methods can be used.

To finish the interactions between the two users, the originators’ client applica-
tion sends a message to the users’ Wall that has completed the Gridlet, thanking
them for the time they have spent on it, when this is not possible (FoFs case), the
message is sent to the originator users’ Wall, in order to have a record of people that
helped in a Job.

The originator of the Job requires that every Gridlet finishes, before it can pass
them to the Ginger Middleware. Thus, it waits for all completion messages before
it can erase the resulting messages from Facebook. Moreover, while the originator
client application is performing this overall process, it also listens for Job search
messages that can appear on friends and groups, in order to give its own idle cycles
to other users.

Implementation

The implementation of CSSN aims for a simple use by the end-users. Also, the
different types of operating systems lead us to favor portability; therefore, we used
Java as the main language. We chose to use Facebook over other alternatives,
such as OpenSocial-based networks, because Facebook has a higher number of
registered users than any other Social Networks. Another consideration was the fact
that Facebook exports its own API and many libraries (such as RestFB) have been
created to facilitate the usage of the API.
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This section gives an insight on how the technologies were used, such as
Graph and REST protocols. It also explains the schemas used for the messages
sent/received to/from the Social Network chosen. The section ends with a view
of some of the constraints that CSSN suffered from using Facebook as the Social
Network for users’ interactions.

Technology Employed

For the purpose of interacting with the Graph and REST servers, the client
application makes use of the RestFb library, that gives a simple and flexible way
of connecting to them and conceal the use of XML or JSON objects.23 However, the
functions (using REST) or connections (using Graph) have to be known, in order to
use this library, e.g., to read the Posts on a users’ Wall using the Graph protocol, we
need a users’ ID or Name in order for the library to access Facebook and retrieve
that users’ Wall.

The IDs generated for each object are dependent on the previous objects,
meaning that the UID for a Comment on a Post on a Users’ Wall would become
“UserID PostID CommentID” which uniquely identifies the Comment belonging
to the Post of that particular users’ Wall.

Moreover, Facebook gives the possibility for external client applications to
authenticate a user by means of their own Facebook Connect system, which is a
web page dedicated for the Log in process. Also, for the client applications to gain
access to Facebook pages, it has to be authorized by the users and given an access
token, generated by the use of the OAuth 2.0 protocol.24

For the purpose of displaying the Facebook Connect web page, we make use
of the JDIC library. This enables us to display a website25 to the users for the
authentication process.

As CSSN also needs to gather the information about the local resources of the
users’ computer, we make use of the SIGAR library.26 This allows us to easily access
a list of local resources each time it is called, such as CPUs, cores, memory. Also, it
gives us the ability to know the current states of those resources, i.e., it can give us
the available memory at the requesting time, or even the current idle time for each of
the available cores or CPUs. This library is also useful for the fact that it can work
in multiple environments, such as Windows, Linux, among others, making possible
the portability of CSSN to other systems.

23JSON: json.org accessed on 15/10/2010.
24Facebook Authentication methods: tinyurl.com/24edrkg accessed on 27/08/2010.
25Tese CSSN Application Facebook Page: tinyurl.com/6duzlmc accessed on 15/10/2010.
26SIGAR library: hyperic.com/products/sigar accessed on 15/10/2010.

json.org
tinyurl.com/24edrkg
tinyurl.com/6duzlmc
hyperic.com/products/sigar
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Fig. 7.5 Example of Job Search message on Users’ Wall

Message Schemas

CSSN uses Facebook to send and retrieve messages via the Facebook API. It reads
Posts (messages that are contained in the users’ Wall, groups’ Wall) and Comments
(messages contained within the Posts), and writes other messages on users’ Wall
(which is a space that contains messages) either as Posts or Comments.

Posts can only be used between users that are considered friends or in known
groups, and therefore the people and groups that the user cannot directly contact do
so via the Applications’ Wall by commenting on users’ Posts (Registration Post).
This Post is either created by the users or it can be created automatically by the
client application when it needs to reach FoFs. This method is used to bypass the
inability of contacting other people rather than just direct friends.

In CSSN, we make use of the RestFB library, which gives us the flexibility of
contacting Facebook without knowing JSON objects are being sent. Also, the library
gives us a generic Java object that it uses to map the JSON objects to it. However,
some Facebook objects cannot be mapped to a generic Java object, which requires
us to create Java objects compatible with the JSON objects, in order to acquire the
information sent from Facebook.

For the communication between the client applications using Facebook, we use
our own Schemas. Much because Facebook does not allow some types of message
schemas, such as XML based.

These Schemas make use of an ordinary separator of Strings, as depicted in
Fig. 7.5. Regarding messages that can be longer than the limit imposed by Facebook,
such as the Computer information messages (Fig. 7.3), they are split into various
messages and an indicator of more messages alike is inserted in the schema
(“PartX-Y”), which is read by the client application, informing it is not the only
part that has to be fetched, and it needs to fetch Y messages.

These Schemas are very simple and human readable, in order for Facebook to
allow them on the website, and not consider them as “Spam” or other type of blocked
messages. They are also human readable to assure the users what information is
being sent to other users.

The Schemas represented in Figs. 7.5 and 7.6 give us the idea of how it appears
to the users in their Walls and in the registration Post in the Applications’ Wall
(FoFs method), respectively. Moreover, these messages are comprised of the Jobs’
requirements and the JobID in case of the Applications’ Wall (which contains the
UserID). Also, in Fig. 7.6, we can see that the user has responded to the Job Search
with an accept message.
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Fig. 7.6 Example of Job Search and Acceptance messages in Applications’ Wall

CSSN Constraints

The decision of using Facebook as the Social Network for interactions between
people has brought some constraints due to the limitations that Facebook enforces,
either with the Use Terms or their API.

In order to interact between users, the client application normally uses the Posts
method, which cannot be guaranteed between users that are not friends. As such,
we use the method of redirecting messages, by sending it to a friends’ Wall, so that
the users’ client application can direct it to the proper Wall, meaning its friends
(the FoFs method). To reduce traffic “spam,” we avoid loops in message exchanges
among users who are friends.

In the case of sending messages, Facebook has limited the size of the messages
that can be sent by outside applications (in the order of 420 characters), and the
method used to circumvent it was to split messages in smaller ones, making the
client application verify from all the Posts their message type and from whom they
belong to.

Evaluation

In this section, we present the evaluation of CSSN regarding its performance,
stability and viability for using a Social Network to achieve public-resource sharing.
Our focus is demonstrating the practicality of resource and service discovery, by
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Fig. 7.7 CSSN Scenario 1 view

recruiting as many users as possible to execute Gridlets. We also evaluate integration
with the normal usage of the Social Network, which in the user’s point of view
would be the amount of information perceived in the Social Network, which should
be kept minimal. Finally, as CSSN is designed to provide idle cycles to be used to
process the upcoming Gridlets with real world applications, the client application
was tested with ray-tracing jobs in a “more realistic” environment as described in
this section. In order to perform all the tests, we constructed several scenarios, where
the environment for each would change. In these scenarios, we changed the number
of users involved and also their roles, i.e., in Scenario 1, as depicted in Fig. 7.7, we
considered two friends, two FoF and a group with three users, where one of them
was a FoF. The number of Gridlets as 7 and the processing time is only 5 min for
each Gridlet.

In Scenario 2, as depicted in Fig. 7.10, a “more realistic” scenario is considered,
where there are Friends, FoF and other people connected by a Group, while also
increasing the number of Jobs to 2, and the total number of Gridlets to 15, with the
same processing time for each Gridlet as before.

For the last scenario, we considered to execute Gridlets in a real program (Pov-
Ray) which renders an image, to understand exactly the consequences of the added
overheads of CSSN to the overall process.
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Scenario 1

Scenario 1 brings us a view of a Social Network, where the user Starter is connected
to two Friends, who are connected to one FoF each and a group with three other
people, where one of them is a FoF. The number of Gridlets is 7 and their processing
time is of only 5 min.

For this scenario, we assume that the client applications have “registered” in
the Applications’ Wall, that each of the group members has already accepted
group membership and that the client application is already running in the users’
computers. Moreover, we assume that the time to process a realistic Gridlet can
be more than 5 min and therefore the time spent is sufficient to determine the
viability of using the Social Network to achieve our works’ goals, and also the
processing time of a Gridlet data does not change the inherited overheads of
CSSN. In this scenario, the requirements to process a Gridlet are “TotalCoresD2;
MemorySizeD4078; ProgramDGridlet.exe”, and each CSSN client who processes
the Gridlet is able to accept its conditions (however, they still need to assess if they
have idle cycles to spare). In the results for this scenario, as depicted in Fig. 7.8,
we can see that the times to complete a Job were in the order of 11 min. Although,
in Test 1, the user FoF2 did not receive the last Gridlet as it was supposed to, and
in Test 4, the user FoF2 crashed and recovered the last Gridlet in time to repeat its
execution and complete it. These situations show that the total times will be hindered
by the fact that people are not always in a Away state and also by giving more than
one Gridlet to the same user, the Job will have longer completion times. However,
we cannot always expect to find as many users as the number of Gridlets needed to
complete a Job.

We can also see that the overhead of CSSN is minimal considering the processing
time of the Gridlets, which makes it possible to have speedups on data processing.
However, we cannot estimate the exact added time of the Social Network usage,
since these times can vary with the Social Networks’ traffic load at the time of use.
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Fig. 7.9 Communication times for Scenario 1
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Figure 7.9 explains in detail how much time each task takes in relation with the
starting point. It can take less than 1 min for users’ client applications to find and
accept new Jobs. The higher spikes are caused by the fact that the client application
only found the Gridlet some minutes later due to its Offline state and between the
found tasks and completed tasks (for each user) we can see the processing time of
the Gridlet (5 min).

Scenario 2

Scenario 2 is an attempt to test CSSN in a more realistic environment, having a
more complex network of users. As depicted in Fig. 7.10, we have two users who
start a Job (User 1 and 6), where User 1 has three Friends (User 2, 7 and 15), User
6 has two Friends (User 8 and 15). User 2 and 15 have each a FoF not connected to
anyone else. Also, we created a group with six people (User 1, 2, 4, 5, 6 and 7). The
layout of this network is made in an attempt to maximize the diversity of the users’
roles, making it possible for a Job request to reach any kind of users.
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In this scenario, User 1 and 6 start a Job each, that contains 8 and 7 Gridlets,
respectively, making a total of 15 Gridlets to be processed by any of the users in this
network. The client application does not restrain itself to gather only one Gridlet for
each Job; however, it only accepts a Job request per user for each Wall (Group, Wall,
Applications’ Wall) that the Job request appears in. This means that, for example,
User 7 can accept Jobs from the Group it is connected to, from its friend (User 1),
and its friend (User 8), where the latter connection is of FoF to User 6; thus, in this
network, it could acquire four Gridlets.

For this scenario, we assume that each Job has less Gridlets than users that can be
connected to a user submitting requests (e.g., User 1 and User 6), in order to simulate
a larger network where the user could have potentially hundreds of connections,
that could either accept or deny the request. Each client application must already be
“registered” in the Applications’ Wall, the group members already established and
the client application be running prior to the Jobs submissions. Furthermore, the two
Jobs are started roughly around the same time in order for the client applications to
retrieve the Gridlets in any given order.

The results for Scenario 2, as depicted in Fig. 7.11, bring us closer to understand
how CSSN performs in a realistic environment. In this scenario, we can see that the
total times can vary depending on factors such as number of Gridlets, users’ states
(Offline versus Online), number of users/groups involved, Social Network latency,
and use of concurrent Gridlets (or Gridlet queue).

The times on this scenario are around 16 min to complete both Jobs; however, we
can see that in Test 1 and 5, the Job initiated by User 6 was completed 5 min earlier
than in the other tests; this is due to the fact that the Gridlets were evenly distributed
among the available users.

In Test 4, as depicted in Fig. 7.12, we can see the added time due to the Social
Network latency, where two of the Gridlets were retrieved only after all other
Gridlets were already processed, thus hindering CSSN performance.
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Scenario 3

Scenario 3 was designed in order to evaluate the performance with a real program
that renders images. In this scenario, as depicted in Fig. 7.13, we have one friend,
one FoF and two users in a group (not counting with the user Starter), where one of
them is the friend. The goal of this scenario is to know if CSSN can function with
a real processing program, such as Pov-Ray, which is used in the tests. For each
test, the number of Gridlets to be completed is 4 and their execution times in the
processing computers are undefined, as they depend on the computers’ hardware
states and capabilities. However, the first data file (for Test 1) is smaller than
the second one (used in Test 2) and Test 3 uses the same file as the second test,
but with different rendering options. Furthermore, we use a direct transfer method
to retrieve the data files in both ways (Starter to User and vice versa) for each test.
Also, we assume that the client applications are running prior to the start of the Job.

Test 1 is initiated with the property arguments as being:

“-A0.3 -W1280 -H720 -D -O‘$dir.output$abyss rend.bmp’ -P +Q9 /EXIT /RENDER ‘$dir.exec$

abyss.pov’ ”

and the program property as “pvengine64.exe”, which in every CSSN is defined (by
the user) in the “Programs list”.

For Test 2, the arguments property is altered to become

“-A0.3 -W1280 -H720 -D -O‘$dir.output$balcony rend.bmp’ -P +Q9 +R5 /EXIT /RENDER

‘$dir.exec$balcony.pov’ ” and with the same program parameter as the latter test.
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Fig. 7.15 Communication times for Scenario 3

In Test 3, we modify the arguments property to be:

“-A0.0 -W3921 -H2767 -R200 -D -O‘$dir.output$balcony render.bmp’ -P +Q9 /EXIT /RENDER

‘$dir.exec$balcony.pov’ ”, which modifies the images properties, such as anti-aliases,
resolution and how many rays POV-Ray will supersample with when it is anti-
aliasing, in order to have a longer running Gridlet, and also the program property
still remains the same.

The results for Scenario 3 confirmed that CSSN can gain speedups against local
execution, as depicted in Fig. 7.14, where we have the total times of Test 1 around
6 min, Test 2 around 14 min and Test 3 with 81 min.

Furthermore, in all the tests, the friend user processes 2 Gridlets, meaning that
it queues one to be processed when it has idle cycles to spare. We can also see
in Fig. 7.15 that although each task can take some time to execute, the average
performance can be acceptable for Gridlets that have higher processing times.

Moreover, the first test suffers from communication latency, i.e., the task FoF
Accept (accepting the Job from the Applications’ Wall) takes more time to execute
than in the second test.

Test 3 demonstrates that with longer running Gridlets, the variables that hinder
the overall performance can be amortized by the difference that it would take to
process all the data in the user’s computer.
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Discussion

When comparing with local execution, CSSN decreased the total processing time,
compared to what it would have consumed in the users’ computers, meaning that
CSSN achieves overall speedups on Jobs.

We can also state that the overhead that CSSN imposes on the overall process is
minimal compared to the time it takes to process a Gridlet, which in realistic terms
it can be more than 1 h. However, times can be hindered from the fact that searching
for resources may not return positive results, or that the total resources available are
less than the number of Gridlets to be processed, or even that latency of Facebook
servers may vary with their global traffic load.

We can also conclude that the number of messages varies with the number of
users (friends, FoFs and groups) that comes in contact with the Job, while varying
with the number of Gridlets comprising the Job.

We can state that the number of messages sent to Facebook are proportionally
increased by the number of users in the network, meaning that a Job may receive as
many accepts and denies messages as users in the network. Although, the user may
not be aware of this in the long run, because those messages are erased when they
are no longer needed, making a clean environment in Facebook, meaning that we
can accomplish our goal of making CSSN viable to use Facebook without hindering
the usage of the Social Network.

We can also conclude that the method used to contact FoFs hinders the total
times, although in our tests the delays were not significant as compared to the overall
process.

Moreover, we can confirm that the users can donate their resources (CPU time)
for other users’ consumption and for users’ groups that would have interest in
acquiring more processing power. Also, takes advantage of other users’ resources
with the same interests (or in the same groups) to further speedup their own
programs.

In conclusion, even with the latency variables and excess messages introduced
by the interaction between users, using a Social Network, CSSN can definitely use
the dispersed and idle resources available on these networks to speedup application
execution, that would take more time in the users’ computer.

Conclusion

In this project, we presented a new method of resource and service discovery
through the use of a Social Network. It is also considered that by making use
of a Social Network already established, we can involve more people to donate
their computers’ idle cycles. Also, we analyzed Peer-to-Peer networks and Grids
to understand the related problems like efficient resource discovery, while also
analyzing Social Networks and user interactions to understand how we can achieve
our works’ goals.



192 N. Apolónia et al.

The idea of distributed computing has enabled other projects to create
environments to execute common applications used by desktop computer users.
Anyone can join or create their own network to share and receive idle cycles for
their own usage. However, this may not be practical for common users, because
they might not have the resources or capabilities to gather enough users (or
computers) for their problems. This idea suites small networks within communities,
or enterprises in order to gather idle cycles for common applications’ execution.

Social Networks were a step forward for user interactions in the Internet,
since websites, such as Facebook and MySpace are used for personal or business
interactions at any given time, i.e., friends interactions or advertising.

Studies done to these networks demonstrate that they follow some properties of
Small-World networks. On these networks, a user can reach another with just a few
links; moreover, there is a small group of users with many links (to others) and
a larger group with fewer links. We can also see this in a P2P perspective, where
users with many links are super-peers connected by users with fewer links (peers).
This leads us to believe that we could utilize these networks for other purposes, other
than messaging and interaction, much like using P2P networks for global distributed
computing.

Our work describes Cycle-Sharing in Social Networks (CSSN), a web-enabled
platform, which is designed to use Facebook, to search for potential idle resources
available on this type of network, also enabling public-resource sharing within a
Social Network.

The main approach for CSSN is to have a client application split into two parts.
One that interacts with the Social Network using REST or Graph protocols and
another to interact with the users’ computers for local resource discovery, and the
Ginger Middleware for creation and aggregation of Gridlets.

CSSN main concern is to actually achieve resource and application discovery,
while being able to perform resource sharing; thus, our works’ primary concerns
were to utilize users’ computers in a way that would help common users to share
their resources (when not needed) and to use others’ resources to gain computational
cycles for their own applications. After a successful submission of a Job, the CSSN
requesting client starts a search for resources that could meet the requirements of
that particular Job. Moreover, it sends a Job Search message to the users’ friends, to
groups which could have the capabilities to process the Job, and also to the users’
friends of friends (FoFs).

We evaluated CSSN with scenarios to determine how it would manage in such
environments. Several scenarios were created in order to test CSSN regarding its
performance, stability and viability for using a Social Network to achieve cycle-
sharing and resource and application discovery. These ranged from a simple one
to derive speedup and latency measurements to more sophisticated ones with more
diverse user’s roles, and employing real applications such as Pov-Ray.

With the obtained results, we can conclude that while the total times for
processing a Job gained speedups against local execution in the users’ computers,
this can be hindered by some variables: latencyof Facebook servers, the fact that
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searching for resources among Social Networks users may not return positive
results, and that the total number of available resources is less than the number
of Gridlets that comprises a Job.

However, with functional and quantitative evaluation, we can conclude that the
results are encouraging despite the overheads introduced by the variable Facebook
latency, and the intermediate messaging among FoFs. In fact, with CSSN, Jobs are
completed faster than in the user’s computer, also releasing it for other tasks. The
performance gains would increase with longer running Gridlets (more realistically
about 1 h) by amortizing overheads attributable to Facebook and communication.

We can conclude that our works’ goals have been successfully met. It is possible
to utilize a Social Network to perform resource and service discovery, and also
global distributed computing. Furthermore, by introducing the concept of global
resource sharing to Social Network users, we believe that any common user can
utilize CSSN to make use of idle resources scattered across the world to further
advance process parallelization and continue decrease in processing waiting times.
We also hope that this project may contribute to the study and advancements made
to novel cycle-sharing models.

Future Work: In the future, we plan to augment the testing scenarios to address the
issues of having a realistic environment, completing it with results of real peoples’
usage and longer running Gridlets. We intend to extend the use of processing
programs to include more common applications, such as video encoding, among
others.

Moreover, we believe that Jobs completion and the search for resources would
benefit with requirements’ semantics, increasing the chance to direct Gridlets to
peoples’ computers that would satisfy the requirements.

Also, the use of topic ontologies would greatly help in determining the number of
users that may be able to help in a Job, while also focusing on those users that have
more interest in such topics. Thus, CSSN could search for specific groups using
the Jobs’ topics as a point of reference, in order to obtain the groups that would be
more favorable to that particular Job.

Furthermore, we could extend the parameters of cycle-sharing to perform a form
of advance scheduling: CSSN would request resources before starting a Job in order
to avoid the lack of resources, and decrease the overheads attributable to resource
discovery in the Job search requests.

Moreover, to continue further development of CSSN and study on our works’
goals, we plan to support other Social Networks, to perform cycle-sharing between
the users. Also, we plan to substitute the need of having a stand-alone application,
by embedding the CSSN client with the Browser, in order to gather resources and
process Gridlets while the users are navigating through the Social Network or the
Internet.
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Chapter 8
Centrality Robustness and Link Prediction
in Complex Social Networks

Søren Atmakuri Davidsen and Daniel Ortiz-Arroyo

Abstract This chapter addresses two important issues in social network analysis
that involve uncertainty. Firstly, we present an analysis on the robustness of
centrality measures that extends the work presented in Borgatti et al. using three
types of complex network structures and one real social network. Secondly, we
present a method to predict edges in dynamic social networks. Our experimental
results indicate that the robustness of the centrality measures applied to more
realistic social networks follows a predictable pattern and that the use of temporal
statistics could improve the accuracy achieved on edge prediction.

Introduction

Complex networks are networks which are neither random nor regular. This type of
networks are found in many diverse areas such as social networks, transportation
airlines, biological networks, etc. This chapter focuses on analyzing some of the
properties of complex social networks.

Social Network Analysis (SNA) studies social networks with regard to its
structure, functionality, and efficiency in diffusing information. SNA provides the
link between sociology and graph theory. In SNA, social networks are represented as
graphs, depicting the relations and ties among social actors. The connection between
social networks and computational studies is laid out in [20]. SNA has recently
attracted attention given the popularity of social network sites on the Internet, the
recent worldwide epidemic outbursts, financial fraud scandals, and the coordinated
actions performed by international criminal organizations. The study of these social
networks helps us to understand the dynamics, structuring, and functioning of social
relations.
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Finding central nodes is an important task in SNA that helps analysts to
understand how information is diffused in the network, how command control is
structured, and what is the effect on the network’s structure when such nodes are
removed. However, determining the full structure of a network may not be feasible
in some cases. For instance, criminal organizations try to hide the structure and
hierarchy of their networks from outsiders. Additionally, errors may be introduced
when the network is constructed. Errors produce uncertainty with regard to the true
structure of the network. Two types of uncertainty may be found during network
construction: (1) node uncertainty, i.e., uncertainty of a node existence and (2) edge
uncertainty, i.e., uncertainty about the relation between two nodes.

In [5] Borgatti et al. examined the effect that random errors introduced during
network construction have on the performance of some centrality measures. Borgatti
essentially found that centrality measures are robust in the presence of errors.
However, the networks considered in [5] were random Erdős-Rényi networks. In
this chapter, we have extended that work to study complex social networks that are
not random.

Networks commonly studied in SNA are static, i.e., the models assume that their
structure will not change. Contrarily to static networks, dynamic social networks
change with time. In dynamic networks, nodes and edges are periodically added
or deleted. An example of a dynamic social network is the network of personal
relations that is created during the lifetime of a person. The analysis of dynamic
social networks is a relatively new area of research in SNA.

Dynamic networks can be modeled using temporal graphs. In this chapter, we use
Tang et al.’s temporal network model [22] and extend it to predict when a new edge
is likely to be added to a network. Our experiments show that there is correlation
between: (a) the age of a node and the creation of new edges and (b) last edge
creation time and the creation of new edges. We have applied this knowledge to
the problem of predicting edges in a temporal graph. Our results indicate that when
temporal information is available, it can be used to improve prediction accuracy.

Section “Network Models” introduces the network concepts used in this chapter
and section “Related Work” describes most relevant related work. In section
“Robustness of Centrality Measures in Complex Social Networks,” we examine
the robustness aspect and present experimental results. Section “Edge Prediction in
Temporal Social Networks” examines temporal networks and presents experimental
results on the accuracy of our edge prediction method. Finally, in section “Conclu-
sions and Future Work” we conclude our work and discuss future directions.

Network Models

The most common model of a network is an undirected weighted graph G.V; E; w/,
where V D fv1; v2; : : : ; vng is the set of vertices, E D fe1; e2; : : : ; emg a set
of edges, each edge being a tuple of the two connecting nodes ei D .s; t/, and
w.v; u/ ! Œ0; 1� a function that maps each edge into a weight. The unweighted
network is a special case where 8.v; u/ 2 E : w.v; y/ D 1.
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While networks in some domains can be described as directed graphs, in this
chapter, we will consider only undirected graphs (i.e., for social network analysis,
we consider actors to be reciprocally associated). Formally this means .v; u/ 2 E ,
.u; v/ 2 E .

For simplicity, in the rest of this chapter, we will use indistinctly the terms
network and undirected graph, additionally to edge and link to mean the same
concepts.

The order of a graph is the number of vertices in the graph, jV j. The size is
the maximal number of possible edges in the graph jEj. The number of edges is
jV j.jV j�1/

2
. The density is the proportion of current edges in a graph to all possible

edges that the graph may contain, 2jEj
jV j.jV j�1/

. A graph is complete if its density is 1.
Low-density graphs are called sparse. Nodes are called adjacent if there is an edge
connecting them.

A graph has a path from s (the source node) to t (the target node) if there is
a sequence of edges connecting the nodes, .s; u0/; .u0; u1/; : : : .un�1; t/ through a
finite set of interconnected nodes. The minimum-length path between two nodes
s and t is called the shortest or geodesic path, which we denote p.s; t/ and its
length s.s; t/. A graph is connected if all nodes are joined by a path, 8v; j 2 V W
s.v; u/ < 1. If a graph is not connected, each maximal set of nodes for which a
path exists between all of them is denoted a component. A walk is a path that allows
the same edge to be traversed more than once. If a node v has d adjacent nodes, we
denote d the degree of v, D.v/ D d . A triad is a triangle of three nodes connected
to each other by direct edges. The neighbors of a node we call the neighborhood,
N.v/ D fuj.v; u/ 2 Eg.

An adjacency matrix An�n is a useful representation of a network in which each
element represents an edge (see Eq. 8.1). The adjacency matrix for an undirected
graph is symmetric around the diagonal.

Avu D
�

w.v; u/; if .v; u/ 2 E;

0; otherwise.
(8.1)

A temporal graph is a graph for which there is an ordered sequence of edges
.e1; e2; e3; : : : ; et /, the index of each edge is the edge’s time-stamp, hence the t th
edge we denote et . t.v/ is a function that gives time-stamp when a node v joined the
network, and t.e/ is the time-stamp when edge e joined the network. We use T to
denote the set of time-stamps.

In this chapter, we use Tang et al.’s temporal network model [22]. The model
describes the temporal network as a sequence of states in which each state contains
time-stamps of the events that happen in the network.

The set of observed network states is denoted T , where T D ft0; : : : ; tmaxg. Each
state (represented by its time-stamp t) produces a temporary graph to which nodes
and edges have been added or deleted. See Fig. 8.1 for a visual example.

A function t.e/ yields the time-stamp of the state at which an edge was added
to the network. The final network G.V; E/ is the union of edges from each state
E0 [ : : : [ Et .
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Fig. 8.1 Prototype
visualization of the Tang
temporal network model

In Tang’s model, all nodes are known a priori, i.e., the model does not consider
new nodes entering the network. To model new nodes entering a network, we
propose to augment Tang’s model with a function t.n/ similar to t.e/, which will
allows us to keep track of the time when a node enters the network. We will also
use a subscript t for each of the available functions/sets to indicate that network is at
state that has a time-stamp t , for example, st .v; u/ denotes the length of the geodesic
between v and u at time t .

Related Work

The study of complex networks is today a well-established field. Early work that
defined the small-world network effect [17] and the more recent discovery of
scale-free structures in [1] laid out the groundwork for the study of complex
networks. Several recent surveys on complex networks are available, see for instance
[4, 10, 18].

Only little work on robustness has been done. Borgatti et al. in [5] generate
random graphs to study the performance of centrality measures in the presence
of errors. Borgatti classifies errors into two groups: (1) sampling errors and
(2) misinformation errors. Sampling errors occur when the observed network is only
a partial sample of the true network, i.e., the network misses either nodes or edges.
Misinformation errors occur when a network has additional information compared
to the real network, i.e., the network may have additional nodes or edges.

The experiments cited in [5] show that as expected errors degrade the perfor-
mance of the centrality measures employed. However, degradation occurs in a
predictable way. Hence, if the proportion of errors in a random network could be
estimated, it will be possible to predict the accuracy of the results produced by the
centrality measures.

In relation to link prediction, the discovered properties of complex networks lead
to proposals of generative models that explain the dynamics of network evolution.
For instance, in [23] a generative model for small-world networks was proposed
using random rewirings of a lattice. Moreover, in [2] the preferential attachment
model was suggested to explain how a scale-free structure could emerge.
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Many other properties of complex networks have since then been examined.
Some of them are assortative mixing [18] where types of nodes are taken into
account when selecting edges, the giant component [4, 18] behavior in a network,
community structures [18], and more recently a densifying model described in [15].

Some approaches include in their generative models the use of dynamic infor-
mation such as node age or lifetime. Node age was used to predict the clustering
coefficient of nodes in [12]. In [7] node lifetime is analyzed to propose a model
with decaying degrees. Other research such as those in [8, 9] include using the
visualization of changes to calculate network centralities.

The problem of edge prediction has received recently some attention. The prob-
lem is described with some detail in [16, 24]. In these works, [16] evaluates current
state-of-art methods and [24] creates a classification of the different approaches.
The general classes of link prediction considered in [24] are: (a) Class-1, node-
wise similarity, where similarities between nodes are determined based on their
features, (b) Class-2, topological patterns where similarities between nodes are
determined from the structure of the network (locally or globally), and (c) Class-3,
probabilistic models, where compressed networks of interactions are learned and
used for prediction.

Class-1 has roots in clustering/classification tasks, where we wish to discover
hidden relations between a set of otherwise unrelated nodes. Link prediction for
this class depends on the availability of a feature vector for each node f .v/ D
.f1; f2; : : : ; fn/, and a similarity measure to determine the vectors’ similarity
sim.f .v/; f .u//. Classical measures such as cosine similarity and the Euclidean
distance could be employed. These methods predict a missing edge in the network,
when two nodes with high similarity are found. In network analysis, however, this
approach is not always applicable, but only in models that include latent spaces, or
where physical distance does not matter.

Class-2 employs topological patterns in the network. Some approaches in this
class are based on a local heuristic such as “your close neighbors influence you”.
This is the case described in [16] where a node-proximity measure is developed
to find new neighbors and in [6] where a combination of clustering coefficient and
hierarchical clustering is used.

Class-3 is a classification task, where examples of network interactions are
learned and used for prediction. This approach is described in [11] where a learning
algorithm is applied to select neighbors.

While Class-1 depends on node features being available and Class-3 depends
on having available examples of node interactions, Class-2 depends only on the
network itself. This is a desirable feature, but has some limitations.

Robustness of Centrality Measures in Complex
Social Networks

This section describes a method for evaluating the robustness of the centrality
measures described in Table 8.1 when applied to non random social networks.
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Table 8.1 Commonly used centrality measures and their definition

Measure Definition Notes

Degree centrality CD.v/ D D.v/

n�1

Betweenness centrality CB .v/ D P
u2V

P
z2V guz.v/ guz.v/ D 1 if v 2 p.u; z/

Closeness centrality CC .v/ D P
u2V s.v; u/

Eigenvector centrality xi D 1
�

Pn
jD1 Aij xj rewritten as �x D Ax

Entropy centrality CE.v/ D �Pn
u2V 0 .u/�log2.u/ .v/ D paths.vi /

M
. V 0 is V

without the node v.

In addition to replicate the results produced by Borgatti in [5] using ER random
networks, we want to analyze the robustness of centrality measures on more realistic
social networks. One way to do this is by synthesizing network structures that
are general models of social networks. Our synthetic networks were selected from
three categories described in the literature. Firstly, we generated scale-free networks
that are used to model collaboration networks using Barabasi’s [3] preferential
attachment model. Secondly, we used the Krebs’ community structures described
in [14] to generate Cliques that model friendship networks and Core/periphery
networks that can be used to model cohesive social groups.

Section “Synthesizing Complex Networks” describes the methods used to
generate the three types of complex networks and section “Experimental Tests”
discusses the results obtained in our experiments.

Synthesizing Complex Networks

Clique networks are networks in which several cliques of tightly connected nodes
are interconnected loosely. Clique networks are synthesized using a parametric
algorithm which groups the nodes of the network into c cliques and then makes
random edge creation dependent on whether two nodes are in the same clique or not
as shown in Eq. 8.3.

re.p/ D
�

1; if rand < p;

0; otherwise,
(8.2)

Aij D
�

re.pc/; if C.vi / D C.vj /;

re.pb/; otherwise,
(8.3)

C.v/ is a function that returns the clique of the node v. re.p/ is a function that
returns 1 (indicating an edge in the adjacency matrix) given a uniform random
probability distribution p. A is the adjacency matrix representing the network. It
is expected that centrality measures in clique networks will behave similarly as
when applied to ER networks. The intuitive reason for this is that the centrality
measures will pick up nodes that are on the edges of many cliques as the most
central. Additionally a clique can be seen as a single node in the network.
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Core/periphery networks are networks in which there is a core of closely
connected nodes and a periphery of loosely connected nodes. Core/periphery
networks were synthesized as a generalization of ER random networks using a
given probability density function P instead of a single probability value p. This
is shown in Eq. 8.4 where A is an adjacency matrix. A sample function for P can be
seen in Fig. 8.2.1

Aij D
�

1; if rand < min.P.i/; P.j //;

0; otherwise,
(8.4)

When errors are introduced into core/periphery networks, it is expected that the
removal of nodes and edges will have less effect on the centrality measures, i.e., the
dense core will provide alternative paths for the periphery nodes. However, when
errors are added to the core, they could have some impact on the centrality measures.

A simple method to synthesize scale-free networks is given in [21]. The method
consists in attaching new nodes at random to previously existing nodes, using the
degree of these previously existing nodes as their probability of attachment. This
method is described by Eq. 8.5.

P vi D D.vi /

Dmax
(8.5)

P vi is the edge creation probability function on node vi , D is the degree of a
node vi , and Dmax is the highest node degree found in the graph.

Intuitively it is expected that centrality measures will perform better in scale-
free networks, given that in its construction few nodes will be very well connected.
These few nodes will likely be picked as central nodes by the centrality measures.
Hence, the probability of introducing errors in these few nodes is small given the
“long tail” of other insignificant nodes. Figure 8.3 shows examples of synthesized
networks.

1It should be noted that this function is dependent on the size of network that has to be generated.
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a b c

Fig. 8.3 Examples of small, n D 15, synthesized networks. (a) Clique network.
(b) Core/periphery network. (c) Scale-free

Experimental Tests

Creating synthetic networks is very convenient for experimental purposes. However,
it is also important to use real social networks and see how they perform in the
presence of errors when compared to synthetic networks. The terrorist network
collected by Krebs [13] was chosen as an example of a real network in our
experiments. The network has 62 nodes and 155 edges with a density of 0:08 and is
shown as Fig. 4 in [13]. The errors introduced to the network are randomly chosen
at each iteration.

We performed three types of experiments to determine: (1) the robustness of
centrality measures on random complex networks, (2) the robustness of centrality
measures using a real network, and (3) the robustness of entropy as a centrality
measure

In [5] five different measures are used to determine the accuracy of the
measurements obtained in the network containing errors when compared to an error-
free (true) network. These measures are:

1. Top 1 – considers only the top node, i.e., the most central node in the true network
is also the most central in the network with errors introduced.

2. Top 3 – considers the top 3 nodes, i.e., the most central node in the true network
is among the three most central in the network with errors introduced.

3. Top 10% – considers the top 0.1 of nodes, i.e., the most central node in the true
network is in the top 10% of the most central nodes in the network with errors
introduced.

4. Overlap – considers Jaccard’s similarity measure between top 10% nodes, i.e.,
the overlap between the top 10% nodes in the true network and the top 10%
nodes in the network with errors introduced.

5. R2 – considers Pearson correlation, i.e., the correlation between the centralities
of the true network and the centralities of the network with errors introduced.

In this chapter, we will use the same measurements of accuracy.
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Fig. 8.4 Scatter plots of the average betweenness accuracy as a function of error. Betweenness
measures for core/periphery network of size 50, and a density of 0.40. Legend: � top 1, � top 3,
� top 10%, � overlap, � R2. (a) Edge addition. (b) Edge removal. (c) Node addition. (d) Node
removal

Experiments with Synthetic Complex Networks

Synthetic complex graphs were created and tests were conducted with each of the
complex topologies previously mentioned. Due to lack of space, we only report the
results of our experiments using graphs of size n D 50, but we have performed other
tests with graph sizes of 10, 25, 50, and 100 nodes, obtaining similar results.

Additionally, in all of our experiments, we used only the betweenness centrality
measure. This measure was chosen because it is a global measure and because it
was also used in [5]. However, we have conducted experiments using betweenness,
closeness, and eigenvector centrality obtaining similar accuracies. It is important to
remark that contraily to other measures, degree centrality is easily affected by local
changes in the graphs; hence, it is a less predictive measure.

Finally, networks were compared using the same values in density and size.
However, in the case of the real network and a random scale-free network, the size
and density of the networks used were not the same.

Core/Periphery Networks

To generate core/periphery networks, the P function shown in Fig. 8.2 was used.
Figure 8.4 and Table 8.2 show that the accuracy obtained for this kind of network
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Table 8.2 Arithmetic mean
of the difference between
measures of an ER network
and a core/periphery network,
calculated for betweenness
centrality, on graphs with 50

nodes, and 0:40 density

Measure Edge add Edge rem Node add Node rem

Top 1 �0.309 0.093 �0.398 0.069
Top 3 �0.370 0.048 �0.576 0.040
Top 10% �0.358 0.046 �0.633 0.037
Overlap �0.241 0.109 �0.302 0.054
R2 �0.278 0.085 �0.123 0.085

has a distinctive difference to that obtained with random ER networks. As expected,
in the case of misinformation (edge and node addition), the accuracy drops quickly
(having an average within Œ�0:633; �0:123�), while in the case of sampling (edge
and node removal), the accuracy is slightly better (within Œ0:037; 0:109�).

Clique Networks

To generate clique networks, the required parameters were set to the following
values: s D 0:28, pc D 0:60, and pb D 0:03. This means that tests were conducted
on networks with three to four cliques. The values for pc and pb were found
experimentally to produce easily visible clique networks. The density of graphs
generated with these settings was found to be 0:20 for comparison with ER networks
of equal density.

As expected Fig. 8.5 and Table 8.3 show that accuracy is similar to that obtained
with random ER networks. These figures show that adding extra nodes or edges has
a negative impact on the accuracy, while in the case of sampling accuracy improves.
However, this variation is small compared to the case of core/periphery networks.
The reason for this could be that an odd size of cliques was used, which could bias
one clique to be more central than others.

Scale-Free Networks

To generate scale-free networks no special parameters are needed. The density of
the networks is shown in Eq. 8.6.

density.n/ D 2.n � 1/

n.n � 1/
(8.6)

Previous figures show that scale-free networks are very robust to errors. Accord-
ing to Barabási and Bonabeau [3], we should expect that scale-free networks be
more robust than random networks, and the experimental results in Fig. 8.6 and
Table 8.4 support this assumption. This indicates that centrality measures applied
to real networks that have scale-free structure will perform well in the presence
of errors.
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Fig. 8.5 Scatter plots of the average betweenness accuracy as a function of error. Betweenness
measures for clique network of size 50, a density of 0:20. Legend: � top 1, � top 3, � top 10%,
� overlap, � R2. (a) Edge addition. (b) Edge removal. (c) Node addition. (d) Node removal

Table 8.3 Arithmetic mean
of the difference between
measures of an ER network
and a clique network,
calculated for betweenness
centrality, on graphs with 50

nodes, and 0:20 density

Measure Edge add Edge rem Node add Node rem

Top 1 �0.092 0.043 �0.145 �0.021
Top 3 �0.116 0.032 �0.235 0.006
Top 10% �0.104 0.033 �0.268 0.002
Overlap �0.082 0.026 �0.122 0.003
R2 �0.132 0.024 �0.071 �0.001

Krebs Terrorist Network

As an example of a real-world network, we have used the Krebs Terrorist Network.
As with the synthesized networks, we have introduced random errors in this net-
work, and compared with random errors in an ER network of same size and density.

As expected Fig. 8.7 shows that the accuracy obtained in this network is better
compared to that obtained with the ER random network in Fig. 8.8. Since it is
difficult to generate a scale-free network with equal size and density as the Krebs
network, the comparison with a scale-free network was made using the results
presented in Fig. 8.6. Table 8.5 shows that the accuracies are very similar, within
Œ�0:103; 0:078�.
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Fig. 8.6 Scatter plots of the average betweenness accuracy as a function of error. Betweenness
measures for scale-free network of size 50, with a density of 0:04. Legend: � Top 1, � Top 3, �
Top 10%, � Overlap, � R2. (a) Edge addition. (b) Edge removal. (c) Node addition. (d) Node
removal

Table 8.4 Arithmetic mean
of the difference between
measures of an ER network
and a scale-free network,
calculated for betweenness
centrality on graphs with 50

nodes, and 0:04 density

Measure Edge add Edge rem Node add Node rem

Top 1 0.355 0.279 0.309 0.189
Top 3 0.251 0.224 0.227 0.099
Top 10% 0.222 0.202 0.212 0.091
Overlap 0.295 0.235 0.267 0.148
R2 0.217 0.243 0.196 0.161

Entropy as Centrality Measure

Our experiments using the entropy measure described in [19] were conducted using
the following parameters: (1) network sizes 2 f10; 25; 50g, (2) network densities
2 f0:05; 0:10; 0:25; 0:50g, and (3) error ratios 2 f0:00; 0:05; 0:10; 0:25; 0:50g.

For each combination, 1,000 ER networks were generated and statistics of the
entropy measure were collected. Figure 8.9 shows the results from these tests. The
experiment shows that the accuracy of entropy under errors declines faster than the
other centrality measures, however it still does so in a predictive way.
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Fig. 8.7 Scatter plots of the average betweenness accuracy as a function of error. Betweenness
measures for Krebs Terrorist network of size 62, with a density of 0:08. Legend: � top 1, � top 3,
� top 10%, � overlap, � R2. (a) Edge addition. (b) Edge removal. (c) Node addition. (d) Node
removal

Figure 8.9 shows the performance of the entropy measure when applied to an
ER graph with a density of 0:05. Figure 8.10 shows that dense graphs produce less
variation in the entropy. At densities larger than 0:05, the variation in centrality
entropy becomes so small that results of the measure are inconclusive in deciding
the most central node. Variation is calculated as the number of different values of
CE.v/ (see Fig. 8.1) found in the test networks.

Edge Prediction in Temporal Social Networks

The edge prediction problem can be formally describe as: Given a network G.V; E/,
where E represents the observed edges, how likely is that an unobserved edge
.v; u/ 62 E may appear between an arbitrary pair of nodes .v; u/.

Section “Temporal Datasets” describes the datasets used in our edge prediction
experiments. Sections “Static Network Properties” and “Exploring the Dynamics of
the Datasets” describe the static and dynamic parameters that we have used to im-
prove prediction accuracy. Finally, section “Temporal Modeling and Experimental
Results” describes the results of our experiments.
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Fig. 8.8 Scatter plots of the average betweenness accuracy as a function of error. Betweenness
measures for ER network of size 62, with a density of 0:08. Legend: � top 1, � top 3, � top 10%,
� overlap, � R2. (a) Edge addition. (b) Edge removal. (c) Node addition. (d) Node removal

Table 8.5 Arithmetic mean
of the difference between
measures of a scale-free
network with 50 nodes, and a
density of 0:04, and the Krebs
network, calculated for
betweenness centrality

Measure Edge add Edge rem Node add Node rem

Top 1 0.064 0.049 �0.048 0.078
Top 3 0.004 �0.027 �0.099 �0.003
Top 10% 0.000 �0.035 �0.103 �0.005
Overlap 0.073 0.055 �0.065 0.020
R2 �0.043 �0.058 �0.034 �0.029

Temporal Datasets

We have selected four datasets for our experiments using the following criteria:
(1) temporal information must be available, i.e., t.e/ must be known, (2) the dataset
must contain a statistically significant amount of nodes and edges, and (3) the dataset
should be computationally possible to handle.2

Given that the number of datasets publicly available that fit these criteria were
quite limited, we decided to create our own datasets. The dataset that we called

2Practical memory limit for holding adjacency matrices in our computing system is less than
25,000 nodes.
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Fig. 8.9 Scatter plots of the average entropy accuracy as a function of error. Entropy measures for
ER network of size 50, with a density of 0:02. Legend: � top 1, � top 3, � top 10%, � overlap,
� R2. (a) Edge addition. (b) Edge removal. (c) Node addition. (d) Node removal
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Fig. 8.10 Scatter plots of the
entropy variation (y-axis) as a
function of density (x-axis) in
ER networks of size 50.
Legend: � true, � node add,
� node remove, � edge add,
� edge remove

Version2 was obtained from an online IT-news community. The ENRON dataset
was constructed from the corpus of emails that were made publicly available on
the ENRON scandal case. The HepPh dataset is a citation graph of papers from the
High Energy Physics domain. Finally, we created a synthetic dataset called Barabasi
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Table 8.6 Statistics of
datasets, n (number of nodes)
and m (number of edges) are
values from the final graph

Dataset n m Start End T

ENRON 19,211 45,967 1999-01 2002-06 1,264
Version2 3,390 110,147 2007-01 2010-02 1,145
HepPh 21,627 201,259 1992-03 1999-12 2,847
Barabasi 19,218 30,446 2010-03 2012-05 801

generated by the scale-free preferential attachment model. Basic statistics obtained
from these datasets are shown in Table 8.6. In that table, T is the number of days
represented in the dataset.

In the next section, we analyze some network properties that could be used for
edge prediction. Firstly, we look at properties obtained from static networks3 that
will be used as a baseline for evaluation. Secondly, we examine properties which
are based on temporal information.

Static Network Properties

The static properties that we are interested in are: (1) Small-world effect and (2)
Scale-free effect. The small-world effect states that clustering increases as mean
path length decreases. This fact allows us to make edge predictions based on triads
and hops in the network. The scale-free effect states that nodes prefer high-degree
targets when edges are created. This fact allows us to use node degree as an input to
our predictor.

Small-World Effect

The small-world effect [23] appears when the global clustering coefficient is similar
to that of a regular network and the mean geodesic is similar to that of a random
network. This means that edges will be created most likely between nodes that have
a shorter distance between them and that closing triads will appear very frequently,
based on the intuitive principle “friends of my friends are also my friends”.

To model this behavior, we propose to use a probability distribution based on the
number of shared friends (possible triads that we could close) and the likeliness that
two nodes will create an edge through one of the shared friends. This probability
distribution is depicted in Fig. 8.11. Note that we have also included in these plots a
fitness function graph.

The probability distribution used to generate Fig. 8.11 is shown in Eq. 8.8 where
E�.x/ is the set of edges that at time t � 1 have x neighbors in common, nt .u; v/ is

3This approach was used in [16].
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Fig. 8.11 Probability distribution: Closed triads in proportion to number of shared neighbors,
x-axis shows the number of shared neighbors, y-axis shows the probability that end nodes create
an edge. Note: The scale-free dataset was created with only one edge per new node, hence no triads
are closed. (a) ENRON. (b) Version2. (c) HepPh. (d) Scale-free

the number of common neighbors for two nodes v and u and P�.x/ is the probability
that two nodes with x neighbors in common will create a new edge.

nt .u; v/ D jNt.u/ \ Nt .v/j; (8.7)

E�.x/ D fet D .u; v/jnt�1.u; v/ D xg; P�.x/ D jE�.x/j
P

i jE�.i/j (8.8)

A second probability we are interested in represents the frequency with which a
node makes contact with nodes outside the “friend of friends” network. Figure 8.12
shows the probability distribution of the frequency with which relations to far-away
nodes in the network are created. We have plotted the probability of linking vs.
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Fig. 8.12 Probability distribution: Network distance between two nodes before a direct edge is
created. x-axis shows distance, y-axis shows the probability of creating new edge at this distance.
(a) ENRON. (b) Version2. (c) HepPh. (d) Barabasi

distance between nodes. In Eq. 8.9, Eh.x/ represents a set of edges et , which at
time t � 1 have distance x (represented by st�1.v; u/ D x). Ph.x/ is the probability
of creating an edge between two nodes at distance x and jEj is the total number of
edges in the graph.

Eh.x/ D fet D .v; u/ j st�1.v; u/ D xg; Ph.x/ D jEh.x/j
jEj (8.9)

It can be noticed from previous figures that the ENRON and HepPh datasets
both follow an exponential decaying function, and the Version2 and Barabasi follow
something that appears to be a bell-curve function. The Version2 dataset shows the
most surprising behavior. In the preferential attachment Barabasi dataset, we would
expect a bell-curve distribution, since selecting target nodes happens randomly
uniformly. However, in the Version2 dataset, it appears that selecting a target also
happens randomly uniformly in the network.
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Scale-Free Effect

The scale-free effect means that the degree distribution follows a power-law function
f .x/ D ax�k, which is true for our datasets with k D Œ�0:99; 2:01�. However,
what we are interested in is the probability that will indicate how likely a node v is
to be attached to another node with a given degree. This probability is calculated in
Eq. 8.12. Pd .x/ is the probability that a target node with a degree x will create a
new edge. Ed .x; t/ is the set of edges created where the target node has degree x at
time t ; Vd .x; t/ is the set of nodes available with a degree of x at time t ; and Md .x/

is the number of edges created where the target node has degree x in proportion to
how many nodes are available in the network with a degree x. Finally, MD is the
sum of all Md .x/ for all x.

Ed .x; t/ D fet D .u; v/jDt�1.v/ D xg; (8.10)

Vd .x; t/ D fvt jDt .v/ D xg; (8.11)

Md .x/ D
P

t jEd .x; t/j
P

t jVd .x; t/j ; Pd .x/ D Md .x/

MD

(8.12)

We observe from Fig. 8.13 that all datasets show heavy bias toward creating
edges in high-degree nodes. For the ENRON and Version2 datasets, our intuition
is that few people tend to communicate very frequently, while the HepPh dataset
has few seminal papers. The Barabasi dataset shows the expected behavior given by
its definition.

Exploring the Dynamics of the Datasets

In [18] and other related works, the dynamics of static networks are thoroughly
examined. Properties such as scale-free preferential attachment, small-world clus-
tering, and density are learned and generative models are proposed to create
synthetic networks with similar properties. However, little work has been reported
in the literature regarding the dynamics of temporal networks. In this section, an
analysis was performed in relation to the temporal aspect of the networks. More
specifically, we have explored these aspects:

1. At what rate are new edges created? In our temporal network model, a node joins
the network, and creates new edges over time. Does this happen in uniformly over
time?

2. Is there a lifetime of nodes? As a node joins the network and creates edges, it
is also deleted at some point. The creation of new edges is uniformly distributed
over time.
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Fig. 8.13 Probability distribution: Degree attachment. x-axis is the degree d and the y-axis the
probability of edge creation for the degree. (a) ENRON. (b) Version2. (c) HepPh. (d) Scale-free

3. Do older nodes create more edges? The preferential attachment model indicates
that old nodes are the ones with the highest degree, and therefore are likely to
create most edges over time.

Last Edge Creation Time

Last edge creation time is the time that has elapsed from the time a node has created
an edge, until the node is connected to a new edge. The intuition used here is that
this property will follow the preferential attachment model where nodes with many
edges will tend to create new edges more often, and nodes with less edges will wait
longer before creating new edges. Figure 8.14 shows the probability distribution
described by Eq. 8.14. In Eq. 8.14, g is the time gap since the last edge was created,
counted as the number of edges at each t , which had a gap g at t � 1.

In Eq. 8.14, g is the time gap since the last edge was created, Eg.x/ is the set of
edges that had a time gap x at t � 1, and EG the set of edges with all different time
gaps at t � 1.
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Fig. 8.14 Probability distribution: Gap between edges, x-axis is the gap in t , increasing from
left to right, y-axis is the number of edges with the gap, as described by Pg.x/. (a) ENRON.
(b) Version2. (c) HepPh. (d) Scale-free (note, single-log scale)

gt .v/ D t � maxft.e/je D .v; u/g; (8.13)

Eg.x/ D fet D .u; v/jgt�1.u/ D xg; Pg.x/ D jEg.x/j
jEGj (8.14)

We can see that all datasets, except the synthetic Barabasi dataset, conform to
a power-law distribution, where nodes that create edges often will likely continue
doing it and the longer time elapses without new edges are being attached to a
node, the less likely this will happen. This is similar to the way degree distribution
behaves. Therefore, it is not expected that using this effect will give much better
predictions when degree distribution has been already used.

Node Age Edge Creation

The preferential attachment model relies on node degree calcualtions when deciding
when to create new edges. Here we examine if there is also a temporal aspect in this
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type of attachment. The intuitive idea is that old nodes have more “experience”
within the network and therefore they are more likely to build new “relations.”

We propose calculating the mean number of edges created in proportion to a
node’s age, as shown in Eq. 8.15. The numerator is the number of edges created
with age a.4 This is then normalized with the number of nodes that have reached all
ages EA. Figure 8.15 shows the plots obtained with each of the datasets. Note that
a is counted in weeks for this plot, due to the fact that only few very old nodes are
available.

Ea.x/ D fe D .u; v/jt.e/ � t.u/ D xg; Pa.x/ D jEa.x/j
jEAj (8.15)

Figure 8.15 shows that we can fit the data of all datasets with an exponential
function with different features. ENRON and Version2 datasets have a slightly
increasing curve. The Version2 dataset is consistently increasing. This means that

4t .e/ is the time-stamp when edge e was created, and t .u/ the time-stamp when u joined the
network.
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older nodes are more likely to create new edges. Contrarily, the ENRON dataset is
generally increasing, except in the oldest nodes. This means that the older a node
gets, the more likely it will create new edges, except, if the node is among the
oldest. The HepPh dataset, on the other hand, shows a slightly decreasing behavior,
but with strong bias to oldest nodes. The intuition for this behavior is that in citation
networks, a few old seminal papers will be referenced very often, while in general
other papers will be forgotten over time (and thus receive less new edges).

The Barabasi dataset shows an almost straight line, which is what we would
expect since the model depends only on the degree.

In summary, all the previous graphs show that we can create either linear, power-
law, or exponential functions for the following probability distributions:

• P�.x/ probability of creating an edge given x possible triads between two nodes,
where x for two nodes is calculated as shown in Eq. 8.7

• Ph.x/ probability of creating an edge given the distance x between two nodes,
where x for two nodes is st .u; v/

• Pd .x/ probability of creating an edge on a given target node’s degree, where x

for a target node is Dt .v/

• Pg.x/ probability of creating an edge given the target node’s last edge creation
x, where x is the gap gt .v/ as defined in Eq. 8.13

• Pa.x/ probability of creating an edge on a given target node’s age x, where x is
the age of the target at .u/ D t � t.v/

Temporal Modeling and Experimental Results

In this section, we propose a simple linear regresion model for edge prediction that
uses the statistical features obtained from the analysis we have made on the static
network and the temporal network discussed in sections “Static Network Properties”
and “Exploring the Dynamics of the Datasets”, respectively.

The model employs the scoring function shown in Eq. 8.16, where R is a score
that indicates our degree of belief in an unobserved edge .u; v/; a higher number
indicates higher belief.

score.Gt ; v; u/ ! R: (8.16)

Each unobserved edge is described with a triplet .v; u; w/, where w is the score
and u and v are nodes. The set of predicted edges Ep is then constructed by selecting
edges with highest scores.

Temporal Link Predictor

This section introduces our novel temporal link predictor (tep). The main idea of our
predictor is to extract a ranking function from each of the probability distributions
used and then aggregate the ranking functions to produce a final score.



220 S.A. Davidsen and D. Ortiz-Arroyo

Table 8.7 Probability distributions and their fit ranking functions

Actual used ranking function, �.x/

Probability distribution Ranking function ENRON Version2

Triads attachment, P�.x/ �� x�2:17 x�2:20

Distance attachment, Ph.x/ �h e�0:65x 1

Degree attachment, Pd .x/ �d x0:44 x0:48

Edge creation gap Pg.x/ �g x�1:66 x�1:54

Node age activity Pa.x/ �a e0:01x e0:01x

Note: distance attachment ranking function for Version2 is fixed to 1 because of bell-curve shape

Table 8.8 Scoring functions

Name Score-function Comments

tepam ˚am.�d ; ��; �a; �h; �g/

teprd ˚am.�d C 1

rand.n/
; ��; �h; �g/ Use randomness and degree in

target node selection.
tepa ˚am.�a; ��; �h; �g/ Use only age instead of degree.
tepad ˚am.�a C �d ; ��; �h; �g/ Use age or degree.
tepngr ˚am.�a; �d ; ��; �h; 1

rand.t/
/ Use randomness instead of last

edge creation.
teptg ˚am.�a; �d ; �� C �g; �h/ Bias towards triads or last edge

creation.
Adamic/Adar2

P
z2N.v/\N.u/

1
log Dt .z/

�a�g Added temporal for target node.

Adamic/Adar3
P

z2N.v/\N.u/
1

log.Dt .z/�a .at .z//�g .gt .z//
Added temporal for intermediate
node z.

Firstly, for each of the probability distributions that we have used, we extract
a linear ranking function, denoted �.5 Table 8.7 shows the relation between the
probability distributions and the ranking functions for each of the datasets we used
for prediction.

Secondly, we aggregated the ranking functions into a set of scoring functions.
Table 8.8 lists our proposed functions. ˚am is an aggregation function based on
the arithmetic mean and rand.x/ is a random number generator with a uniform
probability distribution. The set contains variations, where special attention was
placed to separate features or randomize a feature. Additionally our method makes
the following two modifications to the Adamic/Adar metric: (1) we apply temporal
information to the intermediate nodes, (2) we apply temporal information to the
target node only.

The main motivation of this simple model is to determine if temporal information
helps to increase overall predictor’s performance.

5This function was found using standard linear least squares method, and the pearson correlation
as fitness function between power fit and exponential fit.
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Other Predictors

In our experiments, additionally to the temporal link predictor, we use two other
models for comparison purposes: (1) a random predictor used as baseline and (2)
the Adamic/Adar measure, which received the best scores in [16].

The Adamic/Adar measure is shown in Eq. 8.17. This equation takes into account
the common neighbors of two nodes .v; u/ and the degree of the common neighbors,
weighted by an importance degree function 1

log D.z/ . We note that D.z/ 	 2 and that
nodes with few neighbors are favored. N.v/ is the set of neighbors for v and D.z/
the degree of node z as previously defined.

scoreAA.v; u/ D
X

z2N.v/\N.u/

1

log D.z/
(8.17)

In [16] the Adamic/Adar measure performed the best on the chosen datasets,
when only graph-structural properties were considered.

Experimental Results

We evaluated the proposed temporal link predictor on our two datasets. However,
since our simple linear regression model was not always able to fit the actual
network data, it is expected that for some datasets, its accuraccy will be low.

We consider predicting edges a function f .Gt�1; l/ ! f.u; v/ W to appear in Gt g,
where l is the number of new edges to be predicted for Gt and Gt�1 is the graph
before time t . The experiments were performed as follows: for each t in T , a
network Gt�1 was constructed, then the set of new edges Et that will be added
to Gt was determined. Then, a the size of the set Et is used as the number of new
edges that will be predicted. Ea will represent the set of new edges actually created
between Gt�1 and Gt .

Table 8.9 shows the output of our evaluation on edge prediction using the
ENRON and Version2 datasets.

Using the tep predictor, each feature was disabled one by one, in order to evaluate
its final influence on the final results. These results are shown in Table 8.9 as
tepnofeat where feat is the name of disabled feature. A lower number here means
that a feature has more influence, and a higher number less influence, compared to
tepam, which includes all features.

It can be noticed that in general the performance obtained was poor. However,
this is consistent with the results obtained by [16], given that edge prediction is
a hard problem. The results obtained by our predictor when compared with those
obtained by the Adamic/Adar method are not consistent. For the ENRON dataset,
the performance of our method is better and for the Version2 dataset performance is
worse.
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Table 8.9 Link prediction results on ENRON and Version2 datasets.
random is the random predictor, tep is the edge predictor presented here.
Index is relative to tepam. The highlighted elements are: (1) best overall for
the dataset; (2) best tep for the dataset

ENRON Version2

Predictor Ep \ Ea % Index Ep \ Ea % Index

Random 15 0.04 0.01 968 1.41 0.14
Adamic/Adar 720 2.13 0.59 9,230 13.46 1.31
tepam 1,212 3.59 1.00 7,067 10.30 1.00
teprd 766 2.27 0.63 6,941 10.12 0.98
tepa 369 1.09 0.30 4,027 5.87 0.57
tepad 459 1.36 0.38 4,669 6.81 0.66
tepngr 344 1.02 0.28 3,162 4.61 0.45
teptg 458 1.36 0.38 4,669 6.81 0.66
Adamic/Adar2 747 2.21 0.62 4,979 7.26 0.70
Adamic/Adar3 1,381 4.09 1.14 5,707 8.32 0.81
tepnonodeage 973 2.88 0.80 6,812 9.93 0.96
tepnotriads 951 2.82 0.78 5,474 7.98 0.77
tepnodistance 1,243 3.68 1.03 7,069 10.31 1.00
tepnolastedge 1,070 3.17 0.88 7,030 10.25 0.99
tepnodegree 1,206 3.58 1.00 8,778 12.80 1.24

As a summary our results indicate the following:

• All measures used outperform the random predictor. However, the random
predictor performs better on the Version2 dataset.

• There is not big difference in which aggregation operator was used.
• Prediction precision on the Version2 dataset is higher when random features are

introduced. Random, teprd, and tepngr perform better on the Version2 dataset than
the ENRON dataset when random features are used.

• Using the distance feature �h does not show good results. It has little or worse
effect in both cases.

• The Version2 dataset is less sensitive to not including some features in our
predictor, while the ENRON dataset requires as many features as possible.

• The improvement over the Adamic/Adar method is small. However, the
Adamic/Adar method has the highest performance on both datasets.

• For the tests performed with features disabled, we determined that the most
important features are (in ranked order): (1) ENRON – triads, node age, last edge
creation, degree, and distance; (2) Version2 – triads, node age, last edge creation,
distance, and degree.

It can be noticed that in all cases, using temporal information will increase the
precision. However, a deeper analysis needs to be done to determine which method
should be used on a given network.
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Conclusions and Future Work

In this chapter, we have analyzed the robustness of centrality measures when errors
are introduced in the construction of a complex social network. Our results extend
the work performed in [5] by considering non random networks. In the replication of
Borgatti’s et al. experiments, we observed some discrepancies with our results. This
may be due to the slightly different methodologies employed. However, we obtained
the same linear predictability in the centrality measures that is described in [5].

Our experiments employed generative models of complex social networks and
one real social network. One limitation of generative models is that while the
methods for producing complex networks allow constructing networks of any size,
they do not allow constructing networks with arbitrary density.

In the second contribution of this chapter, several datasets have been analyzed
to obtain temporal and static features that were used in our model to predict edges
in a dynamic network. Our predictive model was based on simple linear regression.
The model was evaluated with two different datasets of real social networks. Our
experiments show that incorporating temporal information can improve precision in
prediction. This fact indicates that learning other temporal features may improve the
prediction furthermore.

Our prediction model only considers predicting new edges, not if some current
edges will be deleted. Changing our model to incorporate this type of prediction
may improve its performance.

In our experiments, the time T was defined as 1-day intervals, and the effect of
changing this parameter was not investigated. We splitted time into time stamps as
was done in [16]; half of the time-stamps were used for learning and the other half
for prediction. However, given the nature of the datasets at hand it could happen that
the initial construction phase of the network (that is used for learning) had different
dynamics than the establized phase (where the predictions are made). This issue
needs further investigations.

The evaluation of our edge predictor was done under the assumption that the past
behavior that was not included in the dataset will not have any effect in predictor’s
performance. In [15] it was shown that missing part of the past do not affect in
predicting the evolution of a network’s diameter.

We noticed that the random predictor performs much better in the Version2
dataset used. It is interesting to note that the Adamic/Adar predictor performs also
better on this same dataset. Contrarily, our method performs better on the ENRON
dataset. This could be an indication that the Version2 dataset is more random in its
structure than the ENRON dataset.

The simple model used in our predictor considers few correlations between
features. However, in some type of networks, features are dependent, for instance
node lifetime and the degree of the node. Other supervised machine learning
methods such as naive bayes could also be incorporated in our preditor to improve
its accuracy. Finally, we plan to apply our predictor on more datasets to obtain a
more complete characterization of its performance.
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Chapter 9
Social Networking Tools for Knowledge-Based
Action Groups

William P. Hall, Susu Nousala, Russell Best, and Siddharth Nair

Abstract Urban bureaucrats are often overburdened with limited time and little
genuine knowledge relating to decisions they must make within their briefs that
impact community members. Consequently, bureaucrats often work at what Herbert
Simon called the bounds of their rationality. Community groups concerned with par-
ticular issues may emerge that have issue-related local knowledge; and probably also
the time and effort to share and assemble such knowledge into practical and informa-
tive group proposals. This chapter considers knowledge-based roles and dynamics
of community groups, looks at revolutionary socio-technical capabilities able to
support and extend group aims effectiveness, and presents a template based on
social computing technologies to demonstrate how the technology can be deployed.
Properly used, the tools can connect bureaucrats with the power to decide and act
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with the local knowledge and motivation to make rational decisions about allocation
of resources, etc., to deal with various kinds of situations. The template developed
for this project demonstrates the capabilities of the cloud computing tools.

Introduction

Urban areas are administratively complex, and bureaucrats are often overburdened
when they are working at or beyond what Herbert Simon called the bounds of their
rationality [1]. Decisions impacting community group members may be based on
little genuine knowledge of issues. Groups concerned with particular issues may
emerge in the community. Given their focus and interests, group members will
collect issue-related knowledge that can be assembled into proposals. However, it
is often difficult for people to form such networks and discover what their various
interested members know to construct collective knowledge. Also, such community
knowledge is often ignored by governing bodies and their bureaucracies. This
chapter reviews this situation from deep theoretical, technological, and practical
points of view and shows how simple to use and freely available social networking
tools in the cloud can be applied to effectively support knowledge-based community
action.

Based on practical [2–18] and theoretical understanding [19–29] of knowledge
management in groups and organizations, we consider here some of the knowledge-
based roles and dynamics of community groups. We discuss some new cognitive
technologies to support the aims of individuals, community groups, and governing
bodies in urban and regional hierarchies to extend their effectiveness and abilities
to communicate across boundaries. Revolutionary Web 2.0 technologies based in
the cloud provide action and other social groups with simple yet sophisticated
tools to assemble and support social networks; to collect and assemble personal
knowledge; and to transform personal knowledge into community knowledge.
Properly implemented in a collaborative environment, Web tools can also be used
by bureaucrats and administrators to source local knowledge to support rational
decisions about allocation of resources, etc., and to deal with various kinds of
emerging situations. The template developed for this project1 demonstrates cloud
computing capabilities of the new tools.

This chapter relates to the sociological concept of “community action.” Follow-
ing Bryant [30], community action means any emergent or externally promoted
attempt to involve local people in self-help schemes or to participate in policy
making and service provision. A community action group is a network of people
formed in a local context to promote, guide, or carry out social, political, or
practical objectives. From theoretical and practical points of view, we explore roles

1See “Template for Knowledge-Based Community Organizations” – https://sites.google.com/site/
organizingcommunityaction/

https://sites.google.com/site/organizingcommunityaction/
https://sites.google.com/site/organizingcommunityaction/
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of knowledge and information in (a) forming such groups and (b) achieving goals
within the governance frameworks of urban and regional environments. Action
groups are at the far end of the spectrum of knowledge-based communities including
“communities of interest” (CoI) and “communities of practice” (CoP) [13, 31, 32].
Compared to the well-known CoPs, which often are informal subdivisions within
the structural hierarchy of one or more existing organizations, action groups are
normally independent, self-governed, and are often formally constituted groups
of people with their own self-determined goals. Historically, action groups have
emerged in local areas from the face-to-face social interactions and collective
work of people sharing common concerns and interests – often as promoted by
community “organizers” [33–36].

The new Web-based “social” technologies provide people with powerful cog-
nitive tools to help form and sustain such groups, and to construct, manage, and
share knowledge relating to commonly held concerns. The result of combining
people and cognitive tools with networking capabilities is the formation of so-
ciotechnical networks with much more power than the people alone would have.
The technologies to be discussed here have been tested primarily in community
action groups, but provide all kinds of knowledge-based groups with powerful tools
for assembling, sharing, and applying knowledge and enabling virtual participation
in group activities.

In this chapter, we begin with a theoretical framework for community action,
then discuss some of the revolutionary cognitive technologies that provide tools for
implementing the theory, and conclude by presenting some preliminary observations
from ongoing case studies where the technology has been recently implemented.
Given that some of the specific Web technologies we are concerned with here have
only become fully functional since 2007–2010, there has been no opportunity to
study their use over long time scales.

Theoretical Framework

Communities and Action Groups

Human social systems are based on fractally complex networks of physical, social,
and economic interactions. The networks define complex adaptive systems at
different hierarchical levels of organization from local groups, formal organizations,
and governing bodies. Many of these bodies have properties allowing them to be
considered autopoietic (i.e., living [37], see section “Life, Cognition, and Living
Knowledge”) at a level of hierarchical organization above individual people and
below economic or statutory organizations [19–29, 37–45].

All activities maintaining the organized fabric of urban and regional districts are
to some degree knowledge-based and would not function without the material im-
plementation of that knowledge. Governing bodies make decisions at many different
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levels of organization, whether by committees, individual bureaucrats, or designated
workers. All decisions boil down to individual people choosing among alternatives
based on available knowledge. Under the label “bounded rationality,” Herbert
Simon explained that the rationality of decisions is limited by the amount of infor-
mation that can be held in the mind, processed, and understood [1, 9, 24, 25, 46, 47].
If these limits are breached by lack of pertinent information that can be found in the
available time or an overload of irrelevant information, decisions become increas-
ingly irrational. However, suboptimal decisions are still almost always better than
no decision, so Simon recommends that decision makers should find tools that can
help them make the “best” decision one can in the time available, to help “satisfice.”

[T]he elaborate organizations that human beings have constructed : : : to carry out the
work of production and government can only be understood as machinery for coping with
the limits of man’s abilities to comprehend and compute in the face of complexity and
uncertainty ([1]: p. 354).

[W]e : : : understand today many of the mechanisms of human rational choice. We : : :

know how the information processing system called Man, faced with complexity beyond
his ken, uses his information processing capacities to seek out alternatives, to calculate
consequences, to resolve uncertainties, and thereby - sometimes, not always - to find ways
of action that are sufficient unto the day, that satisfice. ([1]: p. 368)

Organizations can make more effective decisions by devolving decisions to
people who are closer to the problems and presumably have more knowledge and
time to consider the particular problem area [9]. Another is to more effectively filter
decision-related input to genuinely critical information and tested wisdom [24, 25].
Greiner [48] observed that to grow large, businesses had to survive several revolu-
tionary transformations in management structure to continue growing. We think that
successful revolutions represented changes that kept operational decisions within
the limits of rational decision making. In other words, decisions need to be made by
people who are close to and well informed about the issues being decided [9, 24, 25].

Individual people can work together in the interface between their physical
environment and systems of urban and regional governance to ensure local and
personal knowledge is available to guide and constrain activities of administrative
juggernauts. Within large social systems, action groups can emerge from networks
of people with interests in particular problem areas [13, 17, 28]. However, there is
a large gap between the emergence of an action group and assembling its members’
personal knowledge into coherent objective knowledge to support rational decisions
by a bureaucrat or functionary. We next look at some theoretical considerations
involved in understanding the nature of this gap and bridging it.

Constructed and Tested Knowledge

What “knowledge” and “information” mean in the organizational knowledge man-
agement discipline is contentious [49–51]. Here we adopt Karl Popper’s [52]
definition that knowledge is “solutions to problems,” where the knowledge may be
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contained in thoughts, in speech, written on paper, or embodied in the structure of an
artifact. For living entities, everything involved with maintaining life in a constantly
variable environment is a “problem” [53, 54]. In this framework, we consider that
“information” refers to variations in the world that may in living things stimulate
cognition and add to living entities’ knowledge, i.e., Bateson’s [55] “differences
which make differences.” For us, information signifies the content or “meaning” of
a message based on its effect on the cognition of the recipient (see Hayles discussion
[56: p 55–56]).

Popper [52, 59, 60], as interpreted by Hall [19–23], also usefully divided the
world into three ontological domains:

• “world 1” – the world of uninterpreted physical systems and dynamics
• “world 2” – the world of cognitive processes (i.e., cybernetics) together with

structural, dispositional, and subjective knowledge (i.e., living knowledge)
• “world 3” – the world of “objective” knowledge (i.e., knowledge that is codified

into relatively inert and persistent objects existing in world 1 via printing,
computer memories, or DNA)

Donald Campbell [57, 58] coined the term evolutionary epistemology for the
understanding he and Popper had that knowledge was something that was cogni-
tively constructed by living entities from their experiences with the world through
fallible processes of trial and error learning [61]. Campbell called the process “blind
variation and selective retention,” and Popper “conjecture and refutation” [62]
or “tentative solutions and error elimination” [52]. In evolutionary epistemology,
knowledge is constructed via continually iterated cyclical process of cognition
resulting in increasingly accurate, although always fallible, understandings of
reality. Popper’s most detailed exposition what he calls his “general theory of
evolution” [52: pp. 241–244]. A more concrete description of the fundamentally
cyclic nature of knowledge building in the real world is summarized in John Boyd’s
OODA Loop process (Fig. 9.1) [19–25, 63–65] that is applicable to both personal
and organizational levels of analysis.

This cyclical process of knowledge building involves self-reflection, self-
criticism, and self-maintenance that some consider to be viciously circular [e.g.,
66–68]. Vollmer argues on philosophical and scientific grounds that such critiques
are unfounded as the supposed “circular” processes are “non-vicious, consistent,
fertile, self-correcting feedback loops : : : termed ‘virtuous circles’” [69: p.
200]. More simply, knowledge building involves neurological or administrative
processing in the physical world [70]. There can be no paradox as the cognitive
activities are causally connected to form a “virtuous spiral” process through time
[24–26] (Fig. 9.2; see [71] for animations of the concept). Due to time delays in
dynamical systems, the world as observed is never the world that is acted upon.

Problem-solving entities (people, organizations) seek to understand the world in
ways that will enable them to reach particular “intended future” states, but they exist
in an unpredictably changing world, where at any time the situation may diverge
to any of many possible “divergent” futures [24, 65, 70–72]. Without continual
vigilance, rational orientation and decision, reflected in appropriate action (i.e., via



232 W.P. Hall et al.

Fig. 9.1 Boyd’s problem solving Observe, Orient, Decide, Act (OODA) loop (After [19, 63])

Fig. 9.2 Spiral construction of knowledge through time converging on a solution to a problem
(See [13, 24–26, 71])

OODA cycles) to converge on intended futures, stochastic divergence is inevitable.
It is here that Simon’s [1] bounds to rationality are of particular concern. For them
to be effective, decisions must be made in the entity’s cognitive system close enough
to the interface with the problem that processing is informed with enough relevant
observational data without being overwhelmed with irrelevant information [24, 25,
70–72].
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Life, Cognition, and Living Knowledge

We have argued elsewhere that cells, people, organizations, and other entities
in the complex systems hierarchy of the biological world are all autopoietic or
living [19–28]. Autopoiesis (D “self” C “production”) is a condition of a complex
dynamical system at any level of structural organization that gives it the autonomous
ability within its environment to self-produce and maintain its dynamic state of
organization. As defined by Maturana and Varela [37–39], systems are autopoietic
when they meet six criteria considered necessary and sufficient to recognize when
a complex system could be considered to be autopoietic, and thus living [39: p.
192–193]:

• Bounded (“the unity [i.e., an entity] has identifiable boundaries”). Varela et al.
[39] were concerned that the entity could be discriminated by an external
observer. To us this criterion should read, “the entity has self-identifiable
boundaries.”

• Complex (“there are constitutive elements of the unity, that is, components”).
Biological systems are more than complicated.

• Mechanistic (“the component properties are capable of satisfying certain rela-
tions that determine in the unity the interactions and transformations of these
components”). In other words, the complex entity is a dynamical system, such
that components show causal interactions as detailed by Urrestarazu [73, 74].

• Self-referential or self-differentiated (“the components that constitute the bound-
aries of the unity constitute these boundaries through preferential neighborhood
relations and interactions between themselves, as determined by their properties
in the space of their interactions”). That is, the boundaries of the system are
structurally determined.

• Self-producing (“the boundaries of the unity are produced by the interactions of
the components of the unity, either by transformations of previously produced
components, or by transformations and/or coupling of non-component elements
that enter the unity through its boundaries”).

• Autonomous (“all the other components of the unity are also produced by
interactions of its components as in [the statement above], and : : : those which
are not produced by the interactions of other components participate as necessary
permanent constitutive components in the production of other components”)

Maturana and Varela [37] consider that cognition begins with the self-defining,
self-regulating, and self-producing spiral processes that determine and dynamically
maintain the autopoietic condition. In other words, autopoiesis cannot exist or
continue without cognitive processes able to build, maintain, and act on knowledge
to solve the problems of life. See Popper [52] and “All life is problem solving” [54]
for a similar understanding developed completely independently from Maturana and
Varela’s (or conversely).
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Unifying the paradigms of evolutionary epistemology and autopoiesis [22], we
recognize three categories of knowledge:

• Structural knowledge is embodied in the organized physical structure of a causal
network responsible for maintaining autopoiesis in a dynamical system in an
instant of time. At one instant the structure is such that it ensures that the causal
network maintains autopoiesis in the next instant. In other words, most adjacent
possible [75–77] states of the system in the next instant will be states that also
propagate the autopoietic organization of the system. Thus, autopoiesis continues
as long as the system remains in the basin of a “‘strange’ or ‘chaotic’ attractor”
[78: p. 178–179]. Loss of autopoiesis is equivalent to disintegration of the system.
Natural selection builds increasingly reliable knowledge by eliminating entities
unable to maintain themselves in the basin of attraction where autopoiesis is
maintained.

• Dispositional and subjective: Using Popper’s terms [52] (and as informed by
the theory of autopoiesis [37]) this is knowledge held in the nervous system.
Dispositional knowledge relates to dispositions or instincts to act in certain ways,
i.e., as built into the inherited or habituated structure of the nervous system;
subjective knowledge is the living or conscious knowledge of the individual
“subject,” readily available to be criticized or improved by learning. All of this is
more or less comparable to Polanyi’s [79, 80] “tacit” knowledge.

• Objective or “explicit”: encoded forms of knowledge (e.g., in the form of letters
on paper, sequences of bits in a computer memory, or sequences of nucleotides in
a DNA molecule). Objective knowledge is inert and persistent. As such it can be
preserved through time and exchanged across time and the space between living
individuals.

Structural, dispositional, and subjective knowledge, together with the cybernetic
(cognitive) processes for building, maintaining, and acting on this knowledge, are
encompassed within world 2. Popper [52] places articulated (but not codified)
speech in world 3 together with all kinds of persistently codified knowledge. We
(following Hall [22] and Ong [81]) place speech in world 2 because sound vanishes
from the physical world in an instant and its content persists only through its impact
on cognitive processes of living people (world 2).

Living systems emerge and can exist at several different levels of organization in
a complex systems hierarchy [20–23, 28, 40–44, 82, 83]. The hierarchy containing
living systems ranges from fundamental particles through cells, multicellular
organisms, and various kinds and levels of social systems involving organisms
to planets, solar systems, galaxies, and the universe [41, 83]. What we see is
determined by level of the hierarchy on which we focus (Fig. 9.3). If we focus on,
e.g., human organizations, we see organizational systems comprised of components
(“subsystems” such as people that may be recognized as systems in their own right
if studied at a lower level in the hierarchy). The focal system also exists within
an environment (e.g., a national economy) that may also be seen as a system in
its own right when examined at a higher level. Koestler [84, 85] (following Simon
[42–44]) wrote that a focal system (“holon”) formed a triad of the system itself
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Fig. 9.3 Action groups in the hierarchical structure (After [23, 41])

and its component subsystems, within the higher level organization that formed
its environment. Focal levels containing living entities are self-identified. Causal
networks of subsystems and components constrain what the holon is capable to
do (upward causation), while downward causation from the higher level system
constrains what the holon is possible to do.

Simon [42–44] noted that individual systems and levels of complexity can be
discriminated by intrinsic interaction frequencies. Systems at a focal level are
discriminated by lower frequencies of interactions across their boundaries than
between components within them. Simon [43: p. 33] called this “loose coupling.”
(Maturana [86: p. 54] similarly noted that boundaries of autopoietic system are
“surfaces of thermodynamic cleavage.”) Hierarchical levels in a holonic triad
are discriminated by interaction speeds. Interactions of components in subsystems
are generally so fast that (seen from the focal level) they appear to be in internal
equilibrium and interact as particles in law-like ways to form the focal system.
Similarly, interactions of components forming the supersystem will generally be
so slow that the supersystem forms a relatively constant environment for the focal
system [43: pp. 10–11; 44]. Simon calls hierarchically complex systems conforming
to this situation “nearly decomposable.”

For humans, networks of “social” interactions interconnect people via the
exchange of knowledge or “content” in worlds 2 and 3 (see section “Constructed
and Tested Knowledge”) to form higher order social systems (organizations). In
peoples’ brains, faster networks of interaction interconnect their nerve cells to carry
out cognitive processes. In organizations, (1) structural knowledge for autopoiesis is
held in dynamically changing logical and physical networks of interactions among
members, layout of plant and equipment, etc., (2) dispositional and subjective
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knowledge in the minds and behaviors of its members – especially as reflected in
organizational routines and jargons (“organizational tacit knowledge” in Nelson &
Winter’s term [87]), and (3) explicit documentation produced and shared among
organizational members [20–22, 45].

Emergence and Sustainment of Knowledge-Based
Community Groups

We seek to understand the emergence of knowledge-based entities in the hierarchy
between individual people and local and regional authorities and governments.
Salthe [82] argues that self-sustaining systems can emerge at intermediate levels of
organization in the complex systems hierarchy where there are major inefficiencies
in the dissipation of potential between existing levels. This corresponds to situations
where there is a gap between what people in a local area need and want in terms of
affordances from their environment and what the social supersystem is providing.
This is often due to gaps in resources and knowledge.

Where individual people form groups to construct, share, and apply knowledge
relating to problem situations, Nousala and Hall [28] suggest that they coalesce
around a “human attractor” who has a public reputation for interest in that type
of problem. People recognize that they share this interest with the attractor and
begin to exchange knowledge with her/him, and having been brought together by
the attractor, they also begin to network among themselves in various knowledge
transfer processes, as illustrated in Fig. 9.4 that shows early stages in the emergence
of an autopoietic organization.

“Faces” in Fig. 9.4 are subsystems/people in the emerging group or organization.
(“a”) is a human attractor. (“b”) is the emerging boundary separating “insiders” who
identify themselves as participants for community purposes from “outsiders” in the
neighborhood. Faces crossing the boundary (“c”) are people being recruited and
inducted into the community. Bright smiley faces represent people/actors receiving
organizational/social rewards for their involvement with the collective need. Open
arrows at the top indicate the value/importance of the assembled knowledge as
this is ordered and directed to address higher level organizational needs, while
arrows at the bottom indicate the importance and roles of historical circumstances in
constraining what is possible (“adjacent possible”). Directed lines connecting faces
show knowledge transfer between individual actors. Line weights show strengths of
the connections. Note that the connections are beginning to form cyclical knowledge
processing routines able to be mapped and improved [2, 88].

Figure 9.5 combines the concepts introduced in the previous four figures to
illustrate the virtuous knowledge building spiral of an emergent organization
responding to environmental imperatives and its internal goals. Each OODA cycle
responds to fresh observations where the organizational understanding is analyzed
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Fig. 9.4 Early stages in the emergence of a knowledge-based community (After [28])

HIGHER LEVEL SYSTEM / ENVIRONMENT

Organizational imperatives and goals

Iterated OODA cycles 

SUBSYSTEMS / COMPONENTS

Aggregation  of  people with

knowledge needs in common

Org. history and circumstances determine adjacent possible 

“Universal” laws governing components determine possibilities

Fig. 9.5 Building organizational knowledge (After [13])

and criticized via orientation processes and tested via selective decisions and actions
in the world. On balance, the organization’s understanding of the world should be
improved with each turn of the spiral.
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Fig. 9.6 A mature community (After [28])

Different categories of knowledge may serve different functions in a knowledge-
based group. Structural and other kinds of knowledge contributing to forming and
maintaining the autopoietically functioning network structure of the organization
are what makes the functioning group something more than the arithmetic sum of its
individual members. Especially in the case of community action groups, knowledge
may also be generated for export to the world as products of the group’s activities.

Figure 9.6 illustrates this in a fully formed knowledge-based group, where the
practices to form and maintain the community have been objectified as structural
procedures (indicated by the records icons). Grey faces: those using codified
knowledge (“a”) about how to manage internal and external monitoring processes
providing overall feedback control. White faces: those using codified knowledge
(“b”) about processes for producing and exporting knowledge to the external world.
Black faces: those using codified knowledge (“c”) about the product quality control
cycle. (“d”) codified knowledge about induction process recruiting new individuals
into the community to satisfy new needs and to replace attrition. For the community
to persist beyond the memberships of particular people, new members need to be
recruited into the group to replace those leaving. In this context involves inductees
adopting the group’s interests and aims, accepting affiliation, and learning to carry
out tasks contributing to the group’s overall survival and success. (“e”) codified
knowledge about environmental monitoring processes. (“f ”) codified and structural
knowledge about how to establish and sustain the community itself.
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Fig. 9.7 Putting community knowledge into its hierarchical context (From [8])

Application of Actionable Community Knowledge
in a Governance Framework

We now consider how emergent knowledge-based community groups fit into and
function in the hierarchical complexity of the knowledge ecology [89] of their
environments. Urban/regional councils, other administrative bodies and their dele-
gates are responsible to provide services necessary for civil life and for maintaining
peoples’ health and amenities. When relating to problem areas, functionaries need
to know who, what, where, when, why, and how.

Figure 9.7 applies the theoretical framework presented in the previous sections
and [6, 8] to knowledge acquisition, building, and acting in the urban environment.
We recognize at least three nested epicycles of knowledge-based autopoietic
systems that we have also seen in other hierarchical knowledge-based systems, i.e.,
large engineering organizations [9, 13, 16, 17], industry clusters [5, 7], and academic
and scientific research communities [27, 91].

The levels in these hierarchical structures are defined as follows:

• Individual people (“I”). Individuals concerned by particular problems may
assembler explicit knowledge in the form of documents, photographs, maps,
records of measurements, etc.; as well as developing his/her personal knowledge.
Following Popper [52] this knowledge building may involve cycles of Observing,
Orienting, constructing Tentative Theories, and acting to Eliminate Errors.

• Community action groups (“WE”). Where several people face similar problems,
they may share concerns and knowledge leading to emergence of a community
group [28]. This may involve sharing personal knowledge and documents to build
a group repository. Group success and sustainability will depend on the success
of the personal interactions in assembling useful knowledge and action plans.
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• Councils and other governing bodies (“THEM”). Councils are complex bureau-
cracies, organized into departments responsible for problem areas. Decisions
to act tend to be centralized, where the bounds to rational decision making
are likely to be the greatest [9, 24]. Those making decisions often know little
about specific problems. Groups close to the problems can collect, organize,
and present their collective knowledge in formats easily used by functionaries.
Ideally, action groups can function as knowledge building epicycles connecting
councils’ knowledge building activities with reality.

• Noosphere [90]. This is (a) the totality of human knowledge available to man and
(b) the cybernetic processes operating in this space (without any teleological or
mystical connotations that might be inferred from Pierte Teilhard de Chardan’s
writings). This includes knowledge ecologies [89, 92] and all kinds of knowledge
artifacts in world 3 and the collective personal knowledge of humanity in world
2. With appropriate tools, I, WE, and THEM can all draw on the collective
knowledge and wisdom of the “Noosphere.”

The emergence of groups networking around common causes within larger social
or ecological systems is probably as old as the origins of human language [81],
depending mainly on tacit and verbal knowledge exchange [9, 13–17]. However,
as will be discussed in the next section, the development in the last 
30 years of
cognitive technologies able to exchange massive amounts of explicit knowledge in a
variety of formats has revolutionized the environment for and potential capabilities
of knowledge-based groups.

Technologies for Socially Constructing
and Sharing Knowledge

In less than a lifetime, the integration of new cognitive tools and knowledge
production technologies has extended human cognition far beyond the bounds
of human brains. Humans have become “post human,” where people and their
machines now act as symbiotic super-organisms [56, 93–96]. Similarly, human
networks have become “socio-technical,” i.e., comprised of people, plus tools,
machines, and technologically mediated processes [97]. Over the last 30 years, tools
such as personal computers and the Internet are radically revolutionizing people’s
interactions to organize. Today’s organizations potentially command vastly more
knowledge to support their actions than was the case three decades earlier.

The Importance of “Free” Applications for the Support
of Emergent Action

Genuine community action begins with individual people at the grass-roots level,
who desire (and need) to combine their knowledge with the knowledge of other
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individuals in the community who have similar concerns and interests to act. The
essential consideration in this emergent situation is that whatever is initially done to
establish an organized action must be done within the personal household budgets
of interested and motivated individuals. Institutions, governments, and industrial
organizations can spend millions of dollars on integrated knowledge management
applications for licensing, implementation, training, and support [3, 4, 11]. Indi-
viduals need access to user-friendly applications they can readily implement for no
cost other than time and labor. In the remainder of this chapter, we consider only
applications that are available “free to the web” for no license costs to individuals
and community groups.

A Caveat

There are important caveats regarding the use of “free applications.” Genuinely
useful tools are created only through the investment of major intellectual effort
either by altruistic groups or commercial organizations hoping to use them as
vehicles for paid advertising or for marketing paid services. Where products
provided by altruistic groups are concerned, there is no guarantee that the group
will survive to provide continuing maintenance of the application. Where tools
developed by commercial organizations are concerned, the free service may be
withdrawn or changed at any time on the whim of the provider.

Although our demonstration below is based on Google’s applications as they
existed in the latter half of 2010, it should be noted that in February 2011, with
no warning, Google (1) made major modifications to the user interface of their
flagship document management (“Docs”) application. These substantially impaired
the functionality of its user interface (even for paid users) – Google Help Fo-
rum: “The New Refreshed Documents List is DREADFUL” – http://www.google.
com/support/forum/p/Google+Docs/thread?tid=327b78beafe120ba&hl=en; and (2)
changed the licensing of their application suite (“Apps”) that now requires paid
licensing for use by more than ten members (“Update on changes to Google Apps” –
email to existing users dated 29 April 2011). The advertised cost for commercial
licensing of Google Apps is $50 per user/per year (http://www.google.com/apps/
intl/en/group/index.html) or $30 per user/per year for “non-profits” having US IRS
501(c)(3) status with more than 3,000 users. A free Google Apps for Education
license is available for those qualifying organizations with fewer than 3,000 users
(http://www.google.com/nonprofits/eligibility.html) or non-US, although we could
find nothing on Google’s web pages explaining how such smaller organizations
could obtain licenses. These changes may offer insurmountable obstacles to those
attempting to implement Google’s tools for at the level of community groups.
At the time of writing this, it is still unclear how these changes impact the
“sharing” capabilities of sites maintained by a single person – as is the case for
the implementations documented below.

http://www.google.com/support/forum/p/Google+Docs/thread?tid=327b78beafe120ba&hl=en
http://www.google.com/support/forum/p/Google+Docs/thread?tid=327b78beafe120ba&hl=en
http://www.google.com/apps/intl/en/group/index.html
http://www.google.com/apps/intl/en/group/index.html
http://www.google.com/nonprofits/eligibility.html
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Social, Semantic and Cloud Computing Externalize Aspects
of Community Cognition

Since 2000 the Web’s revolutionary capabilities for extending cognition have
continued to evolve at a still increasing pace. Personal computing technologies have
vastly extended and revolutionized the cognitive capacities of individual humans
[56, 95, 96]. This is turning emergent human social organizations on the borderline
of autopoiesis, that to now have been predominantly organized via tacit knowledge
exchanges, into much more powerful and robustly sustainable “sociotechnical”
organizations. Three new trends of technological understanding and development
are coming together to externalize and support cognitive processes at the community
level:

• Semantic Web, where specialized markup languages allow the significance of
components of text to be marked up in ways that computers can understand
semantically for further processing [3, 98], with the first “Recommendation” for
XML released in 1998 [99]. However, the full potential of the semantic web
hoped for by Berners-Lee et al. [98] has still not been realized because of difficul-
ties reconciling logical and dialectical differences between the implementations
of XML on different sites [90, 100].

• Web 2.0. Web 2.0 or “social computing” does not refer to specific technology de-
velopments but rather to the development of aspects of the web that favor virtual
collaboration and sharing of electronically delivered content. The term Web 2.0
was invented by O’Reilly in 2001 to cover the whole range of social computing
activities [101, 102] Following Miller [103], Web 2.0 thinking seeks to:

– Free data (e.g., “freedom of information,” minimize constraints on data
access)

– Enable virtual applications (e.g., aggregate data and functions from different
sources)

– Facilitate two-way participation (e.g., peer to peer)
– Focus on user needs not provider wants
– Build modular applications (facilitate hierarchically complex systems)
– Share (code, content, ideas)
– Facilitate communication and community building
– Facilitate remix and mashup
– Become smarter (e.g., Amazon’s recommendation engines, Google’s Page

Ranking)
– Open up the “long tail” (make it cost effective to service small requirements

of large number of individuals)
– Build trust (in individuals, assertions, data and its reuse)

For community knowledge management, probably the best known and most
successful application exemplifying Web 2.0 qualities is Wikipedia [104]. A wiki
is a collaborative website where users can easily add to, modify, and comment
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on content using only a Web browser. Wikis facilitate collaborative collection,
generation, review, and distribution of content. They typically allow users to add
new content, link to other content within and outside the wiki environment, edit
content, organize and structure content, view content and access a history of
changes to contributions. Contributions may be authored within the environment
or brought in from outside [105].

• Cloud computing. The concept first appeared in 2007 [106–108] to cover the
idea that data storage and processing will be offloaded onto external repositories
and data processing centers [109, 110] users can access the data and control the
processing with little more than a web browser and Internet connection. A wide
range of applications (apps) are available that can be more-or-less readily inte-
grated to meet most knowledge management needs for knowledge-based groups.
The best known cloud-based tool is probably MediaWiki (http://www.mediawiki.
org/), which provides the basis for Wikipedia. From the point of implementation
by individual users at the community level, its user interface is non-intuitive and
does not provide for the easy embedding of tables, calendars, and non-HTML
content such as videos and forms that are useful to community groups. On the
other hand, although free and useful cloud-based tools are offered by many
providers, the major tools we personally experimented with and integrated in
2010 for community use are Google’s cloud “Apps” (see caveat in section “A
Caveat”, above) with social capabilities [10]. These include:

– Google Account (a “single-sign-on” server that identifies a user for access to
other Google Apps – see Wikipedia: “Google Account”)

– Gmail (a cloud-based email server launched as a beta in 2004 and fully
released in 2007 – Wikipedia: “Gmail”).

– Docs (authoring and repository). Text documents, spreadsheets, and presenta-
tions can all be authored and edited in the HTML-based browser environment.
Any document type may be stored and managed in the repository (but only
Google formatted documents may be edited in the browser rather than using a
dedicated application – e.g., MS Word for .doc formats). Docs supports doc-
ument sharing and collaborative authoring with version tracking. Documents
may be shared or not (controlled either at file or folder level and sharing may
be limited to specified account holders or may be open to the public). Docs
was released to Google Apps users in February 2007. Currently, each Google
Account user is automatically granted more than a gigabyte of free repository
storage in the cloud. Additional storage can be purchased in increments of
20 GB for (currently) $5.00 per year, electronically payable via Google Ac-
count. (Wikipedia: “Google Docs”). Note 1: free tools such as Zotero (http://
www.zotero.org/) and Dropbox (http://www.dropbox.com) are substantially
better stand-alone tools for managing shared document repositories than Docs,
but offer less free storage and connectivity with other tools. As for Google,
additional Zotero or Dropbox storage can be purchased – at substantially
greater costs than Google charges. Note 2: changes made to the user interface
in February 2011 make Docs less user-friendly than it was in 2010.

http://www.mediawiki.org/
http://www.mediawiki.org/
http://www.zotero.org/
http://www.zotero.org/
http://www.dropbox.com
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– Sites is a flexible wiki-like collaborative authoring tool for assembling and
managing complete web sites based on collections of HTML Web pages.
Sites, launched in 2008, has similar access controls to Docs, and (e.g.,
compared to MediaWiki) will embed and provide access to files held within
(and controlled by) Docs. It is ideal for hosting community-based wikis.
Usage notes for Google Sites are provided by [111, 112]. (Wikipedia: “Google
Sites”).

– Groups, acquired in 2001, offers a discussion forum format allowing threaded
conversations comparable to several other group hosting applications, except
that it relies on the members’ single-sign-ons maintained in Google Accounts.
Groups may be based on controlled subscriptions or open to the public, and
may be used to manage sharing for Docs and Sites (Wikipedia: “Google
Groups”).

– Translator Toolkit is Google’s multilingual collaborative translation tool
hidden behind its normal machine translation function. It facilitates interactive
human collaboration and lexicon development around machine generated
texts (Wikipedia “Google translator toolkit”).

– Other Google social computing tools integrating with Sites. There are a variety
of other social computing tools in addition to those mentioned above that can
be integrated into a Google Sites environment to assist the assembly and
management of group knowledge and to produce knowledge-based products
to influence decisions of larger organizations [10, 111]. These include Google
Maps, Picasa Web Albums, Google Calendar, and YouTube.

Constructing a Template for Community Groups

For community problem solutions to be successful, they need to meet community
content management requirements and be supportable. For several years Hall has
supported collaboration environments for an informal research group, TOMOK,
interested in the theory, ontology, and management of organizational knowledge.
After testing several free wiki tools and collaboration environments, the group’s
first collaboration environment was established on a product called BSCW and mar-
keted by OrbiTeam (http://www.bscw.de/english/product.html). This provided full
content management requirements for source references and versioning, tracking
and discussion requirements for several coauthored papers, to meet all TOMOK’s
requirements Although BSCW was available free on trial or for longer periods to
unfunded academic groups, TOMOK found the server maintenance and frequent
re-licensing requirements beyond our capacity to support.

From January to mid May 2010 Hall constructed a collaboration environment
for the TOMOK group using Google Apps, and based on this experience, began
experimenting with implementing these tools in community action scenarios.

http://www.bscw.de/english/product.html
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Fig. 9.8 Test 1: Wiki site constructed for a particular group project

Initial Usability Testing in a Community Action Scenario

Our assumption that the technology would be useable by people with few computer
skills has been tested in four new implementations (note: these test that the
technology meets theoretical requirements discussed above, and are not studies of
the knowledge lifecycles in the groups concerned):

• Test 1 (Fig. 9.8): Hall established a collaboration site for authors contributing
to a special session of Knowledge Cities World Summit, “Putting Community
Knowledge in Place,” beginning with Google’s Wiki template (https://sites.
google.com/site/projectwikitemplate en/). Implementation began 17 May and
was complete and shared with other contributors by 26 May.

• Test 2 (Fig. 9.9): Selected components of Putting Community Knowledge in
Place were used as the starting template for a demonstration linked to the present
paper that has been shared with the world [111]. Work began 27 June 2010, with
the page structure complete by 29 June. Page contents were modified July 5, 8,
and 22 as inclusions and linked documents were refined.

• Test 3: Starting with a blank Google Site, a new site was created by the Riddells
Creek Landcare Group (RCL) with content transferred from the existing RCL
Web page hosted on conventional server-based web technologies. The new RCL
site includes public pages as well as private pages accessible only to Committee
members (http://www.riddellscreeklandcare.org.au/). Beginning with the blank
site opened around June 1, members of the RCL Committee transferred most
historical documents, project records, financial accounts, and membership list
details before the 24 July 2010 AGM. All RCL people who have tested it have
found the Google technology intuitively easy to work with – much easier than
the prior server-based technology that requires specialist skills to administer.

https://sites.google.com/site/projectwikitemplate_en/
https://sites.google.com/site/projectwikitemplate_en/
http://www.riddellscreeklandcare.org.au/
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Fig. 9.9 Test 2: Template for knowledge-based community organizations

• Test 4: Google Sites was trialed in a committee meeting of an umbrella group
of 11 landcare groups to see how easily a group of naı̈ve people with modest
computing skills could come to grips with it. The Secretary (representing one
group) and representatives of two other groups attended the meeting. Sitting
around a kitchen table and networking wirelessly via their notebook computers,
participants soon understood the Google Sites’ logic. Starting with a blank
site, the basic structure for the umbrella group’s Web page was built within
an hour. This explains the group’s aims, describes joint projects and stream
observations, establishes a private committee area, and provides links to each
of the 11 component groups. For the live site see http://www.jcen.org.au/.

The conclusion from these tests is that anyone able to use an Internet browser
on a personal computer should be able to work within a Google Site to make their
personal knowledge explicit. As a final comment, we note that Google provides
only limited documentation to explain use of sophisticated functions and multiple
“add-ins” (i.e., “gadgets”). To partially fill this gap we developed the Template for
Knowledge Based Community Organizations [111] that also includes some detailed
usage notes [112].

Knowledge Management Capabilities to Support
Community Action

For community actions in the real world to successfully achieve their intended
effects, they need to be based on tested knowledge of the reality being confronted.
As noted above, a wiki provides a framework for the social construction, testing,
and criticism of knowledge following a Popperian knowledge development cycle

http://www.jcen.org.au/
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as illustrated in Figs. 9.1 and 9.5. An appropriately implemented wiki should
meet most knowledge-related requirements for a community action group. In our
personal experience, Google Sites (together with other Google Apps) meets several
knowledge management requirements beyond content management for community
action groups, all as illustrated in [111]:

• Observation: Hall [112] describes how individual users can insert a wide range of
materials ranging from original observations to links and embedded documents,
or even a “file cabinet” into a web page, ranging from textual notes and
observations, individual photographs, photo albums, maps, and even videos (as
illustrated by “Monkey Business” in [111]).

• Orientation and development of tentative theories/solutions: Web pages offer
provisions for people to comment, discuss, and attach additional document files.
Message functions can be used for either general discussions at the site level or
discussions related to specific project pages, etc., shown on the bottom right of
the “Welcome page” (general) and at the bottom of the “Free Technology for the
Support of Community Action Groups” page (specific).

• Decision: Decisions can be developed via topic page-related discussions or polls
based on spreadsheet forms.

• Action: Google Sites provides excellent facilities for multilayered presentations.
Inviting councillors to join the site may be a deliverable in its own right, as this
would give them full access to a submission and layers of supporting information.

• Monitoring results of actions: The full capabilities of the observing functions can
be used.

• Recruitment functions: The site may be shared with “everyone” so it is indexed
and discoverable by anyone interested in the group’s activities.

• Membership administrative functions: New member records can be generated
automatically using a Google Spreadsheet form in a web page (as illustrated on
the Join the Community page).

• Financial management: Financial records, contracts, funding proposals, mem-
bership dues, and all other matters of financial interest can be kept in a linked
Site accessible only to group officers and committee members.

• Communication, coordination, and tracking: There is no mail out function other
than change notifications specifically associated with a Google Site. Group
members can nominate to be notified of changes to the site as a whole or to
designated pages within the site. However, a parallel Google Group (see http://
groups.google.com/) can be established and linked to the site to manage a fully
functional discussion list.

• Facilitate internal trust and outside security: As can be seen from the Join
the Community page and various Contributors pages, e.g., Susu Nousala, the
Template provides ample possibilities to create a trustworthy persona within the
site community. Secure materials can easily be established in linked Sites where
the access is password protected and fully controlled. Google’s cloud computing
“Apps for Government” have been certified for government use under the US
Federal Information Security Management Act [113].

http://groups.google.com/
http://groups.google.com/
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• Provide epistemic structure: Pages within a Google Site can be readily estab-
lished in a logical hierarchy reflecting the group’s aims and purposes. Documents
and cross-links within pages provide additional cognitive associations. If desired
linked document libraries can also be established within Google Docs, organized
within a hierarchical folder structure (e.g., click the Community Library link).
As amply demonstrated in the Template, hyperlinks can be used throughout the
site structure to link associated knowledge objects.

Higher Levels of Organization

Although our own studies have focused on the potential uses of cloud computing
social technologies at the level of communities emerging at levels of organization
between that of individual people and the larger governing organizations such as
urban and regional councils and states, such technologies are also being adopted
at these higher levels in the USA, at city, county, state, and federal levels.
Documented examples implementations are Department of Defense, Social Security
Administration, State of Wisconsin, Prince Georges County MD, and the City of Los
Angeles among several others [114]. The next step in our explorations of the social
dynamics of this technology will be to see if we can build connections between the
“WE” and “THEM” epicycles (Fig. 9.7) social knowledge building.

Conclusions and Looking to the Future

Even before the Web was established, it was recognized that interpersonal network-
ing supported by computer systems could help form and sustain community groups
[115–117]. As elaborated above, in 2010 no cost and easy to use social technologies
appeared that offer extraordinary capabilities for socially constructing, managing,
and delivering content for knowledge-based community groups. The tools can
easily be used by a single human attractor to create a socio-technical environment
advertizing a problem situation and inviting like-minded people to join together to
form a community of interest/practice/action. The community and its membership
can be easily formalized in the environment that then offers its members an array
of powerful tools helping group members to capture observations and existing
knowledge to build, criticize, and propose solutions to the identified problems.

Once established, the site and its contents persist as an underlying and evolving
structure (a) linking the changing network of community members and (b) contain-
ing knowledge relating to the community’s imperatives as individual members come
and go. Individual humans are dynamic actors in the organizational system, but
the evolving knowledge persists to guide and inform members’ individual actions
relating to the system’s goals and to sustain its organization. The sociotechnical
knowledge management system can thus contribute greatly to the formation and
continuity of the community as an autopoietic organization.
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The small organizational networks that tested the technology described here
are all components of emerging umbrella groups concerned with monitoring,
maintaining, and improving the ecological health of the urban fringe of the
Melbourne metropolitan area. These super-organizations are emerging from the
overlapping interests of (1) several individual landcare groups (e.g., including
Riddells Creek Landcare – loc. cit.) combined into umbrella groups covering
drainage basins crossing the northern and western suburbs of Melbourne (e.g.,
Jacksons Creek Econetwork – loc. cit.), (2) native plant and animal societies
(e.g., the Keilor Plains Group of the Australian Plants Society – http://www.
apskeilorplains.org.au/), and (3) an emerging grant-supported group called
NatureShare (http://natureshare.org.au/) that is seeking to observe, photograph, and
map all Victorian flora and fauna. These last two sites were developed on other (i.e.,
non-Google) platforms. The NatureShare site was subsequently supported by a Help
page developed in Google Sites - https://sites.google.com/site/naturesharehelp/.

It is possible that the social technology described here may powerfully help
coordinate all of these group and umbrella interests into a powerful autopoietic
supersystem. Over the next years we will be following the development of selected
community action groups, the impacts of new technologies on their knowledge
lifecycles and successes/failures in achieving their aims, and changes in their
knowledge ecologies (e.g., along the lines of [118, 119]).

Finally, we seek to understand how the knowledge building and sharing capabil-
ities of the action groups can be integrated with local and regional governments that
are themselves implementing similar social technologies in their own organizations
(Fig. 9.7).
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Chapter 10
Dynamic Web Prediction Using Asynchronous
Mouse Activity

Anirban Kundu

Abstract A variety of recent trend predictions for the social Web see an evolution
in the making. Social business thrives as more businesses would enter the social
Web. Information technology (IT) departments would open up to social Web
and adapt the new processes needed for opening up. Social media marketing
would use social media differently. In this scenario, dynamic Web prediction
comes into the picture for handling the real-time scenario in a smoother way. A
typical Web prediction method follows Markov model. A Web page consists of
several hyperlinks. Prediction requires complicated methodologies for selection of
a particular hyperlink from the pool of hyperlinks of current Web page. Existing
approaches forecast only on personal computer in a fruitful manner. In case of public
computers, the same machine is used by different users at different time instance.
Thus, high-quality prediction is not possible in this situation. In this chapter, a
novel strategy on Web prediction is suggested using the real-time characteristics
of users. Overall, four events have been demonstrated and further compared for
finding the most efficient technique of Web prediction having least processing time.
The proposed technique requires no Web-log. Mouse movement and its real-time
direction are utilized for the prediction of the next probable Web page. Mouse
position is tracked as an alternative of using traditional Markov model. Entirely
dynamic Web prediction scheme is introduced in the proposed approach due to the
fact that Web-log has not been utilized. Minimization of total number of hyperlinks
to be selected is the main aim of the proposed approach for accomplishing superior
precision in dynamic prediction mode. The proposed approach shows the step-wise
build-up of a concrete Web prediction agenda applicable in both personal and public
environment. An earlier version of this work has been published in [1]. This version
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Fig. 10.1 Abstraction of a typical social network

mainly concentrates on social networking. The proposed research also attempts to
improve Web prediction technique focusing on the specialized methodologies with
the objective of increasing its precision. This approach reduces the users’ perceived
latency with no additional cost over the basic mechanism.

Introduction

A social infrastructure containing of individuals or organizations called “nodes”
which are interconnected is presented. Social relationships are viewed in terms of
network theory consisting of nodes and ties. Nodes are the individuals within the
network and ties denote the relation among them. The nodes to which individuals
are tied are their social contacts (refer Fig. 10.1).

The shape of the social network helps an individual to determine its usefulness.
Smaller, tighter networks can be less useful to their members than networks with lots
of loose connections to individuals outside the main network. More open networks,
with many weak ties and social connections, are more likely to introduce new ideas
and opportunities to their members than closed networks with many redundant ties
[2–5]. Social networking is the grouping of distinct users into definite clusters.
Social networking is feasible in person, especially in the place of work, universities,
and high schools. It is most popular in case of online activities of geographically
distributed users. World Wide Web (WWW) is filled with millions of individuals
looking to meet other people, to gather and share information and experiences,
develop friendships, find employment, business-to-business marketing, and so on.
Web sites are typically used for online social networking. These Web sites are
known as “Social Sites.” Social networking Web sites act as an online community
of Internet users. Online community users share common interests in several fields.
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The user gets the permission from the Web-master for accessing a particular social
networking Web site. This socialization includes reading the profile pages of other
users of the society and possibly even contacting them.

Social networking is all about communication. People with common interests are
able to share information with each other via a huge variety of social networking
Web sites which are created specifically to make sharing, communicating, and
creating information as simple and efficient as possible. “Facebook,” “LinkedIn,”
and “Twitter” are examples of social networking. Web-based tools are being used for
communication and collaboration for achieving social networking which consists of
a lot of user-generated contents and their related feedbacks with real-time interactiv-
ity. It shows the overall group activity of a cluster having common interests. There
are various types of sharing of interests in social networking utilizing proper online
system. Social networking involves clustering specific individuals or organizations
for ease of connectivity. Some social networking Web sites focus on particular
interests; whereas at the same time, there are others that do not. The Web sites
having no particular focus are referred to as traditional social networking Web sites
in which memberships are usually open for everybody without any authentication.
This means that anyone can become a member, no matter what their hobbies,
beliefs, or views are. Once a user gets inside the online community, he can begin to
create his own network of friends and eliminate members that do not share common
interests or goals. In its simplest form, a social network is a map of specified ties,
such as friendship, between the online nodes being considered. The nodes to which a
user is connected are actually the social contacts of him. The network also measures
the value of a user for getting involved in the social network.

People have exploited the idea of social network for over a century to connect
complex sets of relationships between members of social systems at all scales,
from interpersonal to international. In 1954, J. A. Barnes started using the term
systematically to denote patterns of ties, encompassing concepts traditionally used
by the public and those used by social scientists: bounded groups (e.g., tribes,
families) and social categories (e.g., gender, ethnicity). Several scholars have
already expanded the use of systematic social network analysis [6]. Social network
analysis has now moved from being a suggestive metaphor to an analytic approach
to a paradigm, with its own theoretical statements, methods, social network analysis
software, and researchers. Analysts reason from whole to part; from structure to
relation to individual; from behavior to attitude. They typically either study whole
networks, all of the ties containing specified relations in a defined population,
or personal networks, the ties that specified people have, such as their personal
communities [7].

The distinction between whole networks and personal networks has depended
largely on how analysts were able to gather data. That is, for groups such as
companies, schools, or membership societies, the analyst was expected to have
complete information about who was in the network, all participants being both
potential egos and alters. Personal/egocentric studies were typically conducted when
identities of egos were known, but not their “alters.” These studies rely on the egos
to provide information about the identities of alters and there is no expectation that
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the various egos or sets of alters will be tied to each other. A snowball network
refers to the idea that the “alters” identified in an egocentric survey then become
egos themselves and are able in turn to nominate additional alters. While there
are severe logistic limits to conducting snowball network studies, a method for
examining hybrid networks has recently been developed in which egos in complete
networks can nominate alters otherwise not listed who are then available for all
subsequent egos to see [8]. The hybrid network may be valuable for examining
whole/complete networks that are expected to include important players beyond
those who are formally identified. For example, employees of a company often work
with non-company consultants who may be part of a network that cannot fully be
defined prior to data collection.

Prediction [9, 10] of upcoming needs remains an open challenge for researchers.
Numerous procedures had been configured in recent past for Web-oriented predic-
tion using sequential routing patterns from server log files, combined with Web site
topology. Web prediction is a mechanism to derive the Web page (link) the user is
going to open (click) next from the present Web page. The rapid expansion of the
WWW [11] has created an opportunity to propagate and gather information online
[12–14].

This chapter is organized as follows: section “Existent Approaches of Web Pre-
diction” briefly exposes some existing strategies of Web prediction. Section “Pro-
posed Work” shows the proposed work along with four procedures which support
different levels of Web-based prediction. Experimental results have been depicted
in section “Experimental Results”. Conclusion of the proposed Web prediction is
shown in section “Conclusion”. The final section lists the acknowledgments.

Existent Approaches of Web Prediction

In the present world, there are a lot of existing methods used for prediction such as
Markov model, number of Web pages viewed and by creating an algorithm from the
user’s record [15–17]. Popularity-based prediction model for Web pre-fetching is
discussed in [18]. It is really a tough job to understand and further model the user-
based online behavior. When a user observes a Web page on the computer screen,
the prediction mechanism predicts the next Web page and downloads the content in
computer memory. When the user clicks the link, the respective content comes on
the screen without waiting for it to download. In the real world, the correctness
of Web prediction is not 100% as it is very difficult to predict the only link
among several links which are present on a particular Web page. One of the useful
methods used for Web prediction is Markov model. Markov model is a statistical
model in which the system being modeled is assumed to be a Markov process
with unobserved state. Markov model can be considered as the simplest dynamic
Bayesian network. The page rank of a Web page as used by “Google” is defined by
a Markov chain. It is the probability to be at Web page i in the stationary distribution
on the following Markov chain on all (known) Web pages. If N is the number of
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known Web pages, and a Web page i has ki links, then it has transition probability
[(˛/ki) C (1 � ˛)/N] for all pages that are linked to and [(1 � ˛)/N] for all pages that
are not linked to. The parameter ˛ is taken to be about 0.85. Many researchers use
different techniques which usually employ Markov model of order-k for predicting
the next Web page in real time. Navigational behavior of the user is being recorded
in the Web-log as an input for Markov model. Several clustering [19–21] techniques
have been established for prediction purpose for Web data mining [22]. N-gram is
another important factor for the researchers for predicting results using comparative
analysis [23]. Typically, Web prediction plays an important role by predicting and
fetching the probable Web page of next request in advance, resulting in reducing the
user latency. The users surf the WWW either by entering URL or search for some
topics or through links of the same topics. Existing clustering techniques are also
used for the accumulation of the similar Web pages. Similar Web pages of same
type reside in the same cluster. The cluster containing Web pages has the similarity
with respect to the topic of the session. The Clustering algorithms considered in
the market are K-Means and K-Medoid. Overall, the typical and existing prediction
algorithms follow the Web-log as well as the comparative analyses.

The WWW has created an opportunity to disseminate and gather information
online from a vast database of information. This motivates the researchers to
study Web usage behavior of the Web users by reducing the access latency using
efficient Web prediction technique. Researchers use different techniques which
usually employs Markov model of order-k for next Web page prediction in real
time [15, 24]. Navigational behavior of the user is being recorded in Web-log as an
input for Markov model. The main limitation of Markov model is as follows: lower
order Markov models are coupled with low accuracy, whereas, higher order Markov
models are associated with high state-space complexity, and also the sequences are
not available in the Web-log. This problem motivates us for innovation some other
features to be considered for better prediction accuracy. Web surfers either enter
URL or search topic or go by navigation through link.

There are broadly three categories of prediction approaches of Web page pre-
fetching:

(a) Client-based approach: This pre-fetching model is based on navigation behavior
of a specific server which is stored in cache at client’s side. This model is aimed
for a particular user or group of users (where Web pages are accessed through
proxy server).

(b) Server-based approach: This model is based on navigation behavior of a specific
server for the Web pages hosted on that server. In this case, different clients use
the same server and same Web site. Priority may be given to some clients, which
should be considered while predicting Web pages for the particular server.

(c) Client-Server-based approach: As the name suggests, this model is the combi-
nation of the above two models.
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The differences between static prediction and dynamic prediction are as
follows:

Static prediction uses actual rather than forecasted values. It can only be used
when the actual data are available in the prescribed system. These are also known
as “1-step ahead” or “rolling” forecasts. Dynamic prediction calculates forecasts
for periods after the first period in the sample by using the previously forecasted
values of the lagged left-hand variable. These are also called “n-step ahead”
forecasts. Both of these methods forecast the value of the disturbance caused
by the specific user, if the equation has an autoregressive or moving-average
error specification. Overall, Static prediction modeling is used to represent the
structural constituents of a software system but dynamic prediction modeling is
used to represent the behavior of a structural constituents in real-time basis.

In this chapter, the proposed approach is client-based methodology. It aims at
the navigational behavior of clients combining the respective interest. The idea
of using mouse direction for predictive crawling is an innovative process. As
many users use a machine (public computer), it is nearly impossible to find out
a particular prediction algorithm for that machine. It is possible to increase the
efficiency in prediction for the respective users using mouse direction, since the
previous Web-log might not satisfy the behavior of the current user. A real-time Web
page prediction model giving significant importance to the user’s interest using the
navigational behavior of the user has been proposed. In this chapter, a new concept
of Web prediction has been depicted without exploiting the existing Web-log of a
machine or server.

Proposed Work

The proposed approach targets for generating Web prediction in a dynamic manner.
The algorithms behind these approaches are mentioned in [1]. Predictions are made
based on users’ behavior of using mouse at real time. This approach shows the
mouse activity for prediction of next Web pages contrasting typical approaches of
Web prediction. It recommends a set of URLs as a trust-based recommendation
system. Here, trust means the confidence level of the user about the selection among
the prescribed URL list generated by the proposed schemes. Maximum research
efforts related to Web prediction focus on the improvement of theoretical indexes
of the prediction algorithm such as precision and recall. A client-based software
module is utilized for prediction in real time. This module acts like a prediction
engine which is responsible for making overall prediction. The communication
between a specific user and Web browser at client-side is held responsible for taking
the run-time decision about the user’s future activities as a forecast. The prediction
engine behaves like a controller unit which actually selects one or more Web
links from the currently operated Web page. No other existing approaches use this
concept. A Web page maintains a lot of Web links. It is hard to forecast the exact
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Fig. 10.2 Basic interaction between user and proposed modules

link among the list of URLs of the particular Web page for the apprehensive user.
Prediction occurs only when the mouse is active. The aim is to choose the user’s
next destination over the Internet using a smart plan. So, the system should select
the appropriate URLs and put them in a queue. The proposed prediction program
predicts Web links by using the movement of the mouse. The mouse movement
and its relative direction are the key points in this approach. This method does
not depend on Web history. It only depends on the mouse movement and the
corresponding angle made by the respective user such that if the user accesses a
machine for the first time, the accuracy would not be lesser. In this system, the idea
is to scrutinize the Web links of a particular part of the Web page being demonstrated
as per the mouse behaviors. A mouse is moved by the user as required. Thus, the
major issue in case of this type of Web-based prediction is tracking the mouse
location. This procedure is active in nature for predicting Web link for next layer
of visualization of Web pages in respect of the user. Web-log is not used for storing
previously traversed data of the user. All other existing procedures use Web-log in a
typical fashion. Thus, the approach is innovative in respect of dynamism. If the user
selects a particular Web link while the browser is downloading another Web page as
background prediction process, the background process is interrupted immediately
to satisfy the user’s real request at that moment. The prediction queue is erased as
an emergency action.

The Web links are considered and downloaded as back-end job after the initial
progress of the mouse right away. The highlighted area on the particular Web page
would be generated as the mouse starts moving. This highlighted area remains
same until the mouse traversed the defined edge of highlighted segment in all the
proposed procedures. As a result, fixed bandwidth is devoted in case of limited
mouse fluctuations. When a user first opens a Web page, all the Web links of that
particular Web page are inactive until the mouse moves. The scanning mechanism
starts working for predicting Web links as soon as the mouse is moved from its
initial position. At first, a part of Web page is searched for fetching the Web links
using mouse movement based on the direction. Prediction queue consists of Web
links of the highlighted part of the Web page based on the mouse movement in a
particular direction.

Four different procedures have been used for reducing the latency per user’s click
on the specific URLs of a Web page in case of dynamic prediction. Basic interaction
between user and proposed modules has been shown in Fig. 10.2. Here, the latency
reduction is the ratio of the latency perceived using pre-fetching to the latency
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perceived without pre-fetching. All the four approaches are similar in fashion.
Actually, few enhancements within initial approach are introduced to achieve the
next one. The predictions accomplished through a selection should not update
the information assembled by the prediction approach about the user’s behavior
and navigation patterns. The major characteristic of the proposed approaches is
the highlighted section on the Web page for predicting the next stage Web page.
By enhancing approaches, the stress has been put to modify the shaded area for
achieving better prediction.

Web page is considered as a typical graph containing vertical and horizontal lines
having equal spacing in the proposed approach. Each small box or unit generated
by the horizontal and vertical lines of the graph is considered as block. The number
of blocks of a graph directly varies with the number of URLs on the Web page.
Now, if “X” number of blocks are occupied by the specific URL on any Web page,
then it is to be considered that the URL length is of “X” unit. Similarly, in each
type of proposed approaches, it can be measured using the number of blocks of
the highlighted area on the Web page that which approach consumes lesser number
of URLs for prediction purpose. It is being calculated in the following approaches
for measuring the size of the highlighted region on the Web page depending on the
mouse activity of the user at any time instance. If the size of the highlighted area is
small, it can be presumed that the number of URLs within that shaded area would
be less. Thus, the prediction would be higher.

In the subsequent sub-sections, the impact of the proposed techniques in the
prediction related performance has been shown. The precision is increased as the
prediction techniques become more sophisticated. Typically, a parser module is
utilized for extraction of URLs from the selected region on the Web page. After
that, URLs are placed in the queue for further prediction.

Overall activity of proposed approaches has been depicted in Fig. 10.3.

Angular Approach

Angular approach is treated as the initiation of the proposed techniques for
achieving prediction in a satisfactory level in any situation. Typically, predictions
are made based on previous experience and pre-fetching techniques. Everything is
static. In this chapter, dynamic predictions have been introduced. Since dynamic
prediction is considered in this case, the prediction module decides what Web links
are going to be highlighted. An angular area of a Web page is focused for scanning
Web links. Figure 10.4 shows a Web page in a particular instance. The arrow
indicates the direction of mouse. An angular area is created immediately on the Web
page by prediction method. All the Web links within the highlighted angular part
of the Web page are being activated and are further put into the prediction queue.
The angle should be predefined for a particular size of monitor of computer system
along with the resolution of the system. If the system is changed or modified or
even the resolution is changed, then the prescribed angle should be modified based



10 Dynamic Web Prediction Using Asynchronous Mouse Activity 265

Start

Is Prediction?

(i) Angular (ii) Cylindrical

Highlight appropriate region on
the Web Page as per selected

Extract the URLs from selected
region on the Web Page

Place the URLs within the
Prediction Queue

Pre-fetch the Predicted Web Page
for the User

Wait for User’s click on a specific
URL

(iii) Hybrid (iv) Embedded Cylindrical

Options

SELECT

PARSER

YES

NO

Stop

Fig. 10.3 Prediction activity
based on proposed modules

on the system analysis. Highlighted part is shown as the active area in Fig. 10.4.
The user would not be able to see the lines and the activated area, since these are
all hidden in nature. All Web links are activated within this shaded area. So, the
program only predicts Web pages among those activated links for the particular
position and direction of mouse.



266 A. Kundu

Fig. 10.4 Angular approach at time T

Fig. 10.5 Angular approach at time T C 1

If angular approach is plotted over a graph, X1 number of blocks is going to be
highlighted. These grid lines or the graph are actually hidden to the user. The blocks,
which are highlighted more than 50% of its area, have been considered. In Fig. 10.4,
the number of highlighted blocks is X1 D 76.

The useful region of the Web page is reduced for selection of Web links as the
user moves the mouse towards the flanks of the Web page. The Web links residing
outside the active area become inactive and would be removed from the prediction
queue. Figure 10.5 is the next position of Fig. 10.4. Here, the mouse direction is not
changed by the user as shown by arrow. The activated area is reduced as the mouse
moves towards the edges of the Web page. The number of Web links to be predicted
is reduced as a consequence.
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Fig. 10.6 Cylindrical approach at time T

If the user does not click on any of those predicted links and suddenly changes
the mouse direction, the projected angular area would also be modified following the
current mouse direction. The prediction program immediately creates the angular
area in the direction of the mouse and the same process would occur again. Every
time the user changes the mouse direction, the area for scanning would also be
changed, if and only if the mouse is crossed any of the edges of the highlighted
section.

It is pragmatic based on experimental data on mouse progress that the users move
mouse in a particular direction as concentrated on a specific task. The user observes
the objective point on the Web page and immediately establishes a neural connection
between the brain of the user and the particular hand controlling the mouse. Thus,
mouse is moved to the particular direction to reach the destination on the Web page
based on synchronization. It is also observed that the mouse is not moved in other
arbitrary directions at the time of doing specific job by the user. The users try to click
on a specific URL on the Web page to see the next Web page on the Web browser.
Thus, ‘�’ (50) degree is considered for the angular measurement on average as per
the real-time observations on 10,000 instances. The user typically moves the mouse
in a particular direction with a tolerance of ‘� /2’ (25) degree in both left and right
side.

At the next time instance “T C 1” in Fig. 10.5, the number of highlighted blocks
is X1 D 32. Therefore, at time “T C 1,” the prediction would be higher than at “T.”
Further, cylindrical approach has been introduced in the next sub-section.

Cylindrical Approach

In procedure 2, the highlighted angular area is replaced by an area of two parallel
lines. Figure 10.6 is a snapshot of a particular time instance. The arrow indicates the
direction of the mouse and the shaded portion is the activated area of the Web page.



268 A. Kundu

Fig. 10.7 Cylindrical approach at time T C 1

In this case, the functional parts are similar in working except the shape of the
highlighted area on the Web page. The URLs are selected and then stored in the
queue as earlier. As the mouse moves towards the edges of the Web page, the area
is reduced and the links coming out of the area would be inactive. Figure 10.7 is
another snapshot taken after Fig. 10.6 with less number of links.

If cylindrical approach is plotted over a graph, X2 number of blocks is going to
be highlighted. These grid lines or the graph are actually hidden to the user. The
blocks, which are highlighted more than 50% of its area, have been considered. In
Fig. 10.6, the number of highlighted blocks is X2 D 59.

The higher prediction ratio is achieved by this cylindrical approach. Number of
effective URLs would be lesser as compared to angular approach of section “Angu-
lar Approach” as the mouse is moved towards the edge of the Web page. The actual
reason of achieving better prediction percentage depends on the geometrical nature
that has been exploited in this technique. Angle is the most important aspect in case
of angular approach of section “Angular Approach”. The number of URLs is pretty
less within the highlighted section in the nearby region of the current position of the
mouse pointer. Whenever the user moves the mouse to any direction on the specific
Web page, lots of URLs fall within the scope of the highlighted angular section
while the angular lines approach towards the ending of the Web page. Thus, more
number of URLs has to be measured at the time of prediction computation. In case
of cylindrical approach, the number of URLs is not more than the expected, since
fixed parallel lines have been used for highlighting the effective area. This type of
offset method is more supportive for determining the predicted Web page as the
next Web page. ‘X’ (2) inch is considered as the offset value depending on real-time
mouse movement of 15,000 instances.

At the next time instance “T C 1” in Fig. 10.7, the number of highlighted blocks
is X2 D 44. Therefore, at time “T C 1,” the prediction would be higher than at “T.”
Further, hybrid approach has been introduced in the next sub-section.
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Fig. 10.8 Hybrid approach at time T

Hybrid Approach

This model is a mixed concept of the previous two procedures and also more
efficient for predicting Web pages with better accuracy. Figure 10.8 shows the basic
idea of hybrid approach. Initially, angular area is considered for URL scanning and
then the area to be scanned would be parallel. Apparently, the hybrid approach
seems to be the merging of angular approach and cylindrical approach. Both the
approaches have same negative points. All the disadvantages have been overcome
in this approach. The effective region for URL scanning is reduced in this approach
compared to earlier mentioned approaches. Number of URLs to be selected would
be less as highlighted region is minimized. So, number of Web pages to be
considered for prediction is also lesser resulting in higher prediction accuracy.

To find out why this case is better than the previous two approaches those two
previous cases have been projected in a single frame which is shown in Fig. 10.9.
The solid lines are covering the activated area which is the main concept of this case.
The dotted lines are indicating the portions that are being neglected. If the angular
area is being used, some extra and unnecessary portions of the Web page have to
be scanned. It includes some extra links in the prediction queue (like ‘Advance
Search’, ‘Language Tools’). In case of cylindrical approach, two parallel lines have
been used. These lines include many extra links those are nearby the mouse pointer
but not needed for prediction queue (like ‘Hindi’, ‘Bengali’, ‘About Google’). At
the time of mouse movement in a particular direction, the user could not be able to
move the mouse in the perpendicular direction in respect of mouse pointer origin.
Thus, it is wastage of memory to store those links. So by this approach, the number
of links would be reduced and it would be easier to predict next stage Web links
with less number of URLs. In Fig. 10.9, the ‘X’ marked areas are being neglected
and the ‘

p
’ marked areas are being highlighted for future prediction as a whole.
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Fig. 10.9 Hybrid approach at time T C 1

If hybrid approach is plotted over a graph, X3 number of blocks is going to be
highlighted. These grid lines or the graph are actually hidden to the user. The blocks,
which are highlighted more than 50% of its area, have been considered. In Fig. 10.8,
the number of highlighted blocks is X3 D 56.

At the next time instance “T C 1” in Fig. 10.9, the number of highlighted blocks
is X3 D 50. Therefore, at time “T C 1,” the prediction would be higher than at “T.” At
the same time, the figure also shows the irrelevant sections which are to be rejected
using cross (X) sign. Further, embedded cylindrical approach has been introduced
in the next sub-section.

Embedded Cylindrical Approach

It is being observed through practical experiment that all the users maintain a certain
path while using the mouse. The fluctuation of the mouse varies from user to user
while moving to a particular direction. In this case the area between parallel lines
of section “Cylindrical Approach” is divided further using another inner cylindrical
section. So, four parallel lines are considered as a result and the angular section is
also used at the origin or starting point of the mouse (cursor) as discussed in earlier
sub-sections. In Fig. 10.10, the arrow shows current mouse direction along with the
activated (shaded) area taken in a particular time instance.

After initial mouse movement, effectively three areas are created, such as one
inner area and two outer areas as shown in Fig. 10.10. Here the inner parallel lines
scan a smaller area. If the fluctuation of mouse is less for any user, then by this idea it
would be easier to predict links for the prediction program. In this case, there would
be three prediction queues, such as (1) Primary, (2) Left Secondary, and (3) Right
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Fig. 10.10 Embedded cylindrical approach at time T

Secondary. The total area covered by the outer lines would be scanned while initial
movement of the mouse is detected. But only inner area would be activated and
links inside it would be added within the primary prediction queue (like, ‘Advanced
Search’, ‘Language’, ‘Hindi’, ‘Bengali’, and ‘Telugu’). The links of the left outer
area (with respect to the mouse direction) would be added in the left secondary
prediction queue (like, ‘Marathi’, ‘Tamil’, ‘Gujarati’, and ‘Advertising Programs’)
and links of the right outer area (with respect to the mouse direction) would be added
similarly in the right secondary queue. There are no links on that area of the Web
page as shown in Fig. 10.10.

If embedded cylindrical approach is plotted over a graph, X4 number of blocks is
going to be highlighted. These grid lines or the graph are actually hidden to the user.
The blocks, which are highlighted more than 50% of its area, have been considered.
X4 can be of three (3) types, such as X4(0), X4(1) & X4(2). Here, X4(0) represents only
the inner cylindrical section. X4(1) represents the left section of the outer cylinder.
X4(2) represents the right section of the outer cylinder. In Fig. 10.10, the number of
highlighted blocks is X4(0) D 34.

Figure 10.11 shows the variety of mouse movement by the user. Mouse might
be moved with some variation depending on the behavior of the user. So, prediction
accuracy would be less, if the effective (shaded) area is generated every time the
user moves the mouse in different directions. That is why in this procedure, a
tolerance is given to the movement of the mouse to increase the accuracy. If the user
takes the mouse beyond that predefined range (tolerance), then only the effective
area would be changed. The area for scanning the URLs is created after the first
mouse movement. Once the inner area is activated, the mouse can move in any
forward direction as shown by the arrows in Fig. 10.11. The activated area would
not be changed until the mouse crosses the borders of the inner cylindrical area.



272 A. Kundu

Fig. 10.11 Embedded cylindrical approach at time T C 1

If the mouse is moved within the inner cylindrical part of the effective area,
primary prediction queue is only considered for updating and prediction of the
next stage Web page. Left Secondary or Right Secondary prediction queue would
be considered for prediction, while the mouse moves beyond its inner cylindrical
part and reaches the outer cylindrical section. In all the cases whether the primary
queue or any secondary queue is considered, the initial effective area would only be
changed in respect of the forward movement of the mouse. But, the inner and outer
parallel lines of the effective area would not be modified at all. Those lines remain
same. The angular part of the mouse’s origin (cursor) is moved forward with the
mouse. So, effectively there are some changes in the prediction queues. Thus, the
current effective area looks different as compared to its original shape. Actually, ‘�’
(50) degree angle is always fixed with fixed parallel lines. So, the respective angular
lines intersect the fixed parallel lines based on the present position of the mouse. As
a result, the effective area looks like Fig. 10.11.

Figure 10.12 shows the previous mouse position using a circle. The dotted lines
are the borders of the inner area. Previously the mouse was inside the inner area, so
there was no change in the activated area. It is shown in the figure that the mouse
is crossed the left border (with respect to mouse direction) of the inner area. As
a result, the left border of the inner area is immediately removed and a new area
is activated bordered by the right border of the inner area and the left border of
the outer area. If the mouse crosses the right border of the inner area, the newly
activated area would be bordered by the left border of the inner area and the right
border of the outer area. In this case, after the newly created active area, the links
of the left secondary queue is added to the primary queue and the right secondary
queue would be deleted.
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Fig. 10.12 Embedded cylindrical approach at time T C 2

Fig. 10.13 Embedded cylindrical approach at time T C 2

Figure 10.13 shows another perspective of Fig. 10.12. In the new active area also
the mouse can move in any forward direction and there would not be any change in
this area until the mouse is crossed the border of that area.

If the user does not click any link in this effective area and the mouse crosses the
border again, then the total mechanism would be repeated from that point as shown
in Fig. 10.14. The previous mouse position is shown by the circle and dotted lines
are the borders of the previous active area. The arrow is the direction of the mouse
just after it crosses the border.

At the next time instance “T C 1” in Fig. 10.11, the number of highlighted blocks
is X4(0) D 25. Therefore, at time “T C 1,” the prediction would be higher than at “T.”
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Fig. 10.14 Embedded cylindrical approach at time T C 3

At the next time instance “T C 2” in Fig. 10.12, the number of highlighted blocks
is X4(1) D 32.

In Fig. 10.13, the number of highlighted blocks is X4(1) D 32. The Figs. 10.12
and 10.13 are same. Later figure shows the inner section and the left-outer section
combined for showing the covered area at a stretch.

At the next time instance “T C 3” in Fig. 10.14, the number of highlighted blocks
is X4(0) D 10. In this figure, it is shown as an example that the mouse is moved
outside the previously selected region as an extreme case. So, the following three
prediction queues are again formed, such as (1) Primary, (2) Left Secondary, and (3)
Right Secondary as discussed earlier in this sub-section.

Analysis of Overall Approach

As per discussion, it is clear that X2 is less than X1 as the highlighted section
would be more in case of angular approach. Similarly, X3 is less than X2. It means
that hybrid approach shows less highlighted section as compared to cylindrical
approach.

Therefore, X3 is less than X1.

Similarly, in case of embedded cylindrical approach, the highlighted area would
be further reduced. So, X4(0) is less than X3; X4(1) is less than X3; X4(2) is less than
X3.

Therefore, X4(0) is less than X2 and X1.
Therefore, X4(1) is less than X2 and X1.
Therefore, X4(2) is less than X2 and X1.
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Hence, X4(0), X4(1), X4(2) consist of less number of blocks on any graph with
respect to X3 or X2 or X1.

Therefore, in this case, total number of highlighted URLs is minimal. Thus, the
prediction ratio achieved should be highest in this case.

Experimental Results

We present the important factors that affect the performance of Web prediction
algorithms. The first factor is the order of dependencies within the range of
highlighted section of the Web page. Based on the different approaches, distinct
types of highlighted section have been generated on the specific Web pages which
are to be used for predicting next level Web documents of user’s interest.

The experimental results have been collected from the following machine
configuration:

Color quality D 32 bit;
Screen resolution D 1,024 � 768;
Refresh rate D 60 Hz;

Effectiveness of the pruning criterion has been examined within the proposed
methodologies or events for reducing the number of Web links or URLs for
achieving better prediction ratio in run-time. It is being observed that proposed
approaches are better than typical approaches. ‘Embedded Cylindrical Approach’
exhibits best result in the prescribed limited experimentation. Real as well as
synthetic data sets are tested. The highlighted sections of the Web page are being
treated as the most important factors for determining the probable Web page at
the next time instance. The URLs which fall outside the shaded portion of the
Web page are treated as insignificant entities. The experiment has been carried out
on downloaded Web pages of distinct domains. Prediction accuracy of proposed
approaches on Web pages has been shown in Table 10.1. Prediction accuracy
directly varies to the number of URLs of the particular Web page. Embedded
cylindrical approach shows the best result with respect to other approaches. Web-
log of the proxy server has been considered to compare the existing and proposed
approaches. For prediction accuracy calculation test data set has been referred.
Table 10.2 shows test Web-log data of transition probability and corresponding
prediction accuracies. It is evidenced from Table 10.3 that Web-log is insufficient for
prediction of next Web-page. Better result has been achieved in proposed approach
than typical approaches for predicting next Web-page by introducing dynamic
prediction using mouse movement with its directions. The experimental results
have been manually evaluated. Here, Prediction accuracy means the ratio between
number of correct predictions and number of total predictions. Among the large data
sets, a few have been shown on the following tables for representing the superiority
of proposed approaches over the existing ones. 1st order Markov model, 2nd order
Markov model and Prediction by Partial Match (PPM) model do not support the
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Table 10.2 Test Web-log (static) data for transition probability and prediction accuracy

Current
Web-page

Next
Web-page

Transition
probability

Static prediction
accuracy

Dynamic prediction
accuracy

2 3 0.50 0.60 0.82
2 5 0.50 0.40 0.81
4 10 0.66 0.33 0.82
4 5 0.33 0.66 0.80
5 7 0.50 0.75 0.83
5 6 0.50 0.25 0.80

Table 10.3 Average prediction accuracy in different prediction mode

Prediction
mode

1st order Markov
model

2nd order
Markov model

Prediction by
partial match
(PPM) model

Proposed
approach

Static 66% 66% 71% �80%
Dynamic Not supported Not supported Not supported �80%

dynamic prediction mode as they are not designed based on the real-time scenario.
These methods only support the static scenario. That means Web-log or some
equivalent data-log is required to handle the situation. On the contrary, proposed
methods show real-time results on prediction by analyzing the mouse movement of
the concerned users. The characteristic behavior of the user plays an important role
in prediction.

The number of URLs considerably impacts the performance of these types of pre-
diction algorithms. This is in accordance with associated work on association rule
mining. Therefore, the efficiency is improved by the proposed prediction methods
which actually prune the irrelevant Web links based on the user’s customization.
Moreover, highlight techniques are being modified efficiently considering the
current Web page structure in every step of the rule discovery algorithm. Evaluation
of the examined prediction algorithms is being concluded by presenting some
experiments that were executed using real Web server traces. In the following, due
to space limitations, the results obtained from one trace are being presented.

Figures 10.15 and 10.16 show the static and dynamic prediction samples
respectively. In both the figures, the ‘Y’ axis represents the percentage of prediction
and the ‘X’ axis represents a few models which are mentioned in Table 10.3. In
these two figures, on the ‘X’ axis, ‘1’ represents “1st Order Markov Model”; ‘2’
represents “2nd Order Markov Model”; ‘3’ represents “Prediction by Partial Match
(PPM) Model”; and, ‘4’ represents “Proposed Approach.”

Conclusion

In this chapter, better dynamic prediction on Web pages has been achieved.
This paper describes a social network mining approach using real-time dynamic
prediction. The problem of predictive Web pre-fetching is considered, that is,
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prediction accuracy samples

of deriving users’ future requests for Web documents. In total, four events have
been depicted in this work for accomplish better competence. Mouse association
is exploited for predicting future Web pages. Efficient prediction schemas have
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been shown based on the extraction of URLs highlighted by mouse movement.
Dynamic prediction suits the Web’s hyper-textual nature and reduces significantly
the perceived latency. Angular, cylindrical, hybrid, and embedded cylindrical
approaches have been expressed for visualizing the Web prediction using self-
motivated nature of user. With the increasing numbers of Web services and service
users on WWW, predicting Quality of Service (QoS) for users would greatly aid
service selection and discovery in respect of users’ psychology. Proposed method
is effective for both personal access and public access to a computer. Value of
‘�’ and ‘X’ are being considered based on the experimental observations for the
specific machine configuration mentioned in section “Experimental Results”. All
the proposed approaches exhibit better results than typical prediction methods. Main
target is highlighting an optimal segment on the selected Web page for predicting
next Web page for the specific user. Step-wise increment in prediction accuracy has
been depicted using the proposed approaches. User profiles have been used to get
higher accuracy. This data offers information for extending the proposal and apply
this method in some areas like marketing and/or Web usability in the field of social
networking.
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Chapter 11
PPMN: A CityWide Reliable Public Wireless
Mesh Network

Ali Asghar Khodaparast and Azade Kavianfar

Abstract In the near future, wireless modems will be used in every house to
connect to the Internet through service providers in both urban and rural areas.
Since user bandwidth for connection to the Internet is limited, a large fraction
of each modem’s bandwidth is not used. In this chapter, we show how to make
a reliable public cooperative network of these wireless users to exchange intra-
city data traffic without using service providers. For this reason, we introduce and
analyze a network architecture called PPMN. The architecture includes a routing
algorithm, a forwarding incentive mechanism, a security system, and a resiliency
scheme. Design challenges are discussed in each case. Two resiliency schemes,
(1) multipath routing and (2) OHOF, are reviewed which should be used together to
provide an acceptable level of reliability in PPMN.

Introduction

Every residential area will soon be full of IEEE802.16 users covered by BSs (base
stations) belonging to different service providers and DSL/cable users as well
(Fig. 11.1). Each BS/ISP covers a limited area and gives service to a number of
users. Users are mostly fixed and do not encounter energy shortage. For every
user, the bandwidth for connecting to BS/ISP is an expensive resource whereas
users have a significant amount of bandwidth to their neighbors in a way that all
wired/wireless users in a residential area can sustain a huge volume of intra-city data
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Fig. 11.1 A typical view of users and service providers in a residential area

traffic. To utilize this free bandwidth, a number of users under the same authority
may compose a private wireless mesh network but such a network is not scalable.

For example, let us consider a city containing four million users in the near
future when the penetration of broadband access reaches 100%. If we assume that
each four users use a shared connection, then as many as one million 1-Mbps
connections are typically required in the city. That means the ISPs have to provide
1-Tbps bandwidth to the city whereas a large portion of the bandwidth is used for
applications such as IP-Telephony and local media broadcasts that generate intra-
city traffic.

In this chapter, we introduce an architecture to make a cooperative wireless mesh
network called PPMN [1] (public peer-to-peer mesh network) composed of all users
in the residential area. Users can be under any authority and have wired or wireless
connection to the Internet, but they need IEEE802.16 wireless modems to connect
to PPMN. They have to forward internal data traffic themselves. As a result, it is
not required to transfer internal traffic through ISPs except for critical information.
Despite traditional customer-provider networks, adding a user to PPMN increases
available bandwidth and number of links in the network. We discuss the design
of PPMN in section “PPMN Design.” Section “Routing Protocol” introduces the
routing algorithm. Section “Forwarding Incentive Mechanism” discusses how an
incentive can be used in PPMN. Section “Security” discusses security issues
in PPMN. Section “Resiliency” introduces a number of resiliency mechanisms.
Section “Conclusions” finally concludes the chapter.

PPMN Design

In a public network, users are dynamic and unreliable. A user may frequently join
the network and then leave it. Users are typically selfish and try to use bandwidth
but not to give bandwidth. A user may even attack the network or attack another
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Fig. 11.2 Node’s protocol layers in PPMN

user. To cope with these problems, PPMN must have a reliable resistant design. In
this section, we introduce the components required in PPMN and review what is
done so far in the literature on each component.

A number of public mesh networks are recently deployed in some cities (such as
PWMN [2]). Users are free to join these networks and use its free internal bandwidth
and contents. However, such a network uses the same protocols as a private network
with trusted users. For example, PWMN uses the OSPF routing protocol [3] which
is not suitable for public networks. Thus, such a public network does not consider
reliability, fairness, security, and resiliency.

Figure 11.2 illustrates the protocols which are used by a node in PPMN. All the
protocols work the same as the TCP/IP network model [4] except for the following
components in order to achieve an acceptable level of reliability and stability in
PPMN:

• Routing protocol
• Forwarding incentive mechanism
• Security scheme
• Resiliency scheme

Routing Protocol

The routing algorithm must not impose too much load on nodes by sending control
messages. Some nodes have access to the internet through ISPs and some do not. It
must be possible that they all connect to the PPMN. Routing is extensively studied
in wireless ad hoc networks. Most the existing algorithms are distributed in a way
that they broadcast routing messages throughout the network to discover a route.
In contract, we require a centralized algorithm in PPMN that helps security and
stability. Section “Routing Protocol” introduces such a routing algorithm.

Here we review a number of routing protocols which are generally designed for
wireless ad hoc networks. The most famous and the simplest distributed routing
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algorithm is AODV [5]. It uses route-request and route-reply broadcasts to discover
a route. A routing metric called WCETT is proposed in [6] that takes into account
both bandwidth and error rate for multi-hop mesh networks with multiple radios per
node. QUORUM [7] integrates an end-to-end packet delay estimation mechanism
with stability-aware routing policies, allowing it to more accurately follow QoS
requirements while minimizing misbehavior of selfish nodes.

Forwarding Incentive Mechanism

There must be an incentive mechanism in PPMN that encourages nodes to forward
packets originated from other nodes. Although incentive mechanisms are already
studied in peer-to-peer networks and wireless ad hoc networks, not all of them suit
PPMN. Section “Forwarding Incentive Mechanism” discusses how an incentive can
be used in PPMN.

Schemes that stimulate cooperation and mitigate the detrimental effect of
uncooperative nodes in mobile ad hoc network can be classified as (1) incentive
schemes and (2) reputation schemes. Incentive schemes [8–10] use some form of
currency to enforce nodes’ cooperation. Nodes get the currency upon serving the
network and use it to gain service from the network. If a node does not have enough
budgets, it will not get any service from the network. Reputation schemes [11, 12]
use the nodes’ reputation to forward packets through the most reliable nodes. Nodes
maintain the reputation of other nodes based on direct observation or the exchange
of reputation messages with other nodes.

Security Scheme

Since PPMN consists of nodes under different authorities, it needs a registration
scheme to keep track of nodes. Then, security issues can be handled. Section
“Security” discusses security issues in PPMN. Authors in [13] categorize security
solutions in public networks into three categories: identity, trust-reputation, and
incentives. The research that is done in the identity category focuses on researching
solutions that achieve anonymity and access control. In the trust-reputation category,
the research focuses on trying to achieve availability and authenticity using trust
systems. The research that is categorized in the incentives category deals with trying
to achieve fair trading and availability of peers by researching various ways to incite
peers to contribute to the system.

Resiliency Scheme

Since nodes are neither trusted nor reliable in PPMN, there must be a resiliency
scheme to guarantee a level of reliability for a data transfer session. We review



11 PPMN: A CityWide Reliable Public Wireless Mesh Network 285

a number of resiliency mechanisms in section “Resiliency” which can be used in
PPMN. They operate in layer 2 and layer 3 according to the model illustrated in
Fig. 11.2.

In general, the existing resiliency mechanisms in data transmission can be
classified in the following categories:

1. Packet retransmission
2. Data redundancy
3. Path redundancy
4. Resiliency against attacks

Now, we review the existing mechanisms belonging to these categories.

Packet Retransmission. In general, the receiver notifies the sender which packets
were received correctly or informs the sender which packets were not received
even though they were sent and thus need to be retransmitted. An example of this
category is the sliding window mechanism [4].

Data Redundancy. FEC [14] is a system of error control whereby the sender adds
redundant data to its messages, also known as an error correction code. This
allows the receiver to detect and correct errors without the need to ask the sender
for retransmission. HARQ [15] uses the same idea for incremental redundancy.
Network coding [16] also exploits data redundancy to achieve resilience.

Path Redundancy. There is extensive research aiming at finding two link-disjoint
paths for data transfer, one as the active path and the other as the backup path
which is used when the active path fails [17]. Authors in [18] propose a generic
resilient multipath routing scheme for mobile ad hoc networks with the aim of
ensuring network throughput in both adversarial and node failure scenarios. OR
is another form of path redundancy discussed in section“One-Hop Opportunistic
Forwarding.”

Resiliency Against Attacks. Authors in [19] investigate resilience to security at-
tacks in ad hoc networks. SEMAP [20] is a secure enhancement mechanism
based on Attacking Point which converts the possibility of security threat to a
concrete metric. It can exclude the nodes that will be the objects of adversaries
from the network before actual routing process.

Routing Protocol

In this section, we introduce an algorithm to find a path between a source node and a
destination node in PPMN considering the following issues. These issues direct us to
choose a centralized hierarchical approach. The central nature enables control over
routing messages, whereas hierarchy distributes the load on routing controllers:

• Routing between two nodes must not impose load on other nodes. A malicious
node may use this idea and broadcast routing messages over the network while
there is no efficient mechanism in the literature to control how much a particular
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node broadcasts over the network where the routing scheme is distributed (such
as AODV [5]). For example, a malicious node first consumes all its broadcast
quota inside a network area and then moves to another area where no neighbor
has knowledge about its quota to generate new broadcasts.

• No node should be able to inject false routing information into the network. If the
routing scheme is distributed, then the information carried by a routing message
cannot be verified or authenticated in most cases. For example, if a malicious
node mentions that it has a route to a far node, its neighbors are not able to verify
this claim but a central controller who has knowledge about all the nodes is able
to do that.

• The discovered route must satisfy the cooperative conditions of intermediate
nodes.

• Selfishness restricts routing message propagation (e.g., RouteRequest in AODV)
in the network.

• Routing should be scalable and thus needs hierarchy.
• Routing scheme should be load-efficient and as fast as possible. Exchanging

routing information with a local routing controller through ISP provides this goal.
• Since most 802.16 users are mostly fixed and use it as a broadband connection,

churn rate in PPMN is not as high as other peer-to-peer systems (such as public
file sharing [21]).

In the following subsections, we present a routing algorithm which is specifically
design to operate in PPMN.

Routing Model

Each ISP contains an LRC (local routing controller) and there is one GRC (global
routing controller) in the city (Fig. 11.3). There is a hierarchy. An LRC composes
a domain and controls and performs local routing operations in its domain whereas
the GRC performs inter-domain routings. An LRC knows the topology in its domain
whereas the GRC only knows the top-level interconnections between the domains.
A directed link from node a to node b in a topology graph means that node b is
willing to forward node a’s packets. LRCs and the GRC are connected to the city
backbone and only update topology changes. A user needs the following items to be
able to use PPMN:

• An IEEE802.16 wireless modem.
• A connection to the city backbone. This connection can be wired or wireless

provided by an ISP or by another PPMN node.

Each LRC belonging to an ISP is responsible for routing in a domain containing the
following nodes:

• Subscriber nodes of the ISP
• Nodes which are not subscribed to any ISPs but try to discover a route by sending

RouteRequest to a subscriber node of the ISP
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Fig. 11.3 An illustration of routing domains in PPMN. Two domains are logically distinct but
may have physical overlap

Increasing number of domains generates a bigger top-level topology graph and thus
increases the load on the GRC. Therefore, we should not assign a separate domain
to small ISPs in a large city. Instead, we aggregate small neighbor ISPs in a single
domain with one LRC. Furthermore, we assume that physical overlap of domains
are not too much in a way that the number of intra-domain links is at least ten times
more than the number of inter-domain links in the PPMN.

A session is defined as the duration of data transfer between a source node and
a destination node in PPMN. A full-duplex route is established for a session such
that both the source and the destination can send packets to each other. The source
embeds the route into packets such that intermediate nodes are able to forward the
packet without doing routing.

Bandwidth is reserved along the route. The amounts of bandwidth reserved
along the forward path and the backward path depend on traffic symmetry of the
application. For example, IP-Telephony is symmetric but FTP is asymmetric. Even
if the application is highly asymmetric, ACK packets (used in section “Session
Resiliency” and TCP) are at least transferred along the non-loaded path.

Local Routing

When a node starts up, when it is going to change its forwarding policy to neighbors,
or when it detects a change in neighbors, it sends a TopologyReport message to the
LRC of the domain. A TopologyReport message contains the descriptions of links
which the node provides along with the node’s willingness to forward packets on
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Fig. 11.4 Local routing steps

those links. The LRC makes the topology graph of its domain and updates it upon
changes. In a domain, wireless subscribers are continuously monitored by the BS
and their On/Off status is immediately reported to the LRC. Wired subscribers have
to send periodic Hello messages from their wireless modems to the LRC to update
their On/Off status but wireless subscribers do not. Every node has to periodically
broadcast Hello message to discover neighbors.

When a subscriber node needs to discover a route, it sends a RouteRequest
message to the corresponding LRC. A node without subscription has to find a
subscriber node as a gateway to the LRC. It has to pay for the routing packets
which the subscriber node forwards for it. The LRC makes the topology graph of
both subscriber and non-subscriber nodes in the domain. When an LRC receives a
RouteRequest message where both the source and the destination are located in its
domain, it locally computes a route and sends the route back to the source. In short,
local routing steps are as follows (Fig. 11.4):

1. The source sends a RouteRequest message to the LRC.
2. The LRC locally computes a route.
3. The LRC sends the route back to the source.

Global Routing

The city’s GRC makes the top-level topology graph of the city containing only
the interconnections between the domains and updates it upon changes. Each LRC
reports changes in its connections to other domains to the GRC. When an LRC
receives a RouteRequest message in which the destination is located outside its
domain, it sends the RouteRequest to the GRC. Global routing steps are as follows
(Fig. 11.5):

1. The source sends a RouteRequest message to its LRC.
2. The LRC sends a RouteRequest message to the GRC.
3. The GRC computes a top-level route.
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Fig. 11.5 Global routing
steps

Fig. 11.6 An illustration of routes in PPMN

4. The GRC sends the route back to the LRC.
5. The LRC separately asks the LRCs of the intermediate domains to complete the

route by inserting intermediate nodes in the route.
6. The LRC sends the route back to the source.

For example, Fig. 11.6 shows the following routes:

• A local (intra-domain) route: < 11 ! 13 ! 14 >

• A top-level inter-domain route: < 11 ! Domain.1/ ! Domain.2/ !
Domain.3/ ! 32 >

• A detailed inter-domain route: < 11 ! 13 ! 14 ! 21 ! 23 ! 24 ! 32 >

Using this mechanism, most the routing tasks are distributed among LRCs,
and the GRC does a minimal amount of calculations and receives a minimal
amount of topology updates during network operation. This makes the routing
scheme scalable. A top-level topology update is required when there is a change
in interconnections between the domains. Since we expect multiple connections
between two neighbor domains, no top-level topology update is required when a
single top-level connection changes. Thus, we do not expect a high rate of top-level
topology updates.
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Forwarding Incentive Mechanism

A reputation mechanism cannot optimally balance the load and achieve fairness, but
nodes have to know about the reputation of others. Therefore, both an incentive and
a reputation mechanism are required in PPMN.

The following two choices of currency can be considered in an incentive
mechanism:

• Local Currency. Each node generates currency to exchange with a neighbor. The
currency obtained from a node is not valid to other nodes.

• Global Currency. A global virtual bank generates currency for nodes to ex-
change. If a node obtains currency from a node, it can spend it when other nodes
forward its packets.

Global currency makes money exchange more flexible but requires a secure mech-
anism to transfer money from/to the bank. The bank is preferred to be implemented
hierarchically and centralized (Fig. 11.7) in a way that there is a global bank server
in the city and every routing domain possesses a local bank server to handle local
banking operations. A user has to use its ISP connection to contact the local bank.
A distributed implementation of the virtual bank (such as Karma [22] where users
keep track of their accounts themselves) is not reliable and generates load in PPMN.

There are always poor nodes in PPMN who are located at the edges of the
network or have poor connectivity that cannot obtain enough money to send their
data. A global virtual bank helps poor nodes make debt by sending their data and
then pay back by forwarding packets for others or by exchanging real money. This
mechanism increases throughput and requires a tough registration scheme where
each node has a permanent unique ID to keep track of node accounts in the virtual

Fig. 11.7 An illustration of bank distribution in PPMN
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bank. The perfect case for PPMN would be the case in which every node has an
account in the bank. Each node is charged for sending packets and is rewarded by
forwarding packets for others. Account balances are annually computed such that
some nodes have to pay real money to the bank and some nodes receive real money
from the bank. Nodes located in the center of PPMN are probably on the shortest
paths of most the flows. Thus, a node in the central areas is able to earn money.

The source is a node that starts the session. Depending on the application, traffic
direction can be from the source to the destination, from the destination to the
source, or both. In all the three cases, the source node has to pay to the intermediate
nodes for all the exchanged packets. The destination node can be a public server
that may claim money from the source. Thus, PPMN naturally supports network
services. For example, a user is able to provide a public storage and automatically
earn money.

There are two cases for intermediate nodes’ payoffs:

• Fixed Payoff. All the intermediate nodes receive the same payoff per unit data.
• Variable Payoffs. Nodes are free to claim different unit payoffs.

In the case of variable payoffs, a poor node is able to decrease its payoff to ensure
its route will be accepted by the source and a node located in the center is able to
increase its payoff since it is probably in the shortest paths of many traffic flows, and
thus, it is probably in the least-price paths of many traffic flows if it slightly increases
its unit payoff. Such a system must guarantee that the exact price agreed before
transmission is paid after successful transmission. Knowledge about topology and
payoffs of other nodes helps a node to justify its payoff since that node looses the
route by specifying a too high payoff and is underpaid by specifying a too low
payoff.

In the case of variable payoffs, the LRC has to updates payoffs before every
data transfer. This operation generates load and startup delay. Any load on nodes
because of control information can be a source of unfairness and network abuse. In
general, we conclude that a global currency incentive scheme with a fixed payoff
suits PPMN.

An established route has a price which is relative to its length. A route has
minimal QoS requirements that may not be satisfied along the shortest path
because of congestion. Thus, the GRC and LRCs must handle route requests in
a way that different sources get fair path lengths. This is the same goal which
traffic engineering algorithms try to achieve [23]. In case of multipath routing, the
controllers should compute two paths of similar prices for each RouteRequest.

Global currency enables mobility. A mobile node can stay at a place for awhile
as a fixed node until it earns enough budgets, and then, it is able to move and spend
its budget at another place. However, the routing controllers should not insert a
mobile node (when moving) in routes since the links which a mobile node creates
are transient.

When a controller assigns a route to a traffic flow, it has to reserve bandwidth on
that route for the flow and direct upcoming flows toward the paths with available
bandwidth. A source that has established a route to a destination may send nothing
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on that route and pay nothing while the route is consuming resources. To prevent
this kind of misbehaviors, the source should pay a constant price for each unit time
interval in which it holds the route, in addition to the payment which it makes for
packet forwarding.

Security

There must be a scheme in PPMN to ensure security and safety of established routes
and prevent/resist misbehaviors/attacks. Because of the virtual banking, every node
has to register with the GRC using its MAC address as a unique ID along with the
name and the address of the owner just like telephone registration. In other words,
each node owner has to go to the GRC office to register its MAC address. Then, that
node is able to join the PPMN.

Key Management

A key management scheme [24] suitable for non-trusted environments should be
used to enable encryption in PPMN. The scheme must guarantee that keys are
confidentially established and updated. The following kinds of keys are essential
in PPMN:

1. Session Key. A new key should be established between the source and the
destination for each data transfer session. Every packet generated between the
source and the destination of the session is encrypted using session key.

2. Initial Session Key (described below).
3. Pairwise Key. A node has to separately establish a pairwise key with each

neighbor so that routing information exchanged between two neighbors is not
exposed to other neighbors.

4. Routing Key. Each node has to establish a routing key with the corresponding
LRC to ensure secure routing operations. This key has to be updated periodically.

5. Bank Key. Each node has to establish a bank key with the bank server to ensure
secure money exchange. This key has to be updated periodically.

There are a number of key-exchange mechanisms (e.g., Diffie-Hellman [25] and
SPEKE [26]) that provide key establishment between two nodes without trans-
ferring the real key across the network. Such a mechanism transfers a number of
messages between the two nodes to establish a common key. To protect the key-
establishment messages from malicious intermediate nodes, these messages are
encrypted. The two nodes initially have no common key. They request a trusted
key server for an initial key to encrypt key-establishment messages. Once the
session key is established, they release the initial key and use the session key
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afterward. Although extracting the session key from key-establishment messages is
too hard, it is preferred that no node should be able to have both the encrypted key-
establishment messages and the initial key. Otherwise, that node can extract the plain
key-establishment messages. Since key-establishment messages are transferred
along a PPMN path, the key server which is the only node who knows the initial
key is not able to receive them. This mechanism ensures that the session key is not
exposed to anyone other than the source and the destination.

Misbehaviors and Attacks

A single node or a group of cooperative nodes can harm the system in one of the
following ways:

• Sybil Attack. This is an easy attack in most peer-to-peer systems in which a node
joins the system with different identities [24, 27]. Since nodes are identified by
their MAC addresses, this is not possible in PPMN.

• Frequent Departures. This action imposes heavy load on the system since it
requires frequent topology updates and path recoveries. To avoid this misbehav-
ior, there should be a minimum time interval in which a node can join PPMN.
Neighbors do not send TopologyReport messages until a node reach a stable state
and an LRC does not accept frequent TopologyReport or Hello messages from a
single node.

• False Misbehavior Report. A report to a controller that indicates a node is
misbehaving and lowers the reputation of that node. To prevent false reports, the
system should only accept reports that contain evidence. Such evidence-based
reports are proposed in [8, 9].

• False Money-Exchange Report. A number of mechanisms [8, 10] have been
proposed to guarantee proper money exchange after a data transmission session.

• False Failure Report. We discuss how to reject this kind of false reports in
section “Reporting Mechanism.”

• Misforwarding. A malicious node can do selective forwarding [24], disordering
packets, or degrading the service quality of a flow. Detecting such kind of
attacks is so hard since congestion can cause the same consequences as well
and misbehavior reports are mostly not trusted.

• False Routing. This happens when a node injects false routing information into
the system. If a node lies about a neighbor to an LRC, then that neighbor may tell
the truth and then the false information will be rejected. When both the neighbor
nodes lie and establish a fake link, they are not able to make extra payoff and
the fake link will be detected since it does not satisfy the QoS requirements of
passing flows. This kind of attacks is categorized in [24] and is prevented in
PPMN since routing messages are fully controlled.
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Resiliency

In this section, we introduce a number of resiliency mechanisms which are
specifically designed for PPMN. An efficient resiliency scheme for PPMN is to use
all these mechanisms together.

Session Resiliency

Since not all kinds of failure/misbehavior can be prevented, an established session
should be resilient to them. In this section, we introduce a multipath session
resiliency scheme [1] in PPMN to cope with (1) node departure/failure, (2) mis-
forwarding, (3) misreporting, and (4) congestion (QoS degradation).

Two paths of similar length and price between a given source node and a
destination node are discovered on demand (Fig. 11.8). Then, the source and the
destination initially transmit data along these paths in a round-robin manner. Then,
they adapt data transmission rate along the two paths according to path price and
bandwidth. When the source discovers a path performs poorly in comparison with
the other one, it releases the path and requests the LRC for another path. This
mechanism is based on the fact that misforwarding and congestion in a network have
the common symptoms of disruption of data communication which manifests itself
in the form of reduced throughput. Both the source and the destination continuously
monitor the throughput of each path. The destination reports the throughput of a
path to the source along the other path. In this way, no intermediate node is able to
alter the reports or to generate fake throughput reports.

To acknowledge arrived packets, the receiver (the source or the destination) sends
ACK packets (as specified in TCP) along the two paths in a round-robin manner
to the sender. We assume that packet content is encrypted so that intermediate
nodes are not able to understand the content or determine which packets are being
acknowledged.

If packet(i) is lost, then packet(j) where j > i which is received successfully
will become useless. This is the base of the selective forwarding attack in which a
malicious intermediate node drops a few number of selected packets in a session to
effectively disturb the whole session. In this case, the two paths have approximately

Fig. 11.8 Reports when
node(2) fails or leaves
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the same throughput since the losses affect data transmission along both the paths.
A solution to this is that the receiver gains knowledge about the sequence of packets
that arrive from each one of the paths and immediately requests the sender for
retransmission if an out of order packet arrives since it indicates that a packet is lost.
Once a path is established, the source and the destination secretly agree on a series of
sequence numbers with which packets are sent on that path. This series is updated
when the sender decides to change data transmission rate on that path. Another
solution is to create content redundancy between the two paths. If a packet is lost
along a path, it can be recovered from the contents received along the other path.

This mechanism can be incorporated in the routing algorithm. The two paths
should be maximally disjoint. There should be a time interval in which no more
than one route request is accepted from one node.

This level of reliability works perfect for applications such as web, file transfer,
and telnet. However, there are real time applications such as telephony that require
not much bandwidth but more reliability. This can be achieved using a low
bandwidth reliable path through ISPs and one high bandwidth path inside PPMN.
This strategy is also useful when at most one path is found in PPMN between
the source and the destination. To increase reliability and decrease cost, control
messages such as acknowledgments and reports are transferred along the low-speed
ISP path and data messages are transferred along the high-speed PPMN path. In
general, one of the following sets of paths can be selected for a session:

• Two paths in PPMN
• A low-speed path through ISPs and a high-speed path through PPMN
• One path through ISPs

Reporting Mechanism

Reporting to a controller is required in one of the following cases. A report of any
kind may be falsely generated:

1. Failure.
2. Misbehavior and reputation.
3. Money exchange. A number of mechanisms are proposed in the literature [8,10]

to guarantee proper money exchange and avoid fraud.

When node(i) along one of the established paths between a source and a destination
fails or departs, the following three reports are generated (Fig. 11.8):

1. Node(i � 1) sends a failure report to the source along the same path.
2. Node(i + 1) sends a failure report to the destination along the same path.
3. Then, the destination sends a failure report to the source along the other path.

This mechanism makes the source confident that both the reports which it receives
are not fakes. Then, the source informs the LRC of the node failure and asks for
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another path. The LRC directly checks node(i)’s status and discover whether the
source, the destination, or an intermediate node is telling the truth. This mechanism
provides resiliency to failure/departure and works well even in the cases depicted in
Fig. 11.10 when a session encounters multiple failures/departures at the same time.

Since misbehaviors cannot be proved, this kind of report is not trusted. Reputa-
tion systems solve this problem by using a voting mechanism in which a number of
nodes are asked about a particular node. In PPMN, only two neighbors along a path
are able to monitor an intermediate node and then voting cannot guarantee that a
node is misbehaving to get a bad reputation. Therefore, a bad/negative reputation
does not work. For this reason, most reputation systems only consider positive
reputation where the reputation of a node will never become less than zero [27].
Thus, we suggest that the reputation system in PPMN is designed in a way that an
LRC sets node’s reputation according to the way that the node handles the sessions
to which it is assigned. In response, the more reputation a node has, the cheaper and
the shorter paths it gets for data transfer.

One-Hop Opportunistic Forwarding

Opportunistic routing (OR) and network coding (NC) are two state-of-the-art
techniques to improve the fault-tolerance of wireless mesh networks. In contrast
to traditional routing which forwards packets along a fixed path from a source to
a destination, OR [28] opportunistically exploits multiple paths between the source
and the destination. OR broadcasts the packet first and then decides the next hop
among all neighbors that hear the packet successfully, thus providing more chances
for a packet to make some progress toward the destination. In NC [16], a forwarding
node encodes a number of packets into a single coded packet and then broadcasts
the packet to all its neighbors. This reduces the number of transmissions needed
for forwarding packets and hence increases the effective capacity of the network. If
each plain packet appears in multiple coded packets, a level of redundancy is created
in the network. This redundancy makes the network resistant against packet loss.

A malicious node can easily make coded packets non-decodable to receivers [29].
To prevent this, there must be a mechanism that may increase overhead. Thus, this
is an open problem whether NC is useful in a public network. In contrast, we use
the idea of OR and introduce a resiliency mechanism called one-hop opportunistic
forwarding (OHOF) that does not contain routing. It can be incorporated in a unicast
routing algorithm to improve resiliency and load balance. Original OR cannot be
used in PPMN because of the fact that it does not control packet forwarding and a
packet may get far from its original path. Thus, it is possible that copies of a single
packet overload the network.

We assume that the data transfer path is embedded in packets. When a node
is going to forward a packet to the next hop, it broadcasts the packet (Fig. 11.9).
In addition to the next hop, every node with the following conditions receives
the packet:
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Fig. 11.9 The OHOF
mechanism with one next hop
and two neighbors

1. It is a neighbor of all the three nodes: forwarding node, next hop, and second
next hop.

2. It has available bandwidth.

Such a neighbor (whether it is the next hop or not) waits a random time interval
until it hears another node sending the packet to the second next hop. Otherwise, it
takes the wireless channel and forwards the packet to the second next hop. When a
neighbor receives a packet that is not a neighbor of the packet’s second next hop, it
simply drops the packet. This avoids packets from getting away from their original
path and prevents redundant transmissions.

If two neighbors of the forwarding node are too far or if directional antennas are
used, then they are not able to monitor each other and they may both forward the
packet. To cope with this problem, each neighbor has to check with the second next
hop before forwarding whether the second next hop is receiving the packet now or
has previously received the packet. When the second next hop successfully receives
the packet, it broadcasts a confirmation message to all its neighbors to stop trying to
forward the packet.

When an intermediate node is congested, it makes delay in forwarding packets,
and thus, its non-congested neighbors do the forwarding. Since 802.16 modems
have high transmission range, it is expected that a single node has several neighbors
and then OHOF will significantly improve tolerance to failure and congestion. Since
a path gets wider using OHOF, the two disjoint paths are preferred to be zone-
disjoint than being link-disjoint.

Since packets may be forwarded by different nodes during a session, OHOF
requires a per-packet money-exchange scheme to ensure intermediate nodes receive
appropriate payoffs. A neighbor node that has forwarded a single packet and is not
in the path should be able to receive its payoff. When a packet is forwarded at a
hop in the path, a number of nodes receive it. The money-exchange scheme must
guarantee that the node who delivers the packet to the next hop earns the money.
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Fig. 11.10 Two node failures/departures

Using Them Together

PPMN achieves acceptable reliability by utilizing a combination of the resiliency
mechanisms presented in this section and section “Resiliency Scheme.” Each one
of the mechanisms recovers lost packets in specific situations. For example in
Fig. 11.10, a 2-path session encounters two synchronous failures/departures. Then,
we have:

1. If the two failures/departures occur on the same path (Path 1 in Fig. 11.10a), then
OHOF may not be able to forward the packets on that path. In this case, the lost
packets are retransmitted on the other path as a result of multipath routing.

2. If the two failures/departures occur on different paths (both Path 1 and Path 2
in Fig. 11.10b), then multipath routing does not work. In this case, OHOF can
successfully forward packets on the paths by using the neighbors of the failed
nodes.

3. If more than two failures/departures occur on both the paths in a way that no
packet can be transferred, then the source asks another path from its LRC to
continue the data transfer.

Conclusions

In this chapter, we introduced an architecture to construct a public peer-to-peer mesh
network called PPMN of independent 802.16 users. The architecture is composed
of a routing protocol, a forwarding incentive mechanism, a security scheme, and a
resiliency scheme:

• The routing algorithm is scalable and able to control routing control messages. It
is different from the other routing algorithms in the way that it is compatible to
the security goals of public peer-to-peer systems.

• Since the GRC only discovers routes on a graph containing the routing domains
as vertices, and the number of domains is expected to be less than 50 in a city,
the load on the GRC is not considerable.

• A forwarding incentive mechanism with global currency and fixed payoff should
be used to increase flexibility and support mobility.
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• A key management scheme suitable for non-trusted environments should be used
to enable encryption in PPMN.

• We discussed a simple key-establishment mechanism to ensure no third person
is able to find the session key between a source and a destination.

• Five kinds of keys are essential in PPMN.
• We described possible kinds of misbehaviors and attacks in PPMN.
• Reports from nodes to ISPs, controllers, or the virtual bank should provide

evidence to be accepted. We introduced such a reporting mechanism in case of
node failure/departure.

• Two resiliency schemes, (1) multipath routing and (2) OHOF, are introduced
which should be used together to provide an acceptable level of reliability in
PPMN.

As future work, researchers may work on the following topics:

• An improved key management scheme which is compatible to the non-trusted
environment of PPMN

• A secure money-exchange scheme that allows per-packet money-exchange
reports and does not impose high load on the network

• Improving the routing scheme to support more anonymity of nodes.

Acknowledgements A.A. Khodaparast would like to thank Icce Chen for her encouragement and
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Chapter 12
Applications of Social Networks in Peer-to-Peer
Networks
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Abstract When peer-to-peer (P2P) networks meet social networks (for instance,
Facebook), the former develops new characteristics. A notable change is that
peers would use real names in social networks, and hence the P2P networks
become naturally clustered according to the human relationship imported from the
social networks. Conceivably, social network theories can be applied to improve
the performance of P2P networks. This chapter introduces the social network
theories, including small world (six degrees of separation), weak ties, structural
holes, and others, and their applications in P2P networks. Specifically, the chapter
describes applications of social networks in P2P networks using network coding as
well as social networks in P2P content-centric networking (CCN) or named data
networking (NDN), which is a brand-new framework for future communications.
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Introduction

With the upsurge of Web 2.0 presently, such as Facebook (http://www.facebook.
com/), MySpace (http://www.myspace.com/), Kaixin (http://www.kaixin001.com/),
Renren (http://www.renren.com/), social network becomes a hot research topic. The
movie The Social Network in 2010, which retells the origins of Facebook how to
produce huge Internet society with about 500 million persons, also fuels the interests
of research on social network theories and their applications in real networks.

The typical characteristic of Web 2.0 is user generated content (UGC). That is,
users not only read the contents from Internet, but also generate the contents to
Internet. For instance, users can publish their own articles in Twitter and blog. Thus,
there comes a new era, so-called Web 2.0. In comparison, previous Internet can be
called Web 1.0, such as portal websites Yahoo.com, Sina.com, Sohu.com. In Web
1.0, users can only read instead of generating contents from the portal websites.
Web 2.0 is closely related to social networks in that users would use real names, in
order to make friends and friends’ friends.

One essential difference between social networks and Web 1.0 is person-centric
(see Fig. 12.1). In real human society, people cluster together with regard to
similar/same interests, goals and so on. In social networks, users would use real
names. Thus, it is similar for users to make friends through social networks and
through real human society. Consequently, social networks also have clustered
characteristic of real human society. This clustered social property is of great
significance to plan the physical networks (see the section “Advantages of Social
Networks”).

Social networks and peer-to-peer (P2P) networks are naturally matched. Because
Client/Server framework cannot support large amount of traffic, especially for
exchanging video files among large amount of people, P2P technologies become
necessary to meet the requirement to improve the throughput. However, one
drawback of P2P is no trust so that there are many free-riders in P2P networks. This
hardly happens in social networks. Due to usage of real names in social networks,

Fig. 12.1 From content-centric to person-centric

http://www.facebook.com/
http://www.facebook.com/
http://www.myspace.com/
http://www.kaixin001.com/
http://www.renren.com/
Yahoo.com
Sina.com
Sohu.com
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users must keep their credits just like they do in the real human society. It can reduce
the problem of selfishness to a great extent. This chapter focuses on the applications
of social networks in P2P networks.

Next, advantages and disadvantages of social networks are summarized as
follows.

Advantages of Social Networks

• Increase Searching Efficiency
Social networks are clustered, for instance, in terms of similar interests. Conse-
quently, it is of higher efficiency to search in the correlative cluster than to search
blindly in the overall networks.

• Stimulate Incentives to Collaborate
Users in social networks must keep their credits because they should use real
names in order to make friends as well as friends’ friends. Furthermore, they
are willing to help others in order to obtain help from others when needed. This
stimulates the incentives to collaborate rather than cheat each other under the
circumstances of anonymous login. Take P2P file sharing as example; it results
in the least free-riders.

In addition, users in social networks will help each other in terms of different
events. That is, User A helps User B in terms of Event 1; User B will help User A
in terms of Event 2. A case in point is cross-channel caching in P2P VoD system:
Peer A who watches Channel 1 can help cache the content of Channel 2, because
Peer B who watches Channel 2 has ever help cache the content of Channel 1. The
main reason here is that users will collaborate with each other because they want
to keep the balance of trust among them in social networks.

• Improve Network Planning
It is difficult for Internet Service Provider (ISP) to design a network to meet all
demands of different scenarios, since it is difficult to propose a traffic model that
is suitable for all scenarios. However, the clustered property of social networks
can bring about the possibility. Take a social group of university students as
example, a peak traffic among this group can be predicted when a new movie
about a love story is released. Speaking on an average, young students are fond of
love stories. When one student think it is a good movie, he will surely recommend
it to his classmates; his classmates will recommend it to their classmates. Thus,
the traffic in this group will be predicted to increase sharply. Then, ISP can adopt
corresponding policies to adjust in advance. Therefore, the traffic models based
on social networks can be used to improve the network planning.

• Improve Accuracy of Recommendations
Different social groups have different interests. However, it has similar interests
inside one group. This provides opportunities for accurate business recom-
mendations. If one user of a social group buys a commodity, a merchant can
anticipate that other members of this group must be the potential buyers with high
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probability. Then, the merchant can send recommendations to these potential
buyers. Actually, social networks are great helpful for data mining or opinion
mining.

Disadvantages of Social Networks

• Privacy/Security
One vulnerable aspect of social networks is privacy. All personal information
in social networks are real. Thus, social networks pose higher risk of security.
Hence, it is necessary to have well-designed secure mechanisms for social
networks. Furthermore, social networks need fine-grained access control mech-
anisms to personal information with respect to a large number of varieties of
users. In general, there is a trade-off between keeping privacy and searching
efficiency.

The rest of the chapter is organized as follows. In section “Social Network
Theories”, the primary theories of social networks are illustrated. In section “Social
Networks in P2P Networks”, the applications of social networks in P2P networks
are described. Finally, section “Conclusions” draws the conclusion.

Social Network Theories

This section describes the primary theories of social networks, including small
world, weak ties, structural holes, and tipping point.

Small World

Several milestones of small world are introduced as follows.

• Six Degrees of Separation
In 1967, Stanley Milgram, a social psychologist in Harvard University, proposed
a concept called six degrees of separation [1] that declares that the average length
to reach any stranger is about six. The experiment method is as follows: (1)
Ask subjects to deliver mail to a stranger by means of delivering to subjects’
acquaintances; (2) Count the average hops between every subject and the
stranger. The result is about six.

In 2001, Watts [2–4] adopted e-mail to explore the phenomenon of six degrees
of separation. The results is about five to seven. The detailed process was
published in Science [2].
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The essential point of small world is not the exact number of six, five, or seven,
because it is nothing compared with 6,000,000,000 human being in the earth,
just like an ant with an elephant. To some extent, any phenomenon can be called
small world if the number of the phenomenon is tiny enough compared with a
very large group.

• Rule of 150 (Dunbar’s Rule)
The anthropologist Robin Dunbar stated that the optimal number of small
companies and organizations is approximately 150, namely Rule of 150 [5]. It is a
theoretical cognitive limit to the number of people with whom one can maintain
stable social relationships. Keeping things under 150 seems to be the best and
most efficient way to manage a group of people [5].

Rule of 150 can be applied to understand six degrees of separation. Suppose
a person, named Tom, recognizes 149 friends. Each of these 149 friends
also has 149 friends, respectively. By six hops, Tom can recognize 1496 =
10,942,526,586,601 friends, which are far more than all the human being in
the earth currently. It seems easy to understand the feasibility of six degrees of
separation.

Metrics of Small World

• Average Shortest Path Length
The shortest path length is the length between any two nodes in the networks [6].
Average shortest path length of the whole networks is the average of all individual
shortest path lengths. The lower average shortest path length, the faster searching
speed.

• Cluster Coefficient
The cluster coefficient C of the whole network is the average of all individual
clustering Ci , i.e., C D 1

ki

P
Ci . Ci is defined as

Ci D Ei

ki .ki � 1/=2
; (12.1)

where ki is the number of total nodes of the whole network; Ei is the number of
actually existed edges among these ki nodes; ki .ki � 1/=2 is the total number
of edges among these ki nodes. The high cluster coefficient means the high
connectedness.

• Distribution of Degree
Node degree k means how many edges are connected to a node, including
incoming and outgoing edges. The degree distribution of the whole network is of
great crucial metric, marked as distribution function P.k/. There are two kinds
of degree distributions:

– Poisson Distribution (see Fig. 12.2a)
Denote hki as the average node degree of the whole network. The Poisson
distribution denotes that the majority of nodes have approximately the same
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Fig. 12.2 Node degree distribution. (a) Poisson distribution. (b) Power-law distribution

degree. The number of majority of nodes’ degree reaches the peak when k D
hki. The cases in point are random networks and small world networks (Watts-
Strogatz (WS) model) [6].

– Power-law Distribution (see Fig. 12.2b)
The degree distribution P(k) has power-law of k, i.e.,

P.k/ 
 k� ; (12.2)

The main characteristic is that lots of nodes have low node degree and few
nodes have high node degree, for instance, scale-free networks [7].

Principles of Small World

This section describes a small world network in terms of Watts-Strogatz (WS)
model [8]. We also compare it with a regular network and a random network (see
Fig. 12.3), where p is the probability of rewiring [8].

• Regular Network (Fig. 12.3a)
Take a ring lattice as example here. It has high cluster coefficient but high average
shortest path length, according to Fig. 12.4.

• Random Network (Fig. 12.3b)
It connects each pair of nodes randomly. It has low average shortest path length
but low cluster coefficient, according to Fig. 12.4.

• Small World Network (Fig. 12.3c)
It adopts rewiring with probability p (0 < p < 1). An example of rewiring is
given in Fig. 12.3d: original AA’ is rewired to AA”; original BB’ is rewired to
BB”; original CC’ is rewired to CC”. After rewiring, the properties of resultant
network, i.e., a small world network, can have low average shortest path length
and high cluster coefficient (see Fig. 12.4). That is, it has both advantages of
short path and high connectedness. Furthermore, this improved performance is
obtained only by means of a few rewiring. It indicates that we may improve
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Fig. 12.3 Small world network. (a) Regular network (p D 0). (b) Random network (p D 1).
(c) Small world network (0 < p < 1). (d) Rewiring

10

Fig. 12.4 Small world
network by rewiring

performance of current network without rebuilding from the scratch. On the
contrary, we may only do small modifications, for instance, changing some
connections of current network (i.e., rewiring). That is a alluring hint.

In addition, when the rewiring probability p is zero, a small world network
reduces to a regular network. When p is 1, the small world network corresponds
to a random network.
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a b

Fig. 12.5 Triadic closure. (a) Before B–C setup connection. (b) After B–C setup connection

The similarity of small world networks and random networks is degree distribu-
tion, i.e., Poisson distribution. In comparison, scale-free networks [7] have degree
distribution of power-law, which has a long tail. It means that there are lots of nodes
with low degree and few nodes with high degree (namely hub nodes).

Weak Ties

The theory of strong ties and weak ties [9,10] comes from a research on finding jobs.
Commonly understanding, close friends presumably have the most motivation to
help find a new job. However, Mark Granovetter found a surprising fact through his
dissertation research in the late 1960s. That is, the persons who provide for crucial
information leading to finding the new jobs are distant acquaintances, instead of
close friends. The reason is what will be discussed in the following – strength of the
weak ties [10].

Triadic Closure

As shown in Fig. 12.5a, node A has a connection with node B, at the same time,
node A has a connection with node C. If we watch the network over a longer time
span, we will find that node B and C will set up a connection (see Fig. 12.5b). Thus,
it forms a triangle in the network.

The term of triadic closure comes from the fact that the B–C connection has
the effect of “closing” the third side of this triangle [9]. The physical significance of
triadic closure is as follows. If two persons B and C have a same friend A, there is an
increased possibility that B and C will become friends themselves as time goes on.

Structural Holes

According to Fig. 12.5a, there is a hole between node B and node C. Then node
A is the intermediate node for B and C. Thus, node A is very significant for
communication between B and C. Hence, node A has some superiority because
of a structural hole [11].
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Fig. 12.6 Structure hole

We may also extend three-nodes to a network with groups (see Fig. 12.6). There
are three groups in this network. Group A has a connection with Group B and with
Group C. However, there is a structure hole among Group B and Group C.

Power of the Weak Ties

We come to discuss two notions, intra-group and inter-group. According to
Fig. 12.6, there are many connections in each intra-group. Users in the intra-
group contact frequently due to similar/same interests. Thus, the relationship
in the intra-group is called as strong ties. In comparison, the relationship in
the inter-group is called as weak ties. For example, the connection between
Groups A and B is a weak tie. The physical significance of strong ties and weak
ties is as follows. In general, intra-group and inter-group can be considered as
homogeneous group and heterogeneous group. Therefore, strong ties in the intra-
group (i.e., homogeneous group) can be used to improve throughput. Weak ties in
the inter-group (i.e. heterogeneous group) can be used to improve the variety of
searching, which results in increasing the hit rate of searching.

Tipping Point

The theory of tipping point [5] describes how a previously rare phenomenon
becomes rapidly and dramatically popular. In general, there are three factors for
epidemic: (1) the law of the few; (2) stickiness and (3) power of the context. We
only discuss the first factor here. The law of the few shows that few people, however,
has significant impact on epidemic. These few people corresponds to hub nodes that
have high node degree. Thus, they can propagate the messages very conveniently
and quickly. To some extent, it proposes almost same ideas as power-law degree
distribution.
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Social Networks in P2P Networks

There are two classifications of P2P applications: (1) non-real-time P2P file
downloading, such as BitTorrent and (2) real-time P2P streaming, including P2P live
streaming and P2P Video-on-demand (VoD). In addition, we also need to solve the
issues of P2P security/privacy, P2P fairness, etc. The emergence of social networks
has profoundly enhanced the performance of P2P networks. This section introduces
the main applications of social networks in P2P networks.

Specifically, section “Social Networks in P2P Networks using Network Coding”
introduces the relationship between social networks and P2P networks using
network coding [12–23], which is a breakthrough in network information theory.
Furthermore, section “Social Networks in P2P Content-Centric Networking/Named
Data Networking” introduces potential applications of social networks in P2P
content-centric networking (CCN) or named data networking (NDN) (http://www.
named-data.net/index.html) [24], which is a brand-new framework for future
communications.

Social Networks in P2P File Downloading

Improve P2P Searching Efficiency

Due to the clustered characteristic of social networks, it is not necessary search
blindly through the whole P2P networks. This social property enhances the effec-
tiveness of P2P searching.

Community-Based Mechanism to Improve P2P Searching Efficiency

A community-based trust mechanism [25] includes two kinds of reputation accord-
ing to the peers. One is inter-community reputation, which is calculated by super
nodes in each community. It is relatively a kind of global currency. The other is
intra-community reputation, which means the transaction between the peers who
have similar interests or semantics locally. As shown in Fig. 12.7, peers with similar
interests will be gathered to one social community. In addition, there is one super
node in each community and these super nodes form the upper-tier of the P2P
system. The rest nodes are ordinary nodes and they are unstructured.

Unlike normal P2P network system, users in the semantic-based community P2P
social network seem to communicate with others more effectively. For instance,
the users in Community4 all like classic music. When they want to obtain similar
information, they can broadcast the request to the users in the Community4, instead
of broadcasting to the users in the global network. Because of all the users in the
same community have similar interests, they can support data more reliably. In

http://www.named-data.net/index.html
http://www.named-data.net/index.html
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Fig. 12.7 Community-based social P2P network architecture

addition, super nodes in different communities can calculate the credibility through
the whole network. This probably makes the credibility more accurate.

The join process to a social community of a new user can be described as follows.
The algorithm based on social networks in [26] is implemented in terms of similar
interests. The benefit of the algorithm is that all the nodes contribute to the network.
As shown in Fig. 12.8, if the new user wants to join the network, it will first connect
with the super node who knows the interests of the whole network. Then the super
node tells the user which community it may participate in. For instance, the new
user is interested in classic music, so the super node returns a message with join
information. After that, the new user continues to connect with the representative of
the Community C2 that knows the interests of each sub-community. Later the new
user obtains the information about the sub-community that has the same interest.
The hub is the representative of each sub-community which has abundant resources.
If there are two communities with the same interests, the new user will send control
messages to both hubs. Which community it will attend depends on the number of
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Fig. 12.8 Before arrival of the new user

Fig. 12.9 After arrival of the new user

hops. We assume that the new user connects H2 with 2-hop cost and connects H1
with 3-hop cost , thus it will join the S-C2(Classic Music), as shown in Fig. 12.9.

In the searching algorithm, the hub node will not send queries to its neighbor
hubs because the representative node will send a copy to them. Thus, the hub will
not relay the queries any more. This probably reduces the cost among the hubs. In
addition, the nodes in the same community are more likely to find the cooperated
peers that they have similar interests.
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Fig. 12.10 DHT-based mechanism to improve searching efficiency in SCOPE

DHT-Based Mechanism to Improve P2P Searching Efficiency

SCOPE [27] adopts distributed hash table (DHT) to manage data of users and
contents. It defines rules to maintain a spontaneous social network system by
updating its information. DHT is used to store distributed data and look up
the information of services. And its code only runs on super nodes. The DHT
information is stored by (key,value) pair format, where DHT key is service name
and DHT value is user’s information. Figure 12.10 shows the procedures of peers’
activity.

First, a peer joins the system, denoted as peer A. Suppose both B and C are super
nodes. Peer A sends register information to B, then B returns Peer A with the unique
ID after Peer A registers successfully. Second, Peer A requests the list of service
name that includes all the services in the system. After obtaining this list, Peer A
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could decide which service it wants to acquire. But if Peer A needs to establish a
new service, it will send relevant information with the same format as (key=service
ID, value=contact address) to B. Later, B will update the record in the DHT and Peer
A will be recorded in the list of Super Node whose hostID is the closest to Peer A.

The peers used the same service will be clustered. If Peer A want to acquire
service-B, it first sends request to B. After B receives the request, it will look up the
DHT to find the correct super node. For example, C is the closest super node and B
will relay the request to C. Finally, C will return the nodes list of same service to
Peer A.

When Peer A obtains this list, it can communicate with the peers in the list. As
we know, the peers with the same service may be close to C such that they will have
short path length or belong to the same ISP. And it is efficient to acquire service from
the peer who is closer or comes from the same ISP. Hence, this searching algorithm
can reduce the bandwidth cost and increase the query efficiency.

Improve P2P Transmission Throughput

Social relationship is applied to improve throughput of P2Pfile downloading. In
SocialGnutella (based on Gnutella v0.6) [28], there are three components of the
topology formation algorithm, including super nodes (SN), ordinary nodes (N), and
the contract list of the nodes. The function of former two components is similar
with Gnutella v0.6. Especially, the contracts (social relationships) in the contract
list are categorized as Strong, Weak, and Visitor. Strong relationship means the two
connected nodes are friends or family. By contrast, Weak relationship represents
nodes who are not friends. The nodes out of the contract list are considered as
Visitor. An example of a P2P file downloading network based on social networks is
shown in Fig. 12.11.

First, a peer will only establish a connection with the active super node as a
friend in the contract list. If the contract list has no friend, the peer will join
another super node as a visitor. Second, after establishing successfully, searching
file mechanism of SocialGnutella is identical to the Gnutella v0.6. There are some
differences in terms of transmitting file, in particular, Relay Download. The super
node can control its bandwidth by limiting the share size. Thus, the sharing will not
significantly affect the super node. For instance, the super node will download from
the responder with Strong relationship and upload files as much as its available
bandwidth. Otherwise, the nodes with Weak relationship are limited to a certain
value for transmitting files.

If both nodes are behind the NAT, they need the help of super node as a
intermediary (see Fig. 12.12). First, the requester N1 will send a relay message to
SN1 that is in its contract list. Then SN1 will decide whether to download the file or
not by the rest of available bandwidth. If the N2 is a friend of SN1, the relationship
between them is strong, thus SN1 will download the file from N2 as soon as possible
if the available bandwidth is enough. Otherwise, if N2 is a common neighbor of
SN1, SN1 will not support bandwidth more than 5 kbps (a value can be configured).
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Fig. 12.11 SocialGnutella: a social network based P2P file downloading system

Fig. 12.12 Example of relay download

After receiving file successfully, SN1 will pull the file to the requester. In the same
way, SN1 also needs to check the bandwidth by the relationship with N1. When N1
receives a PULLHIT message from SN1, it will reply a PULL message. Finally, the
relay progress is finished.
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Fig. 12.13 Example of credit transfer in social network

The new algorithm based on social networks (i.e., SocialGnutella) can avoid
performance degradation of super nodes by limiting the bandwidth available for
relay service. Otherwise, it could happen that a large number of NATed contacts
consume up the entire link capacity available to the super node. This keeps super
nodes sharing their resources with others, while maintaining their own benefit at the
declared minimum level. In SocialGnutella, the transmission speed depends on the
relationship between nodes and their super nodes.

SocialGnutella controls the download speed of super nodes through the relation-
ship with the common nodes, which improved their utility of bandwidth effectively.
Thus, if the super node has the abundant bandwidth, it can serve strong relationship
nodes as much as possible. In general, it is more effective to obtain data from the
super nodes that always have both abundant bandwidth and resources so that it can
enhance the performance of the entire P2P system.

Improve P2P Fairness

Credit-Based Mechanism to Improve P2P Fairness

Networked asynchronous bilateral trading (NABT) [29] is a new incentive paradigm
like “networked tit-for-tat”. In this system, peers use credit to keep the balance
between pairs of friends. In NABT, there is no global currency. Each pair of friends
reserve the track of credit balance. There are two important concepts in NABT.
One is asynchronous trading that means the responder will not provide the service if
requester acquires data exceed the credit. The other is intermediaries, which increase
the market efficiency by relaying trading.

As shown in Fig. 12.13, there is not direct connection between User1 and User3.
If User3 wants to download data from User1, they will need the help of User2 as
an intermediary. After determining relay routing, User1 will first upload the file to
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User2. Then User2 will relay it to User3. In this procedure, the credit between User2
and User1 will increase while the credit between User2 and User3 will decrease. In
other words, with the credit increased, User2 is willing to support data to User1
next time. On the contrary, after several trading between User2 and User3, the
credit between them has decreased below the minimum, User2 will not support
to relay data to User3. As a result, we may recognize that the credit between the
intermediary and the requester will enhance after each relay trading. This will
encourage cooperation between two friends or between friends of friends. With
the credit mechanism, peers are likely willing to support data to their friends and
in turn, they could obtain more resources under the help of friends of friends.
Additionally, if User4 wants to download data from User1, they can connect each
other directly.

NABT [29] also adopts a simple additive increase multiplication decrease
(AIMD) adjustment algorithm to avoid uncooperative users (e.g., free-riders). For
example, if User1 transmits data to User4 successfully, the credit between them will
increase by one factor. Otherwise, if User1 is a free-rider, it will not support any
data for other users so its link credit will decrease by another factor. At last, those
free-riders will not be connected with other users next time. Therefore, peers are
willing to support more services to their friends or relay trading.

Owning to intermediaries, they increase the number of credits that can be passed
between direct neighbors. It also increases the number of potential trading partners.
Moreover, reputation can help solve cheating behaviors, because the credit of a
cheating peer will decrease whenever it does not fulfill the transaction. In addition,
these uncooperative behaviors will also lead to a dispute among the peers on the
credit transfer path.

NABT [29] has proved that social networks can help in P2P file downloading
systems. Through social networks, users can acquire useful data more quickly
and effectively with the help of intermediaries. At the same time, the reputation
mechanism can reduce the behaviors of free-riding and cheating. In consequence, it
can enhance the performance of P2P systems.

Community-Based Trust to Improve P2P Fairness

As described in the previous section (see Fig. 12.7), there exist a community based
trust in [25]. Take Community4 as example, as shown in Fig. 12.14, if user E wants
to request data from others in the community, it will first send searching request to
all the neighbors, such as A, B, C, and D. If the neighbors have data, they will send
response messages. User E will rank the local reputation of each responder, and
then choose a user whose reputation is high, which is D in the table in this example.
Intra-community user reputation is calculated by direct reputation, recommendation
reputation, indirect reputation, believe ratio about evaluation credit of other users.
If a user want to increase its local reputation, it will improve transaction with other
users. By contrast, the local reputation of the free-riders, such as malicious users
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Fig. 12.14 Peers in the same
community

and white-washing users, will decrease quickly by unsatisfied transactions. Finally,
they cannot obtain data from other users.

Inter-community reputation is calculated by local reputation and recommenda-
tion reputation, similarity of two communities, global reputation. Global reputation
is not direct, it may evaluate by the third community. The similarity is important,
just like local community. If the similarity of two communities is higher, it means
that their interests are more similar. Thus, their resources are reliable. Although four
communities (in Fig. 12.7) are interested in different kinds of music, their similarity
is high and they more likely have high inter-community reputation.

As shown in Fig. 12.15, if the user O3 in the Community3 needs the reputation of
O4 in community4, it will send request to the super node S3. Then, S3 will send the
request to the super node S4 of the community4. Subsequently, S4 will send back
the O4’s reputation to S3. Finally, O3 acquires the reputation of O4.

This community-based trust mechanism can reduce the malicious behaviors
effectively in P2P social network by inter-community reputation and intra-
community reputation. If a user does not transact with others successfully, its
reputation will decrease rapidly. As a result, other users in the community will not
communicate with it any more. It will lead to a smaller impact on the whole system.
At last, the malicious user will be abandoned by the system.

Social Networks in P2P Streaming

Lin et al. [30] apply social networks and game theory to improve fairness of P2P
streaming. A cheat-proof and attack-resistant incentive mechanism is proposed to
make the performance of P2P social network effective. Case I (see Fig. 12.16): in a
searching round, if Peer A sends a request to Peer B, and Peer B refuses the request.
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Fig. 12.15 Peers in different communities

Fig. 12.16 Social networks and game theory (Case I)

In the next searching round, Peer A will not request Peer B any more. Case II (see
Fig. 12.17): if Peer B accepts the request and then sends a chunk, Peer A will send
a chunk as well. Otherwise, if Peer B refuses to send a chunk, Peer A will not send
a chunk either. This mechanism may reduce the number of free-riders in P2P live
streaming who only wants to acquire chunks but not provide.

There is a parameter that limits the number of chunks transmitted between two
peers. For instance, if Peer A sends ten chunks to Peer B but only five of them are
useful. Peer B sends nine chunks to Peer A but six of them are useful. As a result,
Peer A will not be allowed to send chunks to Peer B because the data from Peer A
is considered distrusted. This probably reduces the behavior of malicious users who
send pollution messages. The ultimate aim is to decrease the number of peers with
bad behaviors to zero. Those methods can efficiently improve the trust among peers
and reduce the malicious users and free-riders.
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Fig. 12.17 Social networks and game theory (Case II)

Social Networks in P2P Data Mining

Social networks and semantic overlay networks are combined to apply in P2P data
mining. Two-layer architecture was proposed in [31]. One is social network (SN)
layer. The users in this layer connected randomly or maybe they are friends. The
other is semantic overlay network (SON) layer (see Fig. 12.18). The users in this
layer are clustered with respect to their interests. As shown in Fig. 12.18, users
colored yellow are in one SON and the rest blue users are in another SON. Suppose
the white user have common interests with both two SONs.

Here, it is noted that each node has two identities in this system. The function of
SN layer is to share information conveniently among nodes. And it is based on the
properties of small world. The function of SON layer is to improve query efficiency.
If a node wants to join the SN, it only randomly connects two nodes and then makes
several connections with some nearest neighbors. For instance, after node C joins
the system, it will connect with nodes A and B. In addition, there is a semantic
vector (SV) whose function is to record the interest information and a list of nodes
that have the same interests. Euclidean distance is used to distinguish the similarity
between two SVs. When a new node wants to join the SV that is too large, the SV
will separate into two sub-SVs according to their content.
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Fig. 12.18 Semantic overlay network (SON) layer and social network (SN) layer

In order to reduce the overhead of control messages, each node usually forwards
share information at most six times. After a node receives share information, it
only broadcasts to the neighbors in the contact list in the SN layer. If the node
has received the same share data, it will not relay to others. This approach probably
facilitates the spread of new share file knowledge because most nodes in SN have
short paths. SON layer uses rumor spreading to forward knowledge. Users are
classified to three states and they can forward share data on the basic of their
interests at a certain probability. This approach probably reduces the data traffic
that some users are not interested in.

When nodes want to search data, it will first check whether the query is in its
SON. If so, it will broadcast the query to its neighbors and find the node that has
the most similarity. If not, it will first search for the similar SON and send the query
to that SON. To obtain better performance, each searching will be recorded in the
vector for next query.



322 J. Huang et al.

a b

Fig. 12.19 Network coding in butterfly topology

Social Networks in P2P Networks Using Network Coding

Network Coding

Network coding [12–16] is the breakthrough of network information theory. One of
its advantages is to improve throughput. It can be illustrated by Butterfly topology.
As shown in Fig. 12.19a, an acyclic (directed graph without cycles) and delay-free
network with unit-capacity link is given. The source node S will send two bits a and
b to Sink R1 and Sink R2. Let us consider what the average maximum throughput
is in Butterfly topology [17].

Because the link UV is a bottleneck, it can only transmit one bit each time if only
routing is allowed. Thus, sink R1 can get 2 bits a and b while sink R2 can get only
1 bit b. Or, sink R2 can get 2 bits a and b while sink R1 can get only 1 bit a. Hence,
the average maximum throughput of the sinks R1 an R2 is 1.5 bits/sink.

If network coding is adopted, the average throughput of sink R1 an sink R2 can
reach 2 bits/sink. As shown in Fig. 12.19b, the intermediate node U does encoding
(a ˚ b ), and node V multicasts this encoded message to sink R1 and sink R2. Thus,
sink R1 can decode to get a and b after receiving a and a ˚ b. Likewise, sink R2

can decode to get two bits a and b after receiving b and a ˚ b.
In essence, network coding can allow information to be compressed, whereas

commodity can not be compressed in classical information theory. Therefore,
network coding theory is also called network information flow theory.

Random Network Coding (RNC)

Above network coding belongs to the centralized code construction algorithm. In
order to apply to decentralized networks, such as P2P networks, it is necessary
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Fig. 12.20 Principle of
random network coding

to construct distributed network coding algorithm. That is random network coding
(RNC) [18]. The main idea of RNC is as follows. The source will send combination
(i.e., by means of linear network coding) to its outgoing links, while the non-source
nodes will combine messages from its incoming links and forward combinations to
its outgoing links.

As shown in Fig. 12.20, an acyclic graph with unit capacity is given. Suppose
that the source node S will send two messages X1 and X2 to two sinks (R1 and R2)
by means of RNC. Coefficients 
1 
 
6 will be chosen randomly in finite field F .
The procedure is as follows: S sends combination C1 D 
1X1 C 
2X2 to node A and
sends combination C2 D 
3X1 C 
4X2 to node B; node A sends combination C1 to
node U and Sink R1; node B sends combination C2 to node U and sink R2; node U
combines two combinations from its incoming links AU and BU, then U creates a
new combination C3 D 
5C1 C 
6C2 and sends it to sinks R1 and R2.

As for sink R1, it receives two combinations as well as their corresponding
coefficients so that sink R1 can decode X1 and X2 using Gauss-Jordan elimination,
i.e., to solve the following two equations. Note, the higher independency of the
coefficients, the higher successful decoding probability.

�
C1 D 
1X1 C 
2X2

C3 D .
5
1 C 
6
3/X1 C .
5
2 C 
6
4/X2

; (12.3)

As for sink R2, it can decode X1 and X2 in the similar way.

Social Networks in P2P Networks Using RNC

The typical instance of P2P file downloading using RNC is Avalanche [19]. The
typical instance of P2P live streaming using RNC is R2 [20]. The typical instance
of P2P VoD using RNC is UUSee [21]. In addition to considering computation cost
of coding and decoding, another crucial issue is successful decoding probability
at the receiving nodes. Wu et al. [22] present that topology of P2P live streaming
shows some properties of small world. Chen et al. [23] use experimental results to
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Fig. 12.21 Comparison between IP stack and CCN/NDN stack

show that it will have high successful decoding probability in small world networks
than in random networks. This result may be explained by the small world theory.
The small world network has high cluster coefficients (i.e., high connectedness)
so that it is of high probability to have more edge-disjoint paths. Consequently,
the independency is of high probability for receiving nodes to decode successfully.
Thus, social networks can help P2P networks using random network coding.

Social Networks in P2P Content-Centric Networking/Named
Data Networking

Content-centric networking (CCN) or Named data networking (NDN) (http://
www.named-data.net/index.html) [24] is a brand-new framework for the future
communications. The main idea of CCN/NDN is to replace where with what. In
other words, CCN/NDN focuses on content instead of location (in terms of IP).
Subsequently, it is of better abstraction for CCN/NDN to use named data rather
than named hosts (in terms of IP). The comparison between IP stack and CCN/NDN
stack is shown in Fig. 12.21. The thin ‘waist’ of CCN/NDN stack is named data
instead of IP. That is why CCN is also called named data networking (NDN).
Another excellent property of CCN/NDN is that it is sufficiently compatible with
IP. Consequently, CCN/NDN can be deployed incrementally based on existing
infrastructure [24].

There are two types of packets in CCN/NDN [24]: interest packets and data
Packets (see Fig. 12.22). A data consumer sends request for content by broadcasting

http://www.named-data.net/index.html
http://www.named-data.net/index.html
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Fig. 12.22 Two types of
CCN/NDN packets

interest packets over all available connectivity. Any data producer/owner hearing
the interest will response with data packets. The advantage of above mechanism in
terms of content is high probability of sharing. Because interest and data identify the
content being exchanged by name, multiple nodes interested in the same content can
share transmission. For instance, many data consumers read the same newspaper or
watch the same YouTube video [24]. In addition, CCN/NDN that uses named data
also helps to find the content more quickly/actually than IP when using DHT.

Social networks and CCN/NDN are naturally matched. On one hand, CCN/NDN
uses contents (i.e., named data) and interests. On the other hand, social networks
have many clusters in terms of same/similar interests. If one member in a cluster
is interested in certain content, other members in the same cluster will also be
interested in same content. If CCN/NDN is adopted in this social network, the
CCN/NDN data packets can serve for almost all the members in this cluster. This
results in great saving in terms of bandwidth.

Conclusions

This chapter introduces the primary social network theories and their applications
in P2P networks. It can be seen that there exists a trade-off between searching
efficiency and protecting privacy in social networks. Specifically, social networks
can be combined with CCN/NDN technology, which is a brand-new framework for
future communications.
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Chapter 13
Intelligent Social Network of Devices

Arpan Pal, Chirabrata Bhaumik, Priyanka Sinha, and Avik Ghose

Abstract People participate in social networks today whereas devices do not.
Devices can generate a lot of data that can augment information in a social network.
This chapter deals with how devices can contribute to a social network used by
people. It describes the need for devices to detect user activity and allow other
users to interact using that information, thereby creating an immersion of the real
and virtual worlds. It discusses the enabling technology and associated problems
in making a social network of devices work. Further, it outlines benefits to people
participating in an intelligent social network of devices.

Introduction

Devices may form a network and exchange information amongst them to sense and
actuate each other. Such devices can be car infotainment and telematics platforms,
smart phones, set top boxes (STB) of different variety (cable, satellite, IPTV and
over-the-top) and consumer electronic products (CEP) like refrigerator, microwave,
television (TV), air conditioner, etc. For example, an intelligent refrigerator can
sense the load and perhaps even differentiate amongst some food items. This
information can be sent for analysis via a home gateway. Analytics will have a
history of the refrigerator load for that user and correlate it with a chat session or
online calendar to be aware of an upcoming party. Once it receives this information,
it will adjust its cooling system to ensure drinks are chilled the party.

Current social networks allow people to upload their daily life updates for
friends and families to view and comment (like FacebookTM, OrkutTM, TwitterTM,
MyspaceTM, FriendsterTM, etc.). They also allow people to engage in virtual
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activities like games, chats, watching of videos in a virtual social community.
However, most of these updates are generated by people who input this data through
a physical computing device and very little of their daily status updates are enhanced
by intelligent devices around them. At some point people will find that they spend a
disproportionate amount of time trying to involve themselves with their virtual lives
that it starts hampering their real lives. By relieving some of this stress via intelligent
devices, it will create for a richer virtual experience as well as save people’s time.
This chapter will discuss how devices can discover and update people’s context
like presence as they move to different locations, real life activities (such as TV
watching) and moods. It will also depict how people react to such updates and
thereby interact with each other. For example, while watching TV, the TV can
tweet the program you are watching onto Twitter. This informs your followers and
friends of the same. When these friends are watching the same channel as you, they
become “closer” friends in the virtual world and your “trust” in them automatically
upgrades.

The rest of this chapter is organized as follows. Section “Technology” outlines
the various technologies involved with an intelligent social network of devices. Sec-
tion “Use Cases” describes use cases benefiting people that may be possible using
such devices. Finally, in section “Conclusion” we conclude with our experiences
with such a system.

Technology

This section discusses the various technologies related to enabling intelligent
social networks of devices to function. It mentions problems specific to devices.
We assume that all concerned devices have some form of connection to a local
network or Internet. In the case of devices in a home, a device with home gateway
functionality that interacts with all the devices can be assumed as well.

To become part of web applications, devices will need a way to communicate
with internet services. This can be done using Representational State Transfer
(REST) and CEA 2014 standard [1] HTML. This section details these technologies
first. Next, OAuth is slowly becoming the standard in authenticating and authorizing
online activity in social networks. We describe the OAuth mechanism and outline
its problems and possible workarounds in relation to devices. Thereafter, we explore
the problem of identifying who is the physical (virtual) owner of the device whose
information it handles. Lastly we propose architecture for this system of intelligent
devices participating in social networks.

REST

REST is a software architectural style for distributed hypermedia systems like the
World Wide Web. The term originated in a 2000 doctoral dissertation Architectural
Style and the Design of Network-based Software Architectures about the web
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written by Roy Fielding [2], one of the principal authors of the HTTP protocol
specification, and has quickly passed into widespread use in the networking
community. It is a light weight architecture and generic for information exchange
in comparison to standards like Simple Object Access Protocol (SOAP) [3]. This
makes REST a good choice for interchanging information for devices, especially
since some of them may be resource constrained.

REST is intended to evoke an image of how a well-designed Web application be-
haves: a network of web pages (a virtual state-machine), where the user progresses
through an application by selecting links (state transitions), resulting in the next
page (representing the next state of the application) being transferred to the user
and rendered for their use [4]. In simpler terms, a web app consists of a set of web
pages. These web pages represent states of the application. Clicking on links in the
web pages causes a transition from one web page, that is, state to another.

REST strictly refers to a collection of architectural principles called the Princi-
pled Design of the Modern Web Architecture. This term is also used to describe
any simple interface that uses XML, YAML, JSON or plain text over HTTP without
an additional messaging layer such as SOAP. These two meanings can conflict as
well as overlap. It is possible to design any large software system in accordance
with Fielding’s REST architectural style without using the HTTP protocol and
without interacting with the World Wide Web. It is also possible to design simple
XML C HTTP interfaces that do not conform to REST principles, and instead
follow a RPC model. The two different uses of the term REST cause some confusion
in technical discussions.

The key design principles that REST’s scalability and growth can be attributed
to are:

1. Application state and functionality is divided into resources.
2. Every resource is uniquely addressable using a universal syntax for use in

hypermedia links.
3. All resources share a uniform interface for the transfer of state between client

and resource, consisting of

(a) A constrained set of well-defined operations.
(b) A constrained set of content types, optionally supporting code-on-demand.

4. A protocol that is

(a) Client/Server
(b) Stateless
(c) Cacheable
(d) Layered

REST founders claim that REST [2]:

• Provides improved response times and server loading characteristics due to
support for caching.

• Improves server scalability by reducing the need to maintain communication
state. This means that different servers can handle initial and subsequent requests.
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• Requires less client-side software to be written than other approaches, because a
single browser can access any application and any resource.

• Depends on less vendor software than mechanisms that layer additional messag-
ing frameworks on top of HTTP.

• Provides equivalent functionality when compared to alternative approaches to
communication.

• Does not require a separate resource discovery mechanism, due to the use of
hyperlinks in content.

• Provides better long-term compatibility and evolvability characteristics than
RPC. This is due to:

– The capability of document types such as HTML to evolve without breaking
backwards-or-forwards-compatibility, and

– The ability of resources to add support for new content types as they are
defined without dropping or reducing support for older content types.

REST detractors note the lack of tool support and the scarcity of truly RESTful
applications deployed on the web of today. HTTP defines the GET, POST and PUT
requests. Some claim that REST is applicable to GET, but unproven for other state
transfer operations such as PUT. POST is often considered the only necessary client-
to-server state transfer operation, and is treated as a mechanism to tunnel arbitrary
method invocations across HTTP.

It is evident that the REST server is a simple web server supporting very minimal
web methods as show in Fig. 13.1. Its feasibility is supported by [5] that describe
REST in a low power sensor network setting. Furthermore, mongoose [6] is an
example of a small footprint REST web server for resource constrained embedded
devices. This paves the way for the REST client and server to be implemented in
devices that would need to exchange information. For an IP-enabled refrigerator, as
a REST client, it can update its sense data to analytics REST server. To actuate the
refrigerator to chill drinks for a party, the analytics REST client can converse with
the refrigerator’s REST server.

CE-HTML

CE-HTML is a standard for web interfaces for consumer electronics (CE) devices
as specified by the CEA 2014 standard [1]. It is fast gaining as the interface of
choice on television (TV), set top boxes (STB) and other CE devices. It requires
a web browser to be built-in the device. This browser should be able to render
XHMTL/CSS. It should be able to interpret Ecmascript 262 which is a variant of
Javascript. It should support XMLHttpRequest to send http requests and handle
its responses from within the script. This allows rich interactive user interfaces
(UI) and apps to be built. Web pages that conform to CE-HTML standard have
a MIME type of “application/ce-htmlC xml.” CE-HTML uses profiles that express
the capabilities of the device. For example, on TV and STB, it exposes an embedded
object tag. This object tag can control the video output. It allows for resizing and
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Fig. 13.1 The protocol flow of REST

positioning of the TV video output on any part of the screen as embedded within
a web page. OreganMedia [7] is one such browser for STB. For an IP-enabled
refrigerator, the display UI on the front of the refrigerator could be in CE-HTML.

On STB, CE-HTML, allows blending video content with web content. However,
it does not allow applications access to the video frames. This limits the type of
applications to those that cannot derive context from the TV video. They can draw
user context from the electronic program guide (EPG), the Internet but not from the
TV video. Therefore, presently, CE-HTML cannot be used for synchronous (where
device context is used) applications when content from the device is not accessible,
such as video frames in TV.

OAuth for CE devices

Introduction

OAuth is an authentication and authorization standard for web-services. There
are currently three versions available: 1.0, 1.0a and 2.0. TwitterTM & GoogleTM

currently use version 1.0a, while FacebookTM has adapted version 2.0. Most of
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My webapp requestToken api.twiiter .com

oauth_token

Fig. 13.2 A twitter webapp requesting for a request token using its web 2.0 API

USERNAME

PASSWORD

DENY ALLOW

oauth_Verifier
My webapp

Fig. 13.3 Once the authorization URL is visited, the final verifier information is sent and a session
oauth token is requested

the implementations require a callback URL to be specified that points to a web
server where control is passed after authorization. User intervention is usually
required for authorization. This scheme has not considered the existence of devices
communicating in a social network. We consider workarounds to the same.

Protocol Overview

• The first HTTP request for OAuth is a request for a temporary token as shown in
Fig. 13.2

• The next step is authorization of that temporary oauth token with the web 2.0
service as shown in Fig. 13.3. In order to authorize, the user is asked for its
username and password to choose to allow or deny access to its data.

• With the authorized oauth token and oauth verifier, the access token is now
demanded from the web-service.

All these requests use a HMAC-SHA-1 signed authorization header. The autho-
rization header uses the access token and secret to sign. A detailed explanation of
OAuth 1.0a for TwitterTM can be found at the web page describing authentication
for TwitterTM [8].

Implementation Challenges and Workarounds

Problem Statement

Devices that communicate with social networks need to be able to use OAuth. In
order to implement OAuth in Javascript, the HTTP headers need to be set correctly
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and the base string needs to be constructed right. Compound to this the lack of
support for cross domain XMLHttpRequests in the Opera browser. The Opera
browser is one of the popular choices in embedded systems such as STBs. Cross
domain XMLHttpRequests would be required if the web application is a set of web
pages local to the device.

Implementing OAuth in C language can be considered as most embedded web
browsers running on IPTC set top boxes expose native C APIs. Liboauth [9] is
an open source C library specifically designed to handle oauth. Liboauth uses the
library libcurl [10]. Presently, we have found that with the latest libcurl builds,
handling of OAuth http requests is not handled correctly.

Solution

There is an alternative manner for devices to access web 2.0 APIs of popular web
services. It is by introducing a proxy webapp on a server that interacts with the
social network API and serves the data from it to clients on the devices. There
are numerous open source libraries that implement various versions of OAuth.
Therefore, the easiest way to obtain user specific data from popular web services
is to host a webapp. This webapp would then expose web pages to which requests
can be directed from the devices. As described above, in order to authorize a request
token, a user needs to enter their username and password and click on “Allow.” On a
STB, this may be a one time setup. On first boot, the username and password may
be set and the access token cached. As long as the box is powered up thereafter, no
further login needs to happen. The username and password are cached in persistent
storage by the Opera browser wand and on future reboots, the user just needs to click
on “Allow,” thereby reducing the number of key presses that make for comfortable
data entry.

Sample Implementations

There are various libraries available that implement OAuth in different languages.
For example, FacebookTM has an open source Javascript API. For TwitterTM, open
source JavaTM libraries such as Scribe [11] and Twitter4J [12] are available.

FacebookTM Javascript SDK

For FacebookTM, to initially login:

• FB.init is called first with the API key to initialize the library.
• FB.login is called to then authorize. This throws a popup from the server to login

and allow access to the app. When the callback is involved with a success, the
API can be used to query for meaningful results.
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Once logged in, FacebookTM API can be used via FB.api. This includes both
graph API and old REST API calls. For example, to view the updated wall status
messages as a ticker on the bottom of the TV, we can obtain the home news feed,
using FB.api(me/home, handlerFunction). The web server address URL also needs
to be updated on the FacebookTM developer applications Connect URL setting for
the whole setup to work.

TwitterTM Using Java

In case of TwitterTM, we use the Scribe library [13] and Java Server Pages (JSP).
On the web server we maintain the users’ consumer key, consumer secret, access
token and other information in a file. When the STB user first accesses the webapp
to login to use Twitter, the webpage is redirected to authorization of the oauth token
by Twitter. Once logged in, the webapp is able to correctly sign any request headers
on behalf of the user. Applications of this are for example, the STB may tweet
the current program being watched by sending a request to http://api.twitter.com/1/
statuses/update.json. At the same time, the users’ public timeline may be available
as a ticker at the bottom of the screen by sending a request to http://api.twitter.com/
1/statuses/home timeline.json. This timeline gives both the users own statuses as
well as those the user is following.

Authentication and Registration

All devices in the system under consideration are IP-enabled having some form of
connection to a local network or Internet. In order for devices to become part of a
social network they need to be tagged to a consumer. This gives rise to the problem
of identifying which group(s) of users a device belongs to. Who is the physical
(virtual) owner of the device whose information it handles? This problem includes
identifying the physical community to which a device belongs as well as storing
and managing of user profiles. For example, a wifi refrigerator may have to choose
between the different neighboring wireless networks and will need user input in
associating with the right one. It may also need a one time registration of who uses
the microwave to enable personal settings.

This requires a one time authentication and registration on a device. We assume
that all these devices have some form of UI, either via the web or command line
interface (CLI) or onboard display, etc. XML or JSON allows structured data to be
represented, transformed and used by all applications. We expect XML or JSON to
be the form in which data is interchanged between connected devices. All semantic
information is expected to be captured and communicated in XML or JSON.

http://api.twitter.com/1/statuses/update.json
http://api.twitter.com/1/statuses/update.json
http://api.twitter.com/1/statuses/home_timeline.json
http://api.twitter.com/1/statuses/home_timeline.json
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Internet of Things

In computing, the Internet of things, also known as the Internet of objects, refers to
the networked interconnection of everyday objects. It has been described as a self
configuring wireless network of sensors whose purpose would be to interconnect
all things. The concept is attributed to the former Auto-ID center, founded in
1999, based at the time at the Massachusetts Institute of Technology (MIT). As
of now, Internet of objects encompasses all the embedded devices and networks
that are natively IP-enabled and Internet-connected, along with the Internet services
monitoring and controlling of those devices. It is made up of IP-enabled embedded
devices connected to the Internet that includes sensors, machines, active positioning
tags, radio-frequency identification (RFID), etc. [14]. The devices that we consider
participating in social networks invariably are all IP-enabled and hence form an
Internet of things. For example, an IP-enabled refrigerator is a thing as is a IP-
enabled microwave oven. Both these items when connected to the Internet, become
capable of interacting not with just each other, but also analytical servers, and can
decide without human intervention to operate them or change their operational
settings.

Although the idea is simple, its application is difficult. If all objects in the world
were equipped with minuscule identifying devices, we can become more dependent
on them to ease our daily lives. Such a system could greatly reduce the chances of
a company running out of stock or wasting products, as all involved parties would
know exactly which products are requires and consumed. Mislaid items and physical
theft would be affected by the fact that the location of an item would be known at
all times.

If all objects of daily life were equipped with radio tags, they could be identified
and inventoried by computers. Finding their physical location would be as easy as a
database query. The next generation of Internet applications using Internet Protocol
Version 6 (IPv6) would be able to communicate with devices attached to virtually
all human-made objects because of the extremely large address space of IPv6. This
system would therefore be able to identify any physical object.

The Internet of things will likely be a non-deterministic and open network. It
will consist of auto-organized or intelligent entities such as web services and service
oriented architecture (SOA) components, virtual objects such as avatars. These will
be interoperable and able to act independently. They would be able to access context,
circumstances and their environments. They would use that to pursue their own
objectives or cooperate towards a shared goal.

The system will likely be an example of event-driven architecture. The meaning
of an event will not necessarily be based on a deterministic or syntactic model but
would instead be based on the context of the event itself: this will also be a semantic
web. Consequently, it will not necessarily need common standards that would not
be able to address every context or use; some actors such as services, components,
avatars will accordingly be self-referenced and, if ever needed, adaptive to existing
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common standards. Predicting everything would be no more than defining a “global
finality” for everything that is just not possible with any of the current top-down
approaches and standardizations. In semi-open or closed loops, that is, value chains,
whenever a global finality can be settled, it will therefore be considered and studied
as a complex system due to the huge number of different links and interactions
between autonomous actors, and its capacity to integrate new actors. At the overall
stage, that is, full open loop, it will likely be seen as a chaotic environment since
systems have always finality.

In an Internet of things, the precise geographic location of an object and also the
precise geographic dimensions of an object will be critical. Currently, the Internet
has been primarily used to manage information processed by people. Therefore,
facts about a thing, such as its location in time and space, has been less critical
to track because the person processing the information can decide whether or not
that information was important to the action being taken, and if so, add the missing
information or decide to not take the action. Note that some things in the Internet
of things will be sensors, and sensor location is usually important. If in the Internet
of things, things are able to take actions on their own initiative, this human-centric
mediation role is eliminated, and the time-space context that we as humans take for
granted must be given a central role in this information ecosystem. Just as standards
play a key role in the Internet and the Web, geo-spatial standards will play a key
role in the Internet of things.

System Architecture for Social Network of Devices

For all the devices in a home or in any vicinity to be connected via IP (as per norms
of Internet of Things), and exchange information through a simple REST based
implementation, there is the need for a central hub which will act as a server for all
such REST services which are called the devices to POST their experience, that is,
the devices can share their current status or participate in decision making via the
REST server.

The concept is that each device will gather data from users’ interaction with it.
For example, a refrigerator will record that a user is putting in extra food, that is,
greater than the users “usual” food storage. Similarly, the washing machine will
record that the load is more than usual. This information will be computed upon
to detect events that will be posted to a residential gateway as an experience. The
gateway shall collect a series of such experiences to create a story using semantic
analysis and then expose it to the social network of the user. It may take the help of
an analytical server in an offshore cloud environment as well.
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Fig. 13.4 System architecture for Social Network of Devices

Use Cases

One of the goals of a social network of devices is to reduce the workload on people
and increase meaningful interactivity between them. This leads to immersion in
applications, that is, being able to bridge the real world with the virtual world
with two way communication between the two. For example, gaming has become
more social and immersive with real physical devices being used to track virtual
movements in games (Fig. 13.4).

TV applications are becoming more context-aware by utilizing context sensitive
information. Software can extract context from TV via online character recognition
(OCR) of text in the video, by detecting the channel logo in analog TV and also by
pulling in information from the EPG. This context provides the starting point with
which related interesting information is gathered from other web services. It is then
used to suggest actions, do background tasks such as downloading related videos,
or even overlaying that information over the TV.

As devices become intelligent by being social, they can take decisions as well
and thus reduce our work. They shall have all the capability to make everyday
mundane decisions. By profiling different users of a device, they can make
meaningful predictions in user behavior that would give a more pleasant, less
intrusive experience.

This section enlists potential use cases and advantages people will most likely
get if they make use of such ubiquitous devices participating in social networks.
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Social Television

Social Television is a general term for technology that supports communication
and social interaction in either the context of watching television, or related to TV
content. It also includes television-related social behavior, devices and networks.
Social television systems can for example integrate voice communication, text
chat, presence and context awareness, TV recommendations, ratings, or video-
conferencing with the TV content either blended directly on the screen or by using
ancillary devices such as an ebook reader, laptop, netbook or tablet. Social television
is a very active area of research and development that is also generating new services
as TV operators and content producers are looking for new sources of revenue.
While a number of existing social television systems are still at a conceptual stage,
or exist as lab prototypes, beta or pilot versions recent systems like Tunerfish [15] or
Boxee [16] are available commercially. Tunerfish and FanTalkTV [17] are examples
of direct-to-consumer offerings, while white-labeled social TV platforms have also
emerged such as LiveHive Systems [18] which allow TV networks and operators
to offer branded social TV applications. Social TV was named one of the 10 most
important emerging technologies by the MIT Technology Review in 2010 [19].

The concept of socializing around TV content is old. But Social TV is increasing
interactivity around shared programming both live and time-shifted. In an attempt
to recapture the social aspects of television lost since the advent of multiple-
screen households, which discourage gatherings to watch television together, social
television aims to connect viewers with their friends and families even when they
are not watching the same screen. As a concept, social television is not linked
to a specific architecture such as cable, IPTV, peer-to-peer delivery, or internet
television. Nor is it necessarily limited to a traditional television screen, but could
also be presented on a computer or handheld device such as a cell phone, tablet or
netbook.

Social TV started in the early 2000s with limited success as the creation of the
shared connections was cumbersome with a remote control and the UI design made
the interaction disruptive to the TV experience. Social networking has made Social
TV suddenly feasible, since it already encourages constant connection between
members of the network and the creation of like minded groups. The shared content
and activities often relate to TV content.

The market of Social TV is growing fast and multiple startups have recently
appeared in the field. According to a Parks Associates Industry Report [20],
over one-fourth of users ages 18–24 are interested in having more social features
integrated into their TV-experience. The most desired social experience was in
multiplayer games, though a close second was to chat with others who were
watching the same program. Generation Y, those currently 18–28 years old, have
been found to actually access the internet more often than they watch television.
The same research shows that 42% of the members of this generation access an
Internet video at least monthly. And the industry is taking note: popular video sites
are now more and more allowing viewers to interact.
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Fig. 13.5 Posting of current channel by STB

The main research areas include the creation of a simple user experience across
multiple platforms that encompass aspects of development platforms, devices and
networks. Also necessary are easy ways to filter casual acquaintances their social
network from “real” friends or affinity circle members, with whom an individual
would actually want to share thoughts or comments in a more private environment.
Also because of the multiplicity of platforms recent work has also addressed the
networking fundamentals behind Social TV.

Posting of Current Channel by STB

The following provides an insight into how device interactivity can enrich social
networking. The use case provides an infrastructure for STB to update a server
with viewership data for a particular user. This leads to a social database of people
watching the same channel which helps realize an implementation of social TV
networking on broadcast TV. Brief architecture of the device is shown below in the
Fig. 13.5.
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Once the current channel on the STB is extracted from the video, it can be posted
on the STB users’ FacebookTM id.

Connected TV

A connected TV is a platform that enabled creation of personalized applications. It
is IP-enabled. It can be enhanced to pair with all the devices in a home and provide a
unified gateway to a personalized experience at home for its occupants. For example,
while viewing a TV show the user would like to recommend friends to view it. In
order to inform others, a small FacebookTM icon indicating like/unlike could be
blended on top of the video on the TV screen. Clicking the appropriate icon would
disseminate the information to friends. If a large number of the user’s friends and
friends of friends like the same or related TV programming, it soon reaches cult
status and becomes the hot favorite. This trending information is important to media
companies, and can take immediate action on product placements and ad revenues
based on such trends.

Pushing information of an ongoing TV program onto a social network allows a
user to query the social network and find how many and which of its friends are
watching the same to talk about it. For example, you could be viewing a broadcast
episode of StarTrek which may not be as popular as the live Super Bowl, in general,
and most people may be currently talking about the Super Bowl. Therefore, you
would be interested in knowing if any of your friends were interested in the StarTrek
episode instead. This could lead to another form of social interaction via the video
phone or cell phone or chat integrated with the TV.

Games consoles that attach to TV are also devices that provide video input to
the TV. These consoles such as the Nintendo Wii [21], the Xbox Kinect [22] allow
multiplayer options and their games are immersive. Connected TV also allows for
immersive apps on TV. At present it is possible to OCR any text that appears on
the TV frame via set top boxes [23]. The EPG information is also available in such
boxes as is a graphics plane blended with the video screen. This allows overlaying
of the TV screen with an EPG that has been enhanced with information from the
web, EPG and the OCRed text. As an example, if a movie is being played with no
EPG information and there is a text on the video identifying the movie, then this text
can be OCRed to obtain movie information. This text can be used to query a Web
2.0 service such as IMDB that returns comprehensive information about the movie.
This TV contextual information can be used by users to obtain further information.
Users can read trivia related to the cast, download subtitles in the languages not
provided by the content provider but available on the web.

This context from the TV can be directly linked to applications in surrounding
devices that may or may not be paired with the TV. The currently viewed program
information can be posted on the viewer’s social network. Then, the viewer’s social
network can be queried for friends currently viewing the same. This information can
be blended on the TV screen as shown in Figs. 13.6 and 13.7 (these screenshots are
applications on the low cost platform [23]). This allows the viewer to call them or
chat with them on their mobile phone or tablet.
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Fig. 13.6 TwitterTM notification of followers are watching the same channel

Fig. 13.7 FacebookTM strip to share with friends or indicate likeness of current program
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Distant Learning

In distant learning, when a coursework is being played on the TV, a test can be sent to
the nearest computing device simultaneously, allowing for continuous assessment.
This computing device would need to be paired to the TV beforehand for the test to
be sent automatically. Just as game scores are shared on FacebookTM, these scores
can also be published at the discretion of the student.

Social Living

The concept of social living is that your social behavior may be used as criteria using
which you get to know your friends a little better through their interests and quickly
find new friends with similar tastes as you. A FacebookTM friend who happens to
keep watching the same TV programs as you do is potentially a better, closer friend
to hang out with perhaps than the others.

The FacebookTM LivingSocial [24] app allows you to catalog books, movies,
albums, video games, restaurants, ski slopes, TV shows, and iPhone apps. These are
part of one’s daily life.

The fact is that users use their mobile phones when finding/entering a restau-
rant/cafeteria. Users use their DVD/Blu-Ray players to watch movies and other
devices like Personal Media Player (PMP) to listen to music and probably their
set top box to follow TV shows. Hence, the use of these to determine a users’ social
behavior and affinity towards certain types of people would require that these data
reach the social network from the respective devices.

The car is a system enclosed with lots of devices. In recent times, with
advancement in communication technology and social networking, a connected
social network of cars allows for a lot of social activities especially for passengers.
The in vehicle entertainment device could have access to the rest of the cars
devices. For example, it could be connected to the Global Positioning System (GPS),
the accelerometer, the onboard controller of the car. Each of these devices can
be IP-enabled and form a connected network. This would allow all the devices
to interact with each other and allow transfer of data amongst them. It would
allow the in vehicle entertainment device to be aware of the speed, rotations, fuel,
efficiency, route, location and all other sensors in the car. This car’s devices can
then communicate to cars in collocated/remote areas. Long term evolution (LTE)
Connected Car concept [25] is making it possible to have cars connected to the
Internet.

Communicating collocated cars can share information about traffic and other
road conditions such as potholes. The traffic and pothole information can be
analyzed by the onboard GPS or guidance system real-time for effortless driving.
This traffic information can be aggregated and analyzed by servers for route opti-
mizations and jam warnings. Peoples driving histories can also be made available
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for auto u insurance companies and automobile manufacturers for accurate driving
records and conditions. This is possible when the car’s device is connected to the
Internet and is exposing simple REST APIs that can be queried for data.

An application that could be enabled by connected cars is being able to
dynamically schedule people in transit. If there is a party of strangers from different
places meeting up (such as an online community, meeting offline), despite having
agreed to meet up at a specific time and place, some may not make it in time. They
and their modes of transportation can then form a social network to keep track of
where they are, how long they are going to be in transit, who will take more time
in reaching, thus allowing the group to modify plans on the fly. This application is
similar to tracking goods, materials or documents being transported in supply chain
management (SCM). In SCM, there are cases where deadlines can be missed and
on the fly rescheduling and rerouting of materials may need to be done. Connected
vehicles can help discover and recover from such cases faster.

In connected cars that are collocated, information such as amount of remaining
oil and charge (for electric cars) can be recorded. If a car has a predefined
destination, then it can estimate its own oil or charge usage. This allows it to barter
off its potentially unused oil or charge to nearby cars which may not be able to reach
a gas or charging station in time enroute to its destination.

Unified Messaging: Presence Through Devices

Unified messaging integrates messaging and communications from varied electronic
devices in a single interface and make it available to various devices. The aim is to
make communication seamless, no matter what the method. The missing piece not
mentioned that allows these technologies to be delivered together is “presence.”
If friends and colleagues are “aware” of each other’s state (e.g., available, busy, in
a meeting, or offline), they can then choose the most appropriate communication
method to use and therefore ensure effective communication.

With intelligent devices, presence detection and notification would be possible.
Devices with communications capabilities can detect if another is within close
physical proximity. A person usually carries a device on person which is connected
always. This device is usually the mobile phone. The TV and the phone can be
paired via bluetooth or wifi. Now, while watching TV, the phone need not ring
and disturb the viewer. The TV can take over the informational functions of the
phone. Any notification or calling function can now make use of the potentially
larger screen area of the TV. For example, if there are new emails to be read, they
can come up as a notification on this TV overlayed on top of the currently running
video. If the user wants, she can choose to see this message on the cell phone. If the
TV has a video conferencing facility like SkypeTM, calls can be converted to a TV
based video conference instead of a voice call on the phone. The UI design of such
a system would take into account that all the associated notifications and actions
are geared towards making the entire experience the least intrusive to one’s current



346 A. Pal et al.

mood, situation and ecosystem of devices. When the user moves out of the room
and into another, that rooms devices will pair up. If there is a TV in this room, it
could also automatically tune to the channel the user was just watching.

When the person walks to his or her car, then the cars infotainment device can
take over the phones data functionalities as well. Since the presence is now detected
here, calls may be routed to the cars phone depending on the urgency of the call as
well as road conditions. If the driver is trying to negotiate sharp turns or potholes,
an intelligent busy message is composed on the fly and the caller is informed of
the same. If the driver is cruising on the highway without much traffic, the call goes
through. This is possible since the cars onboard phone which is the present device, is
able to communicate to the cars other electronic machinery thereby giving it enough
data to be able to take an intelligent decision of the current surroundings. When at
work, the office computer would be able to detect its presence and thereby route all
calls to that person here. It would also be able to handle all kinds of notifications on
the desktop itself and direct calls to the desk phone. Such an architecture and system
would be possible as all devices are IP-enabled, and can send discovery signals
periodically to discover and pair up with devices that come into close proximity of
each other to exchange data.

Second Life

Second life is an online multiplayer social game. It involves mirroring real life
activities in a virtual setting. There are virtual properties being created, bought and
sold. There are avatars that describe the characters appearance. Social activities of
all kinds abound. This platform is entirely virtual. Only its participants, humans, are
real. By introducing intelligent devices into this game, it would bridge the real and
the virtual. There need not be any restriction in building 3D models of real homes
and offices in Second Life. Presence of a person can be tracked in the real world and
updated in Second Life. A person usually carries around a mobile phone. From this,
the persons’ location can be gathered. A one to one mapping may be kept of the
persons real location and second life location, so that people attempting to look up
this person can just send out a virtual query in second life and be returned with real
physical coordinates. It would also integrate with the persons messaging system for
unified messaging.

Instant Rating

Internet enabled devices can potentially allow its users to tag each of its events as a
“like” or “unlike.” These user choices can be propagated to the social networks such
as FacebookTM. Every instant in the real world can then be possibly tagged as “like”
and “unlike” in FacebookTM. Consider a situation where a user is at a party where
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web enabled cameras are clicking and uploading pictures of the party occasionally
to social networking websites. This would be possible with web 2.0 REST APIs
and OAuth. Before uploading though, instead of uploading random pictures, people
present at the party can be notified of their pictures. This would allow them
to “like” or “unlike” a particular picture of theirs, giving valuable feedback to
the camera to decide whether to upload the picture or not. This notification can
be sent via bluetooth to mobile phones as the people and the pictures are in close
proximity to each other. A similar situation arises with scenic places. Pictures can
be geotagged while uploading from their cameras and therefore, new tourist places
can be discovered. This can be enabled with geocoding of pictures as available via
Zonetag [26] or Placelab [27].

Restaurants

At places to eat that are currently experiencing a rush, it gets difficult to find a place
to sit. We hardly find ourselves able to accept sitting along with strangers at the same
table. With intelligent devices and social networks, we can identify as we walk into
a busy restaurant, who among the ones dining may be our closest friends. Once we
know a table that has some empty seating and that the others at the table are close
to us, we can sit together not as strangers but as friend of friends. This application
may be especially helpful in school cafeterias and bars where we would be open
to meet new people. There are currently mobile location based dating services such
as MeetMoi [28] and SKOUT [29] that intelligently match, alert and allow meeting
new people instantaneously.

Conclusion

In conclusion this chapter has covered the various aspects of creating and using an
intelligent social network of devices. It depicts that there is a need for such ubiquity
to exist as it enhances existing systems. It then lists out relevant technologies and
their shortcomings. Finally, advantages and specific use cases are described to
support the benefits due to such a system.
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Chapter 14
Social Network-Based Media Sharing
in the Ubiquitous Environment: Technologies
and Applications

Xun Luo

Abstract Ubiquitous computing paradigm fundamentally changed the relationship
between humans and computers. In the ubiquitous environment, computing func-
tionalities are naturally integrated with the surrounding objects rather than being
isolated units by themselves. Instead of requiring humans to learn how to use com-
puters, intelligence in the environment is smart enough to automatically sense and
serve users’ needs. Since the origination of ubiquitous computing concept in the late
1980s, a great amount of research and development efforts have taken place in this
field, and the paradigm has undergone substantial evolvement. As new technologies
and application models keep emerging and growing mature, many of the old goals
envisioned by ubiquitous computing researchers have turned into realities, and novel
ones become focused on, making the paradigm an actively moving target to be pur-
sued. In recent years, media sharing established itself as a hot topic in the ubiquitous
computing community, thanks to the power of several critical driving forces. An
especially important one among these forces is social networking. In this chapter, we
first present the background of ubiquitous environment, social networks, and media
sharing. In this part we illustrate why and how social network-based media sharing
is destined to be indispensable in the ubiquitous environment. Several representative
applications are subsequently examined in depth as case studies. The last part of the
chapter gives an overlook of future directions envisioned from an expert’s eye.

Background

We start by introducing the background of three concepts: ubiquitous environment,
social networks, and media sharing. For each concept, both theoretical definitions
and one or more real-life scenarios are given.
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Ubiquitous Environment

The term “ubiquitous computing,” or shortened as “ubicomp,” was coined by Mark
Weiser around 1988, who was then the Chief Technologist at Xerox Palo Alto
Research Center (PARC) [1]. As Mark Weiser and the pioneers envisioned, ubicomp
is a post-desktop model of human-computer interaction in which information pro-
cessing has been thoroughly integrated into everyday objects and activities. In the
course of ordinary activities, someone “using” ubiquitous computing engages many
computational devices and systems simultaneously, and may not necessarily even be
aware that they are doing so. This model is usually considered an advancement from
the desktop paradigm. More formally ubiquitous computing is defined as “machines
that fit the human environment instead of forcing humans to enter theirs.”

The ubiquitous computing paradigm is also described as pervasive computing,
ambient intelligence, where each term emphasizes slightly different aspects. When
primarily concerning the objects involved, it is also physical computing, the Internet
of Things, haptic computing, and things that think. Rather than propose a single
definition for ubiquitous computing and for these related terms, a taxonomy of
properties for ubiquitous computing has been proposed, from which different kinds
or flavors of ubiquitous systems and applications can be described.

Mark Weiser proposed three basic forms for ubiquitous system devices: tabs,
pads, and boards.

• Tabs: wearable centimeter-sized devices.
• Pads: handheld decimeter-sized devices.
• Boards: meter-sized interactive display devices.

These three forms proposed by Weiser are characterized by being macro sized,
having a planar form, and incorporating visual output displays. More recently,
Stefan Posland, a researcher at the University of London, relaxed each of these three
characteristics and expanded this range into a much more diverse and potentially
more useful range of ubiquitous computing devices. Hence, three additional forms
for ubiquitous systems have been proposed [2]:

• Dust: Miniaturized devices can be without visual output displays, e.g., Micro-
Electro-Mechanical Systems (MEMS), ranging from nanometers through mi-
crometers to millimeters.

• Skin: Fabrics based upon light emitting and conductive polymers, organic
computer devices, can be formed into more flexible non-planar display surfaces
and products such as clothes and curtains. MEMS device can also be painted
onto various surfaces, so that a variety of physical world structures can act as
networked surfaces of MEMS.

• Clay: Ensembles of MEMS can be formed into arbitrary three-dimensional
shapes as artifacts resembling many different kinds of physical object.

Posland’s proposals extended the ones originally proposed by Weiser. Although
the dust, skin, and clay devices still seem to be futuristic based on today’s
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Fig. 14.1 Convergence of the three “C”s: computing, communications, and consumer electronics

technologies, we can confidently assert that they will become realities in the near
future. A strong supporting evidence is that after 20 years of scientific research and
engineering development, the contemporary devices have implemented almost all
the functionalities that Weiser described, at comparable or even higher levels.

There have been two remarkable evolutions observed for electronic devices (also
called the more fancy name “gadgets” by some people) during the last decade. First
of all, with the plummeting of processor cost, increasing of processor speed and
miniaturization of processor size, three categories of electronic devices started to
show convergence. These three categories are Computing, Communications, and
Consumer Electronics, or simply put as the three “C”s. Figure 14.1 illustrates this
trend. As shown in the figure, computing devices used to include PCs, workstations,
and other forms of computers; communications devices used to mainly cover
wireless and wired phones; and consumer electronics devices used to incorporate
a wide range of special-purpose product lines such as digital cameras, media
players, GPS, and so on. With the developments in processor design and fabricating
technologies, computing devices start to gain flexible connectivity and rich mul-
timedia processing capabilities, making themselves able to fulfill communications
and media-processing tasks. For similar reasons, communications and consumer
electronics devices become more and more powerful in general-purpose processing,
and begin to be able to accomplish computing-intensive tasks. The boundaries
among the three “C”s have been truly blurred. Nowadays, it is often difficult to put
a certain electronic device with one “C” label. For example, a GPS device which
has Bluetooth radio and an mp3 player embedded clearly qualifies the classification
criteria for computing, communications, and consumer electronics devices.

The second evolution of electronic devices is that their deployed quantities
have grown explosively. In 2007, an IDC survey reported that half of the world
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population own a cell phone. This number will most likely be quite outdated at the
time when this book is published. And of course, cell phones take only a small
portion of all the “gadgets” owned by the members of our modern society. Some
non-profit task forces such as One Laptop Per Child (OLPC) strive relentlessly to
make technologies available to everyone despite of their economic status [3]. As the
price for electronic devices keeps dropping and the craving for these devices keeps
increasing, it will not be too far from seeing each and every of us accompanied by
one or more “gadgets.”

Let’s now re-visit Weiser’s definitions of Tabs, Pads, and Boards, and link
these conceptual definitions with real-life devices that have corresponding features.
Smart phones implement the Tabs concept well: they are of centimeter-range size,
have considerable computing and multimedia processing power, and are highly
mobile and pocketable. In 2009, Qualcomm released the first mobile application
processor that achieved 1-GHz clock speed. This is only less than a decade away
from the first 1-GHz desktop CPU released by AMD in 2000. The short timespan
speaks for itself about how fast smart phones have evolved. On the other hand,
global smart phone shipments have maintained a steady upward trend. In 2007,
annual shipments of smart phones outnumbered laptops for the first time – 116
million for smart phones and 108 million for laptops. After that crossover, the
gap between smart phone and laptop shipments has continued to grow larger. A
revolutionary product in the history of smart phones, as commonly regarded, is the
Apple iPhone. Powered by the novel features such as multi-touch gesture interaction
and third-party application support, over 70 million iPhones have been sold from its
announcement in October 2010.

Apple safeguarded its leadership role in technology innovation and launched
iPad, a tablet computer in April 2010. Almost all the aspects of “Pads” concept are
embodied in this product. The iPad is of decimeter-range size, has a processor of
1-GHz clock speed, and is designed for perfect handheld use. Although tablet PCs
have existed in market for quite a long time, iPad was the first tablet computer that
gained true success with regard to number of users. The success of iPad stimulated
a wave of tablet computer product development. During the 2011 annual Consumer
Electronics Show held in Las Vegas, over a 100 tablet computer models were
exhibited by various manufacturers.

Devices that resemble closest to “Boards” concept are probably the smart TVs
and high-resolution display walls. A decade ago, an overwhelming majority of TVs
were analog and CRT tubes were the display components for them. Contemporary
TVs equip themselves with wireless or ethernet connectivity, as well as state-
of-art media processors. TV vendors are trying best to add intelligence to their
products with the hope to make TVs the center of home computing experience.
With these demands going on, two Internet giants have released their products to
cater the need for smart TVs. As shown in Fig. 14.2, the Yahoo! TV gadgets are
pure software applications that can be executed on TVs with media processor, while
the Google TV can be either a software solution just like Yahoo! TV gadgets or a
software/hardware combined solution that runs on OEM-made set-top boxes.
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Fig. 14.2 Yahoo! TV gadgets and Google TV

Fig. 14.3 A large tiled display wall with 18 display units (Picture courtesy of Tom DeFanti,
UCSD/Calit2)

In the academic arena, researchers have been actively exploring the opportunities
for high-resolution display walls [4]. These display walls are usually constructed
using a group of cluster-driven single display units, with advanced rendering
and displaying management middleware. The back-end computer cluster provides
abundant computing power to the walls, making them unquestionably high-end with
regard to both displaying and computing aspects. Figure 14.3 shows such a display
wall built by the researchers at the California Institute for Telecommunications
and Information Technology (Calit2), a research institution at the University of
California, San Diego (UCSD). The display wall has been serving as the platform
for many research disciplines such as visualization, interaction, video analytics, and
scientific collaboration.

It is deemed by many scientists that high-resolution tiled displays are the
precursors of smart walls and windows of the future.

After the in-depth discussion of ubiquitous devices, the concept of ubiquitous
environment becomes clear: it is the environment within which ubiquitous devices
exist, interact with each other seamlessly, and serve the users’ needs in a natural
fashion. Figure 14.4 shows several representative user interfaces for contemporary
TVs, a.k.a the “Boards” in Weiser’s nomenclature. These user interfaces are
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Fig. 14.4 Representative 10-foot user interfaces

designed to be used at normal viewing distance of TVs, and thus gained the name
“10-foot User Interfaces.” Some more advanced ubiquitous devices, such as the
Microsoft Kinect [5], are device-free and respond to user’s full body motion for
human-computer interaction. It is also worth pointing out another important concept
which is related to the ubiquitous environment: cloud computing. The fundamental
concept of cloud computing is that the computing is “in the cloud” i.e. the processing
(and the related data) is not in a specified, known, or static place(s). This is in
opposition to where the processing takes place in one or more specific servers that
are known. With cloud computing, the ubiquitous environment surrounding a user is
not only just the environment within physical proximity but also the resources and
ubiquitous devices available through “cloud access.”

As illustrative examples for the ubiquitous environment concept, we present two
real-life scenarios: at home and on-the-go. In the at home scenario, the TV in the
living room, the smart phone accompanying the user, and a network connected
picture frame in the bedroom are the ubiquitous devices in the user’s vicinity. The
three devices automatically link with each other through a home wireless access
point, and formed the ubiquitous environment at home to serve the user’s needs.
In the on-the-go scenario, the mobile phone carried by the user automatically joins a
peer-to-peer network formed by other mobile phones in the proximity; these phones
then intelligently share video and music files with each other, catering to the owners’
needs. As we can see from these scenarios, ubiquitous environments can be based on
a relatively fixed infrastructure, or ad hoc formations of a set of ubiquitous devices
and the services provided by them. More details about these two scenarios will be
discussed later in this chapter.
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Fig. 14.5 An example of
social network structure
(Picture courtesy of
Wikipedia)

Social Networks

In 2010, Columbia Pictures released the movie The Social Network which achieved
a remarkable box office success. This movie based itself on the social-networking
website Facebook, about the Internet tycoon’s founding and related lawsuits.
Whether or not the movie plot reflects the true stories of Facebook is a matter of
controversy. However, as the large number of audience manifested, few would argue
that social networking has become a common part of our daily life. The Facebook
website alone has over 600 million active registered users as of January 2011 [6].
Other representative social networking websites include MySpace, LinkedIn, just
to name a few. The most common forms of social structure on these websites are
friendship and professional networks.

Although people often refer to “social networking websites” as “social
networks,” concept of the latter is actually much broader than that of the former.
In general, a social network is a social structure made up of individuals (or
organizations) called “nodes,” which are tied (connected) by one or more specific
types of interdependency, such as friendship, kinship, common interest, financial
exchange, dislike, sexual relationships, or relationships of beliefs, knowledge, or
prestige.

Figure 14.5 illustrates an example of social network structure, from which
some interesting characteristics can be observed. Comparing to traditional points
of view, social networks provide drastically different perspectives to look at the
relationship among social entities. In a social network, a specific individual node
can be analyzed by how it is impacted by its connected peers, or vice versa.
The yellow node in Fig. 14.5 (shown as a lighter node in black-and-white prints)
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is apparently more significant than many other nodes, because it is connected to a
considerable number of peers and served as a hub in the social network.

As of now, readers should have gained enough familiarity with social networking
websites. In addition to these, in section “Ubiquitous Environment,” we have also
seen ad hoc social networks built on location proximities. In the following, another
real-life global social network called GLIF [7] is described which is based on
scientific collaborations.

GLIF (The Global Lambda Integrated Facility) is a worldwide laboratory for
application and middleware development that utilizes a network of interconnected
optical wavelengths (also known as lambda grids). In fibre optic telecommuni-
cations, wavelength-division multiplexing is a technology that enables a single
optical fibre to carry multiple signals by using different wavelengths (or colours)
of laser light for each of them. This allows for a significant increase in transmission
capacity, bi-directional capability, and physical separation of channels. GLIF takes
advantage of the cost and capacity advantages offered by optical multiplexing, in
order to build powerful distributed systems that utilize processing power, storage,
and instrumentation at various sites around the globe. The aim is to encourage the
shared use of resources by eliminating a lack of network capacity as the traditional
performance bottleneck.

The GLIF participants are organizations that share the vision of optical inter-
connection of different facilities, and who voluntarily contribute network resources
(equipment and/or lambdas) and/or actively participate in activities in furtherance of
these goals. Seamless end-to-end connections require a high degree of interoperabil-
ity between different transmission, interface, and service implementations, and also
require harmonization of contracting and fault management processes. The GLIF
Technical and Control Plane Working Groups are technical forums for addressing
these operational issues.

Clearly, the GLIF can be abstracted into a social network representation (V, E)
which consists of a set V of network nodes and a set E of edges connecting nodes
in V. As shown in Fig. 14.6, each GLIF participant on the map is a node in V.
Because the institutions in the U.S. outnumber other geographical areas in the
world, node density in the GLIF social network is higher in the USA than any other
countries and regions. Furthermore, the US institutions have formed some “inner
social networks” of their own. National LambdaRail (NLR) [8] is one of such “inner
social networks.” NLR is owned by the US research and education community and
is the ultra high-performance, 12,000-mile innovation platform for a wide range of
academic disciplines and public-private partnerships. Figure 14.7 displays a map
of NLR.

It starts to get interesting when discussion about how the set of edges E in
the GLIF social network should be defined starts. As mentioned earlier, edges in
the social network denote interdependencies among the network nodes. Different
types of interdependency thus lead to different defined edge sets. One way to
look at interdependencies is to make observations at different layers. If the study
is undertaken at the infrastructure layer, then each lambda in the infrastructure
can be treated as an edge between two nodes. For example, each of the optical
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Fig. 14.6 The world map of GLIF infrastructure (Picture courtesy of GLIF)

Fig. 14.7 National LambdaRail (NLR), an inner social network of the GLIF (Picture courtesy
of NLR)

network links between two GLIF local node clusters: Chicago and Atlanta is an
edge accordingly. However, if the service and application layer is examined, then the
interdependencies become scientific services provided and consumed. As a result
of this view angle, the edges are defined differently as well. Not surprisingly, the
service and application layer structure of the GLIF social network features large
distinctions from the structure seen at infrastructure layer.

To summarize, social networks can be formed among individuals or organiza-
tions. They can be based on ad hoc encounters as well as well-established fixed
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connections. With same set of nodes in a social network, different views at the
nodes’ interdependencies will yield to different representations of the social network
structure.

Media Sharing

Concepts of ubiquitous environment and social networks provide the necessary
knowledge to look at the subject topic of this chapter, which is social network-
based media sharing in the ubiquitous environment. In this section, we first describe
categories of media based on two classification criteria. After that we explain the
reasons why media sharing is important in the ubiquitous environment, and how
social networks deeply impact the sharing process.

We define media as the digitized contents in all sorts of forms. This definition
thus excludes the legacy “media” term which only covers traditional forms of
printed or hand-produced material. Media can be categorized by the forms and
sources of contents.

The major digital forms of contents are:

• Text, which is the representation of language in a textual medium through the use
of a set of signs or symbols.

• Audio, which is the audible sound and/or sound signal.
• Still image, which may be two-dimensional, such as a photograph, screen display,

and as well as three-dimensional, such as a statue or hologram.
• Animation, which is the rapid display of a sequence of images of 2-D or 3-D

artwork or model positions in order to create an illusion of movement.
• Video, which is the technology of electronically capturing, recording, processing,

storing, transmitting, and reconstructing a sequence of still images representing
scenes in motion.

• Interactivity, which designates the forms that users can become fully immersed
in their experiences by viewing material, commenting on it, and then actively
contributing to it.

And the major sources of contents are:

• Mass media, which are maintained and distributed by corporations.
• User-generated contents (UGCs), which are produced and maintained by

individuals.

Mass media usually follow one-way distribution channels, from the administra-
tion corporations to the recipients. Under normal cases, production of mass media
needs professional skills, dedicated equipments, and considerable operation cost.
In contrast, UGCs are conversational, which means that they flow in two-way
distribution channels. Being conversational is a key characteristic of so-called Web
2.0 which encourages the publishing of one’s own content and commenting on other
people’s. UGCs can be produced without sophisticated skills and/or equipments,
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Table 14.1 Specialties of PCs, TVs, and phones

Type Display size Mobility A/V quality Power sensitivity

PC OK OK OK None (PC), small (Laptop)
TV Good Poor Good None
Phone Poor Good Poor High

Table 14.2 Usage convergence matrix for PCs, TVs, and phones

PC TV Phone

PC – Internet-based TV or embedded tuner card Skype
TV Internet browsing – Skype
Phone Smart phones Mobile TV –

and publishing to the public incurs minimum or no cost to the user. Because of
the easiness of producing and administrating UGCs, the amount of them exploded
in the pass decade. The powerful media capturing and authoring capabilities on
personal devices further fostered this trend. The most representative UGC website
YouTube which hosts mostly video contents, reported in 2010 that every minute
24-h length of video contents were uploaded to its servers. The corresponding
bandwidth consumed is by no means small – in 2007, YouTube generated the same
amount of traffic as the whole Internet did in 2000.

With the diversity of forms and plethora of sources, media sharing becomes
essential to, as well as beneficial for, ubiquitous environments. It is essential to the
ubiquitous environments for several reasons. The first one is that with device feature
convergence, media production and consuming capabilities are getting common for
ubiquitous devices. It is possible for any device in the environment to be a media
source, a media sink, or a combination of both. Sharing media across devices is thus
a basic functionality of the environment. The other reason is that despite of feature
convergence, the devices still have different specialties. Complete replacement of
one device with another is not happening for now and will not be likely in the future.
For example, PCs, TVs, and phones are the most common devices seen in a home
environment, known as the “three screens.” The specialties of these three kinds of
devices are shown in Table 14.1. In the mean time, the usage convergence matrix
for them are shown in Table 14.2. It can be apparently observed that although the
usages of them do have some overlap, for anyone among the three to be omnipotent
in serving all of user’s needs is yet not practical.

Yet another reason is that in the ubiquitous environment, users are the center of
the computing process rather than the devices. When a user has produced media or
wanted to consume media, it is most natural for the device that can best cater for the
user’s needs to serve him/her, instead of imposing the obligation of choosing devices
to the user. Ideally, when the user moves in the environment, his/her personal media
should follow and be available when needed without any delay. For this purpose, the
devices in a ubiquitous environment need to be capable of sharing media in a smart
fashion among themselves.
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The benefits of media sharing are twofold for the ubiquitous environments. As
media act directly on the perceptual inputs of humans, they are among the most
attractive user experiences. Media sharing thus helps to accelerate the transition of
computing paradigm from desktop-based to ubiquitous environment-based. Also,
efficient media sharing puts high requirements on intelligent context awareness and
natural human-computer interaction. The effort to fulfill these requirements will
push ubiquitous computing research continuously moving forward.

Why media sharing in the ubiquitous environments is preferably social network-
based? Because social networks help to answer several important questions for this
procedure:

• Whom to share the media with?
• What should be shared?
• When is the optimal time for media sharing?
• Where is the best venue for media sharing?

It is straightforward that the social networks that a user belongs to give direct
answer for the first question, and provide critical hints to the other three.

Applications

At Home

Many smart devices exist in a typical home or home office environment. For
example, in the living room, there are TVs, BlueRay players, stereo speakers, and
game consoles. In the study room, there are PCs, laptops, and printers. Digital photo
frames and music players are normally found in the bedroom. With friends visiting,
the home or home office environment have both static and dynamic social network
flavors.

To manage the challenge of media sharing across devices which are using
multiple technologies and manufactured by various venders, the Digital Living
Network Alliance (DLNA) proposed a set of frameworks, which share the same
name with the alliance. Figure 14.8 illustrates the DLNA solutions.

On-the-Go

There are billions of mobile devices carried and used by the people across the globe.
This has enabled the development of mobile P2P applications for mobile phones.
These new mobile P2P systems seem promising in a new domain of applications
based on physical location and context, together with the possibility of using a wide
variety of wireless radio access technologies. As Fig. 14.9 illustrates, peer-to-peer
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Fig. 14.8 The DLNA solution (Picture courtesy of DLNA)

Fig. 14.9 Peer-to-peer
network formed by mobile
devices

content distribution is a very interesting paradigm in cellular environments because
the bandwidth available to the content server according to the with demand. This
feature ensures a wide range of applications for peer-to-peer systems in mobile
environments.

Web Communities

Figure 14.10 shows some popular social media websites. It includes common ex-
amples of the popular social networking sites like Friendster, Facebook, MySpace.
Social media also includes YouTube, Photobucket, Flickr, and other sites aimed at
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Fig. 14.10 Web-based social media (Picture courtesy of FredCavazza.net)

photo and video sharing. News aggregation and online reference sources, examples
of which are Digg and Wikipedia, are also counted in the social media bucket.
Micro-blogging sites such as Twitter can also be included as social media.

Academic Organizations

The NSF-funded OptIPuter project [9] enables user-controlled 10-Gbps dedicated
light paths to provide direct access to global data repositories, scientific instruments,
and computational resources from OptIPortals, PC clusters which provide scalable
visualization in user’s campus laboratories (Fig. 14.11). This 5-year project was ini-
tiated in 2003 and since then, numerous scientific applications of several disciplines
have been designed and deployed on this global “OptIPlatform.”

Future Directions

After reviewing the background and applications for social network-based media
sharing in the ubiquitous environment, we try to look beyond the status quo of

FredCavazza.net
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Fig. 14.11 The NSF Optiputer project (Picture courtesy of Larry Smarr, UCSD/Calit2)

this topic and predict some future directions. These forward-looking statements are
by no means guaranteed to be comprehensive and accurate, but they reflected the
authors’ opinions as a field expert with best attempt.

Wireless Broadband

The penetrations of mobile computing devices, services provided over the air
and wireless broadband will continue to exhibit strong momentums. In 2007, cell
phone ownership had exceeded 50% globally. As Figs. 14.12 and 14.13 illustrate,
worldwide 3G subscribers are projected to be about 2.4 billion by 2013, and LTE and
WiMax subscribers are estimated to be 24 and 54 millions, respectively, by 2012.
In year 2017, mobile devices will most likely be the dominating gadgets people use
for their daily life computing tasks. Wireless broadband will connect everyone and
every device, making social networks invisibly integrated with the infrastructure,
and media sharing unnoticeable but silently prevalent.

Readers should also be aware that the American National Broadband Plan has
several important goals to be achieved in the next decade:

• Goal 1: At least 100 million U.S. homes should have affordable access to actual
download speeds of at least 100 Mbps and actual upload speeds of at least
50 Mbps.
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• Goal 4: Every American community should have affordable access to at least
1 Gbps broadband service to anchor institutions such as schools, hospitals, and
government buildings.

New Models of Sharing

Innovations in the models of social network-based media sharing have just begun,
and are yet a long way from reaching their mayday. The rapid growth of new com-
panies providing novel sharing experience underscores this trend. Probably, sharing
will evolve on two axis: the perspectives of social networking will drastically
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increase and the types of ubiquitous devices to participate sharing will witness a
comprehensive extension. The Dust, Skin, and Clay devices will have their roles
played on this important stage.

Standardization

Just like the needs for computer network interoperability led to specification
standardization, the same needs for social networks will also push related standards
to be developed. Currently, the processes to implement social networks and the
media sharing applications on top of them are still free arts. In the future, not
far from now with ubiquitous devices deployed everywhere and things-to-things
research becoming sufficiently mature, compliance with published standards will
be compulsory for almost all device and service venders.

Vertical Integration

The layer boundaries between physical networks and social networks will be at least
largely blurred, if not vanish at all. It will be not easy to tell whether the utilization
of social networks is at the infrastructure level, the service level, or the application
level. The social networks concept will be integrated vertically into every aspect of
computing and communication.

Conclusion

We conclude this chapter with an old but candid saying:

The world is but a little place, after all.
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Chapter 15
Customer Interaction Management Goes Social:
Getting Business Processes Plugged in Social
Networks
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Abstract Within this chapter, we will describe a novel technical service dealing
with the integration of social networking channels into existing business processes.
Since many businesses are moving to online communities as a means of communi-
cating directly with their customers, social media has to be explored as an additional
communication channel between individuals and companies. While the English-
speaking consumers on Facebook are more likely to respond to communication
rather than to initiate communication with an organisation, some German companies
already have regularly updated Facebook pages for customer service and support,
e.g. Telekom. Therefore, the idea of classifying and evaluating public comments
addressed to German companies is based on an existing demand. In order to
maintain an active Facebook wall, the consumer posts have to be categorised
and then automatically assigned to the corresponding business processes (e.g. the
technical service, shipping, marketing, accounting, etc.). This service works like
an issue tracking system sending e-mails to the corresponding person in charge
of customer service and support. That way, business process management systems
which are already used to e-mail communication can benefit from social media. This
allows the company to follow general trends in customer opinions on the Internet;
moreover it facilates the recording of two-sided communication for customer
relationship management and the company’s response will be delivered through
consumer’s preferred medium: Facebook.
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Introduction

In January 2011, there were more than 14 million active Facebook users in
Germany.1 Each of them writes approximately 25 comments per month and is a
member of 13 groups.2 More than 1,145 million people worldwide3 use social
networking sites such as Facebook,4 Twitter,5 MySpace,6 and Foursquare7 because
something incredible happened: Anyone can communicate almost anywhere, any
time with anyone using image, text and sound. For this reason, it is assumed that
social networks will evolve into a common communication channel – not only
between individuals but also between customers and companies.

Using the traditional communication channels such as telephone and e-mail,
there are already established approaches and systems to incoming requests: so-
called contact centres. They are used by companies to manage all client contact
through a variety of mediums such as telephone, fax, letter, e-mail and online live
chat. Contact centre agents are therefore responsible for assigning all customer
requests to internal business processes. However, social networking has not yet been
integrated into customer interaction management tools. In order to complement their
current marketing and business development activity with social media and other
online marketing activities, companies expand their focus on social networks such
as Facebook, Twitter and Xing.8 Until now, the dialogue with customers is still one-
sided and not designed as a two-way process addressing the customer on the same
communication channel.

Considering that Facebook alone has more than 500 million users in December
2010, it becomes apparent that Facebook currently is the most preferred medium by
consumers and companies alike. Since many businesses are moving to online com-
munities as a means of communicating directly with their customers, social media
has to be explored as an additional communication channel between individuals and
companies. While the English-speaking consumers on Facebook are more likely to
respond to communication rather than to initiate communication with an organisa-
tion [4], the German-speaking community in turn directly contacts the companies.
Therefore, some German enterprises already have regularly updated Facebook pages

1http://facebookmarketing.de/zahlen fakten/facebook-nutzerzahlen-2011
2http://facebookmarketing.de/zahlen fakten/facebook-infografik-und-statistiken
3http://www.radicalgeography.co.uk/brandnewworldcardsort.doc
4http://www.facebook.com
5http://twitter.com
6http://www.myspace.com
7http://foursquare.com
8http://www.xing.com

http://facebookmarketing.de/zahlen_fakten/facebook-nutzerzahlen-2011
http://facebookmarketing.de/zahlen_fakten/facebook-infografik-und-statistiken
http://www.radicalgeography.co.uk/brandnewworldcardsort.doc
http://www.facebook.com
http://twitter.com
http://www.myspace.com
http://foursquare.com
http://www.xing.com
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for customer service and support, e.g. Telekom (German Telecom),9 Vodafone,10

O2
11 or Nokia.12

Facebook is now Germany’s most popular social networking site. Many German
companies – especially in the telecommunication sector – maintain active Face-
book profile pages. Since the German and, for example, the Australian Facebook
communities are complete opposites behaviourally because 89% of the Australian
consumers only respond to communication and only 11% initiate communication
with a company [4], we cannot concentrate on the English-speaking Facebook users.
Due to our observations of customers’ behaviour on Facebook in the USA and the
UK, we must admit that the Australian pilot study [4] is quite representative for the
English-speaking Facebook communities. We therefore focus on German Facebook
users searching the dialogue with companies’ customer support services.

In this chapter, we will describe a new approach to customer interaction man-
agement by integrating social networking channels into existing business processes.
Until now, contact centre agents still read these messages and forward them to the
persons in charge of customers in the company. They also answer simple questions
by themselves. This process is very time-consuming and error-prone because of the
employee’s high workload. It can therefore happen that customer requests “stray”
for a long time in the company before reaching the person responsible for it, which
can sometimes lead to loss of clients [33]. But with the introduction of Web 2.0
and social networking clients are more likely to communicate with the companies
via Facebook and Twitter instead of filling data in contact forms or sending e-mail
requests.

The major difference of our method with respect to previous best practice is
that customer posts have to be categorised and then automatically assigned to the
corresponding business processes (e.g. the technical service, shipping, marketing,
accounting, etc.). Furthermore, we do not use traditional algorithms like the Naive
Bayes [27, 29] or Support Vector Machine classifier [3, 30]. We strike a new
path and use so-called local grammars [11, 12], a kind of recursive transition
networks [31], for classification purposes (cf. section on “Applying Local Grammars
for Feature Extraction”). We minimise the error rate in the assignment of messages
by substituting the manual classification step for an automatically done extraction
and categorisation of consumer requests. This service works like an issue tracking
system sending e-mails to the corresponding person in charge of customer service
and support. This allows the company to follow general trends in customer opinions
on Facebook; moreover it facilates the recording of two-sided communication
for customer relationship management and the company does real-time customer
interaction management (CIM) via Facebook.

9http://www.facebook.com/telekomhilft
10http://www.facebook.com/vodafoneDE
11http://www.facebook.com/o2
12http://www.facebook.com/nokiahomebase

http://www.facebook.com/telekomhilft
http://www.facebook.com/vodafoneDE
http://www.facebook.com/o2
http://www.facebook.com/nokiahomebase
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Here we present an application monitoring social network sites, especially
company profiles, in order to automatically assign the correct customer request to
the corresponding person responsible in company. The structure of this chapter and
its examples are chosen to remind readers that social network mining is always
a reverse engineering task: First, there is the study of existing social networks,
then a task-specific use case is defined and finally, competing software applications
are examined carefully. Unfortunately, there is no existing software providing the
same features our future system will do. So we have to start with a mock-up before
discovering the techniques and resources behind the application.

Starting to Mock-up a Monitoring Demo for CIM

Customer interaction management (CIM) is handled by an application which is
responsible for managing the interaction between an organisation and its clients.
In general, a CIM application is used by the agents in a contact centre while
communicating with the customers. Such systems handle communication across
multiple different channels, such as e-mail, telephone, Instant Messaging, letter, etc.

What we do now is to integrate social networking into CIM applications by
adding another communication channel. Since CIM applications and contact centre
agents have already been used to e-mail communication, our approach foresees
to emulate an issue-tracking system sending e-mails with Facebook posts to the
corresponding person in charge of customer service and support. Figure 15.1 shows
how our system shall be. This mock-up of a social network monitoring tool for
customer interaction management was created for unit testing.

Before specifying the architecture of our monitoring application, we will have a
closer look on the non-functional requirements of our system. We therefore define a
list of constraints being valid for this mock-up described in this section.

Constraints

Using the following trigger questions, we want to explain how our system has to
behave considering human and other factors:

Human Factors

Q What type of user will be using the system?
A Contact centre agents and person in charge of customer service and support

will use this application.

Q Is it particularly important that the system be easy to learn?
A An intuitive user interface is absolutely necessary. As shown in Fig. 15.1

the contact centre agents get pre-classified consumer requests (cf. issue, e.g.
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“out of order” or “bad product”) from a monitored social networking site
(Facebook). Our tool provides additional information such as the customer’s
name, the product name mentioned in the request (e.g. “HTC Desire”), a short
link to the corresponding product user guide (cf. manual), the tonality of the
customer post (positive/+, neutral/0 or negative/-), the URL from where the
message was retrieved and the time when it was posted.

Q Is it particularly important that users be protected from making errors?
A The agents do not have any possibilities to do the classification step on their

own. They can only react on pre-classified messages in their inbox and forward
them in case of incorrect assignment to the person in charge.

System Interfacing

Q Is input coming from systems outside the proposed system?
A Since our tool has established a connection with the monitored social net-

working site, consumer requests are coming as input stream into the system.
Afterwards the classification and assignment steps will performed by the
application itself.

Q Is output going to systems outside the proposed system?
A Our approach emulates an issue-tracking system delivering e-mails with

Facebook posts to the corresponding person in charge at customer’s. We
therefore have to plug our system into a support ticket system.

Q Are there restrictions on the format that have to be used for input?
A For example, Facebook wall posts are represented as structured data that can

easily retrieved from Facebook graph API. We simplify this data format before
using it for extraction and classification purposes:

<thread id=1289 link="facebook.com/telekomhilft/foo/bar">
Tim Schroeter|200012|Das ist gut!
Jessica|200013|Nein!
</thread>

Performance Characteristics

Q Are there any time constraints on the system?
A Every n seconds (e.g. 10 s) consumer requests should be retrieved from the

monitored social networking site.

Error Handling

Q How should the system respond to input errors?
A As input error we consider the website unavailability of the monitored social

network. In this case, our application has to re-establish the connection to
Facebook and retry to retrieve consumer posts. Furthermore, the contact centre
agents will get status updates of the website availability.
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System Modifications

Q What parts of the system are likely candidates for later modification?
A If the Facebook graph API changes, we will have to update the component

collecting the customer requests. Moreover, the products can change in the
telecommunication sector.

Q What sorts of modifications are expected?
A We expect modifications in configuration. Furthermore, upgrades will be

necessary with respect to fluctuating (sector-dependant) vocabulary used for
classification.

These system design issues are essential for the architecture of the application.
We only discussed the most important questions because we started with a mock-
up of a social network monitoring tool for customer interaction management
by skipping non-functional requirements such as recoverability, security, backup,
capacity, documentation and all the rest of it.

System Architecture

In Fig. 15.2, we illustrate the work flow of our system. Since customers first share
their problems with a social networking community before directly addressing the
company, the social networking site will be the interface between customer and
company. For instance, Facebook users post on the wall of a telecommunication
company messages concerning tariffs, technical malfunction or bugs of its products,
positive and negative feedback (cf. step 1 in Fig. 15.2).

The collector should download every n seconds (e.g. 10 s) data from the moni-
tored social networking site (cf. step 2 in Fig. 15.2). Above all, it should be possible
to choose the social networking site, especially the business pages, to be monitored.
This can be configured by updating the collector’s settings. In order to retrieve
data from Facebook, we use its graph API as described in section “Constraints”.
In step 3, customer messages will be stored in a database. After simplifying
their structure (cf. System Interfacing in section “Constraints”), the requests have
to be categorised by the classification module (cf. step 4 in Fig. 15.2). During
the classification process, we assign both semantic and application/business tags
(cf. section “Classification: Assignment to Business Tags”) as features to the user
posts before restoring them in a database (cf. step 5 in Fig. 15.2). According to
the tags the messages are assigned to the corresponding business process in step 6.
This n W 1 relationship is modelled in the contact centre interface before passing
these messages as e-mail requests to the customer interaction management tool used
in contact centres (cf. step 7 in Fig. 15.2). Finally, the pre-classified e-mails are
automatically forwarded to the persons in charge of customer service and support.
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Fig. 15.3 Facebook wall for customer service and support provided by the German Telecom

Those agents reply to the client requests and their responses will be delivered via
e-mail to the contact centre before being transformed to social network messages in
step 8 and send back to the Facebook wall in step 9. Afterwards, the Facebook user
can read his answer (cf. step 10 in Fig. 15.2).

In this section, we only provided a short overview of our system architecture
which is described in more detail in later sections.

Linguistic Variation and Change in Social Networks

Before thinking about the classification approach we have to study the linguistic
phenomena typically appearing in social communication. But there is one basic
concept we have to discuss first: the notion of social network sublanguage.

Definition 15.1 (Social network sublanguage). Sublanguages are specialised lan-
guage subsets which are distinguished by a special vocabulary and grammar from
the general language [15,16]. With respect to social networks, a sublanguage is char-
acterised by a certain number of phrases or a grammar and special vocabulary [10],
e.g. “Nokia ServicePoint”.
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Fig. 15.4 Sample instances of the attribute class “manufacturer” providing part-of-speech (N)
and semantic (HERSTELLER) information; HERSTELLER is German for “manufacturer”

Sublanguage Analysis

Social network sublanguage occurs on the Facebook walls as well as on Twitter and
other social networking sites. Regarding the Facebook pages, we try to discover
relationships between clients and products, customers and technical problems,
products and features that will be used for classification purposes.

# like(Person, Product)
# dislike(Person, Product)
# problem(Person, Product)
# wanttobuy(Person, Product)

But the variety of organisation-specific standard phrases (frozen expressions) and
vocabulary that frequently emerge on Facebook walls are clustered into attribute
classes during the training step of our system. For instance, the classes manufac-
turer (cf. Fig. 15.4), brand name, mobile phone model (cf. Fig. 15.5) and mobile
accessories totally contain about 4,000 specialised words and phrases.
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Fig. 15.5 Sample instances of the attribute class “mobile phone model” providing part-of-speech
(N) and semantic (HANDY MODELL+SAMSUNG) information; HANDY MODELL is German for
“mobile phone model”. These examples show only Samsung mobile phones

There are more linguistic phenomena apart from domain-specific vocabulary
we have to deal with when analysing social network communication such as
orthographic variation, misspelling, creative grammar application, neologism (e.g.
SW flashung instead of SW flashing), various product names (e.g. Nokia Extrapower
DC-11+N8, Nokia Extrapower DC-11, Nokia Extrapower N8) and even capitalisa-
tion is ignored.

All attribute classes (cf. sample classes in Figs. 15.4 and 15.5) form closed se-
mantic classes characterised by lexica of limited size. We created several specialised
dictionaries for simple terms as well as for multi-word terms which can deal with
a substantial part of the above-mentioned sublanguage and which conform to the
DELA lexicon format [6, 14] and which are modelled as finite automata [21].

The convention of dictionary development according to the DELA format
enables the use of local grammars [11, 12] within the LGPL (GNU Lesser General
Public License) software Unitex [25]. This platform provides all linguistic tools
necessary for the processing of big corpora and enables the efficient handling of
electronic lexica. Additionally, the development of local grammars, represented
by graph structures (cf. Figs. 15.6 and 15.7), is supported by a graphical develop-
ment tool.

Sublanguage and Local Grammars

All relations outlined in the previous section form closed semantic classes charac-
terised by lexica of limited size and a limited number of syntactic patterns. Hence,
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<TARIF>

<TARIF1>

<TARIF2>

</TARIF>

</TARIF1>

</TARIF2>

</TARIF3>

</TARIF4>

<TARIF3>

<TARIF4>

<tarif>

<tarif>

<tarif>

<tarif>

<tarif>

<ADJ>

<MOT>

<MOT>

<MOT>

<ADJ>

<ADJ> <NB>

unbedingt

o2

o2

o2

o2 tarif

o2 Blue Tarif

o2 Blue 100 tarif

Blue tarif
blue student tarif

alten Tarif in den hTARIF3iBlue Tarifh/TARIF3i gewechselt.fSg
Der hTARIF3iBlue Tarifh/TARIF3i läuft 24 Monate.fSg
interessiere mich für den hTARIF2io2 Blue Tarifh/TARIF2i.fSg
ich habe Interesse an dem hTARIF2io2 blue flex Tarifh/TARIF2i.fSg
werde den hTARIF2iO2 Blue Tarifh/TARIF2i abschließen.fSg
welchen hTARIF1iO2 Tarifh/TARIF1i für Samsung Galaxy?fSg

Fig. 15.6 Local grammar for the recognition of mobile phone tariffs provided by the company O2;
this state transducer shows a regular expression used for the recognition of German mobile phone
tariffs where hNBi stands for a numeric group, hMOTi for an alphabetic group and hADJi for an
adjective listed in the lexicon for German; a sample output is shown below; moreover TARIF is
German for “tariff”

we consider them and the following ones describing tonality as a sublanguage in the
meaning of Harris [15].

# positive(Person, Phone, Content)
# positive(Person, Tariff, Content)
# neutral(Person, Phone, Content)
# neutral(Person, Tariff, Content)
# negative(Person, Phone, Content)
# negative(Person, Tariff, Content)

Hunston and Sinclair [17] showed that it is possible to consider local grammars as
small sublanguages and therefore, for a given domain (here, telecommunication in
social networks), it is possible to build large-scale local grammars covering at best
the entire sublanguage.

Formally, local grammars are recursive transition networks [31]. The construc-
tion and manipulation of those are facilitated by the free software tool Unitex [25].
They are not intended to describe the entire grammar of a language, but they can be
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Hersteller <NB>

Nokia E7

IPhone 3GS

HTC Desine HD

Samsung Galaxy S 19000

<NB>

<NB>

<NB>

<MAJ>

<MAJ>

<MAJ><PRE>

<PRE>

Hersteller

Hersteller

Hersteller

<PRODUCT>

<PRODUCT>

<PRODUCT>

</PRODUCT>

</PRODUCT>

</PRODUCT>

</PRODUCT><PRODUCT>

Fig. 15.7 Local grammar for the recognition of mobile phone models; hNBi recognises any
sequence of digits; hPREi recognises any sequence of letters that begins with an upper case letter;
hMAJi recognises any sequence of letters in upper case; “Hersteller” identifies manufacturers

successfully used to describe the syntax and vocabulary of linguistic phenomena
related to a specialised domain [5]. In this context, they perfectly fit into the
extraction process and enable us to restrict our analysis to the relevant facts.

From a technical point of view, local grammars are used in a cascading style.
Each level of the cascade relies on the results of the previous level. The first levels
enable us to identify and annotate simple entities (e.g. person names, products,
tariffs) (Fig. 15.8).

The next levels in local grammar application broaden these entities so as to cover
all the predicative relations above-mentioned (like, dislike, problem, wanttobuy).

Internal and External Indicators for Named Entity Recognition

Internal evidence is derived from within the sequence of words that comprise the name.
(: : :) By contrast, external evidence is the classificatory criteria provided by the context in
which a name appears. [22]

Others experimented with several lexicon sizes and discovered that a large com-
prehensive lexicon cannot improve considerably the precision or recall of a NER
system [23]. Hence, we also pursue this strategy and compile the internal and
external indicators into the corresponding attribute classes (Table 15.1). Moreover,
the list of indicators is open-ended and managed within different files – a sublist
per attribute class (e.g. “manufacturer” (cf. Fig. 15.4), “brand name”, “mobile
phone model” (cf. Fig. 15.5) and “mobile accessories”. Some examples for external
indicators are shown below:
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Fig. 15.8 Mobile phone models recognised by the local grammar shown in Fig. 15.7

Table 15.1 Examples of external indicators for attribute classes

Attribute class Vocabulary

Manufacturer X Handy (X mobile phone; e.g. Nokia)
X Vertragshandy (X contract phone; e.g. Motorola)
X-Vertrag läuft aus (X contract coming to an end; e.g. Apple)

Mobile phone model Vertragshandy X defekt (Contract phone X out of order)
verschicke MMS mit meinem X (send MMS via X; e.g. Apple iPhone)
kaufe mir ein X (buy an X; e.g. Samsung Galaxy)

A Necessary Machine Learning Stage

The relevance of the contextual analysis and, therefore, of the quality of the
automatic extraction of telecommunication patterns out of customer requests, is
all the more satisfactory as we have at our disposal large knowledge bases of
lexical entries. Thus, the more instances that are present in the object classes, the
more relevant the extractions are and the more rudimentary the contextual analyses
necessary for disambiguation are.

However, the manual development of resources remains a very expensive process
which does not fulfil all the constraints implied by the implementation of an
industrial application. Therefore, the automatic acquisition of linguistic resources is
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a necessary stage. The notion of sublanguage [15,16] opens up prospects that allow
us to imagine a partial, if not complete, automation of the formalisation process.

Indeed, the closing property, as well as the semantic homogeneity of documents
coming from a specific sublanguage, lead us to believe in the efficiency of machine
learning methods. Riloff and Jones [28] and Grishman [10] explored this hypothesis
and obtained promising results.

The input to our algorithm is a set of unannotated training texts and a handful of ‘seed’
words for the semantic category of interest. [28]

At no time did Riloff and Jones [28] refer to the notion of sublanguage.
Nevertheless, both the method (distributionalism) and the context (specialised
discourse) remind us of the works by Harris [15, 16]. The work presented in
their study relies on specialised corpora: Th description of corpora includes
two sets: one is from Internet pages presenting companies and the other from
newspaper articles about terroist attacts. Both text collections were provided
for the shared tasks during the last Message Understanding Conferences. The
procedure comprises three steps: The first step relies on a small lexicon of domain-
specific terms; all the noun phrases containing them are extracted. At the same
time, this process applies a series of heuristics in order to abstract linguistic
patterns generalising extracted phrases. Second, these patterns are applied to the
training corpus and the most productive ones will be kept as extraction patterns.
Finally, the extracted data is used to enrich the semantic lexicon and identify new
phrases.

Within the framework of this study, we have considered a bootstrapping method,
which is inspired from the procedures we have just mentioned, and that aim at the
acquisition of both lexical entries and predicative relations.

Bootstrapping for Synonymic Predicate Extraction

For the recognition of synonymic relations related to initial verbs (e.g.
“mögen”/like) we designed a method based on the iterative bootstrapping technique
described by Gross [13]. The entire process of synonymic candidates extraction is
quite complex and requires the enrichment of internal contexts by the detection of
specific external contexts, and vice versa.

Classification via Local Grammars

Since we analyse Facebook wall posts in the telecommunication sector, we started
to create a corpus of consumer requests by collecting messages around the topic
mobile phone.
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Fig. 15.9 Corpus sample consisting of customers requests obtained from O2’s Facebook wall

Training Data

In the absence of a reference corpus or any benchmark, we build a corpus containing
about 73,000 words. These texts were gathered via the Facebook graph API, reduced
to the customer messages and later manually labelled (Fig. 15.9).

Applying Local Grammars for Feature Extraction

We used linguistically motivated local grammars to describe telecommunication
contexts of customer requests and to detect the product and tariff identifiers within
these contexts. Local grammars [11, 12] enable the description of a local context
and restrict the emergence of certain lexical or syntactical features to a window
of predefined size. Thus, they avoid or reduce ambiguities that occur for a simple
keyword search.

Feature Extraction

In order to apply these graphs (e.g. Figs. 15.6 and 15.7 amongst others), the clients’
Facebook wall posts have to be passed through the following processing pipeline of
the Unitex system:
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Tex Analyzer

Linguistic Resources

Grammars

Lexicons

Entities Normalization

Sent. bound. ...

Fig. 15.10 Overview of Unitex’ architecture

1. Conversion: Converts the text into Unicode (UTF-16-LE)
2. Normalisation: Normalises the special characters, white spaces and line breaks
3. Sentence: End of sentence detection
4. Tokenisation: Tokenises the text according to the alphabet of the investigated

language
5. Dictionary: Performs a lexical analysis by comparing tokens to lexical entries

and assigns to each word its possible grammatical categories
6. Concordance: Construct concordance or merge transducer output with original

text

Unitex takes as input plain text in UTF-16-LE and gives as output a concordance or
a merged text. Technically speaking, there is also detailed information available on
the matches and their offsets. This information is usually used by the Unitex module
concord but can be used in one’s own program as well (Fig. 15.10).

The lexical analysis is directly followed by the step of information extraction
via local grammars. Each piece of structured information is covered by different
extraction units.13 We created a system of local grammars which works iteratively
and sometimes cascaded [9]. The cascaded grammars are executed with different
priorities. For example, we developed local grammars to extract job descriptions
with eight levels of priority. The graphs of level n C 1 are only applied if the
grammars of level n with higher priority generate no recall.

The main task of feature extraction is to normalize the extracted sequences
and to eliminate duplicates as well as incompletely recognised units. Because
sequences are recognised simultaneously by alternative paths of the graphs that
work as annotation transducers a decision on the match strategy had to be made.
As results on test data have shown that the longest match strategy delivered the best
performance, we decided to use it.

13Among them are, for example, person, product, tariff, mobile phone model, and manufacturer.
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Fig. 15.11 Sample set of semantic tags used by contact centre agents at Swisscom

Feature Selection

By selecting the appropriate set of features (semantic tags), we can reach an accurate
classification.

Definition 15.2 (Semantic tag). Keywords used for tagging the content of a
message. There is usually more than one semantic tag belonging to a customer
request specifying his concern.

Furthermore, semantic tags are totally independent from business processes. The
assignment of this n W 1 relationship will be done during the classification step.
Therefore, there is no need to update semantic tags (Fig. 15.11). We distinguish
between semantic and application tags. Whereas semantic tags are rather generic,
application tags represent special business processes. Thus, we also call them
business tags.

Classification: Assignment to Business Tags

The retrieved feature value sets are then fed into a classification algorithm that
provides a first decision on the basis of weighted features as for whether a
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customer message demands an answer (in case of requests) or not (in case of
recommendations). In the next step, our classification is not binary any more.

By adapting the algorithm of Lee [20, p. 31] originally used for business
website classification, we can set a threshold per weighted feature to decide if
a customer request has to be categorised as, for example, “technical service”,
“billing”, “shipping” or “marketing” problem. The number of business tags or
classes respectively depend on the variety of business processes the company has
to deal with.

The assignment of messages to business tags is a n W 1 relationship because only
one agent should be responsible and reply to this request. Of course, persons in
charge of customer service and support will answer many requests per day. That is
why no double assignment is allowed: No message will be integrated in more than
one business process because clients should get only one reliable answer instead of
two contradictory statements.

Discussion on Linguistic Approaches and Modularity

The linguistic approach, also called knowledge-based extraction, is based on
the development of grammars, and requires the combination of an introspective
approach and a methodology based on a corpus, more precisely a specialised corpus.
This type of work, however, requires much time and effort as the process is iterative.
Each rule must be tested and debugged many times. In addition, the performance of
the system is highly dependent on the linguist responsible for its development.

While it is clear by now that we cannot replace the linguist with a machine
without compromising the quality of the language description, the machine can
help at different levels in the work of formalisation to automate or simply facilitate
the process. Thus, Yangarber and Grishman [32] describe the operation of a
graphical user-interface – PET – for semi-automatic knowledge acquisition. Based
on examples of events and a description of informational structures expected, PET

creates the appropriate pattern to achieve the extraction. It also suggests some
generalisations to increase the coverage. This idea of semi-automatic acquisition
was also considered in [7, 26] and [24].

In the context of a monolithic analysis, this process could not be used. The
linguistic knowledge that needs to be integrated into the extraction patterns is too
vast and the resulting inferences and generalisations are too complex to be precise.
PROTEUS [32], the extractor for which PET was developed, shows a modular
architecture, separating general (invariant) and specialised (domain-dependent)
knowledge. In this way, the formalisation of the extraction patterns (specialised
knowledge) is easier because it does not have to cope with general lexical and
syntactic considerations. In this way, PET works with a much smaller number of
items which are more easily manipulated.
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If we do not consider other approaches to semi-automatically acquire extraction
patterns, the central principle of our studies will be modularity, which is often called
the linguistic aspect in other related work [2, 18, 19].

For a long time, a clear priority was given to statistical methods, certainly due to
their apparent automatism. Depending on the circumstances of the acquisition, this
automatism may nevertheless be very tedious. Appelt and Israel [1] describe two
such situations that can arise during the development of an extractor for named
entities. If the case sensitivity – for this system the original specification – is
reversed, a statistical method will only have to reapply its learning algorithm to its
training corpus with the capitalisation removed. On the other hand, the knowledge-
based approach will be forced to rewrite its rules. The first situation, hence, favours a
statistical approach, but if the scope of the system needs to be extended, a linguistic
approach will only have to extend the coverage of its grammar; as opposed to
statistical methods which will have to build a new training corpus.

In recent years, computational linguistics has begun to consider a potential
integration of statistical and linguistic solutions to profit from the benefits of
both. In the area of information extraction, this idea results in the combination
of the descriptive power of linguistic solutions and the convenience of statistical
acquisition. Note that other recent developments [8] already embody this concept.

First Prototype

Working in conjunction with our partner organisation who has years of experience
in prototyping, we established the first prototype shown in Fig. 15.12. It provides
the same functionalities as our mock-up in Fig. 15.1.

Conclusions and Directions for Future Research

In this chapter, we described a new technical service dealing with the integration of
social networking channels into customer interaction management tools. The idea
of classifying and evaluating public comments addressed to German companies
is based on an existing demand. In order to maintain an active Facebook wall,
the consumer posts have to be categorised and then automatically assigned to the
corresponding business processes represented by the person in charge of customer
service and support. This service works like an issue tracking system sending e-
mails to the corresponding agents. That way, customer interaction management
systems which are already used to e-mail communication can benefit of social
networking. This allows the company to record two-sided communication for
customer relationship management and the agent’s response will be delivered
through consumer’s favourite social medium.
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This research aimed to provide an understanding of how effective communication
between the business and its customers in an online social network can be handled.
Mining social networks for classification purposes is no novelty; providing an
assignment of customer messages to business processes instead of classifying them
in topics did not exist before.

Future research will expand upon this study, investigating other social network-
ing sites (apart from Facebook) and additional organisations across a range of
non-telecommunication products or services. Even if our application produces the
expected results, we are going to compare different feature extraction methods
and classification algorithms in order to determine quality and efficiency in some
experiments. Moreover, we intend to create a manually tagged test corpus of public
customer posts on social networking sites that will be free for research purposes.

Acknowledgements We express our sincere thanks to the German Federal Ministry of Economics
and Technology for financing this research within the collaborative research project SocialCom.
Our prototype was created in cooperation with the Munich-based German company Telenet GmbH
Kommunikationssysteme.
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Chapter 16
Real Emotions for Simulated Social Networks

Pietro Cipresso, Luigi Sellitti, Nadia El Assawy, Federica Galli, Anna Balgera,
Jean Marie Dembele, Marco Villamira, and Giuseppe Riva

Abstract In this study we analyzed how to consider real emotions in complex
networks. The main idea is to understand subjects’ behaviors in specific situations,
such as social network sites navigation, to use these information in modeling
complex phenomena. We suggest the use of agent-based models, since this is a
flexible and powerful tool in complex systems modeling; moreover such models
are able to include behavioral cues for heterogeneous agents: this is an important
property above all considering the study of networked agents representing subjects
and relationships.

To have a precise idea about the subjects’ behavior during social network site
navigation, we used wearable biosensors in an experiment with 28 subjects to assess
cardiorespiratory aspects (using a belt respiration sensor and a electrocardiogram),
and facial cues (using two facial electromyography sensors). Subjects showed an
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optimal experience during navigation and this information gave us the chance to
discuss an example of information diffusion using both a mathematical model and
an agent-based model.

Introduction

Emotions exist in human beings and cover a main, relevant portion on the processes
of attention/perception, motivation, decision making (aware and unaware), and
behavior (aware and unaware).

Emotions are also observed in some animals, but there is heated debate con-
cerning the level of evolution at which we can speak about emotions (insects,
mammiferous, etc.); as a general rule, it seems that the “weight” of emotions in
determining behavior is raised with the evolution of the species [7, 15, 22, 24].

From evolutionary and utilitaristic standpoints, it can be said that, if a feature
(to have emotions and feelings, which are, by definition, different from rationality
and logic) remains and really develops during species evolution, this means that this
feature is useful for the survival and success of that species, otherwise: the feature
would have disappeared (or, at least, been reduced) or the species would be extinct
[20, 32, 42].

Social networking sites such as Facebook are becoming relevant in many aspects
of communication, interaction, human behavior, and even personality [14, 17, 18,
29, 30, 33, 43, 44]. In order to understand subjects’ emotions during navigation
in social networking sites, we did an experiment on 28 healthy subjects using
biosensors to evaluate affective states during such navigation. This approach give
us a deeper idea of subjects’ states in a more objective way than just ask them. We
tried to verify the hypothesis that Facebook navigation make users engaged and,
in particular, we compared this states with Relax and Stress states, as suggested in
literature [26].

The idea is to extract information about the subjects’ behavior, based on objective
parameter. Once obtained such “behavioral parameters” related to Facebook use, it
is possible to create mathematical model to foreseen simple social behavior and
diffusion. A first step is to study diffusion processes through social networking sites
using the affective states information to create a set of “simple behavioral rules” in
an interactional complex system model.

Emotions in Real Social Networks

In this chapter we will analyze the use of social networks in a group of subjects.
In particular Psychophysiological reaction during free navigation in the Facebook
website are recorded and post-analyzed. Results from this analysis will be useful to
understand subjects’ behaviors during Facebook navigation.
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Fig. 16.1 The affective
space, based on Lang [19]

Psychophysiology and Affective States

One of the most used methods in order to identify affective states in subjects during
an experimental session, is consider two dimensions of “activation”: physiological
arousal and emotional valence. In Fig. 16.1 an intuitive identification of affective
states based on these two dimensions.

These activation can be accurate measured through biosensors, obtaining signals
that can give many information after a signal processing procedure that requires
many mathematical and computational techniques. Briefly, physiological arousal
can be measured using Electroencephalogram (EEG), Galvanic Skin Response
(GSR), Electrocardiogram (ECG), Pulip Dilation (PD) and Respiration signal
(RSP); from the other side emotional valence can be measured through EEG,
self-reports, facial expression identification, eye-blinks, eye-blink startle, and facial
EMG corrugator and/or zygomatic (Table 16.1).

Cardio-respiratory activity is monitored to evaluate both voluntary and auto-
nomic effect of respiration on heart rate in both physical and virtual environment
interactions, analyzing both R-R interval (from electrocardiogram) and respiration
(from chest strip sensor) and their interaction. Furthermore standard HRV spectral
methods indexes and akin can be used to evaluate the autonomic nervous system
response [1, 28] (Fig. 16.2).

Spectral analysis can be performed by means of spectral methods with custom
software. The rhythms will be classified as very low frequency (VLF, <0.04 Hz),
low-frequency (LF, from 0.04 to 0.15 Hz) and high frequency (HF, from 0.15 to
0.5 Hz) oscillations [1, 38] (Fig. 16.3).

Moreover the quantification of respiratory sinus arrhythmia (RSA) provides
information about the mechanisms involved in respiratory coupling [25].
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Table 16.1 Signal processing

Signal Signal processing

Electrocardiogram
(ECG)

Respiration

HRV D heart rate variability; HF D high frequency; LF D low
frequency; PNN50 D percentage of successive normal interbeat
intervals differing by at least 50s (correlated with HF HRV);
SDNN D standard deviation of normal-to-normal beats;
RSA D respiratory sinus arrhythmia.

Electroencephalogram
(EEG)

Cross-spectral analysis and asymmetry analysis. Matrixes can be
computed for bands delta (2–3.5 Hz), theta (4–7.5 Hz), alpha1
(8–10 Hz), alpha2 (10–12), combined alpha 1 and alpha 2
(8–12 Hz), beta1 (12–16 Hz), beta2 (16–20 Hz), beta3
(20–24 Hz), beta4 (24–28 Hz), beta5 (28–32 Hz), low beta
(13–21 Hz), high beta (22–32 Hz) and global beta (13–32 Hz).

Electro dermal activity Number of response;
Mean value of GSR;
Amplitude of response;
Rising time of response;
Energy of response.

Electromyography Double-threshold detection;
Wavelet Transform;
Wigner-Ville distribution;
Choi-Williams method.

Eye-tracker Pupil dilation
Gazes
Eye-blinks

raw ECG (blue) and zero-pahse FlR filtered ECG (red)
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Fig. 16.4 Phase coherence on two channel

One of the widely used instrument to analyze the neurophysiological aspects for
the detection of affective states is the electroencephalogram (EEG). In particular the
frontal EEG activation asymmetry has been generally used, giving evidences that
greater left frontal activity seems to be higher related to positive mood, whereas
greater right frontal activity seems to be more involved in negative moods, such
us stress. There are indications, even if more studies are required, that greater right
hemisphere activity is due to increased level of stress and decreased level of immune
functioning. Furthermore, according to other interesting studies (e.g., [24]) there is
evidence of higher cortisol levels in individuals with a greater right frontal activity
and according to many authors cortisol is more released from the right hemisphere
than the left. According to the recent literature, Alpha waves seem to be the most
adapt to study the frontal EEG activation asymmetry (Fig. 16.4).

From the other side startle eye-blink reflex, and facial electromyography are
related to the valence of the emotional response induced by a stimulus. Due to the
dramatic increase in the use of the startle-blink response in research and clinical
settings, Gregory Miller, when he was Editor of Psychophysiology, appointed a
committee to consider guidelines for startle-blink research in humans. Has been
widely demonstrated that the facial EMG-CS (corrugator) is the best measure for
emotion valence [4, 39].

At the end our goal is to obtain indications about affective states, using the signals
above explained .
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To compute spectral analysis, let consider f .t/ on .�1; C1/, with a nucleus:

k .p; x/ D k .�; t/ D e�i�t (16.1)

where 1=i D �i is imaginary unity and � is angular frequency. doing the transfor-
mation above, we will get

F.x/ D
1Z

�1
f .x/e�i�t dt (16.2)

if the integral exists for each value of �, F.x/ is said Fourier transform.
Of course for each direct transform exists an inverse one F.t/ ! f .t/. This is

obtained through the following integral

f .t/ D 1

2�

1Z

�1
F .�/ ei�t d� (16.3)

said inverse Fourier Transform.

Emotions in Facebook

In order to evaluate affective states of subjects during Facebook navigation, we
prepared a psychophysiological setting to perform an experimental session. Our
hypothesis is that Facebook have an activating effect on subjects, in term of
physiological arousal, but we also suppose that subjects have a positive emotional
valence. According to Lang model (see Fig. 16.1) this would configure the subjects
in a state of ecstasy/excitement. In recent researches [13, 35] has been widely
demonstrated that this situation represents an optimal experience for the subjects
and this would be one of the reasons for which users continue to use Facebook.

Materials and Methods

Subjects

Twenty-eight healthy subjects (16 females and 12 males) constituted the partici-
pants, with ages between 19 and 55, with an average of 29. They were all volunteers
from Ospedale San Giuseppe of Piancavallo (VB), recruited among the hospital
staff (nurse, guardian, doctors, : : : ). Exclusion criteria were related to the states of
their cardiac, eye, mental and psychological health. They were requested not drink
caffeine or alcohol and not to smoke prior to the experimental test to avoid any
effects of these substances on the central autonomic nervous system.
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Procedures

Subjects who met the experimental criteria were contacted via email and/or
telephone to schedule a meeting at the Neurophysiology Laboratory, located in
the Hospital at the Department of Neurology. They were welcomed by a technical
specialized in neurophysiologist and a physician, who assisted them for the duration
of all laboratory sessions. The experimenter was instructed to maintain a neutral
voice tone and a neutral behavior while the subjects were being exposed to
experimental stimuli. When they arrived at the Neurophysiology Laboratory, the
participants were asked to sit down in front of a computer, and they were told about
the general goals of the research investigation, the procedures to be used, and the
concerns for study involvement. All subjects were required to sign a release form.
While explaining the broad function of electrodes, the subjects were prepared in
order to collect the psychophysiological indexes.

Procedure

The subjects were asked to relax for 5 min in front of a monitor showing panorama
slide shows with a soft music in order to help them in the relaxing exercise.
According to literature a relaxing session at the beginning of the experimental
session can substitute the standard baseline [26]. After this session the subjects were
asked to log in to Facebook and freely navigate for 5 min with the PC in front of
them. Once finished the 5 min [26] of Facebook navigation the Subjects were asked
to execute a Stroop task [34, 37, 45], this cognitive task give us a reference systems
for the cognitive stress evaluation.

At the end of the experimental session, the experimenter helped subjects in
removing all electrodes and patches, while explaining the scientific rationale for
the use of the stimuli and the aims of the experiment. No further meeting were
scheduled.

Every recording was marked through a synchronization algorithm [8] realized
(by using Matlab 7.2 – The Mathworks, Inc.; Natick, MA) for the alignment of
the stimulus with all the psychophysiological signals. To improve the precision
of such algorithm the Subjects was asked to eye-blink rapidly five times before
each stimulus; using electrodes near the eyes (EOG, namely Electrooculogram)
connected to all other biosensors, this operation guarantee a precision of 1/100 of
second and this allow a better analysis and success of experiment.

Once extracted, all biosignals were worked in Matlab and branched in three
category: Relax (R), Facebook (F), and Stress (S). These three categories are the
best we can use, according to Lang model, in order to identifying the affective
state most related to Facebook use. In fact Relax and Stress sessions represents a
sort of extreme measures of physiological arousal (the minimum with relax and
the maximum with the stress). In such way, adding the information of emotional
valence, we can try to identify better the users’ state during Facebook navigation.
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Computationally, each category contain all psychophysiological signals of that
session and can be processed for heart rate variability (HRV) analysis and other
signal processing procedure in order to extract a series of index for the statistical
analysis [38].

Measurement of the Physiological Signals

The responses of the central and peripheral nervous system were measured by means
of ECG (electrocardiogram), two facial EMG (electromyography): corrugator and
zygomatic, EOG (electrooculogram), and RSP (chest respiration). Signals were
acquired by means of a Polisomno device certified for medical use. Then, the
signals were processed with custom software developed using Matlab, and SPSS
v. 17.0 to compute the statistical analyses. The sampling frequency for measuring
the physiological signals was set at 256 Hz (every 3.90625 ms).

Data Analysis

Since this study implicated many measures involved in psychophysiological mech-
anisms, we performed a principal component analysis (PCA) to decrease the
number of dependent variables. We used a Varimax rotation method with Kaiser
Normalization (SPSS v. 17).

Analyzing Rotated Component Matrix (rotation converged in five iterations),
we had a reduced number of factors. Actually analyses performed with an higher
number of variables reveled a redundancy in results, above all for cardiovascular
indexes. The reason of such result is that many cardiorespiratory patterns reflect
similar conditions in subjects and thus calculating different kind of indexes we are
actually considering the same phenomenon and its representation.

Results

We compared the following indexes for the three conditions: HR (heart rate), Max
NN, Min NN, Range, Mean NN, Median NN, Average HR, SDNN, SD of delta NN,
Ratio, RMSSD, NN50, Spectral intervals, Mean spectrum, NN, Total power, VLF,
LF, HF, LF/HF. RM vs FM vs SM. This index showed a statistical significance in the
within-subjects design. The results of a repeated measure ANOVA gave a statistical
significance for most of the indexes. Moreover, a discriminant analysis showed that
81.8% of groups classify correctly (according to Lambda Wilks, p < .001). We are
interested in discriminant analysis because this is our starting point in order to build
a classifier based on fuzzy rules or neural networks, as showed in Fig. 16.5. In
fact if it is possible to discriminate among affective states, then it is possible to
identify the dynamic of variation during experiment and could be possible to build
a simulated system including both artificial agents and real human being interacting
cotemporary to better study computationally social networks.



400 P. Cipresso et al.

EEG

EKG

EMG

SC

Resp

Eyes

Class 0

Class 1

...

...

Class 2

Class 3

Class 4

Class 5

Psychological
Validation

z

y x

Combine
f(x,y,z,...) Affective

states

Fig. 16.5 From psychophysiological signals to affective state definition. The combination is
generally calculated with fuzzy system, neural networks, and support vector machines [31]

Following some graphics to show the general trend. In Fig. 16.6 we can see that
heart rate is moderate in relax session and accelerated in stress session. Thus, as
expected in exiting, engaging or stressful situations the heart rate increase, and this
justify the middle position of Facebook session.

In Figs. 16.7 and 16.8 we are considering two cardiovascular indexes: NN50
is a time related index, and LF/HF is a spectral index (related to sympathovagal
balance). Both this indexes are related to stress level: with higher stress we expect
lower NN50 and higher LF/HF.

Discussion

A greater physiological arousal in the subjects during Facebook navigation, is
evident (see for example HR index in Fig. 16.6). According to Lang model (see
Fig. 16.1), this higher physiological arousal during the navigation could reflect a
fear/stress or an ecstasy/excitement, depending on emotional valence. We can see
emotional valence from Facial EMG corrugator. Unfortunately this index have no
statistical significance (p > .05).

Nonetheless is quite evident, from cardiovascular indexes, that Facebook con-
dition does not generate stress or fear in subjects: Figs. 16.7 and 16.8 show a
clear differentiation from stress of the Facebook condition, showing the highest
NN50 (Lower values of NN50 would be a sign of higher mental stress) and a
sympathovagal balance level quite similar to the Relax condition (Higher LF/HF
is a sign of higher stress).
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Fig. 16.6 Heart rate (HR) in a well-known index of physiological arousal, as defined before. We
can see that an higher level of arousal is associated to facebook and stress session, than the relax
one. Higher level of arousal in facebook is probably associated to an engagement state

Simulated Social Networks

Emotions affect the human beings’ behaviors. In this sense emotions can be
“included” as a variable of models of human behavior. It is easy to understand,
for example, that the behavior of a stressed subject in a social network, such
as Facebook, will be different from the behavior of an engaged subjects, that is
enjoying doing this.

Social Networks and Complex Systems

Around us there are many systems, that are constituted by many elements, that are
difficult to map and, surely, almost impossible to model. It is, however, necessary
to try to specify which is the difference between complicated systems and complex
systems. A complicated system, is composed by elements independent from each
other. So, if we remove an element from this system, we make this system simpler
but, basically, we do not change the system’s general behaviors. In a complex system
interdependencies between elements is essential to form “the whole” and this will
not exists anymore removing an element from it.
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Fig. 16.7 Lower values of NN50 would be a sign of higher mental stress. As we can facebook
session is the less stressful, supporting the hypothesis that users are engaged and not stressed

So, complexity is an essential property of the system, “complication” is not.
A complex systems does not exists anymore removing an element, whereas a
complicated system continues to exists, even if a little bit changed. Complex words
are irreducible.

To understand the behavior of the complex systems we have to analyze both
the behavior of single elements and the connection among them, in the process of
forming the system [16].

Complex networks are the backbone of complex systems; network anatomy is
important to characterize because structure affects function, and vice versa.

Social networks, such as Facebook, can be represented mathematically in order
to understand their evolution, dynamical processes, diffusion over the network
structures, and many other issues. Thus, it is possible to create a mathematical
model (a matrix) containing the relationship that we want to study (e.g. friendship
in Facebook), and consequently analyze this matrix to understand, through well-
known indexes, important characteristics of the studied network, such as centrality
analyzed with “Betweenness”, “Closeness”, and “Degree” measures.

We could be interested in study how behavior of single nodes in a network can
affect all the structure and/or some processes through the network, such as diffusion.
In this case could be useful to create an agent-based model with simulated networks
[10].
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Fig. 16.8 Higher level of sympathovagal balance (LF/HF) would be a sign of higher mental stress.
Our data, also with this index, seems to be coherent with our hypotheses

Agent-Based Models

Modeling using agent-based objects1 proceeds by bottom-up in the understanding
of complex systems.

Practically we create a computer program containing program parts representing
artificial agents, shaping this agents in an environment and being them endowed of
some rules, we let them interact each other over time in the so-called agent-based
simulation, building in this way an artificial laboratory to experiment social and
economic phenomena or whatever else we are interesting in to observe [10, 36].

This new approach, unlike most mathematical and statistical models, allow
us – for example – to build heterogeneous agents, to work in situations “far from
equilibrium”, and to consider in the model the consequences of interactions among
agents [12].

Agent based models are becoming very used in economic and social sciences;
e.g., in a review of a recent book on CAS by John H Miller and Scott E. Page,
Kenneth J. Arrow, winner of the Nobel Prize in economics, says “the use of
computational, especially agent-based, models has already shown its value in
illuminating the study of economic and other social processes.” [27].

1According to John H. Miller and Scott E. Page, this could be a better name to identify agent-based
models, furthermore is useful to distinguish bottom-up modeling (e.g., artificial adaptive agents)
and bottom-up simulation (e.g., artificial life).



404 P. Cipresso et al.

Fig. 16.9 The Segregation model of Thomas Shelling (Nobel Prize in economics) at the start
on the left side and after equilibrium has been reached on the right side. Simulation ran
with NetLogo (http://ccl.northwestern.edu/netlogo/) with 2.500 agents and “%-similar-wanted”
(uniform tolerance) of 30%

As highlighted by Gilbert [16], a reason for this spread in social sciences is that
an agent based simulation allow us to build models where individual entities and
their interactions are directly represented.

This bottom-up approach is useful to understand the emergence of a complex
systems creating the interacting elements at low-level and looking for this emer-
gence running simulations over time, manipulating agent behavior to understand
which combination of environment, rules and agents let complex system emerge
(Fig. 16.9).

In an agent-based social simulation we represent a sort of “social reality” and,
we are not interested in insert all features of “real system” in our model, but we are
interested in the few features, elements and interactions that allow us to observe the
emergent phenomenon that we are trying to understand. We practically build our
models from the bottom-up.

According to this construction we can think to agent-based simulations such
as experiments on complex systems, but some considerations are necessary. For
example, many complex systems are experimented with agent-based or other
methodologies since these are such that it is not possible to do differently; think
to disaster, even if it is possible to plan evacuation situation simulating with
human beings the event, is not ethic to generate the real conditions, causing many
people dying. Thus an agent-based simulation is well suited in such phenomena
representation, since give us a practically instruments to manage the scenarios.

Agent-based simulations give us the possibility to change initial conditions,
input, behaviors, interactions, structures, environment and other “parameter” to have
a large series of scenarios and not and unique solution. This last is both a great limit
and one of the greatest resource of agent-based models.

According to Miller and Page, “no single theoretical tool is suitable for all needs,
and we are certainly not claiming that agent-based object modeling is an exceptions.

http://ccl.northwestern.edu/netlogo/
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Table 16.2 Modeling
Potential Traditional tools Agent-based tools

Precise Flexible
Little process Process oriented
Timeless Timely
Optimizing Adaptive
Static Dynamic
1, 2, : : : or 1 1, 2, : : : , N agents
Vacuous Spacey/networked
Homogeneous Heterogeneous

Adapted by John H Miller and Scott
E. Page

We do, however, suggest that the constellation of features offered by such models
represents a very appropriate set from which to gain new insights into complex
adaptive social systems.” (Table 16.2)

Since agent-based is often modeled through code to run a simulation, we need to
consider “coding” problems and errors in our model.

It is enough important to keep in mind also Axelrod when he says “Achieving
internal validity is harder than it might seem. The problem is knowing whether an
unexpected result is a reflection of a mistake in the programming, or a surprising
consequence of the model itself. [ : : : ] As is often the case, confirming that the
model was correctly programmed was substantially more work than programming
the model in the first place.”

The errors are unavoidable, but thanks to the flexibility of agent-based modeling
the applications are wide and growing in social sciences and many other fields.
In fact agent-based modeling compose of many different kind of scientist, such
as social scientist, engineers, philosophers, economists, psychologists, mathemati-
cians, biologists, physicists, computer scientist, sociologist, and so on. This is not
surprisingly in complex systems perspective [23]. Surly science is disciplinary but
we have to remember that the reality is a unique one (Fig. 16.10).

An agent-based model consist of many agents interacting in an environment. The
agents can represents individual people, firms, nations, and other aggregate. These
agents exchange information, rules, behaviors, and so on. Agent-based model differs
from other computational model above all for this possibility to model an interaction
between agents [21].

A Short Review of Modeling Tools

Thanks to nowadays computational capabilities and a wider interest in complex
adaptive systems in more and more fields, in the last few years have been developed
many tools allowing many individual to create models for many applications. It
is possible to use many toolkits, framing, environment, programming language,
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Fig. 16.10 A well-known example of emerging organization. On the left side a simulation in
StarLogoTNG, representing the behavior of termites assembling wood chips into piles, following
a very limited set of simple rules. On the right side a real termitaria (mounds)

and libraries, depending on needs and the features coming into situations. We
cannot of course review every tool used in complex systems and for that tool here
examined will be given only few information reporting the official website for more
explorations.

Complex systems modeling require a computer, thus a first step concern the
operative system in which we go to operate. Both client and servers are well-
suited for agent-based modeling; of course if we need to have high computationally
necessity and we are going to plan to use many computer in cluster, a server-based
system could be a good choice.

Standard complex systems modeling require a single computer. There is a
large choice of operative systems. Let us see briefly some. Most tools run under
Windows and Linux. Many tools have versions for Macintosh with both PowerPC
processors and Intel Processors. Other operative systems very used in complex
systems modeling are Unix, OS/2, OS/370, OS/400, HPUX, SunOS, DOS, AIX,
BSD, and many others.

A different discussion deserve applications running on a Java Virtual Machine
(JVM), that allow a program – within some limit – to be platform independent, as
its slogan highlight: “write once, run everywhere”.

Most of operative systems have one version of JVM. In complex systems model-
ing a programming language, among other solutions, could be a good one. Generally
to program give more flexibility of simpler toolkit, but requires experience and
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the capacity to transforms ideas in block diagrams, pseudo-code and eventually
executable code. On the other hand the many toolkit easy-to-use nowadays available
provide good chances to model ideas also to non-computer scientist interested in
emergences and complexity issues instead of algorithmic optimization and other
informatics issues. The problem in simple toolkits is that many times these are not
so flexible as we desire for some model.

These considerations have been in the mind of many researcher in complexity
field and in effect in the last few years have been developed easy-to-use tools with
high capabilities and flexibility to model complexity. However there are not best
choices in this moment; it depends on methodologies, preferences, knowledge, costs
(in terms of money, time, efforts, capabilities, and so on), model requirements, and
many other factors. Moreover, are coming into existence more and more specific
tools born to analyze particular phenomena and situations, modeling them. An
example by Pietro Terna could be jES (Java Enterprise Simulator project2) descript
in official website to be “both to simulate the activities and the consistent emerging
results – of an actual enterprise and to build virtual or hypothetical enterprises.” jES
has been written in Java and based on the Swarm libraries’.

Swarm (www.swarm.org) is a software package for agent-based (and individual-
based) models to study complex systems. Swarm can be used with many operative
systems, among them Linux, Mac and Windows (using Cgiwin to have Linux
API emulation layer providing substantial Linux API functionality) and can be
programmed using Java or OjectiveC. Using Swarm it is possible to create many
simulation and use the computer as a laboratory to model complex systems. Swarm
is quite old, but he has a great and large community. Moreover Swarm has inspired
many models (e.g., HeatBugs) and tools to model.

One fast and flexible “Swarm son” is Mason (Multi-Agent Simulator Of
Neighborhoods : : : or Networks : : : or something : : : , as in the official website).
Mason is well suited for general purpose complex systems model, can be
programmed with Java and can implement machine learning, other AI (Artificial
Intelligence), and social networks. From a graphical point of view, Mason, can
manage 2D and 3D visualization and generate many type of output (images, video,
charts, and so on). Mason is really good special with swarm simulations also with
millions of artificial agents.

Many other tools are comparable with Mason. No one (for the moment) is
absolutely the best, as already said, it depends on model we have to build.

Another tools, programmable with Java, is RePast (Recursive Porous Agent
Simulation Toolkit), a really good tools above all for its integration with other (also
network and mathematical) tools. RePast is particular indicated for social sciences.

Sometimes it is useful over that impressive to visualize a simulation in 3D. As
previously seen many tools give this possibility. A further example is given by
Breve, a 3D environment for multi-agent simulations and artificial life, where agent
behavior can be programmed with Python.

2http://web.econ.unito.it/terna/jes/

www.swarm.org
http://web.econ.unito.it/terna/jes/
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Another purpose of 3D simulation has StarLogo TNG (the next generation),
where the idea is to teach complex systems and basic computer programming, with
simple blocks, to K-12 students, like Open StarLogo (an open source version of
StarLogo series developed at MIT) and AgentSheets.

One of the most popular agent-based simulation tool is NetLogo. It is enough
flexible and can be programmed with an integrated friendly language. Run on any
JVM. It is free for educational and research purpose but it is not open source. May
not be the most suitable for large and complex model.

Most of tools we have seen have some feature (e.g., modules and libraries) to
analyze networks. However, sometimes, a specific tool could be a better choice,
also to benefit of large community of user, in this specific field.

One of older and well-known tool is UCINet.3 Other tools are, Pajek,4 NetworkX
(in Python), ORA,5 SocNetV,6 the statnet7 suite of packages in R,8 and many others.
For visualization, SocioMetrica, SoNIA (Social Network Image Animator), and
iGraph (also with R, Python and Ruby).

In complex systems modeling, often, there is a large use of Matlab and Math-
ematica, two very useful software that gave many possibility to model networks,
agent-based simulation, PDE (partially differentially equations), and so on. In
general they allow to work in many mathematical and statistical fields and so in lit-
erature, and in this chapter too, there is a large use of them, even if they are not free.

Finally, a special mention deserves Python (devoted to mythic “Monty Python’s
Flying Circus” TV series), a programming language freely usable and distributable,
even for commercial use.

Developed by Guido van Rossum, more than 10 years ago, Python popularity
has grown over the time and is becoming, always more, a good alternative to well-
known CCC and Java.

A useful package that will be largely used in this chapter is NetworkX, “a Python
package for the creation, manipulation, and study of the structure, dynamics, and
functions of complex networks” as we can read in the official website (under the
slogan “high productivity software for complex networks”).

From Psychophysiology to Networked Emotion

In the previous section we showed how to use agent-based models to represent social
phenomena, also considering the structure of social relationship through complex
networks. The experiment we did and reported in section “Emotions in Real Social

3http://www.analytictech.com/ucinet/ucinet.htm
4http://vlado.fmf.uni-lj.si/pub/networks/pajek/
5http://www.casos.cs.cmu.edu/projects/ora/
6http://socnetv.sourceforge.net/
7http://cran.r-project.org/web/packages/statnet/
8http://en.wikipedia.org/wiki/R programming language

http://www.analytictech.com/ucinet/ucinet.htm
http://vlado.fmf.uni-lj.si/pub/networks/pajek/
http://www.casos.cs.cmu.edu/projects/ora/
http://socnetv.sourceforge.net/
http://cran.r-project.org/web/packages/statnet/
http://en.wikipedia.org/wiki/R_programming_language
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Fig. 16.11 The power law tail of scale free network

Networks” of this chapter, give many useful information that can be used to build
models of behavior in Facebook. Knowing the affective state of a subject during
Facebook navigation we can try to predict some behaviors and reactions to actions as
they come. For example we could to study how an information received by a subject
during his Facebook navigation diffuse through the Facebook network of friend and
friend of friend, and so on. It is possible to predict the spread of such information
through Facebook using mathematical model or also agent-based model, as we will
see following.

Mathematical Model

Let consider to be in a Barabasi-Albert network (i.e. a scale-free network) built
iteratively in this way: from a small number of node (one), we add, at every time
step, a new node with one edge that links it to an already present node i. The
attachment is done preferentially with a probability

… .ki / D ki
P

j kj

(16.4)

with ki the degree of the node i. This construction gives a distribution of the degrees
independent from the number of links a new node can have with the present nodes
(Fig. 16.11).

P.k/ � k�˛; 2 6 ˛ 6 3 (16.5)
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Let us now consider the following simple information diffusion model:

For each node without the information

Begin

Look at neighbors;
If a node has the information
Then receive the information with the probability �;

End

It is possible to notice that this model is equivalent to the Susceptible-Infected
model in a network. In a homogeneous network (with the same number hki of
vertices for all nodes) let us denote by I(t) the total number of nodes with the
information, in that way the proportion of nodes with the information i(t) is I(t)/N
where N is the total number of nodes. The evolution equation of i(t) is then given
by (16.3), with � the diffusion probability of the information and .1 � i.t// the
proportion of nodes susceptible to receive the information.

di.t/

dt
D �i.t/ hki .1 � i.t/ (16.6)

However in a heterogeneous network, like ours, the average degree hki is not
relevant,9 so it is more convenient to compute ik.t/ the density of nodes having the
information and a degree k:

ik.t/ D Ik.t/=Nk (16.7)

with Nk the number of nodes with degree k and Ik.t/ the number of nodes with
degree k and with the information. In this case, the equation of density is as follow
[5]:

dik.t/

dt
D ��k.t/k .1 � ik.t// (16.8)

�k.t/ (rather thani.t/) is the density of nodes with the information and also
with neighbor of degree k, and .1 � ik.t// (rather than.1 � i.t//), the rate of nodes
susceptible to receive the information and having a degree k. Barthélémy and
Colleagues [2, 3] give a solution of the Eq. 16.8:

ik.t/ D i0

�

1 C k hki
hk2i � hki .et=� � 1/

	

(16.9)

where � D hk2i
�.hk2i�hki/ and i0 is the initial condition.

9hki .1 � i.t // is no more an exact expression of the receivable information.
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Fig. 16.12 Barabàsi-Albert network with out-degree 1, 2, and 3

Agent-Based Model

The mathematical model represent some limitations due to difficult in considering
behavior of single nodes. In an agent-based model it is easier to include a sort of
behavior (based on simple rules) in agents. Moreover, it is also possible to have
agents with neural networks (able to learn from experience) and to build genetic
algorithms to let network structure evolve [6, 11, 40–42].

Let suppose that information diffusion processes are different for stressed
subjects and engaged subjects. From a specific study, such as the one described in
section “Emotions in Real Social Networks”, it is possible to establish such behavior
and to transpose this in the model.

Thus, in the agent-based model, we define interaction among agents. Each agent
has a “self state” variable that provides information that each agent has or does not
have. Moreover, the agent has a list of neighbors representing the list of agents
to which he is linked through network. We define another variable giving the
“emotional state” of the agent [9].medskip

class agentClass:
def init (self,id, state agent, neighbors, emotion,

emotion degree:
self.idDid

self.stateDstate agent# knows or not
self.neighbors Dneighbors# list of neighbors
self.emotion degreeDemotion degree# engaged or stressed

Each agent must decide whether to diffuse the information to their neighbors.
This decision depends on the variable emotion degree. If emotion degree is positive,
then the agent will diffuse information to their neighbors; otherwise, he or she will
not (Fig. 16.12).
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Fig. 16.13 An example of evolution of emotion

Thus, under the following “mechanical” algorithm, we define diffusion and
reciprocal diffusion of agents as follows (Fig. 16.13):

# both are engaged
if agent.emotion degree < 0 and neighbor.emotion degree
< 0:
neighbor.emotion degree D (neighbor.emotion degree C
agent.emotion degree) / 2

# the next one is under stress
if agent.emotion degree < 0 and neighbor.emotion degree
>D 0:
neighbor.emotion degree D neighbor.emotion degree C
agent.emotion degree

# both are under stress
if agent.emotion degree >D 0 and
neighbor.emotion degree >D 0:
neighbor.emotion degree D (neighbor.emotion degree C
agent.emotion degree) / 2

# the next one is engaged
if agent.emotion degree >D 0 and
neighbor.emotion degree < 0:
neighbor.emotion degree D neighbor.emotion degree C
agent.emotion degree

In the implementation of our model, we used two visualizations of the same
network. One visualization was for diffusion of information, and the other was
for the diffusion of emotions. The model depends on time and interaction among
artificial agents, following simple predefined rules (Fig. 16.14).
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Fig. 16.14 Evolution of emotion: another structure with more agents

Conclusion

According to Christakis and Fowler our friends and their friends and their friends
affect our happiness! (Three Degrees of Influence Rule). Happy and unhappy people
cluster among themselves. Unhappy people are on periphery of the network.

Furthermore, Christakis reports that a person is 15% more likely to be happy if
directly connected to a happy person (1ı), at 2ı 10% more likely to be happy, at
3ı 6% more likely to be happy, and each unhappy friend deceases the likelihood of
happiness 7%.

Using these and other information about social networks and running experi-
ments like the one in section “Emotions in Real Social Networks”, it is possible to
have more input on subjects’ behavior during social networks site navigation. This
could help in building models of specific situation. Moreover it is possible to think
to monitor with biosensors subjects during specific behaviors in order to have a more
precise model. Finally a great chance could come from study real interaction using
both psychophysiology and network analysis simultaneously.
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Chapter 17
Social Networks for Learning: Breaking
Through the Walled Garden of the VLE

Karen Jones, Rhian Pole, Stephen Hole, and James Williams

Abstract e-Learning is ubiquitous. The virtual learning environment (VLE) is
the mainstay of UK universities e-learning provision. However, its’ deployment is
often standardised and pedestrian; typically resources are made more available to
the learner without necessarily adding value to the learning. Many contemporary
theorists in e-learning advocate learning environments developed using social
network technologies and Web 2.0 tools, to encourage learners to customise and
personalise their learning environment. A key tenet of any social network is
communication. Learners, as ‘digital natives’, routinely use social networks to
communicate with friends and family. To harness and exploit the communication
and collaborative qualities of a social network, a university SLE prototype was
developed and is evaluated in this chapter. Learners become active participants in
the learning process. They access public internet content to practice independent
information-search and -discernment skills, which they can share with others,
breaking through the ‘walled garden’ of the VLE.

Introduction

According to Holmes and Gardner [1], ‘e-learning offers new opportunities for both
educators and learners to enrich their teaching and learning experiences, through
virtual environments that support not just the delivery but also the exploration
and application of information and the promotion of new knowledge’. However,
in O’Hear’s [2] view, ‘the early promise of e-learning : : : has not been fully
realised : : : for many [it] has been no more than a hand-out published online,
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coupled with a simple multiple-choice quiz. Hardly inspiring : : : ’. Yet, by using
social networks and web services, ‘e-learning has the potential to become far more
personal, social and flexible’ [2]. O’Hear advocates e-learning 2.0, which ‘takes
a “small pieces, loosely joined” approach that combines the use of discrete but
complementary tools and web services – such as blogs, wikis, and other social
software – to support the creation of ad-hoc learning communities’. Indeed, social
software can initiate new ways of learning as it incorporates a range of tools
which allow learners to interact and share data with other learners, primarily via
the web [3]. Walton et al. [4] contend that social learning technologies used in an
educational context can ‘create a new, dynamic and engaging learning environment
for tomorrow’s students’.

This contemporary approach to learning using social software, represents a
fundamental shift in the way people learn and so must be put into the context of
the variety of approaches to learning and teaching that are available. Traditional
approaches to learning and teaching are teacher-driven where ‘teacher knows best’
[5, 6] and learners passively ‘receive’ information. However, in the last decade
or so there has been an increasing trend towards social constructivist approaches
that empower learners to build on past experience through individual and group
activities [7]. Abadzi [8] contends that the role of a social constructivist teacher is
to take a back seat in the teaching but instead to provide the social environment and
supportive resources that will afford students the freedom to actively control, direct
and make sense of their own learning. An associated approach is the discovery
learning method, in which students are encouraged to discover new information
for themselves or in groups [9]. Whilst such collaborative and enquiry based
activities may well take place face-to-face, a technology-based network can provide
a structured and supportive learning environment [7, 10–12].

Virtual learning environments (VLE), described by the British Educational
Communications and Technology Agency (BECTA) as ‘standardised, computer-
based environments that support the delivery of web-based learning and facilitate
online interaction between students and teachers’ [13], are being used routinely
in schools and higher education organisations to support this process [7, 10–12].
However, while VLEs typically provide the functionality to upload course content
for learners and monitor usage they generally have limited, if any social network
functionality [14]. Hart advocates a social learning environment (SLE), which she
describes as ‘a social network application in which individual learners and groups
of learners can meet to collaborate in the creation of materials and resources, share
resources, knowledge and experiences, and learn from one another’ [14]. Hart adds
that through social interaction with tutors and other learners, SLE-based activities
can improve learners’ personal and professional productivity in both formal and
informal ways. ‘In other words, a SLE does not manage, control and track users but
rather provides an open environment for them to work and learn collaboratively’
[14]. A SLE then, is a social network that comprises a number of social elements,
including networking, social bookmarking, communicating and collaborating with
others, blogging, podcasting and RSS feeds.

From an educational perspective, there may be limited value to learning environ-
ments by themselves [15]; Pole and Jones [16] contend that resources can be more
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available to students without necessarily adding value to the learning. Motivational
features, such as chat facilities and discussion boards, need to be embedded in the
learning environment to stimulate learners to engage with it [17]. However, Woodill
[18] cautions that just because people are using ‘social media’, it does not mean that
‘social learning’ is taking place. Consequently, care must be taken in the design of
the SLE to include elements that engage learners and motivate them to participate
in discovery learning.

This chapter reviews the literature to explore the notion and rationale for
e-learning and the inherent benefits and challenges associated with VLEs and SLEs.
The chapter then describes the development of a social network application for
discovery learning in the context of a higher education (HE) ICT module. The
eTUTOR (Education Through Ubiquitous Technologies and Online Resources)
project, was funded by the Joint Information Systems Committee (JISC) through
the Next Generation Technologies and Practices strand of the Users and Innovation
Programme.

e-Learning and Learning Environments

What Is e-Learning?

Traditionally, learners have needed to meet at the same time and place to ex-
change knowledge, thereby allowing learning to take place. However, with the
sophistication and ubiquity of technology, which is not location specific, it is now
possible for individuals to learn anything, anywhere at any time, a development
termed e-learning [19]. e-Learning is defined by Bullen and Janes [20] as ‘learning
which takes place when internet technologies are used to facilitate, deliver, and
enable learning processes over a distance’. However, there is no agreement in the
literature as to a single definition of e-learning. Mann [21] for example, contends
that ‘in the EU “e-learning” is defined as a form of distance learning, with learning
materials accessed from the web or from a CD via a computer. Typically, tutors and
learners communicate with each other using e-mail or discussion forums’. Yet, this
suggests that only distance learning is considered e-learning and that the internet
is essential for communication. Stockley’s [22] definition is much broader as he
suggests that e-learning is ‘the delivery of a learning, training or education program
by electronic means’ and is not restricted to the internet, but involves ‘the use
of a computer or some other electronic device to provide training, educational or
learning material’; this can include CD-ROM, DVD, intranet and mobile phone
technology [22].

JISC [23] places the emphasis more specifically on the ‘learning’ and not the
‘technology’ by defining e-learning as ‘learning facilitated and supported through
the use of information and communications technology’. It can cover a spectrum
of activities from the use of technology to support learning as part of a ‘blended’
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approach (a combination of traditional and e-learning approaches), to learning
that is delivered entirely online. Whatever the technology, however, ‘learning is
the vital element’. According to Holmes and Gardner [1], ‘e-learning offers new
opportunities for both educators and learners to enrich their teaching and learning
experiences, through virtual environments that support not just the delivery but
also the exploration and application of information and the promotion of new
knowledge’.

However, for the purposes of this chapter, the deliberately open-ended and
flexible definition by Horton [19] will be adopted, where e-learning is considered
‘the use of information and computer technologies to create learning experiences’.

Rationale for e-Learning

Siemens [24] suggests that the two primary values of e-learning are to make learning
more accessible and more effective. He describes these roles as:

1. To extend learning (effectiveness). This role involves the addition of discussion
forums/email/virtual presentations, software simulations, etc. to existing learn-
ing. Holmes and Gardner [1] describe this mix of conventional face-to-face
learning (often classroom-based) with e-learning, (which may be at a distance)
as blended learning.

2. To replace traditional learning (accessibility). ‘Pure’ e-learning in this role is a
replacement to traditional learning. The learner may have access to classroom
courses, but is able to self-select the schedule to make e-learning more conve-
nient.

Many UK universities have developed a blended approach to e-learning, using
technology to extend the existing provision. The combination of e-learning re-
sources and traditional teaching materials and strategies is intended to maximise
the advantages of both methods and overcome the associated disadvantages of each
approach individually [16].

e-Learning is widely acknowledged to have many advantages for students,
teachers and educational organisations and has consequently resulted in many
universities rushing to join the e-learning market to enjoy the associated bene-
fits. For example, as Salmon [25] suggests, e-learning can facilitate ‘flexibility’
and ‘adaptability to audience’. Similarly, Aswathappa [26] purports that whilst
e-learning is consistent for all learners, it allows individual students to set the pace
to meet their own learning needs and styles, but with built-in guidance. According
to Zhang et al. [27], computing technologies ‘are providing a diverse means to
support learning in a more personalised, flexible, portable, and on-demand manner’.
The mainstay of UK universities’ technological e-learning provision is the virtual
learning environment (VLE).
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The Virtual Learning Environment Goes Social

The Joint Information Systems Committee (JISC) [28] suggests that the term VLE
refers ‘to the ‘online’ interactions of various kinds which take place between
learners and tutors’. Fry et al. [12] add that the VLE is a ‘menu-based or point and
click interface for constructing an online course area without the need for specialist
web development skills’. The primary functions of a VLE are to deliver controlled
access to structured course materials, to track students, provide learning support,
a medium for communication and links to other administrative systems [11]. An
alternative classification by El-Ghareeb [29] categorises the main functions of a
VLE into Course, Exam, Assessment and Collaboration sectors, with each sector
offering extensive component functionality; for example, Course Authoring and
Student Tracking functionality would be included in the Course sector and the
Communication sector would contain forums and chat rooms. Most VLEs act as
a repository for course materials but also have the capability to provide student
results, conduct e-Assessment and host forum-based discussions. Indeed, the Higher
Education Academy (HEA) [30] suggests that it is the inclusion of communication
tools that differentiates a VLE from other forms of e-learning. However, it is difficult
to gauge how widely communication tools such as online forums, wikis, blogs,
podcasts, etc., are being used in VLEs since there is little published evidence of
their use [3].

According to Zhang et al. [27], a VLE supports traditional learning approaches
in that it can reinforce basic principles studied in lectures by providing for instance,
practical exercises, online testing, links to other websites and additional resources
(such as industry publications and software) should students wish to explore
the themes. There are numerous other advantages associated with VLEs, which
include that student access is widened, that it promotes active and independent
learning, there is the potential to support large student cohorts and learning materials
can take a variety of forms and media thereby providing a range of materials to fit
different learning styles [15, 30]. Such a student-centred approach allows students
to learn at their own pace and at a time to suit themselves, thereby enhancing their
experience of the programme studied. Lecturers benefit because content is easily
updated and there are fewer disruptions caused by students requesting copies of
notes due to absence; this enables lecturers to spend more time conducting research
and enhancing learning materials/strategies [16].

According to Farmer and Tilton [31], in 2001, 19% of universities and colleges
did not use a VLE but by 2005 only 5% were without the VLE. During the same
time period, a decline was noted in the use of proprietary VLEs from 93% to
57% [31]. VLEs are typically categorised as open source, commercial (proprietary)
and/or free. Open source VLEs provide the source code to developers to enable
the manipulation and enhancement of the environment; they are often, but not
always, free and examples include Moodle and Sakai. Alternatively, commercial
VLEs are purchased under licence, typically closed-source but with the provision
of technical support; Blackboard and Janison are examples. Free VLEs typically
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do not provide the source code or charge for usage but can be downloaded and
used without limit; an example is the KnowlEdge eLearning Suite [29]. Between
2001 and 2005, there was a rise in the use of open source VLEs from zero to 11%
and locally/self-developed VLEs increased from 7% to 30% [31]. Fry et al. [12]
suggests this trend is the result of commercial systems being overly prescriptive
while Toole [32] suggests that the need for VLEs is lessened because new web
based online learning environments/applications can be created using software and
services readily available on the internet [33].

Despite all the benefits associated with VLEs, there are also challenges. VLEs
can become a dumping ground for traditionally designed materials, there may be
copyright issues, off campus access can be problematic, planned online support is
required, educators and learners must be trained and there is often reduced face
to face contact [15, 30]. In a survey conducted by Pole and Jones [16], lecturers
believed that the use of a VLE encourages ‘handholding’ of students and the
inhibition of independent thought. e-Learning suits best those students who are self-
motivated, yet these are seen to be in the minority. Furthermore, the VLE does not
generally facilitate immediate, two-way communication and can result in a lack
of personal contact and feedback; students can feel isolated as they cannot always
interact with their peers.

Moreover, Pole and Jones [16] contend that VLE resources can be more available
to learners without necessarily adding value to the learning. Indeed, van der Klink
and Jachems [34] caution that ‘a lack of clarity of the institutional role of e-learning
is increasingly likely to result in its use solely to supplement face-to-face teaching
without adding any value to the learning process’. Whilst lecturers may perceive a
positive gain from the highly structured and accessible online environment, Holmes
and Gardner [1] argue that this might restrict innovation and spontaneity of delivery
of content. Indeed, when questioned about the challenges involved in the use of
e-learning, some lecturers stated that they needed more time and resources to
develop the materials [16]. This concurs with Bullen and Janes’ [20] contention
that due to time constraints few education providers are able to identify innovative
or even appropriate roles for e-learning.

A social learning environment (SLE) could mitigate some of the problems above.
Hart [14] defines a SLE as ‘a place where individuals and groups of individuals
can come together and co-create content, share knowledge and experiences, and
learn from one another to improve their personal and professional productivity; and
is also a place that can be used both to extend formal content-based e-learning
to provide social interaction with the learners and tutors, as well as to underpin
informal learning : : : In other words a SLE does not manage, control and track users
but rather provides an open environment for them to work and learn collaboratively’.
A SLE comprises a number of social elements, including social networking, social
bookmarking, communicating and collaborating with others, blogging, podcasting
and RSS feeds. Anderson, cited by Minocha [3] describes Educational Social
Software as a set of networked tools that support and encourage individuals to learn
together while retaining individual control over their time, space, presence, activity,
identity and relationship.
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Why Use Social Networks and Web 2.0 in Education?

If educators are to be learner-centric, they should use the communication methods
that are popular with learners, and that are in accord with learners’ activities outside
their studies. Today’s learners, described by Prensky [35] as ‘digital natives’, use
technology in a variety of different ways to meet their needs. For example, they may
share images/photographs captured using mobile phones sent via MMS or uploaded
to social networks, watch YouTube video clips, share ideas by chatting to each other
using text messaging (SMS) or instant messaging services such as MSN Messenger,
Blackberry Messenger and social networks features such as Facebook Chat [3]. The
adage ‘if you can’t beat them, join them’ springs to mind. However, Prensky [35]
describes many teaching staff as ‘digital immigrants’, that is, they are not as au
fait with the use of such technologies as the learners, or are resistant to learn [36]
yet everyone needs to be computer literate and able to work collaboratively in the
workplace [37].

A fundamental principle of a Web 2.0 social network is its read/write facility,
enabling participant interaction and collaboration [3]. Social network technology
can support group interaction and thus counter the isolation of self-paced e-learning
by fostering a learning community providing mutual support [38]. According to
Wenger [39], learning occurs in communities of practice, where the practice of
learning is the participation in the community. Members who have a shared interest
or competence, interact and learn together and develop a shared repertoire of
resources (experiences, tools and ways of addressing recurring problems). In the
Web 2.0 era, a learning activity is a conversation between the learner and other
members of the community that consists not only of words but of images, video,
multimedia and more. In so doing, a rich variety of dynamic and interconnected
resources is formed, created not only by experts, but by all members of the
community, including learners [40]. Furthermore, as the interactive nature of social
networks facilitates collaborative work, group tasks such as projects and reports
may be of a higher quality than if individuals had worked alone (synergistic effects)
[37]. In addition to higher quality learning outcomes, participants in the process
benefit from both peer recognition and peer review, both excellent preparation for
more modern collaborative teamwork [37]. Moreover, the social software allows
individual contributions to be tracked for assessment purposes, if desired [3].

Leslie and Landon, cited by Minocha [3] argue that because people can com-
municate widely with other community members, they can move beyond the more
limited circle of their immediate contacts. Thus social networks help to create both
an environment and an infrastructure for ‘informal and borderless learning’ [3].
Minocha [3] describes the rationale for social networking as a virtuous circle, in
which the learner generates something of personal use, which benefits the larger
network as a whole, which in turn creates additional value for the original user.

According to Mejias [41], the use of social networks develops in learners the
practical research skills needed to make best use of online information networks
and engages students in ‘learning to learn’. He adds that social networks facilitate
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distributed research, in which ‘the power of many’ exposes the individual learner
to far more research, resources and ideas than they could possibly generate on
their own. However, while the movement away from VLEs to internet based social
networks exposes students to greater opportunities for research and collaboration, it
leads BECTA [37] to comment ‘the Web 2.0 tension to be managed is one between
welcoming the diversity of Web 2.0 publication, while recognising the need to help
students navigate it with confidence and a critical attitude’.

Pedagogy and the ‘Fit’ with Social Networks for Learning

Mainstream educational learning theories include behaviourism, cognitivism and
constructivism. The behaviourist approach focuses on learners’ observable be-
haviour and the stimuli and responses involved in changing behaviour. Whereas
behaviourism does not attempt to understand internal thought processes (black box
thinking), cognitivist theorists attempt to understand the mental process of learning,
so that the process can be improved. Both these schools of thought place the learner
as a passive recipient of knowledge from external sources, that is, that responsibility
rests with the teacher to deliver knowledge while the learner passively internalises
it [42]. Conversely, constructivism depicts the learner as an active participant in the
search for knowledge and that the learner directs his or her own problem-solving
process [3].

Social networks and Web 2.0 are closely aligned with modern thinking about
educational practice, and in particular the social constructivist and socially-oriented
approaches [3]. Such paradigms promote that effective learning requires opportuni-
ties for learners to be independent in their study and research, have a wider range
of expressive capability and more collaborative ways of working, all of which are
facilitated by Web 2.0 tools in social networks [43]. Developing the skills of problem
solving, research and collaborative working also equips learners well for the world
of work.

The underlying pedagogy is considered by other educational theorists however,
who comment that Web 1.0 is aligned with constructivism allowing the individual
to search actively for information and knowledge. Siemens [42] proposes that Web
2.0 methods and tools permit the educational process to transcend constructivist
theories by moving on from isolated, individual activity to interactivity amongst
a community of collaborating learners termed ‘collaborative constructivism’ or
‘connectivism’ [3].

Table 17.1 provides a summary of the Web 2.0 principles aligned with pedagog-
ical aspirations for social learning as specified by Walton et al. [44].

In order to create a social network learning framework several components are
required [44]:

– Technology: rather than a ‘one-size fits all’ centralised, institutional system,
there must be a move towards more loosely-coupled, personalised learning
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Table 17.1 Social learning: Web 2.0 principles aligned with pedagogical
aspirations [44]

Web 2.0 characteristics Key pedagogical characteristics

User-generated content Personalised, adaptive
Power of the crowd Authentic, ‘real’, situated
Data on an epic scale Active, experiential,
Architecture of participation Collaborative, sum is greater than the parts
Network effects Communicative, peer supported
Openness Reflective, cumulative

environments, using third party applications and widgets as well as bespoke
developed tools, to create personal learning spaces, including, for example, the
learner’s profile.

– Content: users need to be encouraged to actively participate with others in
the search for, customisation and generation of content. For this they require
unrestricted access to content in a variety of formats and the tools to aid its
discovery. This is a barrier in some institutions due to network restrictions [36],
the ‘potential conflict between the opportunities provided by exposing learners to
public internet content and the comparative safety of the “walled garden” VLE of
the institution’ [3], and the fear that learners will source or produce inappropriate
material [37].

– Pedagogy: learning in personalised social networks tends to be unstructured and
informal, based around peer to peer dialogue and independent study. Learners
generally value some structure and support which can be achieved through the
use of appropriate tools and narrative structures. Indeed, Crook et al. [37] point
out that even with increased ‘learner centeredness’, there will still be significant
demands on teachers to provide structure and facilitate the learning. Walton
et al. [44] evaluate the paradox of discovery learning ‘how can I inquire about
something which I don’t know anything about?’ Often the initial, tentative
exploration about an unfamiliar subject will be deeper and faster when familiar
social networks are engaged. It is essential that learners have access to suitable
content and are supported in identifying good content and finding consistent and
timely ways of accessing it.

– Community: social networks and Web 2.0 applications succeed through the
strength of the communities they foster. These social networks need not be lim-
ited to one educational module, programme or university – they could be
global [44].

Web 2.0 services will doubtless increase in complexity and scale during the
coming years as users continue to creatively adapt new tools to produce knowledge,
leverage collective intelligence, and build social capital [38]. Educational institu-
tions use of social networks and Web 2.0 tools appears to have been mainly positive
and they are continuing to develop their provision [3]. There may be a ‘peak of
inflated expectations’ as discussed by Armstrong and Franklin [36] but given the
current governmental and environment pressures on higher education there is an
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urgent requirement to establish new forms of learning that meet the need of the new
generations of learners whose experience has been fundamentally influenced by the
internet and Web 2.0 social technologies [44].

The eTUTOR Project

The previous sections of this chapter have evaluated the benefits and challenges
inherent in e-learning, and particularly those associated with VLEs and SLEs,
as described in the literature. This section describes the application of those
concepts in the development of a social learning environment for a university
computing module. The project was termed the eTUTOR (Education Through
Ubiquitous Technologies and Online Resources) project, funded by JISC through
the Next Generation Technologies and Practices strand of the Users and Innovation
Programme.

Background to the eTUTOR Project

In anticipation of next generation technologies and practices in the development
of e-learning, the eTUTOR project was developed to evaluate the use of current
technology in the context of educational learning. It addressed the contention that
in the future, the creation of an online learning environment and the sourcing of
online learning content and resources, will be predominantly facilitated through
the use of freely available web services and web-based materials [45]. The project
used free social network software and web services coupled with search engine
functionality to create an online learning environment in which a learner-centric
discovery learning pedagogy would apply. The intention was to facilitate access to
open educational resources available globally rather than individuals creating their
version of that content locally. It was acknowledged that the quality of resources
gathered might not be consistent because the ability to aggregate Web 2.0 services
would not be as far advanced as required for quality educational delivery. However,
an assessment of current capability would be valuable in anticipation of predicted
future trends [46–48].

There has been a great deal of previous work on learning environments developed
using social software, including a number of JISC funded initiatives [49]. The
eTUTOR project benefited from the outcomes of these projects and used the
information provided when planning the learning environments used. There have
also been a number of projects looking at the functionality of Web 2.0 services and
their potential to contribute to online learning environments [40]. The functionality
of commercial VLEs includes synchronous and asynchronous communications,
learning content and resource hosting and management, database and information
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management and a number of services. All of these services can be provided
individually through Web 2.0 applications and the project had the objective of
exploring the ability to aggregate them into a fully functional SLE [45].

The Project Aim and Rationale

According to JISC [49], the broad aim of the eTUTOR project was to apply the prin-
ciples of the e-Framework to ‘explore the possibility of creating an effective online
learning environment from currently available Web 2.0 services and social network
software, and to use this environment to deliver quality assured learning modules
using existing online content and resources’. The rationale for the eTUTOR project
grew from the work of the Wales e-Training Network (WeTN) online delivery
programme and ran in parallel with the JISC WALES project which evaluated social
network software in the support of online learners; as a consequence, a number of
innovative directions for the future of education were revealed [45], some of which
were investigated in this project.

The context for the project was the growing open educational resource move-
ment. MIT’s Open Courseware initiative, for example, provides their learning
materials free online. Similarly, the global Open Courseware Consortium, whose
main contributor in the UK is the Open University through its OpenLearn Unit,
is committed to sharing high quality content freely with all and its objectives
align well with the rationale for the eTUTOR project. Open Educational Resources
generate economies of scale in collaborative e-learning content development and
are operationally scalable as networks become larger, which is likely given that it
is claimed that web-based learning will eventually become a globally networked
service [47].

A further consideration is that resources with the potential for use in an
educational context are being generated and made available on the web every day.
It is also evident that such resources are being increasingly identified, catalogued
and presented automatically by search portals. The providers of these services
are already beginning to recognise the value of structuring their presentations for
educational use [45, 50], potentially minimising individual lecturer course material
preparation time. Moreover, a significant proportion of the learning resources
sourced from the web would be from non-educational sources, that is, information
and guidance materials created by all manner of organisations for their own purposes
but useful to students to place their learning in a contemporary, real-life context.

‘The existence of open online courseware on a global scale means that learning
resources are there to be discovered by learners’ [45]. The use of the internet
by individuals seeking knowledge and skills, for whatever reason, can result in
informal learning and therefore, the effectiveness of learning online is increasing
dramatically. Thus, the discovery learning approach of the eTUTOR project aligns
formal learning much more closely with informal learning by adopting the same
approach that learners use when they routinely search the internet.
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Although there is much debate regarding the best learning approaches, the
effectiveness of discovery and inquiry-based learning is widely promoted, for
instance, through the work of Piaget [51], Bruner [52] and Papert [53]. Yet,
Mayer [54], although criticising discovery learning, advocates guided instruction
and in doing so, strengthens the argument that discovery learning aids cognitive
development. Learners new to discovery learning need more guidance and that is
the approach taken in the eTUTOR project. Toole [45] contends that ‘there is a
growing consensus in the e-learning community that discovery learning will be a
central feature of future globalised education’.

Design and Implementation of the SLE

This section describes the design alternatives and selections made in the creation
of two modules of the eTUTOR SLE prototype: Personal Computer and Internet
Technology and Computer Games Development. The design decisions are detailed
below, using the Personal Computer and Internet Technology module screenshots
to illustrate points made.

In accord with the aim of the project, the design of the eTUTOR SLE conforms to
the e-Framework for Education and Research, an initiative that promotes technical
interoperability and reusability through service-oriented approaches [1, 26]. The
project adopted a service oriented architecture approach that is based on ‘innovation
in assembly’, and where development tools are reused in a variety of ways and
scenarios, as advocated by Weller [55] and broadens the notion of VLE 2.0; this
concept can be considered as a precursor to SLE 2.0.

According to Chatti [56], two types of mashup (a combination of data or
functionality from more than one external source to create a new service) can be
considered when constructing a SLE. The first, uses developers’ programming skills
to embed Application User Interfaces (APIs) such as iGoogle, NetVibes and Yahoo
widgets and services, including Del.icio.us, Flicker and GoogleMaps. However, as
the SLE is likely to be used by developers with little or no programming skills,
this project used the second type of mash-up, using easy-to-use widgets and feeds
to aggregate information from different sources, which requires no programming
knowledge.

The Host Environment

There are many social network applications online that include the communication
and resource presentation features that can support online learning and complement
or rival, traditional VLEs. A number of options were compared for use in the
eTUTOR project, including KickApps, pbWiki and Crowdvine; the evaluation
criteria included level of functionality (e.g. social communication tools including
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Add as friend feature, Web 2.0 collaborative tools, coursework submission options
such as wall, blog, forum), the ability to embed widgets, having an educational
version that did not carry advertising and free from cost. Initial experimentation
compared Wetpaint and Ning; for this module, Ning, a free social network solution,
was selected as it was deemed to be easiest to build, manage and use, providing
more easy-to-use social and collaboration tools for users. Ning appeals to people
who want to create their own unique social networks around specific interests,
which could be an educational network for example. It enables users to customise
their own visual design and choice of features with little or no knowledge of web
design. Educators around the world, technical and non-technical, are using Ning to
develop educational resources. Furthermore, learners are likely to be familiar with
and comfortable using the popular leading social network sites such as Facebook
and MySpace, and so there is likely to be some transferability of usability skills to
the Ning environment [57].

Ning has a modern look and feel, with full use of Web 2.0 features allowing
customisation of the community site. The social networks running on Ning’s service
are developed with Open Source PHP, giving advanced users the flexibility to deploy
their programming skills, though no programming is required. Like Facebook, there
is a large variety of interactive widgets available for Ning, which are very easy
to install/embed by both learner/user and tutor/administrator. Consequently, the
environment is ideal for educators to rapidly create an interactive social learning
environment. However, unlike Facebook, learners using Ning, have their own
customisable page and are able to change the colour of many elements, such as
the text, headers, background or tables to suit their own look and feel.

Figure 17.1 illustrates the home page of the Personal Computer and Internet
Technology module of the eTUTOR social learning environment developed in Ning.
The page is divided into discrete sections, which accommodate all the aspects of the
SLE including: Introduction text, Events, Chat, Notes, Members, Discovery Map,
Videos, Latest Activity, Forum, Blog, etc.

The development of the SLE using Ning was relatively speedy and the manage-
ment of the environment was very easy. For educators with little prior knowledge
Ning is highly suitable as a development platform for the creation of a social
learning environment.

Mind Mapping Software

This project required the creation of a customised gateway to web-based learning
resources and consequently a suitable navigation structure was required that was
clear, self-explanatory and easy-to-use. Early experimentation led to the decision to
visually portray the structure and specifically to adopt mind-map representations of
the module curriculum [45].
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Fig. 17.1 Learning environment home page [58]

There are many mind mapping tools available online, though Mindomo and
MindMeister were chosen for evaluation for this project. The criteria used for
comparison and the results are illustrated in Table 17.2.

Based on the evaluation in Table 17.2, MindMeister was chosen because of
its’ ease of use, the ability to create multi-layered maps and because it facilitates
real-time collaboration by enabling multiple people to simultaneously work on
the same mind map and see each other’s changes in real-time. The immediacy of
MindMeister’s facility to share information is a social feature that allows learners
to feel supported by each other while the collaboration aspects hone their group
working skills.

An online mind-map entitled ‘Discovery Map’ was created using MindMeister.
The design focused on the ‘learning outcomes’ of the modules, that is, the knowl-
edge and practical skills that a learner would be able to demonstrate on completion
of the module. A structured sequence of learning activities in numerical order
guided the learners towards achieving the outcomes of the module. For example,
the Personal Computer Technology andInternet Technology module required parti-
tioning to display the course content so the module was first subdivided into two
units, namely Personal Computer Technology and Internet Technology (Fig. 17.2).

The mind-map depicts a set of linked nodes, with every node representing one
module topic for research and tasks for completion. Each individual node provides
URL-enabled arrow icons containing pre-defined search strings linked to a search
engine results page that when selected, presents appropriate learning resources
related to the learning activity for the topic. Thus the search engines results are
customised for the particular resources being researched and the learners have
opportunities to further refine the search to ‘discover’ more specific content [57],
as shown in Fig. 17.3. The learner can then use the search results to complete the
learning activities (tasks). This Discovery Map provides a coherent pathway through
the units, their topics and learning activities, in a user-friendly format.
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Table 17.2 Mind mapping software evaluation [57]

Criteria Evaluation

1. Ease of use: Although Mindomo offers a wonderful array of tools,
significantly greater than MindMeister, this was its
downfall. MindMeister is significantly easier to use and
offers all the essential features deemed necessary to
achieve the project’s requirements

2. Hyperlinks: It is very easy to assign a hyperlink to a node. The user can
either click on the ‘hyperlink’ icon in the main
horizontal menu or alternatively utilise the hyperlink
accordion menu on the left. However, using Mindomo it
is not possible to create a link inside a node, instead a
small square link box is created at the side of the node.
This feature is very useful but not user-friendly as there
is nothing to indicate that it is a hyperlink

3. Upload/attach learning
resources:

Online mind mapping software can be used not only to
structure a course, list favourite website links or
organise tasks/projects, but also as a document
repository to organise lecture/tutorial files for example.
This feature is available in the premium version of both
MindMeister ($4 a month) and Mindomo ($6 a month).
It is very easy to add attachments to a node using
MindMeister

4. Multi-layered Maps: MindMeister also allows you to link to multiple
mind-maps, allowing the creation of multi-layered
maps. This feature is very useful as a tutor can present
the user learner with increasing amounts of information
regarding the learner’s interest

5. Synchronous
collaboration:

MindMeister allows multiple people to collaborate on the
same map in real time, Mindomo does not. MindMeister
gives the author of a map the ability to share with
multiple people who can then work on the map at the
same time

The Discovery Map aims to encourage and empower learners to seek out
information for themselves. However, as learners go through the discovery learning
tasks, they do require support from the online tutor, mainly in two forms: via forums
and messages posted in the learning environment and weekly chat sessions. Each
learner had a personal blog where they were to post a brief report on the outcomes
of each task as they completed them. They were also required to post a weekly
reflective blog entry and to contribute to a collaborative forum, sharing insights,
problems and solutions with the tutor and their peers. This social engagement helped
ensure that learners did not feel isolated.

Search Engine Selection for Customised Searches

Given that the MindMeister nodes provide URL-enabled arrow icons containing
pre-defined search strings, a key decision in the development process was the
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Fig. 17.2 Module and unit maps [58]

Fig. 17.3 e-Learning discovery map learning activities [58]

selection of a suitable search engine. A number of search engines were evaluated
to assess their appropriateness for use in this project, including Google the search
engine market leader (see Fig. 17.4), and other search engines that have different
approaches, such as Ask and Yahoo. Google Customised Search Engine (CSE) was
selected because its search for resources can be configured to be very specific and it
can be further refined by users to prioritise good quality resources.

Learners need guidance in web searching techniques and tools to help them
to discover the online resources. Typically, students do not have the knowledge
or formal learning to allow them to create their own sophisticated search strings.
Two possible search method solutions were evaluated: Customised Google Search
Engine (CSEs) and Customised Google Search String. An experiment compared the
effectiveness of each approach, and based on the appropriateness of the websites
listed in the search results for each learning activity, the Customised Google Search
Strings results seemed to present links that were more relevant to the learning
activity. The Discovery Map was then created to organise and list the learning
activities. The tutor/developer tested and inserted appropriate Google search strings
for each of the learning activity nodes on the map as illustrated in Fig. 17.5 [58].



17 Social Networks for Learning: Breaking Through the Walled Garden of the VLE 433

83.34%

6.32%

4.96%
3.25%

0.73% 0.42%

0.10%
83.34% -Google - Global

6.32% -Yahoo - Global

4.96% -Baidu

3.25% -Bing

0.73% -Ask -Global

0.42% -AOL -Global

0.1% -Other

Fig. 17.4 Search engine market share (September, 2010) (Data derived from [59])

Fig. 17.5 MindMeister.com mind map – Google search strings [58]

Each time the learner clicks on a node, a Google search result page appears,
allowing the learner to examine the search result list and use the information to
complete the learning activity, thereby developing their knowledge and skills. The
learner may also continue to refine the search by editing the individual search
strings, thus becoming more skilled in discovery learning techniques.

All three Discovery Map search methods can be included in a single page:
Google Search, Custom Google Search and Pre-defined Google Search String (as
shown in Fig. 17.6). The inclusion of all three methods enables learners to recognise
and use search method alternatives, and to select their preferred method.

As learners select successive nodes, more detail is revealed. Figure 17.7 shows
the learning activities associated with a particular node.
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Fig. 17.6 Discovery map search alternatives [58]

Fig. 17.7 A typical learning activity [58]
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Results and Evaluation

This section describes the results of the eTUTOR project, including developer
testing and feedback, usability testing with four expert users, a questionnaire survey
involving 20 undergraduate learner respondents, and supplemented by users’ blog
and forum posts. All results and respondent comments are sourced from the pilot
report of the eTUTOR Project [58].

The Social Learning Environment

The eTUTOR system is ideal for educators to rapidly and easily create a SLE and
provides a suitable platform for any type of collaborative exercise, whether it is for
learning, commercial or leisure projects; the creation of a Ning network only takes a
few minutes. The functionality and potential of Ning is only limited by the number
of widgets that can be obtained or created and given that new widgets are continually
being developed, the possibilities are endless [57]. Using the Ning platform, it feels
like there is a free development team constantly updating and evolving the system
as the web itself continues to expand and evolve to meet the need for greater social
tools, richer and more engaging user experiences. The management of the SLE is
also very easy. The Ning system provides a central ‘Manage’ page for the Network
creator, as can be seen in Fig. 17.8:

After only using the SLE during tutorial sessions over a 2 week period, 80%
of undergraduate respondents found the SLE easy-to-use while 85% of learners
thought the use of a social network enhanced their learning. This may be because
social networks make learning fun, more interesting and stimulating for the student.
Students liked the user friendly dashboard style of Ning, where content was
organised on one page, similar to other social network sites such as iGoogle,
Facebook and MySpace. Respondents also commented positively on having their
own individual page and map to organise their resources, the implied schedule
of tasks that could be viewed as a whole and favourite internet sites (favourites).
The easy-to-use software encouraged wider adoption of the technology, with some
students using it to organise aspects of their personal lives.

The Ning environment allows participants to leave comments on forums, blogs,
private messaging and personal wall spaces to support the learning of others. This
opportunity for collaborative learning and social commentary was clearly valued
by undergraduate respondents. Learners’ favourite features include the informal
but productive community culture, ease of communication with others and social
features such as Buddypoke. Indeed, most learners valued the social aspects of the
learning environment and none mentioned feeling ‘isolated’, an oft-cited drawback
associated with e-learning. The Web 2.0 social network allowed for asynchronous
communication and collaborative learning within individual student groups and
between multiple groups of students. Using these communication tools, feedback
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Fig. 17.8 Ning social learning environment management system [58]

from learners indicate that they enjoy supporting each other through the learning
activities in an open social community environment. Feedback on learning activities
can be uploaded in audio or video format. Respondents liked the multimedia aspects,
including video links to online tutorials, the ability to link preferred resources to the
learners personal home page and using 3D interactive applications.

The ability of the learner to achieve the learning outcomes of a module largely
depends on their personal motivation. However, the tutor’s ability to create an open
and supportive community learning environment, where the learners are assisted
to manage themselves and their time effectively, is also crucial. The module
incorporated a ‘self-reflective blog’, which when used as part of the module’s
assessment, encouraged in learners, skills of self-evaluation. Learners commented
that this motivated them to break the work down into regular, self-paced learning
packages. The tutor witnessed an increase in independent learning and positive
reflection. The emphasis on the search for credible information encouraged students
to cite all sources used, thereby demonstrating the breadth of their research and
improving their referencing skills.

However, at the time of writing, Ning did not provide a method to store and
organise large amounts of learning resources, although there were widgets available,
or one could have been created. However, the improved quality of up-to-date
learning resources online means the need to create learning repositories continues
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to diminish. There were few responses regarding the learners’ least favourite aspect
of the SLE though several learners commented on the amount of email notifications
they received when groups of which they are members updated discussion forums,
etc. This issue was easily resolved by showing students how to change the email
settings but it did reveal a training need that will need to be addressed in future
induction sessions. However, most learners are very familiar with the interfaces of
social network sites such as Facebook, and required no initial training on how to
use the network. one learner did comment that ‘I have got used to the structure of
Blackboard’. One respondent did not like the ‘work’ involved with the community,
though overall feedback was positive, including comments such as ‘it’s all good’.

The Discovery Mind Map

The Discovery Map displayed the module learning activities and learning resources
for the topics in a single, clear and structured interactive graphical interface. It
enabled the learners to proceed through the sequence of tasks for each subject in
a user-friendly and structured form to achieve the learning outcomes of the module.
Eighty-five percent of learners found the map easy to use. Some found the map’s
visual nature aesthetically appealing and felt that the ability to view all topics in a
single view was one of the most useful features; in particular they liked that they
could expand and collapse nodes at will to display content. In addition, learners
commented positively on the ease of access to resources, provision of tutorials
in both file and weblink format, both of which show the value learners place on
receiving information/tutorials from educators. From this perspective, discovery
learning is valuable to supplement learning activities and traditional handouts and
indicates that a blended rather than pure e-learning approach can be the most
effective solution.

It can be argued that the Discovery Map is not any better than a traditional
VLEs ability to list resources in a typical file directory fashion. There is no real
difference between the map and a traditional structured list of learning activities with
accompanying hyperlinks, which of course can easily be created in Blackboard or
any electronic document. However, learners preferred the interactive and graphical
nature of the map. It is an alternative that gives the learner the ability to organise
and present a large amount of learning resources on one page, in one interactive
graphical representation, that also allows the learners to contribute and be a part of
the resources provided.

Customised Searches

A learning activity was selected and a search string was constructed using the
keywords relating to the learning activity: ‘create a webpage using xHTML’. The
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Table 17.3 Search method effectiveness test [58]

Search Engine
Relevant
links (x/10) Analysis

Test 1: Google
Search

2 Using key words from the learning activity 2 out of
10 sites were deemed relevant to the learning
activity i.e. a link that provided the practical
information on the first click and without
purchasing a book. The search provided many
links guiding the user to commercial sites that
sell learning guides on xHTML and CSS

Test 2: Custom
Search Engine
(CSE)

8 The same Google search string was used from the
previous search but within a specially created
custom search engine. Eight out of ten search
results were deemed relevant. However several
links were from the same tutorial websites.
Websites were selected for the CSE based on
industry experience and the most relevant were
chosen from the top ten Google page results

Test 3: Refined
Search String

7 Using the same method as test 1, but with a refined
search string (basic xHTML tutorial), 7 out of 10
search results were deemed relevant to the
learning activity. There was only one repeat
learning resource

Test 4: Refined CSE
string

10 Using the previous refined search string within a
CSE, 10 out of 10 of the search results were
relevant to the activity. Although several results
were from the same tutorial sites, this happened
much less than the CSE only method. Overall, a
greater variety of relevant results and less
repetition

single search string was used in four different ways to obtain the search results from
Google in order to compare the number and relevance of the entries in each search
result list (Table 17.3).

Based on this analysis, using a refined search string with a Custom Search Engine
greatly increases the quality of the learning resources presented to the learner, and
is the most effective discovery learning method tested. As identified previously,
the use of customised search strings enables the learner to rapidly home-in on the
most valuable resources. Customised search strings can be added to any level of
the Discovery Map, from centre node to individual learning activities or indeed
anywhere on the Ning environment. For example, they can be added underneath
the map thereby enabling the learner to simultaneously view the learning activities
whilst using the search engine. However, use of this method impeded learners’
ability to create effective search strings for themselves, and given that the ability to
search creatively is an essential skill, the creation of a CSE customised for particular
learning outcomes or learning activities in which learners create their own search
strings, is recommended [57].
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Discovery Learning

Discovery learning facilitated and structured by the tutor using Web 2.0 technologies
produced high quality online resources that improved the learning process. How-
ever, the role of the tutor was crucial in guiding the learner through the learning
process, from goal setting, time management and encouragement to achieve their
goals. One of the most useful features of the social network according to learners’
feedback was the regular contact and clarification of learning activities from the
tutor that helped them to stay focused. Learners were encouraged to solve problems
through social collaboration with peers and independent self-reflection before
contacting the tutor. In addition to building social team-working and problem-
solving skills, this method ensured the tutor was not over-burdened by learner
communication and was able to answer questions on the support forum or via email
at his or her convenience. Furthermore, the use of the community network com-
munication tools (e.g. for individual Modules) empowers the module lecturer/tutor
with tools such as ‘community broadcast messages’, ‘group messaging’, or simply
‘send a message to an individual student’, enhanced support and monitoring, which
will ultimately increase retention.

Eighty-five percent of undergraduate learners responded that use of the discovery
learning SLE enhanced their learning. During usability testing, one expert learner
commented:

For both tasks I began by looking at the web pages provided by the tuned Google search
engine that the mind map takes the learner to. I then followed any further links, web pages,
videos etc. provided by the suggested web pages : : : Even though the timescale given on the
mind map was 1-2 hrs I easily spent 3-4 hours on the two tasks combined. This was due to
the fact that I would click on hyperlinks within the suggested web pages to dig deeper into
the subject, as well as using Google to search for more specific areas related to the tasks.
This shows discovery learning has taken place at least with me and this would be of great
benefit for “real learners”.

It is an accessible source for online tutorials making it easier to work at home,
or any convenient place yet still being part of a learning community. Learners
commented that when learning with peers, they felt more motivated and less likely to
procrastinate. As previously identified, social and collaborative learning technology
offers a peer- and tutor-supportive learning environment. ‘Peer-to-peer support is a
positive aspect of learning; the awareness that peers are struggling with the same
difficulties is important’ [60]. It is vital for the tutor/moderator to create a social
and professional learning culture, and in a supportive manner to help students to
maintain their focus on learning activities. The system allowed the tutor to review
easily student progress, particularly via the weekly blog and provided a useful
monitoring tool to identify which learners required help and/or encouragement. This
was also a very constructive teaching and learning strategy for a more traditionally
delivered module to ensure students make better use of their own study time. The
learners’ ‘My Page’ and ‘My Map’ could be used to create a personal learning plan
and to store a portfolio of accomplishments/work completed. Initially the tutor or
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‘learning coach’ can help the learner to set goals and plan study-time; learners can
then take control of the direction of their own learning and later reflect on their
achievement using their blog facility.

Conclusion

The advent of social networks and Web 2.0 technologies has marked a watershed
in the role and impact of technology in higher education that will result in a
fundamental shift in the way we learn. Web 2.0 technology has the potential
to transform education and provide a response to the challenges of a changing
education landscape, environment and stakeholder expectations. For learners, social
networks facilitate a connectivist, discovery learning approach in which they control
the direction and pace of their own learning, using technologies that are familiar in
everyday life. In addition, social networks foster a learning community that provides
a (safety) net of peer collaboration, review and support, in which participants access,
generate and share resources widely. As well as learning the social software tools
that are increasingly used and in demand by employers, learners also hone their
research and group work transferable skills, making them more employable and
useful in the workplace.

For educators, many of the attributes associated with the use of Web 2.0 tools
in social learning environments provide a neat ‘fit’ to the constructivist pedagogy
advocated by many contemporary educational theorists. The role of the educator
becomes that of facilitator rather than teacher, as the expectation of students is
that they become much more actively involved in their own learning. They are
able to engage learners in an interactive dialogue and provide early feedback and
advice on learner progress. However, some of the principles and approaches in the
socially-networked, Web 2.0 domain do not sit easily within a higher education
context. The changing methods of teaching and the design and assessment of online,
collaborative learning activities, for example, can be challenging and there may
be an adverse impact on workloads. However, in determining their strategies for
future success and sustainability, higher education institutions, and those who work
in them, must respond to the challenge by establishing a customer/learner-centric
approach and new forms of learning using Web 2.0 technologies.

Rather than using a VLE, the eTUTOR project described in this chapter is a social
learning environment developed using learning content and resources primarily
sourced from the internet and assembled on a foundation of a free social network
(Ning). Such environments can be constructed with relative ease by users with
little or no knowledge of web design. This provides the flexibility and freedom for
users to incorporate as many or as few services that they deem to be relevant and
appropriate for their needs, from a diverse range, without relying on specialist skills.
There are two distinct eTUTOR stakeholder groups: the tutor as developer and the
learner and tutor as users. The developer can create the social learning environment
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with ease and the user is motivated to collaborate with other users. As the tutor has a
dual role, inefficiencies or weaknesses in the SLE will become apparent during use
(user role) and s/he will be able to take corrective action (as the developer).

The project provided the learner with a customised gateway to online learning
resources that were harvested and presented for use using search engine appli-
cations. The social learning environment and online mapping software offered an
engaging, rich, social learning experience for learners facilitated by an online tutor,
to promote an open and supportive culture of collaboration. A tutor can provide
high-quality learning resources relevant to the learning outcomes from the internet
and present them in a structured format, whilst highlighting the importance of
collaboration and independent discovery learning and personal creativity. Using the
SLE, students develop research techniques and improve their content discernment
skills i.e. the ability to select wisely appropriate sources of information. They
are encouraged to solve problems through self-reflection and social collaboration
before contacting the tutor. This method builds self-confidence/esteem and team-
working skills. Through the completion of the learning activities, students develop
a positive, pro-active attitude. The project presents an effective Web 2.0 solution for
collaborative community- and technology-enhanced discovery learning.

The social learning environment is ideal for the Facebook generation as it is
based on the tools that they use to communicate in their social lives and does not
constrain them to methods of learning that they perceive to be old-fashioned. The
learner-to-learner and learner-to-tutor relationships are enhanced due to the close
collaborative style of working together; this also encourages learners to be self-
motivated and to collaborate with peers safe in the knowledge that the tutor is also
there to support them (e-guide on the side). This solution is suitable for any project
that requires electronic collaboration and information management while providing
opportunities for personalised, adaptive learning using a variety of learning tools
derived from free, open source, ubiquitous social networks.
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Chapter 18
Social Networks and Recommender Systems:
A World of Current and Future Synergies

Kanna Al Falahi, Nikolaos Mavridis, and Yacine Atif

Abstract Recently, there has been a significant growth in the science of networks,
as well as a big boom in social networking sites (SNS), which has arguably had
a great impact on multiple aspects of everyday life. Since the beginnings of the
World Wide Web, another fast-growing field has been that of recommender systems
(RS), which has furthermore had a proven record of immediate financial importance,
given that a well-targeted online recommendation often translates into an actual
purchase. Although in their beginnings, both SNSs as well as RSs had largely
separate paths as well as communities of researchers dealing with them, recently
the almost immediate synergies arising from bringing the two together have started
to become apparent in a number of real-world systems. However, this is just the
beginning; multiple potentially beneficial mutual synergies remain to be explored.
In this chapter, after introducing the two fields, we will provide a survey of their
existing interaction, as well as a forward-looking view on their potential future.

Introduction

Network science, arguably having its beginnings in the 1700s with Euler’s Seven
Bridges of Knigsberg [1], has passed through a number of important stages,
including the creation of graph theory [2], the sociogram, and the advent of
social network analysis [3], culminating in the recent boom and solidification as
a discipline. Just a little after, some of the most important recent results, such as
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the development of scale-free networks [4], the first social networking sites (SNS),
started to appear [5], and within less than a decade, Facebook has more than 6% of
the world’s population as active users.1

In parallel to these developments, since its early ARPAnet days (1969), the
Internet, even more so after the creation of the World Wide Web (1991) and
the wide-spread use of early graphical browsers (mosaic, 1993), has rapidly been
utilized as an important platform for a host of activities that are essential to
modern daily life: communication, information-seeking, education, as well as,
quite importantly, business and e-commerce. One of the most important aspects
implicated in successful e-commerce is the ability to identify products or services
(items) in which people (users) might be interested in to estimate their interest
ratings, and then to recommend such items to users, in order to have the users
potentially purchase the items.

This is the central problem that recommender systems (RS) are targeting and it is
quite an important problem, for users, merchants, as well as society at large. When
it comes to merchants, the immediate and tangible economic benefits of a successful
recommendation in terms of increasing sales and creating revenue are obvious.
When it comes to users (potential buyers), nowadays, they are often overwhelmed
with a multitude of choices and options in their online business experiences, while
at the same time they have limited resources and free time to invest in the selection
process. Hence, there is an increasing need for using recommendation support to
overcome this problem and provide users with personalized recommendations on
different items such as books, movies, music and news. Furthermore, the basic ideas
behind recommender systems can be applied not only narrowly to purchasing and
business, but can be extended to a wider context, for example within the social
realm, in which such systems could recommend acquaintances for personal or
professional relations, which could potentially increase collective social capital [6].

In terms of their underlying theory driving their implementation, Recommender
Systems (RS), although having their roots in a number of disciplines, such as
forecasting theories [7], information retrieval [8], approximation theory [9] and
consumer choice modeling [10], started solidifying as an area in the 1990s, and
today are at the heart of many multibillion dollar e-businesses, such as Ama-
zon [11], Netflix and MovieLens [12]. At the heart of the problem of creating a
successful recommendation is the ability to generalize from known or estimated
attributes of items and users, and possibly also from existing ratings, in order to
predict yet unknown ratings of items from users, towards the ultimate goal of a
successful purchase. Thus, in order to create such a successful recommendation,
one needs to possess information (data) as well as processes (algorithms): the
required information usually consists of a database of users and items, together with
adequate attributal information about them, and possibly similarity spaces for the
two domains (users and items), as well as an algorithmic/mathematical means of
creating and updating predictions on the basis of this information.

1http://www.facebook.com/press/info.php?statistics

http://www.facebook.com/press/info.php?statistics
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And this is exactly the first obvious point of beneficial contact between social
networking sites (SNS) and recommender systems (RS): there is a wealth of
information about users, their attributes and preferences, as well as their relations,
within social networking sites (Synergy I). Furthermore, a second easy observation
that provides a strong basis for synergies has to do with social networking sites
as a popular locus for online life: users spend an important percentage of their
online time [13] in SNS. Thus, SNS are an ideal platform, not only for gathering
information useful for creating recommendations, but for actually presenting these
recommendations to users (Synergy II). Furthermore, in social networking sites,
there is a need for recommendation not only of products and services but of
individuals or groups, with which the user can potentially became related to, in
a personal or professional fashion. And this creates the third domain of strong
potential synergies (Synergy III) between RS and SNS, as we shall discuss, together
with other potential synergies.

The rest of this chapter is organized as follows: The section “Social Networks”
presents background on relevant research on social networks and sites, while
sections “Recommendation Techniques” and “Recommender Systems Limitations”
discusses recommender systems with their underlying techniques and algorithms
as well as the limitations in these systems. In section “Recommender Systems in
Social Networks”, after talking about shortcomings of recommender systems, we
discuss how these have been and can be potentially further addressed through their
synergies with social networks, followed by sections on future work and conclusion.

Social Networks

In the traditional way, businesses use to reach consumers via advertisements through
TV and radios cannot satisfy all users as they are generally broadcasted to all users
regardless of their personal preferences. The online space provides more efficient
approach by allowing users to view products based on their desires especially with
the usage of social networks. The web has become more social and data is generated
in real time. Famous social networks, such as Facebook and Twitter, are good
examples for such evolving social web. These social network websites provide a
rich environment for performing recommendations.

Social Networks Definition

Social networks are built from a group of people who share the same interests,
backgrounds, and activities. In social networks, people can communicate with each
other in many ways. They can socially share and upload files such as images, videos,
and audios to their profiles. Social networks consist of nodes that are the actors in
the network. These nodes might be a user, a company etc. The nodes are linked
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to each other through connections or ties. In social networks, these connections
represents the relationships between nodes as friendship, partnership, kinship, etc.
The number of nodes is changing and expanding specially on the web as new web
pages and profiles created everyday [14].

There are different properties that social networks provide here we will define
two main concepts:

1. Profiling where each user has his own profile, which represents the user’s
preferences and interests

2. Linking between users, which make it easier to analyze relationships among
users

3. The ease of data extraction from social network sites

User Profile

Usually individual corporations such as Google and Yahoo! moderate online social
networks sites. Most of social networks provide their functionalities for free to the
users. Though some social networks need the users to register in order to gain access
to the full facilities of the website. Personal information about each user is stored
in his/her profile. A profile is a collection of user information that shapes the user
identity on the Internet [15]. These profiles contain information about the user as
well as his/her interests.

User Connections

The main goal of social networks it to connect people, thus each user in a social
network can establish a link with other users in the network. Figure 18.1 shows
the different relationships that occur in social networks. An example would be
the concept of following in Twitter where a user (creator) can follow other users
(targets). A full connection between the creator and the target is established if
both are following each other. In the case of Twitter example, the full connection
will allow additional functionalities such as the ability of sending private messages
between users. Users create these connections in order to follow each others’
contributions, especially if they are of the same interest.

Data Extraction

Data extraction from social network sites is easy, as many studies done in the
field of data collection and extraction from social network have shown is done
through introduction of datasets. One dataset is presented in [16] where the
researchers introduced a social network dataset based on Facebook. They studied
the users, interest as well as the relationships between them.
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Fig. 18.1 Social graph: the
pattern of social relationships
in social networks

Understanding the structure of social networks will help evaluating the strength,
weaknesses, opportunities and threats associated with them. Many such works have
been done in the field of social networks analytics. One of the most popular papers is
Milgram’s “The Small-World Problem” [17] where the earliest experiment about the
six degrees of separation was investigated. Milgram studied the average path length
for social networks in the United States and suggested that we live in a small world.
Watts also studied the mathematical analyses of the small world structure [18] as
he examined the small world systems and discussed the problem of measuring the
distances in social world and he studied examples of real small-world networks.

Recommendation Techniques

In mid-1990s recommender systems started to evolve as an independent research
area as researchers started to focus on business ratings [19–22]. The problem with
recommender systems is related to rating items that have not been seen by the
user. When the recommender can estimate the rating for these unrated items, then
it can recommend new and varied items to the users [19]. Different algorithms
have been introduced over the last decade, both in academia and industry. Online
vendors such as Amazon and Netflix used some of these recommender systems for
commercial purposes. These systems are used to predict user interest in a new item
based on his previous ratings on other items. Customers become more satisfied when
the system predicts more.

These companies invest in improving such systems to have accurate items
recommendations. For example, Netflix announced an open competition in 2006
with a prize of US $1,000,000 for the best algorithm that predicts user interests in a



450 K.A. Falahi et al.

movie.2 Recommender systems have attracted much attention since the publication
of the first papers in collaborative filtering [20–22], but they still need further
improvement in order to produce more effective results [19]. These improvements
include better methods to represent user behavior and improve the prediction
accuracy. Recommender systems are now an important part of many e-commerce
sites and in this chapter we will study the current methods of recommender systems
for social networks with their different limitations.

In general, recommendation environment can be represented as follows [19]: Let
U be the set of all users and let I be the set of all items that can be recommended.
The spaces U and I can be very large as the number of users and items respectively
might be over a million in some cases [19]. u is the user for whom recommendation
needs to be generated and i is some item for which we would like to predict u’s
preferences. And let f be the utility function that measures the importance of item
i to user u (f : U � I ) R), where R is a set of nonnegative ordered values within a
specific range, where the utility function for a specific item is represented by ratings.
We need to select the item i 0 2 I that maximizes each user u 2 U utility. This can
be represented through the following formula.

8u 2 U; i 0
u D argmaxei2I f .u; i / (18.1)

There are different ways to calculate the utility function. It can be defined by
the user or calculated by an application [19]. User ratings are triplets (u,i,r) where
r is the value assigned by the user u, to a particular item i. Usually this value is a
fixed subset of the real numbers or a binary variable. In the user’s space U, each
user is represented by a profile that includes different attributes such as the user
ID, age, gender, income, etc. a simple profile could contain the user ID only. Also
each item in the items space I is represented by a set of characteristics. For example
when recommending books each book can be represented by its ID, title, author,
etc. Fig. 18.2 shows the users and items in the U � I space.

The problem with recommender systems is that the utility function f is not
defined on the whole space U � I but on a part of it [19]. When the utility
function is represented by ratings generated by the users, then the users will rate
items that they previously seen while the other set of items is still unexplored
and unrated. An example of user-item rating matrix is represented in Table 18.1
for a book recommendation application as on Amazon. Ratings are scaled from 1
to 5. The symbol � indicates that the user did not rate the corresponding book.
Therefore, the recommender system must predict the missing ratings for each user-
book combination and perform an appropriate recommendation based on that.

The problem of unrated has been approached in two different ways: (1) spec-
ifying heuristics that define the utility function and empirically validating its
performance and (2) estimating the utility function that optimizes certain perfor-
mance criterion, such as the mean square error. Recommender systems are classified

2http://www.netflixprize.com

http://www.netflixprize.com
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Fig. 18.2 Users and items
in the U � I space

Table 18.1 A fragment of a
rating matrix for a book
recommender system

User Freedom
The warmth
of other suns Unbroken Matterhorn

John 1 5 4 �

Alice 3 3 5 2
Mark � 4 � 4
Bill 4 5 1 3

according to their way of estimating unrated ratings. Next we will present the
different classifications and will survey these different techniques used to perform
recommendations. Table 18.2 summarizes the recommendation techniques used in
content-based recommendation and collaborative recommendation . Recommender
systems are classified into the following types [9]:

1. Content-based recommendations
2. Collaborative recommendations
3. Hybrid approaches
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Table 18.2 Recommendation techniques

Technique Background User input Process

Content-based Features on
items in I

U’s ratings of
items in I

Generate a classifier that
fits u’s ratings behavior
and use it on i

Collaborative Ratings from
U on items
in I

Ratings from
u on items
in I

Identify users in U similar
to u, and extrapolate
from their ratings on i

Content-Based Recommendation

In content-based recommendation, users are recommended items based on their
previous preferences [23–25]. In another way, the utility function f (u; i ) of an item
i for a user u can be estimated based on the ratings assigned by the user u to all
the items in 2 I that are similar to item i. For example, to recommend a book
i to user u, the content-based recommender system will get the previously rated
books by user u and then the books with highest similarity to the user preferences
are recommended. In content-based recommenders the recommendation is based
on the item itself rather than the preferences of other users [23, 24, 26]. Moreover,
in this approach, users can help the system in providing initial ratings and the
system can build a unique characteristic for the user preferences without matching
them with someone else’s interests [24]. Figure 18.3 represents the content-based
recommendation approach.

A typical system would show a summary of items to the user and allow the user
to click on an item to get detailed information. For example, Amazon would present
a page with books summary and then the user would select one book to read the
details and purchase the book if interested. As websites represent the items in a
graphical way, but in the server these items are stored in databases. As we said
earlier, there could be millions of items in the database, so we need to find a way to
show a part of them to the user [27].

Content-based systems are based on previous researches done in the field of
information retrieval, so they focus on recommending items that contain textual
information as in documents and websites (URLs) [19]. They improved over the
traditional information retrieval approaches by using user profiles [19], which
contain information about the user tastes and preferences. These profiles can
be generated using implicit (learning from users behaviors) or explicit (through
questionnaires) approaches. Items are stored usually in databases. Each item is
represented by a set of variables, attributes or characteristics. And each record will
contain a value for each attribute. The table uses a unique identifier for each item to
distinguish items that have common values such as title. The data is called structured
if the items are described by the same set of attributes and the value range of these
attributes is known [27]. The data is unstructured if there is no attribute names with
well-defined values. Instead, they contain a paragraph or a text that describes the
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Fig. 18.3 Content-based
recommendations

item, such as news articles. Analyzing natural language is very complex as the
same word could have many meanings. For example, Grey would represent a color
and a name, and power and electricity would refer to the same thing. Some data is
represented in a semistructured way as they have some attributes with defined values
and free text fields [27].

As we mentioned before, content-based recommender uses text-based items. The
content of these items is represented through keywords. One example is LIBRA,
which is a content-based book recommender proposed by Mooney and Roy[24]
that uses information extraction techniques in order to extract information from
Amazon for each title. Also in Fab System, the content is represented by the most
100 major words in order to recommend web pages to users. Similarly, Items are
represented through keywords in [28] and the Syskill and Webert system [23]
represents documents with the 128 most informative words. The importance of a
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keyword in a document can be measured by using some weighting measures such
as term frequency/inverse document frequency (TF-IDF) measure [8, 30]. The TF-
IDF value for a keyword k in a document d is defined as follows:

wk;d D tfk;d � log

�
n

dfi

�

(18.2)

where tfk;d is the number of occurrences of k in d, N is the total number of
documents and dfi is the number of documents containing k. of the other methods
presented in [31], they represent each term t by a distribution of terms (vector) that
is typical of the documents in which t occurs. The limitation of the content-based
recommender will be described in the discussion section.

Collaborative Recommendations

In collaborative recommendations, the user is recommended items that people with
similar tastes and preferences liked in the past [21, 32]. In other words, the utility
f (u,i) of item i for user u can be estimated based on the ratings assigned to item i by
users un 2 U who are similar to u. For example, to recommend a book i to user u,
the collaborative recommender system will find the set of users who share the same
interest in books with user u then the books that are most liked by the similar users
is recommended to user u. Figure 18.4 shows the collaborative recommendation
approach. The first collaborative recommender system is Grundy [14], which uses
stereotypes to build models for users by building the individual user models and
then use them to recommend books to each user. Another system is Tapestry that
uses individual users to identify other similar users manually [15]. GroupLens [33]
is also one of the first groups to use collaborative filtering for Usenet news. Other
early collaborative filtering recommender systems are Video Recommender [20]
and Ringo [22]. Other recommender systems proposed such as Amazon book
recommendation systems, PHOAKS that is used to help people find information
on the WWW [34] and the joke recommender system Jester [35].

Collaborative recommendation can be divided into two categories: (1) memory-
based and (2) model-based. In memory-based algorithms [21, 22, 32, 36, 37] the
unknown rating of an item i for a user u is calculated based on the ratings of
other users, who are similar to user u, for the same item i. The similarity between
users is calculated as a distance measure. Different user similarity measures could
be used as long as the result is normalized with a normalization factor [19]. One
of the similarity measures that could be used is the correlation where Pearson
correlation coefficient is used to measure similarity [21, 22]. Another similarity
measure is cosine-based [25, 32] where the two users are represented as two
vector in m-dimensional space and the similarity is measured by computing the
cosine angle between them [19]. Model-based algorithms [32,35,38–43] use ratings
to build a model, which is used then in predictions [19]. Different approaches
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Fig. 18.4 Collaborative
recommendations

are introduced to learn the model such as [32] that proposed two probabilistic
models: cluster model (where similar users are clustered into classes) and Bayesian
network, where the rating value of each item is determined through the states of
each node. Statistical model is proposed in [43] where they compared different
algorithms such as K-means and Gibbs sampling that are used to predict the
model parameters. Other collaborative filtering techniques are proposed such as
Bayesian model [44], probabilistic relational model [39], linear regression [25]
and maximum entropy model [42]. The main difference between memory-based
and model-based algorithms is that model-based algorithms estimate the ratings
through using statistical and machine learning approaches to learn a model from
the underlying data, while the former use some heuristic rules to predict the ratings.
It is possible to combine both techniques [45] (memory-based and model-based),
which will result in more reliable recommendations than using one technique alone.
Collaborative recommendation systems also suffers from limitations as mentioned
in [28] and [46]. We will describe these limitations in the discussion section.
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Hybrid Recommendations

In hybrid recommendations, the systems use a combination of collaborative and
content-based methods that tries to get over the limitations of both the systems by
combining them [28]. These systems can be classified according to the following
list [19]:

1. Implementing collaborative and content-based methods separately and then
combining their predictions

2. Integrate some of the content-based features into a collaborative approach
3. Integrate some of the collaborative features into a content-based approach
4. Combines both collaborative and content-based methods

1. Implementing collaborative and content-based methods separately and then
combining their predictions: In this type of hybrid recommendation, content-
based and collaborative systems are implemented separately and then the
recommendation results are combined using linear combination, ratings [47] or
voting scheme [48]. Some quality metrics could be applied to choose the best
way that gives recommendation with quality.

2. Integrate some of the content-based features into a collaborative approach: Many
hybrid recommender systems such as Fab [28] and collaboration via content [48]
are using the traditional collaboration with the aid of content-based approach
for maintaining user profiles. These profiles are used then to measure similarity
between users. This will solve different problems as when not many users have
enough number of commonly rated items [48]. Also users will be recommended
items directly when the items have high score against the user profile [28].

3. Integrate some of the collaborative features into a content-based approach: The
dimensionality reduction technique on content-based profiles is the most used
approach in this kind of recommendations. User profiles are represented as
vectors and some normalization techniques is used to reduce the dimensionality
as in [49] that uses latent semantic indexing (LSI) to create a collaborative view
of a collection of user profiles which results in improving the performance that
using only content-based approach.

4. Combines both collaborative and content-based methods: Many researchers
use this approach as they propose to combine collaborative and content-based
approaches as in [50, 51] where a combined probabilistic method is proposed to
combine collaborative and content-based recommendations. Knowledge-based
techniques [52] could be used in hybrid recommendation to address some of
the limitations such as new user and new item problems [19]. One example of
knowledge-based recommender systems is Entre [53] that uses the knowledge
cuisines and food to recommend restaurants to the users. Just these types suffer
from the need for knowledge acquisition [19].
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Different researchers [28, 48, 49] and [54] compared the performance of hybrid
recommendations against the collaborative and content-based approaches. They
found that hybrid approaches can provide more accurate recommendations than
using just collaborative or content-based methods [19].

Recommender Systems Limitations

There are different limitations for using recommender systems. The most two
distinct but related well problems are new user and new item problems. A new user
with few ratings becomes hard to recognize in recommender systems. Similarly
a new item with few ratings cannot be easily recognized by the recommendation
system, so there is a need to encourage users to rate items in such systems [53]. In
this section, we will discuss these limitations for each recommendation technique
and we discuss how to extend these systems.

Content-Based Recommendation

Content and Keywords Limitations

To perform content-based recommendation, the system needs the list of important
keywords associated to an item. To find this list, item contents need to be represented
in a format that is automatically parsed by computers as in texts or assign the
keywords manually to the items [19]. Keyword extraction techniques such as
information retrieval are used in recommender systems. But these techniques cannot
be applied on data types other than texts such as video, audio or graphics, which
lead to a limitation on content-based recommender systems. Another problem
occurs when two items are assigned the same set of keywords, which makes them
indistinguishable since the content-based systems uses these keywords to predict
recommendations. Using the same set of keywords will lead to inaccurate results as
the systems will not be able to distinguish between well-written book for example
and badly written book [22].

Insufficient Recommendations for New Users

To have accurate a reliable recommendation, the user needs to rate sufficient number
of items, as this is the base for content-based recommendations. The system will
not be able to predict good recommendations if the user is new in the system and he
rated only a few items.
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Collaborative Recommendation

Insufficient Recommendations for New Users

As with the content-based recommendation, in order for the system to predict
accurate recommendations, it needs first to understand the user’s preferences based
on the ratings he gave. Researchers used different ways to solve this problem,
such as using hybrid recommendation approaches through combining content-based
and collaborative techniques as discussed in the sections “Social Networks” and
“Recommendation Techniques.”

Insufficient Ratings for New Users

Collaborative recommender systems perform recommendation based on user pref-
erences; so for a new item to be seen and recommended by the system a sustainable
number of users must rate it. Hybrid recommendation approaches are also used to
solve this problem as discussed in the sections “Social Networks” and “Recommen-
dation Techniques”.

Recommender Systems in Social Networks

What Can Social Networks Provide to Recommender Systems?

In our daily life, we rely on recommendations from other acquaintances to choose
the best products to buy. Nowadays people are depending on the Internet to make
their decisions. The Internet alone could not provide the users with sufficient
suggestions for their needs as it contains many products and services. So social
networks become pivotal for generating recommendations, as integrating recom-
mender systems in social networks will add new intuitions and observation that
cannot be achieved through using traditional recommenders. Which produces more
accurate and efficient recommendations results? We will summarize these intuitions
in the following points: (1) relations between users; (2) improve performance; (3)
better recommendation for unrated items; (4) user content-based as recommendation
source.

Relations Between Users (Social Influences)

Traditional recommender systems do not take the social relationships between users
into consideration [55] even though the studies of measuring the importance of
social influence [56, 57] has been performed long time ago. When friends tend
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to recommend products, other friends will accept these recommendations most of
the times, as they trust each other. Businesses that adopted in their recommender
systems the relation between humans have achieved a huge success. For example,
Hotmail used social influence to reach 12 million subscribers just in 18 months
with a marketing budget of US $50,000. Hotmail spread all over the world even
in countries they did not make any advertisements such as Sweden and India [58].
This shows that people relations are powerful when making decisions on buying
products [55].

Improve Performance

Integrating social networks will improve the performance of recommender systems
on different levels as (1) prediction accuracy and (2) similarity between friends [55].

Prediction Accuracy

Understanding the relations between users and their friends as well as the infor-
mation obtained about them can improve the knowledge about user behaviors and
ratings [55]. As a result, predicting user preferences will become easier to infer,
which will improve the prediction accuracy.

Similarity Between Friends

Through using social networks, recommender systems will no longer need to use
similarity measures in order to measure the similarity between users [55]. When
two people are friends, in social networks, we can infer that they share the same
interest.

Better Recommendation for Unrated Items

When integrating recommender systems with social networks, the recommender
system will be able to recommend items to users even if they have not rated them.
This happens based on the preferences of the user’s friends [55].

User Content-Based as Recommendation Source

There are two main sources for traditional recommender systems, which are the
free text fields and the ratings [59]. Comments are used in e-commerce websites to
increase the revenue [60, 61]; they allows users to get the experience of other users
with a certain product [62], which makes this method very popular to be integrated
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in e-commerce websites. But those customer reviews are not accurate as a study
showed that the ratings are either of extremely high or extremely low [63]. For
that, some studies proposed to use social networks as a data source [59]. They used
different text mining techniques, as well as web logs and trustful social networks
for allowing the customers to get accurate and satisfaction reviews.

How Can Recommender Systems Use Social Networks to
Perform Recommendations?

The different properties of social networks encourage the research in the field
recommender systems integration with social networks. These studies are varied
and spread over wide areas such as, network value, trust, social tagging, etc.

There are different studies [64, 65] for measuring the network value from
analyzing the ability of the customers to influence their friends to buy new products.
According to [64], the customers with high influence could leverage the profit of the
company.

Trust is also another field related to integrating recommender systems with social
networks. It is defined by [66] as the level of subjective probability where each agent
helps another agent to accomplish a future behavior. And in social networks the
users prefer to get recommendations from their friends. The social relations between
users in social networks infer new studies in the field of recommending with trust.
People prefer to get recommendations from their friends rather than from a general
recommender system [67]; moreover, users prefer to get recommendations from
trusted systems [68] and there is a strong relationship between user similarity and
trust [69]. In [70] they proposed a distributed trust-based recommendation system
on a social network. In their method, the social network needs to have friendship-
trust values associated with each field. Then they used a model to compute the trust
values between nonadjacent nodes. Each node is assigned a knowledge base to list
the vendor preferences (assigned with rating) that the node has for various products
and services.

Recommending Users and Groups

In social networking sites, there is a need for recommending users or groups with
which the user can potentially became related to, in a personal or professional
fashion. There are many researches related to recommending users. Most of these
researches build their models based on Facebook and Twitter as they are the most
well-known social networks nowadays. One research [71] proposed Twittomender
that recommends Twitter users to each other. They used content-based search to
check the content of the tweets and collaborative filtering to check the followees and
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followers of users as well as some hybrid strategies to perform the recommendation.
In [72] the authors implemented a system to recommend friends on MySpace. They
address issues related to the size of the graph, as it was very huge, keeping the
graph up to date and producing friends recommendations using the graph. The
system consists of the friend graph manager that manages corresponding portion
of the friend graph, the recommendation generator, the recommendation repository
manager, and the feedback manager. The challenge with recommending users is how
to preserve the privacy of those users specially with the increasing identity theft and
web crimes. If the users do not trust the systems, there will be missing attributes that
will weaken the generated recommendations.

Future Works

Recommender systems have bright future especially when they combined with
social networks. These social networks can provide real time information, relations
and connections between different users in the network. Moreover, social networks
improved the recommender systems and leveraged them to a new level. So there
is a need to study these social networks to understand more the different relations
between users. Recommender systems are used now in many businesses to allow
businesses to increase traffic, have greater engagement with users, customize the
user experience and gain financial benefits [73]. These recommender systems will
have potential importance in the future and would be used in (1) engines that identify
content on the Internet, (2) the entertainment industry where everything will move
to on demand, and (3) advertisement industry [73]. Moreover, adding recommender
systems to search engines will generate a new area in which recommender systems
would grow. In our future work, we will extend the chapter to cover more issues in
recommender systems such as social tagging, scalability, and privacy as these are
important issues that need to be addressed and studied extensively.

Conclusion

Much research has been done in the field of recommender systems that helped
in improving such systems to produce accurate recommendation results. Social
networks and virtual communities with their capabilities of providing user profiles
and relations between users added a new way of performing recommendations.
In this chapter, we presented social networks and recommender systems. Recom-
mender systems are used in many applications and industrial companies such as
Amazon [11] and MovieLens [12]. We discussed the different techniques used
for recommendations and categorized them as follows: (1) content-based recom-
mendations, (2) collaborative recommendations and (3) hybrid recommendations.
There are limitations in content-based and collaborative recommendations. Hybrid
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recommendations are used to address the problems of collaborative and content-
based approaches such as new user and new item problems. We also discussed
the importance of integrating recommender systems in social networks and the
different researches done in that field. Real-life recommender systems are very
complex and therefore need advanced techniques that can consider many factors
during the recommendation process. This leads to the need for developing more ad-
vanced recommender systems that can satisfy the customers by providing accurate
recommendation based on the different preferences of these users.
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