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‘‘Prediction is very difficult,
especially about the future.’’

Niels Bohr
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Preface

This book provides insight into the model predictive control of lightly damped
vibrating structures. Conclusions of ongoing research in the field, up-to-date
experimental results and the doctoral dissertation thesis titled ‘‘Efficient Model
Predictive Control Applied on Active Vibration Attenuation’’ by Gergely Takács
have been summarized into a clearly presented and accessible form. The book is
intended for use in undergraduate or graduate level university curricula or for
industrial practitioners interested in computationally efficient predictive control
utilized in active vibration attenuation. It is assumed the reader has a very basic
understanding of linear control theory and vibration mechanics.

The control strategy discussed in this book is based on the idea of using a
mathematical model to predict the future behavior of a vibrating system and
selecting the best control moves based on an optimization procedure using this
predicted information. This method is known as model predictive control (MPC)
and due to its intense computational requirements has been so far used mainly to
control processes with very slow dynamics. The control moves computed by MPC
will not only be ideal in a sense of damping performance, but they will also respect
process constraints arising from physical actuator limitations, safety or economic
reasons. This title will introduce the current state and the theoretical particulars
behind this advanced control strategy and show how it can be implemented using
piezoelectric actuators to lightly damped vibrating structures, in order to eliminate
or attenuate undesired vibrations.

Using more than 170 illustrations, photographs, diagrams and several tables, the
book will take the reader through the necessary steps in understanding the fun-
damentals of active vibration control (AVC), give a thorough review of the current
state of model predictive control and finally will also introduce the implementation
of computationally efficient MPC algorithms and compare different predictive
control strategies in simulation and experiment.

Both active vibration attenuation and model predictive control have been
treated in numerous excellent books already. So why would we need another
publication on these topics? Works discussing the field of (active) vibration control
are generally limited to presenting traditional control methods ranging from
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positive position feedback (PPF) to linear quadratic control (LQ). The progress of
control theory has not stopped with providing us the tools to synthesize and
implement simple controllers such as proportional integrating derivative (PID).
Modern optimization-based control methods, such as model predictive control are
generally not considered for active vibration control applications. This can be
partly attributed to the fact that the results of control theory tend to be transferred
to real-life applications very slowly. The other major reason is due to the obvious
implementation limitations: the sampling speeds usually encountered in AVC are
too fast for real-time deployment. Advantages of predictive controllers over tra-
ditional controllers are not limited to an increased performance, but these methods
also handle process, actuator and safety-related constraints on an algorithmic level.

On the other hand, either the books published on the topic of model predictive
control are focused exclusively on the theory in deep mathematical detail or, even
if practical implementation examples are given, they are limited to processes with
slow dynamics. The reason for this is that implementation of predictive controllers
on petrochemical plants, heaters and other slow processes do not invoke the
computational time issue. Applying predictive control in active vibration attenu-
ation is therefore not a topic of these publications. This book is distinct from
general works on AVC or MPC because it presents the multi-disciplinary area of
predictive control applied in vibration control, treating the subject as one com-
pound problem. We offer a specific cross-section of these two actual and attractive
engineering fields and suggest solutions for the research and industrial community.

Gergely Takács is currently a research engineer at the Institute of Automation,
Measurement and Applied Informatics of the Faculty of Mechanical Engineering
of the Slovak University of Technology in Bratislava. He has received his PhD
degree in Mechatronics from the Slovak University of Technology in 2009. His
recent doctoral studies and commencing academic career have been fully devoted
to the application of computationally efficient model predictive controllers in the
active vibration control of lightly damped structures. His research interests include
active vibration control, smart materials, advanced actuators, and computationally
efficient model predictive control. Gergely Takács is a member of IEEE.

Boris Rohal’-Ilkiv has received his degrees from the Slovak University of
Technology in Bratislava, the Faculty of Mechanical Engineering, in control
engineering. Currently, he is a tenured professor at the Institute of Automation,
Measurement and Applied Informatics at the Faculty of Mechanical Engineering,
where he is an active lecturer and researcher in the area of dynamical systems
modeling and control. He has devoted the majority of his academic career to model
predictive control, with a special attention focused at practical real-time controller
implementation issues. Boris Rohal’-Ilkiv is a member of IEEE.

Bratislava, August 2011 Gergely Takács
Boris Rohal’-Ilkiv
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Contact

Feel free to contact us with any matter related to this book or its general topic. Let
us know what you think, if you have found mistakes, missing references or any-
thing else. Your feedback is highly appreciated and we will do our best to rectify
any insufficiencies for further editions. Unsolicited grant proposals and agencies
are welcome as well:

Gergely Takács: gergely.takacs@stuba.sk
Boris Rohal’-Ilkiv: boris.rohal-ilkiv@stuba.sk
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Chapter 1
Introduction

Mechanical vibrations or, in other words, oscillations about an equilibrium point are
present in countless real-life situations. If one thinks about vibrations, their positive
and useful nature may come to mind: the sound of musical instruments emitted as a
result of vibration, the mechanical feedback of cellular phones and game consoles or
the action of loudspeakers. Engineering practice actively utilizes mechanical vibra-
tions as well, for example to transport objects, to separate materials or to compact
surfaces.

Unfortunately, unlike in the above examples, most often vibrations are highly
undesirable. Mechanical vibrations may be simply a nuisance just as the decreased
ride comfort in automobiles, but can also be disastrous and life threatening as the
vibration of buildings due to earthquake events. Unwanted vibration may decrease
product performance, damage quality, cause economic or critical safety problems.

Practicing engineers and scientists are constantly working to create more complex
theoretical foundations for understanding vibration phenomena and to have better
tools to analyze, measure and eliminate it. Just as in the case of many other fields
of science, the greatest push for the development of modern vibration analysis was
the direct result of the work of Isaac Newton. More specifically, vibration dynamics
can be described through his ideas known as “Newton’s three laws of motion” [67]
and of course the introduction of calculus. The tools of the trade are constantly being
developed just as well. Early examples of vibration analysis hardware range from
mechanical contraptions acting as signal generators to learn the frequency range
of audible sound [97], to devices like the one illustrated in Fig. 1.1 recording the
vibratory motion of a tuning fork excited with a bow [71]. While the means for
vibration analysis and measurement have come a long way since, the ultimate goals
of scientists are still the same.

Although all physical systems have some inherent natural physical damping, in
some cases the level is simply not satisfactory. Vibration attenuation techniques are
often utilized to increase the energy dissipation of systems and structures. In this way
the response of a structure driven at resonant frequencies may be greatly decreased.
Vibration attenuation is conventionally carried out by passive means and tech-
niques, taking advantage of the physical properties of the system itself and vibration
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Fig. 1.1 Graphical observation of a vibrating tuning fork [71]

phenomena. Passive vibration insulation methods, such as the use of Helmholtz
resonators, dampers, shock absorbers and others are an effective way to dampen
unwanted oscillations [4, 7, 24, 41, 99]. The traditional engineering approach to
avoid the undesirable effects of mechanical vibrations is to alter mass, stiffness
and damping properties of structures with respect to the initial configuration. While
this is the most straightforward and simple method, unfortunately it has a signifi-
cant drawback: an inevitable weight increase. . . In certain situations, this is entirely
unacceptable. In addition, design and geometry alterations may not be always viable.
Passive treatments are usually acceptable for higher frequency vibrations, but for low
frequency, they tend to get bulky and expensive.

Probably the most widely known cautionary tale and textbook example of the
power of mechanical vibrations is the collapse of the Tacoma Narrows Bridge in
1940 [8]. The slender and elegant structure which was the third longest suspen-
sion bridge in its time, was however posed with an extreme tendency to wind-
induced aeroelastic flutter and the resulting vibration [88]. Although several
measures were implemented to control the vibration response of the structure—
including tie-down cables and hydraulic shock absorbers at the bridge towers—
none of them were effective [91]. Figure 1.2 illustrates the moments of collapse
of the Tacoma Narrows Bridge,1 after the central span was excited to vibrate in its

1 Courtesy of the Division of Work & Industry, National Museum of American History, Behring
Center, Smithsonian Institution.



1 Introduction 3

Fig. 1.2 A cautionary tale and textbook example of severe resonance effects: the collapse
of the Tacoma Narrows Bridge due to wind induced aeroelastic flutter and the resulting
resonance [25]

second resonant2 twisting mode by complex wind induced aeroelastic fluid-structure
interaction.

1.1 What is Active Vibration Control?

Active vibration control (AVC) can be an effective substitute to traditional approaches,
introducing exceptional damping levels to mechanical structures, which are very
difficult to attenuate by traditional methods. Active vibration control employs actu-
ators to utilize external force effects on the vibrating mechanical system in order to
dissipate energy. The actuators are driven by control systems, which gain feedback
from sensors assessing the levels of displacement, velocity or acceleration by direct
or indirect methods. The information gathered by the sensors and the ultimate action
of actuators is connected by a controller strategy, which determines the behavior of
the controller and ultimately the controlled plant. Usually, AVC systems are highly

2 Note that the Tacoma Narrows Bridge collapse is strictly speaking not the best example of forced
resonance, but a different concept of self-excitation [8].
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(a) Vibration test of the Huygens probe (b) Dynamic model of the EOS-AM1 satellite

Fig. 1.3 The Huygens probe [23] is shown instrumented with many acceleration sensors, under-
going vibration testing in (a), while (b) shows the full-scale dynamic model of the EOS-AM1
satellite as a part of Controls-Structures Interaction (CSI) program dedicated to reducing vibrations
in spacecraft through structure optimization coupled with active and passive vibration control [66]

integrated with the controlled plant and may be regarded as one complex mecha-
tronic unit. Active vibration control is also commonly referred to as active vibration
attenuation (AVA), active vibration damping (AVD) and active vibration isolation
(AVI) in the literature. These terms are interchangeable and we will prefer the phrase
“active vibration control” to denote the concept.

Active vibration control is no longer a distant technology concept existing only in
the realm of experimental laboratories and abstract academic studies. With the advent
of cheaper and better sensors, actuators and computing hardware, AVC systems
are starting to emerge not only in high-tech applications but in everyday consumer
products as well. More and more components employing different AVC technologies
are being developed for the aviation, aeronautic, automotive and building industries.
Some proposed applications of active vibration control include vibration control of
large flexible space structures [39, 59, 72], fixed wing surfaces of commercial and
military aircraft [19, 27, 28], blade surfaces and other parts of rotary wing aircraft
[9, 47, 54], automobile suspensions [13, 63, 80], satellites [30], antenna systems [1,
82], precision manufacturing techniques [21, 92, 98], robotic arms and manipulators
[14, 37, 96], optical systems [53, 65, 68], earthquake protection systems [48, 73, 76]
and many others. Vibration reduction efforts are illustrated on spacecraft featured in
Fig. 1.33,4 [23, 66]. A closely related field to active vibration control is active noise
control (ANC). ANC systems implemented in aircraft may for example moderate
the noise impact of helicopters, short takeoff and landing (STOL) or vertical takeoff
and landing (VTOL) aircraft, since these tend to be used more closely to the densely
populated areas [77].

3 Courtesy of NASA.
4 Courtesy of DASA and the European Space Agency (ESA).
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1.2 The Choice of Strategy in Active Vibration Control

There is one very important and often overlooked aspect of active vibration atten-
uation systems: the control strategy itself. There is an overwhelming selection of
literature reviewing the types of actuators that can be employed to dissipate energy
in AVC systems. Similarly, the range of available devices used for sensing vibra-
tions, along with their optimal placement is often reviewed in great detail. However,
hardware is not the only aspect of AVC systems that is constantly evolving. There
have been immense developments in the field of control theory in the past couple
of decades. These developments are being gradually transferred to everyday use,
resulting in advanced algorithms, which should enhance the overall AVC strategy
and thus the dynamic behavior of the plant.

The obvious and simple control strategies for vibration damping have been already
thoroughly investigated [34, 40]. Most of the available literature lists fairly simple
feedback controllers, with strategies resting on classical control theory adapted for
vibration attenuation applications. The utilization of direct position feedback control
[2, 43, 55, 76, 79] and velocity feedback control [27, 28, 61, 81, 100] is common
and used extensively in experimental AVC applications. Proportional integrating
derivative (PID) controllers have proved their worth over the years in numerous
industrial applications, and due to the simplicity of the strategy and the analogy
with position, velocity and acceleration feedback [34] have also found their place in
vibration control [3, 18, 29, 35, 36]. These are very well established, albeit somewhat
limited control strategies for the modern active vibration applications integrated in
high-tech products.

Despite some advantages, it is time to get past position feedback and similar con-
ventional methods and utilize the more progressive results of control theory. This is
not only valid for AVC but for all technical fields. Unfortunately, the industry and
commercial users are responding very slowly to the advancement of modern control
theory. And in fact, who can blame them? If a primitive proportional controller works
well in an application, why would one want to change it? The answer is simple: in
addition to ensuring a basic satisfactory functionality, novel approaches have much
more to offer. Traditional controllers implemented in AVC systems often do not
provide the necessary maximal performance; their setup merely involves a series of
trial-and-error experiments. Control methods based on established parameter tuning
approaches such as a properly tuned proportional integral derivative controller may
provide an increased performance. However, we have to realize that the performance
of such tuned PID controllers may still not be the best possible for the given situ-
ation. Moreover, input and output constraints may be required because of safety or
economic considerations. Because real world processes and actuators have inherent
boundaries, control moves must be often constrained. To give an example commonly
encountered in active vibration control, let us note that piezoelectric actuators are
especially prone to failure through depolarization, if the maximal allowable volt-
age level is exceeded. Other advanced intelligent materials used for actuation have
clearly defined breakdown limits as well, which must be respected in the interest
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of preserving the functionality of the AVC system in the long run. Traditional sys-
tems solve this problem by including saturation limits for the outputs. For instance,
a PID controller may compute an input to the system that is simply not realizable
because of the physical limits of the actuator. In this case, the input is clipped to the
allowable level, raising the question of performance once more. Could we use a strat-
egy that handles constraints with a greater performance? Furthermore, as it will be
later demonstrated, the inclusion of such process constraints unfortunately may also
render the originally stable formulation unstable. Because of their inherent proper-
ties, such poorly designed controllers then carry a potential to react on a disturbance
in an unstable way, resulting in dramatic consequences. So to summarize our discus-
sion, what can be gained using more advanced control strategies?

• increased performance
• guaranteed stability
• constraint handling

One might argue that a linear quadratic (LQ) controller provides an optimal per-
formance for the given settings. This is true, since LQ is one of the fundamental
optimization-based approaches. Why would we need anything more advanced or
complicated if LQ is optimal? Linear quadratic controllers [21, 33, 45, 62], the
so-called H∞ (read: H-infinity) [9, 15, 42] and other simple optimization-based
approaches yielding a fixed feedback law very often act as control strategies in
active vibration control systems. While the optimality of the performance of this
control system might be seemingly solved, we are still posed with the problem of
finite actuator capabilities. An optimal boundary control problem with applied volt-
age acting as the control input is considered by Lara et al. for an AVC problem [52].
The method of Lara et al. to solve the problem of actuator constraints is to penalize
control effort in the control law. Another example of a similar approach is presented
by Dong et al. who used an LQ law penalizing control input heavily to prevent the
overload of the actuators [26]. Clearly, this is not the best solution for a real appli-
cation. This is because such a heavy penalization of the control input results in a
very conservative and therefore suboptimal strategy, which still cannot guarantee the
feasibility of the process constraints. Since the fulfillment of constraints cannot be
guaranteed, saturation limits are still enforced somewhere within the loop. As it will
be later demonstrated, this again raises the question of the so important controller
stability.

Currently the only control technique, which can deal with constraints and their
effect on future control actions is model predictive control (MPC). Model predictive
control not only handles constraints well, but also does this while maintaining an
optimal control process. Moreover, thanks to special formulations all this is ensured
while providing a guarantee of system stability and the fulfillment of constraints.
Optimality, constraint handling and stability guarantees come with a steep price
though: the price of heavy computational requirements.
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1.3 The Role of Model Predictive Control in Active
Vibration Control

Model predictive control is an advanced method of process control, based on an opti-
mization procedure that has to be performed real-time in between sampling instants
[60, 78]. The optimization process minimizes a numeric indicator of control qual-
ity, called the cost function. This cost function consists of future predictions of the
possible outcomes of outputs, states and inputs based on a mathematical model of
the underlying dynamics of the controlled plant. The optimization process is con-
strained, which means it takes into account the boundaries of inputs, outputs or states
given as process constraints. It is also possible to formulate this complex problem in
a such way that the control process is guaranteed to remain stable at all times, while
the fulfillment of constraints called feasibility is also ensured. As one would imagine,
this online optimization is a sophisticated process and as such requires considerable
computing power and relatively long execution times. Model predictive control has
been utilized in engineering practice for decades already, although mostly in slow
sampling applications like in the petrochemical industry [74]. The petrochemical
industry was the first to recognize the merits of predictive control, such as its perfor-
mance and constraint handling—while its implementation was also possible due to
the slow dynamics of the processes measured in several tens of minutes.

Due to the fast dynamics of vibration phenomena, active vibration attenuation
applications require much higher sampling speeds when compared to petrochemical
processes. The requirement of fast sampling can render the computationally intensive
online MPC optimization task intractable in real-time. To put it in another way, in
many cases the computation of the next system input to the actuators would take
much more time than is available. Creating an MPC formulation that guarantees the
stability of the control process at all times complicates the formulation even further.
It not only increases the necessary execution times for the real-time optimization
process, but also limits the pool of viable system states from which it is possible
to steer the plant into equilibrium. As it will be later demonstrated, this problem is
especially prevalent if the controlled system is subjected to a range of disturbances,
which exceed the possibilities of the actuating elements.

The above-mentioned limitations did not stop academic researchers from imple-
menting MPC to vibration control systems in its traditional formulation. One of the
best examples of this is the work of Wills et al. who have used traditional dual-mode
infinite horizon quadratic programming (QP)-based MPC to control a vibration atten-
uation system in real-time5 with impressive speeds [93, 94]. Model-based predictive
control is considered by Blachowski et al. for the attenuation of guyed antenna mast
vibrations [10]. Other examples of model predictive control applied to active vibra-
tion control systems also exist [37, 64, 75, 96, 101], while the main limitation of
these works is the lack of proper a priori stability and feasibility guarantees. This

5 Claimed to be the current fastest quadratic programming-based fully optimal MPC application
by Dr William Heath on a seminar titled “Robustness of input constrained model predictive control”.
26th Oct. 2007, University of Oxford, Oxford.
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work attempts to justify this drawback by considering only such MPC formulations
that do guarantee stability and feasibility. As it turns out, a whole class of prob-
lems in vibration control needs a bit of special attention: these are lightly damped
vibrating mechanical systems, which due to their dynamic characteristics make the
implementation of stabilized MPC particularly difficult [85].

One way to overcome the issues characterized above is to use a highly optimized
optimization solver [31, 32], with the possible combination of utilizing powerful
computing hardware. The alternative method is to consider an MPC formulation,
which due to its unique formulation may considerably save on computational time.
Recent academic research shed light on numerous computationally efficient MPC
variants [5, 6, 17, 49, 89, 90]. One of these computationally efficient MPC meth-
ods is often referred to as multi-parametric MPC (MPMPC) or explicit MPC [51,
70]. Explicit MPC, which is renowned for very short achievable sampling periods,
will be tested against other formulations in this book. MPMPC is based on the idea
of precalculating control moves for the piecewise-affine polytopic regions of the
state-space, and applying them from a look-up table online [5, 6]. Despite its obvi-
ous advantages, a priori stability and feasibility guarantees and increasing problem
dimensionality may render the offline controller computation intractable for certain
types of practical engineering problems, such as the ones encountered in AVC. One
of the other computationally efficient MPC methods we concentrate on in this work is
called Newton–Raphson’s MPC (NRMPC). The algorithm created and subsequently
improved by Kouvaritakis and Cannon et al. [16, 49, 50, 56] uses a formulation which
sacrifices a small level of optimality to arrive at a final online algorithm which can
be evaluated in very little time.

1.4 Model Predictive Vibration Control of Flexible and Lightly
Damped Mechanical Systems

One may think of a very simple active vibration damping example which illus-
trates a whole class of real-life applications. A cantilever beam clamped at one end
having the other free and equipped with piezoelectric transducers may represent a
smart helicopter rotor blade. The vibration of a rotor blade in flight is undesirable
since it decreases performance and increases fuel consumption, thus desirable to
be eliminated by embedded piezoelectric actuation. Another obvious application is
the vibration damping of large space structures. Such structures may be antenna
masts, solar panels, aircraft wings and manipulation arms. These applications are
researched currently by NASA, Boeing and other institutions [10, 11, 22, 44, 69]. An
example of a helicopter rotor blade6 utilizing active vibration damping is illustrated
in Fig. 1.4.

While the clamped active cantilever beam can be considered as an oversimplified
laboratory demonstration example, it is entirely sufficient to represent the dynamic
characteristics of large, flexible vibrating systems with very little damping [20].

6 Courtesy of The Boeing Company.
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Fig. 1.4 A smart rotor blade undergoes whirl tower tests at The Boeing Company facility in Mesa,
Arizona, USA [12]. For the purposes of control system design, the dynamic behavior of flexible and
lightly damped structures such as active rotor blades can be effectively emulated by much simpler
laboratory models

In fact, such flexible and lightly damped mechanical systems are widely recognized
to have unique properties in the eye of the control engineer, and have been treated
as such in many academic works [9, 46, 54, 57, 58, 79, 83, 95]. These vibrating
mechanisms have common dynamic properties: in case piezoelectric actuation or
other not too powerful actuation method is considered, the range of expected distur-
bances resulting in displacements is significant in comparison with the maximal static
effect of actuators. Application of MPC algorithms on such and similar structures
may be difficult, since these properties in combination with the stability require-
ment and fast sampling necessitates very long prediction horizons [85]. Increasing
problem dimensionality to these levels makes the application of QPMPC unlikely
for the heavy online computational requirements, while application of MPMPC is
implausible because of controller complexity and calculation time. Investigating the
possibility to use stabilized model predictive controlled vibration attenuation on flex-
ible systems therefore may shed light yet unforeseen obstacles, but it can also bring
the advanced research fields of smart materials, vibration attenuation and model
predictive control closer.
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In fact, this is what this monograph attempts to carry out: combining existing
technologies into a complex synergistic unit; pairing up knowledge from the fields
of mechanics, dynamics, systems design, electronics, control engineering, computer
science, mechanical engineering in a hands-on experimental environment. Mecha-
tronics,7 as the definition goes, is a very good descriptor of the ambitions presented
in this book. One may concentrate on a given problem area, like the predominant
subject of MPC controller here, but must never ignore the big picture—the complex
mechatronic unit. Vibration attenuation by piezoceramics; stable and efficient MPC
have been all around for quite some time in the engineering and research community,
while blending these and more may perhaps bring new insights onto the surface.

1.5 About the Book

The following passages briefly review the structure of this book, its scope, limitations
and some assumptions used in the upcoming chapters. The following section acts as
a supplement to reading the table of contents, characterizing the logical distribution
of information in the text. To those readers already familiar with active vibration
control or control theory, a brief guide is given in Sect. 1.5.2 to skipping certain parts
of the monograph. While we have tried our best to include every important aspect of
predictive control applied to vibration attenuation, we cannot cover everything. We
present our excuses in Sect. 1.5.3.

1.5.1 Structure of This Book

In order to isolate clearly the dominant fields of engineering considered in this book,
we have separated it into three distinct parts and collected the respective chapters
accordingly. The first of these, Part I, reviews active vibration control and its related
topics. The objective of Part II is to introduce model predictive control to the reader,
who already has some fundamental knowledge of control theory. Finally, Part III
presents a collection of chapters, which have a common goal of using the MPC
strategy in active vibration control.

This introduction is followed by Part I, which consists of four chapters. The first
of these deals with the fundamentals of vibration dynamics. The motion of the sim-
ple spring-mass-damper system is analyzed and gradually expanded to include more
advanced topics, such as the vibration mechanics of multiple degree of freedom
systems and distributed parameter systems. Chapter 3 then reviews some of the mod-
ern intelligent materials that are either already commonly used in AVC or have the
potential to emerge into commercial products. These materials include shape mem-
ory alloys, electro and magnetostrictive actuators, electro and magnetorheological
dampers, piezoceramics and electrochemical materials. The fundamental strategies

7 The term mechatronics was coined by Tetsuro Mori, a senior engineer at Yaskawa, in 1969.

http://dx.doi.org/10.1007/978-1-4471-2333-0_3
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used in active vibration damping are covered in Chap. 4. This is not merely a primer
into the basics of control theory but rather a view presented from the field of AVC
with an extensive collection of application examples. Controllers ranging from sim-
ple position and velocity feedback to more advanced ones such as genetic algorithms
are briefly covered in Chap. 4. Finally, Chap. 5 divulges more specific topics concern-
ing the construction and properties of our simple AVC laboratory demonstrator. Here
the demonstrator assembly is presented along with its mechanical properties, a FEM
analysis and some details on the components utilized in the design. To summarize,
we have covered in Part I:

• vibration dynamics and modeling
• advanced materials
• algorithms in vibration control
• construction of a laboratory device

The next part gives an up-to-date review of the model predictive control strategy
and some of its novel formulations which can be essential for its implementation
in AVC. Part II consists of three distinct chapters, each dealing with a different
slice of the MPC problem. The first one in Chap. 6 is aimed at the reader with no
prior experience with MPC. Here we present the fundamentals of predictive control,
and a step-by-step discussion which ultimately results in the so-called dual-mode
constrained MPC formulation. The next chapter, that is Chap. 7, expands the problem
of MPC and includes the issue of stability. In addition to reviewing the conditions for a
stable MPC control course, we will summarize a formulation that provides stability
and constraint feasibility guarantees a priori, while it also draws from a maximal
possible pool of states. The second part of our book is finished by Chap. 8, which
reviews some well accepted computationally efficient MPC formulations such as
multi-parametric explicit MPC, and certain novel formulations such as the Newton–
Raphson MPC method. To briefly summarize the contents, Part II features:

• introduction to MPC
• stability of MPC
• computational efficiency of MPC

Part III consists of a collection of four chapters. The first of these reviews the
existing and possible applications of model predictive vibration control. Chapter 9
lists applications ranging from simple laboratory demonstration devices such as the
one presented here, to more advanced ones including automotive, aeronautics and
civil engineering. This chapter not only lists a selection of AVC application fields,
but reviews the possible improvements and challenges brought on by the implemen-
tation of the MPC strategy. The following Chap. 10 deals with the implementation
of computationally efficient MPC controllers in active vibration control. The topics
covered include the implementation of traditional dual-mode stabilized MPC using
specialized solver software and the deployment of MPMPC and the formulation of an
NRMPC algorithm. The final two chapters of our book cover the simulation results
and experimental results of using MPC on our demonstration example. Chapter 11
points out numerous issues encountered in the application of MPC in AVC. These

http://dx.doi.org/10.1007/978-1-4471-2333-0_4
http://dx.doi.org/10.1007/978-1-4471-2333-0_4
http://dx.doi.org/10.1007/978-1-4471-2333-0_5
http://dx.doi.org/10.1007/978-1-4471-2333-0_6
http://dx.doi.org/10.1007/978-1-4471-2333-0_7
http://dx.doi.org/10.1007/978-1-4471-2333-0_8
http://dx.doi.org/10.1007/978-1-4471-2333-0_9
http://dx.doi.org/10.1007/978-1-4471-2333-0_10
http://dx.doi.org/10.1007/978-1-4471-2333-0_11
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include the requirement of large horizons, problems with the invariance and optimal-
ity of the NRMPC approach and the simulation comparison of different algorithms.
Finally, Chap. 12 presents the experimental results of using model predictive control
on the AVC demonstrator. The different computationally efficient predictive control
formulations are contrasted with regard to their damping performance and timing
properties in different excitation situations. The outside excitation used in the exper-
iments includes an initial displacement, frequency domain tests using a chirp signal
and different random excitations. The final part of this book thus covers the following
topics:

• applications of MPC in AVC
• implementation of the MPC strategy in AVC
• problems and issues with MPC in AVC, simulation studies
• experimental study of MPC in AVC

The book ends with two additional chapters, summarized in the Appendix. Both
these chapters list the detailed instructions and may be interesting to those who are
attempting to gain further information about the algorithm implementation details or
finite element modeling of structures actuated by piezoceramics. Appendix A gives
step-by-step instructions on the modeling of the AVC demonstrator featured in this
book in the ANSYS finite element modeling environment. The topics included here
are the definition of geometry, meshing, definition of boundary conditions and finally
modal and harmonic analyses. Appendix B is essentially a supplement to Chap. 10,
and gives even more details to those interested in the implementation particulars of
MPC algorithm. Thus to summarize, the appendix contains:

• guide to analyze active structures using piezoceramics in ANSYS
• algorithm and programming particulars of the MPC implementation

1.5.2 Do I Have to Read the Whole Book?

Yes. This short and concise answer is meant mainly for our own students. For
the rest of the readers this matter is a little more complex, and depends on what
kind of previous knowledge one possesses from the different fields of science and
engineering utilized in this work. If the reader has absolutely no or minimal expe-
rience in vibration mechanics and control theory, we recommend to read the book
from the beginning to the end. Hopefully, Part I of our book may convey some new
information or view related to AVC to those who are already acquainted with control
theory, vibration mechanics or active vibration control as well.

In case one is familiar with the fundamentals of vibration mechanics, and has some
idea of control theory concepts such as linear quadratic control, state-space systems
but has not been extensively involved with the MPC strategy, we recommend to start
with Part II. This is also true for readers who have been involved with active vibration
control in some way. The predictive control method is elaborated in a detailed way,

http://dx.doi.org/10.1007/978-1-4471-2333-0_12
http://dx.doi.org/10.1007/978-1-4471-2333-0_10
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thus the discussion should be sufficient to introduce one to the world of MPC. In case
the reader is also familiar with the details of model predictive control and its stable
formulations, we may suggest starting with the very last chapter of Part II, that is
Chap. 8. This is where we take a look at some of the computationally efficient MPC
formulations, which will be at the center of attention later on.

It would be burdensome (and probably useless as well) to list all the permuta-
tions of science fields which appear in this book in more or less detail. However, to
summarize our effort in giving hints to simplify the reading of this book, we list the
chapters that may be left out in case one is already familiar with:

• basic vibration mechanics: Chap. 2
• smart materials: Chap. 3
• basic control theory: Chap. 4
• construction of AVC laboratory devices: Chap. 5
• active vibration control: Chaps. 2, 3, 4, 5
• intermediate control theory, including basic MPC: Chaps. 2, 6
• advanced control theory, including stabilized MPC: Chaps. 2, 6, 7
• MPC including stabilized and computationally efficient: Chaps. 2, 6, 7, 8
• MPC algorithm implementation: Chap. 10, Appendix A
• experimental hardware implementation: Chap. 5, Appendix A
• finite element modeling: Appendix A

1.5.3 The Scope and Limitations of This Work

It is always subjective and dependent on one’s personal interest whether a sub-
problem is sufficiently elaborated in a book utilizing knowledge from multiple scien-
tific and engineering fields. A control theorist may desire more rigorous and detailed
mathematical proofs including uncertainty and robustness analysis while discarding
the rest of the work. A computer scientist could focus solely on programming details,
a mathematician on optimization aspects, while a person invested in mechanics and
dynamics may want to see a better finite element model and ignore the rest. One must
however take into account the inherent multidisciplinary nature of this work, and see
the big picture. After all this is what mechatronics is about: relating common fields
of engineering by taking relevant pieces of knowledge and fusing it with a versatile
and complex application.

To explore the properties of all major control strategies and algorithms used in
active vibration attenuation would be an overly ambitious enterprise, and it has been
done by other scientists before in works discussing the general aspects of AVC
[34, 40, 73]. Similarly, the analysis and measurement of vibration dynamics is a
vast area of scientific interest, definitely deserving detailed attention [4, 24, 38, 41].
Given the multidisciplinary character of this work, various scientific and engineering
fields are involved in shaping the final contribution of the book. One must not expect
a thorough and complete summary of all involved theoretical knowledge, rather a

http://dx.doi.org/10.1007/978-1-4471-2333-0_8
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selected cross-section of subjects providing fundamental ideas. This monograph thus
rather concentrates on describing predictive vibration control as a whole, and it is not
meant to be a textbook on subjects like vibration mechanics, finite element analysis
or control theory. If interested, one may refer to the abundance of excellent books
and other literature listed in the bibliography sections for more information.

On the other hand, several people who have seen the book manuscript at some
point of its progress have reminded us that maybe there is too much attention devoted
to implementation details. Implementation details such as the exhaustive account
on the construction of the laboratory device, a complete guide to its finite element
analysis and an elaborate review of controller algorithm implementations. We cannot
count the occasions when we have decided to eliminate these parts from the book
and then changed our minds subsequently. Our final decision was to include these
details in the monograph, and not without good reason. We have been inexperienced
with the construction of laboratory devices for active vibration control, not even
mentioning the several hours spent with unfruitful FEM simulation attempts. Time
spent on such matters could have been better used concentrating on more important
aspects of the problem, thus we decided to save the trouble for others and leave
these portions of the text as inspiration and help. Our final decision seems to be
justified by the legions of e-mails from engineering students and researchers who
have found portions of our previous work on the Internet and requesting information
about construction of similar laboratory devices or the FEM analysis of vibrating
structures with piezoelectric actuation.

The implementation of the computationally efficient Newton–Raphson MPC con-
trol strategy on a physical system has been not carried out in other known publica-
tions so far, therefore it duly deserved our detailed attention. The NRMPC algorithm
extension presented by Kouvaritakis et al. in [50] was meant to enhance process
optimality. While this extension is described in theory and evaluated in simulation
for the AVC example here, in our experience the optimality increase gained is not
significant in the case of lightly damped systems. The experimental tests featured in
this monograph thus do not compare the damping performance of different NRMPC
variations, only the base algorithm with optimized prediction dynamics [16].

Experimental trials performed with the NRMPC code left no doubt about the com-
putational efficiency of the algorithm, even when related to other very
efficient approaches such as explicit MPC (MPMPC). The use of high order state-
space models to generate predictions would increase the bandwidth coverage of an
AVC system by including dynamics describing resonant modes beyond the first one.
Trials exciting higher bandwidth dynamics would not only provide more insight into
the vibration damping capabilities of the investigated algorithms, but would also
show timing properties with larger problem dimensionality. As our practical tests
have sufficiently demonstrated, the use of simple second order prediction models
bring enough difficulty into the implementation of stabilized model predictive control
in active vibration control. The implementation of multi-parametric programming-
based explicit MPC with long horizons and large model orders is hardly viable as of
today while unfortunately the suboptimality of NRMPC with high order prediction
models turned out to be disappointing as well. As the dominant dynamics of lightly
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damped systems is sufficiently described by simple second order prediction models,
our focus in this book was rather on such simple mathematical representations of
vibration dynamics.

Reviewers of conference papers published based on our efforts summarized in
this book [84–87], often pointed out the lack of direct comparison between NRMPC
and more traditional control strategies like PID, positive position feedback, energy-
or passivity- based methods. Avoiding contrasting NRMPC, MPMPC or QPMPC
with much simpler methods is however not caused by our ignorance or lack of
interest. A constrained MPC algorithm with stability guarantees provides numerous
advantages over saturated LQ for instance, but it may not match its simplicity of
implementation. Comparing control methods with diametrically different degrees of
complexity and distinctive philosophy would be unfair, just as matching no control
at all to a new control method is biased. Novel MPC controllers should be contrasted
against other MPC methods, or algorithms with similar benefits and drawbacks.

We have to note that the aim of this book is not to prove that constrained MPC
algorithms are better than traditional algorithms with saturation limits. The constraint
handling feature of MPC is not the same as cutting off inputs at minimal or maxi-
mal boundaries by simple hard saturation limits. One might think that the effect is
eventually the same, but MPC has much more to offer. Although the performance of
saturated LQ controllers in SISO systems may match that of the constrained MPC
methods, the performance advantages of predictive control are more evident with
increasing plant complexity. This is not all, as the introduction of the nonlinear
saturation function to closed-loop control may affect stability—possibly leading to
serious problems. All of this is solved by the constraint handling capability of stabi-
lized MPC. Due to its advantages over classical control methods with hard saturation
limits, industrial users have long recognized the merits of predictive strategies. What
is beneficial for a plant with slow dynamics can also be beneficial for a system with
fast dynamics.

The type of constraints considered in the simulations and experiments on the
AVC demonstrator will be limited to input constraints. Although one of the major
advantages of MPC over other methods is the ability to handle state and output con-
straints, a purely input constrained MPC controller still offers optimal performance
and stability, unlike hard-saturated strategies. Neither of the examined MPC meth-
ods would require fundamental changes to implement state or output constraints,
therefore these will be only discussed in the chapters concentrating on theoretical
aspects. The inclusion of state constraints would not change the fundamental issues
of MPC in fast sampling systems, therefore the upcoming discussions will examine
different topics. Our aim is not to argue in favor of MPC in comparison with tradi-
tional methods, rather explore the yet undiscovered field of active vibration control
via model predictive techniques.
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1.5.4 Assumptions and Objectives of Part III

While Parts I and II of our book concentrate on reviewing the fundamentals of active
vibration control and model predictive control, Part III will combine these two fields
into predictive vibration control and treat it as one compound topic. The discussion
is essentially centered on a series of simulations and experiments for which we have
to make certain assumptions. These assumptions will then define what we want to
perform and how we would like to do that.

In order to emulate the mechanical properties of large, lightly damped flexible
vibrating systems, a small-scale laboratory dynamic model has been created. This
laboratory model is essentially a clamped cantilever beam with bonded piezoelectric
actuators and a laser triangulation-based feedback system. The main objective of
Part III is to investigate the possible ways to utilize model predictive control to
minimize the vibration levels of flexible and lightly damped systems (modeled by this
device); while ensuring constraint feasibility and guaranteed stability. Since MPC
formulations without proper stability guarantees been have already implemented
on active vibration control systems, a particular attention will be devoted to use
formulations ensuring stability and feasibility. Here, we take a practical view on
analyzing damping performance provided by various computationally efficient and
stable MPC algorithms and assessing the limitations imposed by both on and offline
computation requirements.

The strategy implemented on this particular AVC demonstrator has to be stabiliz-
ing and constrained model predictive control. Stability is to be guaranteed a priori
and this algorithm has to be efficient enough to allow for general applications in
active vibration control. The highly flexible nature of the physical system may cause
additional issues with the size of the region of attraction, as it is suggested later on.

The MPC controller applied to the experimental device must minimize the deflec-
tion measured at the beam tip, that is, minimizing the vibration amplitudes result-
ing from the first resonant mode. To emulate the difference between actuator capa-
bilities and expected structural deformations, a large range of allowable beam tip
deflections, thus a large region of attraction in the stabilized MPC law is considered.
While the piezoelectric actuators supplied with voltages meeting polarization limits
may generate only a static deflection approximately in the range of ±0.2 mm, beam
resonance measured at the tip in the first mode easily exceeds ±10 mm resulting in a
deflection angle of [∼1.5◦]. The region of attraction defined by the MPC law must be
able to cover this area, thus states measured in this deflection range must be included
in the set of all feasible states.

The MPC strategy must minimize the first vibration mode, which is located at
approximately 8 Hz. The sampling rate necessary to cover this frequency by a second
order model is a relatively modest 100 Hz. The state-space model describing beam
dynamics is limited to second order, in the interest of bounding the size of the online
optimization problem. This is necessary to include the computationally least efficient
traditional dual-mode quadratic programming-based MPC in the comparison. In fact,



1.5 About the Book 17

QPMPC will act as a benchmark to compare timing properties and process optimality
expressed in damping performance.

Part III of this book compares the vibration damping performance, real-time
execution timing properties and implementation possibilities of the following MPC
controllers offering guaranteed stability and constraint feasibility, in both simulation
and experiments:

• dual-mode quadratic programming-based MPC (QPMPC)
• multi-parametric programming-based precomputed explicit MPC (MPMPC)
• multi-parametric programming-based precomputed minimum time suboptimal

explicit MPC (MT MPMPC)
• Newton–Raphson’s computationally efficient suboptimal MPC (NRMPC)
• and finally a saturated linear quadratic (LQ) controller serving as a basis of

comparison both for damping performance and for timing

All of the above defined algorithms must cover the same region of attraction, running
on the same implementation software, utilize the same linear time-invariant state-
space prediction model, identical state observers, penalization and other applicable
settings. The algorithms shall be verified in various situations both in the time and
frequency domain.
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Part I
Vibration Control



Chapter 2
Basics of Vibration Dynamics

Vibrations are mechanical oscillations about an equilibrium position. There are cases
when vibrations are desirable, such as in certain types of machine tools or production
lines. Most of the time, however, the vibration of mechanical systems is undesirable
as it wastes energy, reduces efficiency and may be harmful or even dangerous. For
example, passenger ride comfort in aircraft or automobiles is greatly affected by
the vibrations caused by outside disturbances, such as aeroelastic effects or rough
road conditions. In other cases, eliminating vibrations may save human lives, a good
example is the vibration control of civil engineering structures in an earthquake
scenario.

All types of vibration control approaches—passive, semi-active and active—
require analyzing the dynamics of vibrating systems. Moreover, all active approaches,
such as the model predictive control (MPC) of vibrations considered in this book
require simplified mathematical models to function properly. We may acquire such
mathematical models based on a first principle analysis, from FEM models and
from experimental identification. To introduce the reader into the theoretical basics
of vibration dynamics, this chapter gives a basic account of engineering vibration
analysis.

There are numerous excellent books available on the topic of analyzing and solving
problems of vibration dynamics. This chapter gives only an outline of the usual
problems encountered in vibration engineering and sets the ground for the upcoming
discussion. For those seeking a more solid ground in vibration mechanics, works
concentrating rather on the mechanical view can be very valuable such as the work
of de Silva [10] and others [4, 22]. On the other hand, the reader may get a very good
grip of engineering vibrations from the books discussing active vibration control
such as the work of Inman [21] and others [15, 18, 37, 38].

The vibration of a point mass may be a simple phenomenon from the physical
viewpoint. Still, it is important to review the dynamic analysis beyond this phenom-
enon, as the vibration of a mass-spring-damper system acts as a basis to understand
more complex systems. A system consisting of one vibrating mass has one natural
frequency, but in many cases, in a controller it is sufficient to replace a continuous
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structure with complex geometry. The vibration dynamics of point mass and other
comparably simple models may represent a surprisingly large portion of real-life
mechanical systems [8, 21]. We will begin our analysis in the first section with a case
in which damping is not considered, then gradually build a more detailed represen-
tation of the physics of vibrations. Section 2.2 will introduce damping to the simple
vibrating point mass, and following this, Sect. 2.3 considers the forced vibration of
this essential mechanical system.

Multiple degree of freedom systems will be introduced in Sect. 2.4 including a
concise treatment of the eigenvalue problem and modal decomposition. Since vibra-
tion dynamics of the continuum is a complex and broad topic, Sect. 2.5 will only
make a brief excursion to distributed parameter systems. The transversal vibration
of cantilever beams will be covered, as in upcoming chapters such a demonstration
system will be utilized to test the implementation of model predictive controllers.
Finally, this chapter ends with a discussion on the models used in vibration control
in Sect. 2.6. This section covers transfer function models, state-space models, iden-
tification from FEM models and experimental identification. The aim of this chapter
is to briefly introduce the mathematical description of vibration phenomena, in order
to characterize the nature of the mechanical systems to be controlled by the model
predictive control strategy presented in the upcoming chapters of this book.

Figure 2.1 illustrates the Venus Express spacecraft1 under preparation for experi-
mental vibration dynamics analysis [12]. The body of the spacecraft is equipped with
accelerometers while outside disturbance is supplied to the structure via a shake table.
Gaining knowledge on the vibration properties of mechanical systems is essential
for both active and passive vibration engineering, as unexpected vibratory response
may jeopardize mission critical performance or structural integrity.

2.1 Free Vibration Without Damping

The simplest possible example that may help understand the dynamics of vibrations
is the oscillating point mass, which has one degree of freedom. Such a system is
schematically illustrated in Fig. 2.2. Let us assume for now that damping is negligible
and there is no external force acting on the system. The vibrating mass, often referred
to as the simple harmonic oscillator, has a mass of m and is sliding on a frictionless
surface. The position of the mass is denoted by one time-dependent coordinate, q(t).
The mass is connected to a surface with a linear spring, having the spring constant k.

According to Newton’s second law of motion, there is an inertial force generated
by the mass, which is proportional to its acceleration [10]:

Fm = m
d2q

dt2 = mq̈(t) (2.1)

1 Courtesy of the European Space Agency (ESA) and European Aeronautic Defence and Space
Company (EADS)-Astrium.
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Fig. 2.1 Venus Express spacecraft is under preparation for experimental vibration dynamics
analysis on a shake table [12]

where q̈(t) is the acceleration and Fm is the inertial force of the mass. There is another
force acting against this, which is proportional to the spring constant k [4, 22, 41]:

Fk = kq(t) (2.2)

Because there is no other energy source or sink, the sum of these two forces will be
zero. We can now assemble our equation of motion, which is an ordinary differential
equation (ODE) given by [4, 10, 21, 49, 51]:
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Fig. 2.2 Free vibration of a
point mass without damping

0 q t

Mass: m

Spring: k

Fk kq t

mq̈(t)+ kq(t) = 0 (2.3)

One may classify mechanical vibrations according to whether an outside force is
present:

• free vibration
• forced vibration

In free vibration, a mechanical system is excited by an initial condition, such as a
displacement, velocity or acceleration and then is allowed to vibrate freely without
further force interaction. A mechanical system in free vibration will oscillate with
its natural frequency and eventually settle down to zero due to damping effects. In
forced vibration, an external force is supplied to the system.

We may inspect how the moving mass will physically behave by imagining that
we deflect our spring and move the mass to an initial position of q(0), then let it
go without inducing an initial velocity or acceleration. The mass will start to vibrate
back and forth, and since there is no energy dissipation, its position will oscillate
between q(0) = ±q̃. If we plot its position in relation with time, we will get harmonic
motion, which can be described by a trigonometric function. If we multiply a sine
function shifted from zero by φ radians by our amplitude, we have an oscillating
harmonic motion between ±q̃. In addition to the amplitude, this function has a
period of oscillations as well. Let us denote the angular frequency by ωn, which
in fact expresses the frequency of oscillations. Now we have a full mathematical
description of the assumed motion of the mass [15, 21]:

q(t) = q̃ sin(ωnt + φ) (2.4)

where t is the progressing time, q̃ is the amplitude and ωn is the angular velocity
expressing the period of the oscillations. The constant amplitude q̃ and phase shift
φ are constants that can be uniquely determined based on the initial conditions. We
can substitute this trial solution in (2.4) back into the equation of motion in (2.3) and
get:

m
d2 (q̃ sin(ωnt + φ))

dt2 + k (q̃ sin(ωnt + φ)) = 0 (2.5)
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after double differentiating the first term we will get

−mω2
n (q̃ sin(ωnt + φ))+ k (q̃ sin(ωnt + φ)) = 0 (2.6)

we can further simplify this to calculate ωn and get [41, 49]:

ωn =
√

k

m
(2.7)

Substituting this back to the original trial solution (2.4) and using the initial
conditions, we get a solution of our ODE. We can convert the angular or circular
period of vibration ωn expressed in rad/sec into more familiar units [15, 51, 49]:

fn = 1

2π
ωn = 1

2π

√
k

m
(2.8)

where fn gives oscillations per second or Hz (Hertz), or [49]

Tn = 1

fn
= 2π

ωn
= 2π

√
m

k
(2.9)

which gives us the period of one oscillation in seconds.
If we divide the equation of motion in (2.3) by the mass, we can express it in

terms of the angular natural frequency ωn:
q̈(t)+ ω2

nq(t) = 0 (2.10)

The solution in (2.4) is in fact a trial solution, which is a type of educated engi-
neering guess; nevertheless if it works then it is the solution itself [21]. In our case, the
trial solution in Eq. (2.4) works and it is a valid solution of the vibrating point mass.
Although it is a product of a logical deduction, there are other ways to express the
expected solution of the ODE describing the equation of motion of the point mass.
A common alternative way to express the displacement of the point mass is to use
an exponential function of time. This is a more mathematical representation of the
same concept [21]:

q(t) = q̃eκt (2.11)

where q̃ is the complex vibration amplitude. This representation is called the phasor
representation, where a phasor can be simply understood as a rotating vector [15].
Note that in the field of vibration mechanics instead of κ the phasor representation
uses λ. In order to keep the notation consistent throughout the book, this custom
has been changed in order to reserve λ for concepts used in predictive control. The
rotation velocity of the vector is included in the complex variable κ, which is essen-
tially an eigenvalue. The real part of the amplitude q̃ is the physical amplitude, while
the real component of the phasor describes the harmonic motion of the point mass.
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Substituting the trial solution in (2.11) to the original equation of motion and differ-
entiating results the same expressions for ωn, however κ can assume both negative
and positive values. The undamped natural frequency ωn is the positive of the two κ
solutions.

κ = ± jωnt (2.12)

The reason that e(x) or the natural exponent is often used in vibration analysis instead
of simple trigonometric functions comes from the fact that it is mathematically easier
to manipulate the exponential function and solve differential equations by expect-
ing solutions in this form. The complex exponential is simply an eigenfunction of
differentiation. Although trigonometric functions naturally come to mind when
describing oscillatory motion, the natural exponential function e(x) appears com-
monly in trial solutions of ODE describing vibration phenomena. The equivalence
between trigonometric functions and the exponential function is given by Euler’s
formula. The general solution of the equation of motion after substituting (2.11) and
solving for κ will be

q(t) = Ae− jωn t + Be jωn t (2.13)

where A and B are integration constants determined by the initial conditions. The
general solution can be equivalently described by an equation using trigonometric
functions [4, 22]:

q(t) = A cosωnt + B sinωnt (2.14)

where A and B are again integration constants to be determined based on the initial
conditions.

2.2 Free Vibration with Damping

The previous section discussed free vibration of a point mass without damping.
This means that a mass connected to a spring and deflected to the initial position
of q(0) = q̃ would oscillate with the same amplitude indefinitely. As we can see,
this is a very unrealistic model—we have to add some sort of energy dissipation
mechanism, or in other words, damping.

Damping is a complex phenomenon, not very well understood and modeled in
science. Different damping models exist; however, these represent reality only under
certain conditions and assumptions. Probably the most popular damping model is
viscous damping, which expresses the damping force that is proportional to velocity
by a constant b. This force can be expressed by [21, 50]:

Fb = b
dq̇(t)

dt
= bq̇(t) (2.15)
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Fig. 2.3 Free vibration of a
point mass with viscous
damping

0
q t

Mass: m

Spring: k

Fk kq t

b

Fb bq̇ t

We can improve our previous model by adding this damping force to our system.
Let us have the same vibrating mass m connected by a spring with the linear spring
constant k to a fixed surface. Displacement is measured by q(t) and let us add
a viscous damper with the constant b to our representation. This is represented
schematically by Fig. 2.3.

Now that we know the viscous damping force is expressed by (2.15), we can add
it to the original equation of motion. The spring force Fk and the damping force Fb

act against the inertial force Fm . The sum of these forces is zero, if we express this,
we obtain an ODE again [4, 10, 21, 22]:

mq̈(t)+ bq̇(t)+ kq(t) = 0 (2.16)

Dividing the whole equation of motion by m results in the following term:

q̈(t)+ b

m
q̇(t)+ k

m
q(t) = 0 (2.17)

Let us call half of the ratio of the viscous damping constant b and mass m as δd

or [49]:

δd = 1

2

b

m
(2.18)

and use (2.7) to substitute for k/m with yields [51, 52]:

q̈(t)+ 2δd q̇(t)+ ω2
nq(t) = 0 (2.19)

Another common representation of the damping both in mechanical vibration analy-
sis and vibration control is proportional damping ζ 2 which is expressed as a percent-
age of critical damping [18, 51, 52]:

b

m
= 2ζωn = 2

b

bc

√
k

m
(2.20)

2 Note that ζ is not the same as δd .
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where critical damping is denoted by bc = 2
√

km. Instead of expressing the simpli-
fied differential equation in the terms of the damping coefficient δd as in Eq. (2.19)
we may express it using proportional damping ζ and get [4, 10, 21]:

q̈(t)+ 2ζωnq̇(t)+ ω2
nq(t) = 0 (2.21)

Let us now assume that the trial solution to the ODE will come in the form of
(2.11). Remember, this is the more mathematical representation of our solution but
the differentiation of an exponential function is the exponential itself which makes
the evaluation process a little simpler. After substituting the trial solution into (2.21)
we obtain the following equation:

d2(eκt )

dt2 + 2ζωn
d(eκt )

dt
+ ω2

n(e
κt ) = 0 (2.22)

and after differentiating this will be reduced to

κ2 + 2ζωnκ + ω2
n = 0 (2.23)

Solving this using simple algebra will yield the solution for κ. The roots of this
equation will be [49]:

κ1,2 = −ζωn ± ωn

√
ζ 2 − 1 = −ζωn ± jωd (2.24)

The damped natural frequency in terms of proportional damping ζ will be then:

ωd = ωn

√
1 − ζ 2 (2.25)

In this interpretation the overdamped, underdamped and critically damped oscilla-
tions are defined by the magnitude of ζ. As ζ is a percentage of critical damping,
ζ < 1 will result in an underdamped decaying periodic motion, ζ > 1 will result in
an overdamped aperiodic motion, while ζ = 1 will result in a periodic and critically
damped motion. Similarly, by substituting the same trial solution into Eq. (2.19) will
yield:

d2(eκt )

dt2 + 2δd
d(eκt )

dt
+ ω2

n(e
κt ) = 0 (2.26)

which after differentiation will be reduced to

κ2 + 2δdκ + ω2
n = 0 (2.27)

in the terms of δd expressing the amount of damping in the system. The roots κ1,2 of
this characteristic equation are expressed by:

κ1,2 = −δd ±
√
δ2

d − ω2
n (2.28)
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The second term is the damped natural frequency ωd or

ωd =
√
δ2

d − ω2
n (2.29)

Depending on the magnitude of the damped natural frequency ωd we may have
overdamping, critical damping or underdamping. Overdamping is the case, when
the initial conditions such as initial displacement or velocity result in an aperiodic
motion. From now on we will assume that ζ < 1 or equivalently ω2

d > δ2
d which

results in a periodic vibration with a constantly decaying amplitude.
Let us now interpret this in the physical sense: we cannot express the solution

as a simple harmonic function anymore. Because of the energy dissipation, for an
underdamped system, the vibration amplitudes will gradually decay and the system
will settle at equilibrium. We have to introduce an exponential term, to simulate
decay caused by the damping. Our previously assumed solution general solution in
(2.4) will be changed to [21]:

q(t) = q̃e−ζωn t sin(ωd t + φ) (2.30)

The first exponential term e−δdωn t introduces the exponential decay and emulates the
damping effect. Using trigonometric identities, this can also be written as [22]:

q(t) = e−ζωn t (A cos(ωd t)+ B sin(ωd t)) (2.31)

where A and B are integration constants which can be determined from the initial
conditions. The general solution of the free vibration of the underdamped point mass
can also be written in terms of δd by stating that [51, 52]:

q(t) = q̃e−δd t sin(ωd t + φ) (2.32)

or equivalently as

q(t) = e−δd t (A sin(ωd t)+ B cos(ωd t)) (2.33)

2.3 Forced Vibration of a Point Mass

The damped vibration of a point mass is a passive representation of dynamic systems.
Its motion is only controlled by initial conditions such as deflecting the spring into an
initial displacement q(0) or adding an initial velocity q̇(0) to the vibrating mass. We
have to introduce an outside force in order to model a controllable active vibrating
system. Let us assume that—in addition to the spring, damping and inertial forces—
an external force fe(t) can also supply energy to the system. Combining the equation
of motion in (2.16) for the damped vibrating point mass with this external force fe(t)
we will get the following new equation of motion incorporating an outside force
effect, for example an actuator or a disturbance [49]:



34 2 Basics of Vibration Dynamics

Fig. 2.4 Forced vibration of
a point mass with viscous
damping
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mq̈(t)+ bq̇(t)+ kq(t) = fe(t) (2.34)

This is a second order ordinary differential equation, just like in the previous cases.
The type of the outside excitation force can be arbitrary and its course may be

mathematically described by a step, impulse, harmonic, random or any other func-
tions. To evaluate an analytic solution of the forced equation of motion, we have to
have at least some sort of knowledge about the excitation. Let us therefore assume
that our excitation force is harmonic, generated for example by a rotating imbalance
so we may describe it by [4, 21]:

fe(t) = f̃e sinω f t (2.35)

where f̃e is the amplitude of the excitation force and ω f is the angular frequency
of the outside disturbance. If we substitute this back into our original equation of
motion for the forced response of the point mass in (2.34) we will get

mq̈(t)+ bq̇(t)+ kq(t) = f̃e sinω f t (2.36)

It would be natural to assume that, after an initial transient phase, the vibrating point
mass will start to copy the harmonic motion of the outside excitation. This physical
assumption can be translated into an expected trial solution of the time response
given by:

q(t) = q̃e j (ω f t+φ) (2.37)

where q̃ is the amplitude of our vibrations. Substitute this back into the ODE express-
ing the forced response of the point mass in (2.36), differentiate and simplify to get
the amplitude [21]:

q̃ = f̃e
1

−mω2
f + jω f b + k

(2.38)

This is of course just a solution for one type of external force. This representation
looks much like a transfer function, and in fact, it is easy to apply Laplace transfor-
mation to get transfer functions for controller design. For control purposes, it is also
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possible to transform our ODE into a decoupled form, which is referred to as the
state-space representation.

The solution of the equation of motion consists of two parts. The transient response
describes the passing effects, while the steady-state response will characterize the
response after the initial effects have settled. The total time response of an under-
damped system with ζ < 1 will be [21]:

q(t) = e−ζωn t (A sinωd t + B cosωd t)+ q̃(sinω f t − φ) (2.39)

which is a sum of the steady state and the transient solution. Note that this general
solution contains integration constants A and B which in general are not the same
as the ones for free vibration. Furthermore, note the three angular frequencies in this
equation: the angular natural frequency ωn, the damped angular natural frequency
ωd and the frequency of the periodic excitation ωn .

The analytic solution for other types of excitation is analogous to the periodic
case. As this work is interested rather in the control aspects of (forced) vibrations,
tools known from control engineering such as transfer function and state-space rep-
resentations will be used to evaluate the response of a system to an outside excitation.
To those interested in more details on the analytic representation of forced vibrations
the books by de Silva [10] and others [4, 22] may be recommended.

2.4 Multiple Degree of Freedom Systems

The very simple single degree of freedom mass-spring-damper system introduced in
the previous sections gives a good foundation for the analysis of vibrating systems.
It is possible to simplify the essential dynamic behavior of many real mechanical sys-
tems to SDOF and replace it with an analysis procedure similar to the one introduced
previously [8, 21].

In the vibration analysis of mechanical systems with multiple degrees of freedom
(MDOF), instead of one vibrating mass, we replace our real structure with two or
more oscillating masses. If the real system has well-defined separate moving parts, we
can consider it as a lumped interconnected parameter system. The degrees of freedom
of a lumpedparameter system are equal to the number of vibrating mass points and
this is also true for the number of resonant frequencies. A mechanical system or
structure which does not have well-defined separately oscillating parts but consists
of a continuously spread mass and geometry is a distributed system. Continuum or
distributed parameter systems have an infinite amount of resonant frequencies and
corresponding vibration shapes. It is, however, possible to discretize the system into
large amounts of lumped interconnected parameters and approximate its behavior
with methods commonly used for lumped parameter systems. This idea is in fact
used in FEM software to extract the vibration dynamics of distributed mechanical
systems defined with complex three-dimensional geometry.

Let us choose a very simple example, which has more than one degree of freedom
and therefore may be considered as a MDOF system. The system of connected
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0 0q1 t , fe1 t

Mass: m1

q2 t fe2 t

Mass: m2

k1

b1

k2

b2

k3

b3

Fig. 2.5 Multiple degrees of freedom system: connected set of two masses

moving masses illustrated in Fig. 2.5 is sliding on a frictionless surface. Now instead
of one coordinate defining the movement, we have two for each moving mass: q1(t)
and q2(t). The two moving masses m1 and m2 are connected to each other and
the surrounding fixed wall through a series of springs and dampers with the spring
and damping coefficients k1, k2, k3 and b1, b2, b3. There are external force inputs
associated with individual masses denoted by fe1 and fe2 .

Using a simple mechanical analysis, we may create a free body diagram for
each mass and analyze the forces acting on them. After assembling the equations of
motion, we obtain the following set of equations for our two masses [4, 10, 18]:

m1q̈1 + (b1 + b2)q̇1 − b2q̇2 + (k1 + k2)q1 − k2q2 = f1 (2.40)

m2q̈2 − b2q̇1 + (b2 + b3)q̇2 − k2q1 + (k2 + k3)q2 = f2 (2.41)

It is possible to rewrite the one equation for motion per moving mass into a compact
set, using matrix notation [10, 37, 52]:

[
m1 0
0 m2

] [
q̈1
q̈2

]
+

[
b1 + b2 −b2

−b2 b2 + b3

] [
q̇1
q̇2

]

+
[

k1 + k2 −k2
−k2 k2 + k3

] [
q1
q2

]
=

[
fe1
fe2

]
(2.42)

Note the similarity between this equation of motion and the SDOF forced equation
motion in (2.34). We have a matrix containing the masses, which is multiplied by
a vector of accelerations. Similarly, we have matrices containing damping elements
and spring constants. We can in fact use a matrix notation to create from this [21]:

Mq̈ + Bdq̇ + Ksq = fe (2.43)

where matrix M is the mass matrix,3 Bd is the structural damping matrix and Ks is
the stiffness matrix. Vector q contains the displacement coordinates for each degree
of freedom. For an N degree of freedom system the constant matrices M, Bd and Ks
will all have N × N elements.

3 It is customary to denote the mass matrix with M however in the upcoming chapter this symbol
will be reserved for an entirely different concept.
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The solution of such systems is in fact very similar to the solution of SDOF
systems. To illustrate this, let us consider a case without damping and with no outside
force. Removing these effects from the equation of motion in matrix from (2.43),
we get [38]:

Mq̈ + Ksq = 0 (2.44)

for which we have to find a solution. Similar to the SDOF systems, our solution can
be expected in a form of a set of harmonic functions, which mathematically is simply
an amplitude multiplied by a complex exponential:

q = q̃e jωn t = q̃eκt (2.45)

As introduced previously, the term e jωn t or analogously eκt is just a mathematical
trick to solve differential equations by using the so-called phasor form for the solution.
If we take the real part of Euler’s formula, we essentially expect a cosine function.
Let us substitute this solution to our matrix equation of motion, and differentiate
to get:

(
−ω2

nM + Ks

)
q̃e jωn t = 0 (2.46)

2.4.1 The Eigenvalue Problem

To solve the equation expressed by (2.46) we can assume that the exponential part
e jωt cannot be zero, therefore we will reduce our expression to [37, 38]:

(
−ωn

2M + Ks

)
q̃ = 0 (2.47)

This is a problem often encountered in mathematics, called the eigenvalue problem
which in general mathematics assumes the form [22]:

(A − κI) δ = 0 (2.48)

where κ contains the eigenvalues of the system while δ is the eigenvector. To get our
problem (2.47) into a similar form, we have to multiply it by the inverse of the mass
matrix M−1 to get

(
M−1Ks − ω2

nM−1M
)

q̃ = 0 (2.49)

which is essentially just given by [10, 52]

(
M−1Ks − ω2

nI
)

q̃ = 0 (2.50)
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The solution to the eigenvalue problem expressed by our physical vibrating sys-
tem is a set of N eigenvalues ranging from ω2

1, ω
2
2 . . . ω

2
N , where N is the number

of degrees of freedom. These eigenvalues have a very well-defined physical mean-
ing: they contain the (square of the) angular natural frequencies associated with the
individual masses. Substituting these eigenvalues back into the original equation,
we get a set of amplitudes q̃ called the eigenvectors. Each eigenvalue or natural fre-
quency has an associated eigenvector. This eigenvector expresses the mode shapes
of the system, in other words, the geometrical shape of the vibration within a given
resonant frequency. The magnitude of the eigenvectors is not expressed in physi-
cal coordinates—instead, modal shapes are scaled by a method of choice. To avoid
confusion, we will substitute the notation qi with δi referring to the fact that these
amplitudes have a physically valid magnitude only in relation to each other but not
globally.

Eigenvalues and eigenvectors expressing the angular natural vibration frequency
of individual masses and the vectors of modal shape associated with those frequencies
can be assembled in a compact notation:

Λ = diag(ω2
i ) = diag(κi ) =

⎡
⎢⎣
ω2

1 · · · 0
...
. . .

...

0 · · · ω2
N

⎤
⎥⎦ =

⎡
⎢⎣
κ1 · · · 0
...
. . .

...

0 · · · κN

⎤
⎥⎦ (2.51)

Δ = [
δ1 δ2 δ3 . . . δN

] = [
q̃1 q̃2 q̃3 . . . q̃N

]
(2.52)

where Λ is a diagonal matrix with the square of the individual eigenfrequencies ω2
i

on its main diagonal. Solving the eigenvalue problem, we get the modal shapes which
are expressed by the amplitudes δi associated with the eigenfrequencies.

2.4.2 Modal Decomposition

It is possible to simplify the solution of a multi-degree freedom system by substituting
it with a set of single degree freedom systems. Eigenvectors have a mathematical
property called orthogonality, which is the basis of this simplification. If Δ is the
set of eigenvectors, it can be shown that when we use it to multiply the mass matrix
from both sides we obtain [22, 38, 52]:

ΔT MΔ = [
δ1 δ2 δ3 . . . δN

]T M
[
δ1 δ2 δ3 . . . δN

]

=

⎡
⎢⎢⎢⎣
δT

1 Mδ1 δ
T
1 Mδ2 . . . δ

T
1 MδN

δT
2 Mδ1 δ

T
2 Mδ2 . . . δ

T
2 MδN

...
. . . . . .

...

δT
N Mδ1 δ

T
N Mδ2 . . . δ

T
N MδN

⎤
⎥⎥⎥⎦ = I

(2.53)
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while multiplying the stiffness matrix by Δ from both sides we get

ΔT KsΔ = [
δ1 δ2 δ3 . . . δN

]T Ks [δ1δ2δ3 . . . δN ]

=

⎡
⎢⎢⎢⎣
δT

1 Ksδ1 δ
T
1 Ksδ2 . . . δ

T
1 KsδN

δT
2 Ksδ1 δ

T
2 Ksδ2 . . . δ

T
2 KsδN

...
. . . . . .

...

δT
N Ksδ1 δ

T
N Ksδ2 . . . δ

T
N KsδN

⎤
⎥⎥⎥⎦ = Λ

(2.54)

Keeping in mind the orthogonality properties of the modal matrices, we can intro-
duce a coordinate transformation, which changes the original displacement coordi-
nates into the so-called modal coordinates or modal participation factors:

q = Δξ (2.55)

This transformation may be interpreted in a way that we take the vibration amplitude
in physical coordinates as a linear sum of modal shapes. The coordinate ξ is also called
the modal participation factor, because it determines how each mode participates in
the final vibration. Mathematically this is:

q = ξ1δ1 + ξ2δ2 + ξ3δ3 + · · · + ξiδi + · · · + ξN δN (2.56)

We can use (2.55) substitute for q in the matrix equation of motion for free,
undamped systems to get [22, 38]:

MΔξ̈ + KsΔξ = 0 (2.57)

Let us now multiply the equation by ΔT from the left to get

ΔT MΔξ̈ +ΔT KsΔξ = 0 (2.58)

Using the orthogonality properties introduced in (2.53) and (2.54) we can simplify
this equation to get

ξ̈ +Λξ = 0 (2.59)

Instead of having a large coupled multiple degree of freedom, this decomposes the
original system into a set of several single degree of freedom systems [22]:

ξi + ω2
i ξi = 0 (2.60)

where ξi are the individual modal participation factors associated with the given mass
mi and ωi is the angular natural frequency.

Solutions for the free and forced vibration for both damped and undamped systems
can be developed using similar methods.
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2.5 Distributed Parameter Systems

In practice, the vibration of continuously distributed parameter systems is solved and
analyzed through the finite element method. As in the case of other fields of science, in
FEM vibration analysis the continuous structure and its geometry are discretized into
finite portions, the elements. The continuously distributed structure is then considered
a large lumped parameter system with hundreds, thousands and even millions of
degrees of freedom. If one aims to perform a modal analysis on a continuous system
with complex geometry, the FEM software first creates a discretized version of the
original structure. The equation of motion is then expressed in the matrix form of
(2.43) and then the eigenvalue problem is solved. The solution of the eigenvalue
problem with large matrices is not a trivial task, fortunately numerical mathematics
have provided us with tools to speed up this process.

2.5.1 Exact Solution

Exact analytical solution for the vibration response of distributed parameter systems
is complex and it is worked out only for certain shapes with primitive geometry, such
as beams, bars, plates or discs. As we will be using a clamped cantilever beam with
a fixed and free end in our examples, the foundations and basics for formulating the
exact solution of this problem will be introduced here.

Let us therefore consider a clamped cantilever beam according to Fig. 2.6. The
beam is vibrating in a transversal fashion, up and down in the y direction. The vibra-
tion is predominant in the y direction and we will neglect vibration in the x direction.
The vibration in the direction perpendicular to the beam length is commonly referred
to as flexural or transverse vibration. We may separate the beam to create infinitesi-
mal slices dx . The position of this element is denoted by the coordinate x . The beam
is made of the homogeneous material with the density ρ, its constant cross section
is given by A, Young’s modulus by E and its second moment of area by I.

2.5.1.1 Equation of Motion for the Transversal Movement of a Beam

Figure 2.7 denotes a separate element of this beam. The beam element has a centerline
known as the neutral axis marked by a dashed line. The horizontal position of the
beginning of the center line is marked by the coordinate x, while the vertical is
marked by y. As it has been noted before, the width of this slice is dx . There are
two types of force effects acting on the right side of this slice: a shear force T and a
bending moment M. The left size is subjected to an infinitesimally larger shear force
and bending moment.

As the element is vibrating in the transversal direction, its vertical position is
expressed by y.There is also rotation involved in the element, which can be described
by φ(x, t) or [10]:
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Fig. 2.6 Schematic
representation of a clamped
beam under transversal
vibration

x dx

y

0

Fig. 2.7 Forces and
moments acting on the
infinitesimally small portion
of the clamped beam under
transversal vibration

x

dx

y

0

M

T

M ∂M
∂x dx

T ∂T
∂x dx

θ(x, t) = dy(x, t)

dx
(2.61)

therefore both the position of the element and its rotation is expressed by just one
coordinate and its derivative with respect to x .Let us now express the second moment
of inertia I of the element dx defined in the plane perpendicular to the direction of
the transversal motion using the polar moment of inertia defined at the neutral axis:

I = ρ J (2.62)

If we look at the forces and moments acting on the element, we can write the
equation of motion for the beam as [22, 10, 51, 52]:

ρA
∂2 y(x, t)

∂t2 = −T + T + ∂T

∂x
dx (2.63)

ρ J
∂2

∂t2

(
∂y(x, t)

∂x

)
= T

dx

2
+ M +

(
T + ∂T

∂x
dx

)
dx

2
− M − ∂M

∂x
dx (2.64)

where the first equation describes the effects of the shear force T and the second
equation describes the moment effects. If we take a close look at the first equation,
the term on the left is nothing more than the mass of the element (ρA) multiplied by
the transversal acceleration expressed as the second derivative of the y coordinate,
thus creating an inertial force. The right side of the equation is merely a sum of shear
forces acting on both sides of this element. The second equation is very similar, with
the inertial moment on the left and the sum of all moments acting on the elements
on the right.

We may discard some of the second order terms that do not contribute to the
solution significantly and after rearranging the equations we finally get [21, 52]:

ρA
∂2 y(x, t)

∂t2 = ∂T

∂x
(2.65)
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ρ J
∂3 y(x, t)

∂t2∂x
= T − ∂M

∂x
(2.66)

2.5.1.2 Simplifying the Equation of Motion

It is possible to collect these two equations into one, by expressing T from the second
equation (2.66) and substituting it back into the first one after differentiation. We will
get one equation of motion given by

ρA
∂2 y(x, t)

∂t2 = ∂2 M

∂x2 + ρ J
∂

∂x

(
∂3 y(x, t)

∂t2∂x

)
(2.67)

In statics, the curvature r of the deflection curve marked by the dotted line in the
middle of Fig. 2.7 can be expressed by:

1

r
≈ d2 y

dx2 = − M

E J
(2.68)

We can express M from this and substitute it back into our simplified equation of
motion in (2.67) so we get [22]:

ρA
∂2 y(x, t)

∂t2 = −E J
∂2

∂x2

(
∂2 y(x, t)

∂t2

)
+ ρ J

∂

∂x

(
∂3 y(x, t)

∂t2∂x

)
(2.69)

This is the equation of motion for a beam vibrating in the transversal direction.
To simplify notation, let us mark the time differentiation of y(x, t) with respect to t
by dots as in ẏ and the position differentiation with respect to x by Roman numerals
as in yii . If we ignore the effects of rotational inertia, we may denote the simplified
equation motion for the free transversal vibration of a beam with constant cross
section by [4, 52]:

ρAÿ + E J yiv = 0 (2.70)

We may further simplify this by dividing the whole equation by ρA and introducing

c = E J

ρA
(2.71)

where c is a constant4 encompassing the square of the longitudinal wave and the
square of the radius of quadratic moment of inertia. We finally arrive at the following
equation of motion [3, 10, 21]:

4 Certain literature divides this constant to a c = c2
0i2, where c0 = E

ρ
is the speed of the

longitudinal wave and i is the radius of quadratic moment of inertia given by i = J
A .
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ÿ + c2 yiv = 0 (2.72)

This equation expresses the free transversal vibration of a beam, neglecting the
dynamic effects of the longitudinal forces and rotational inertia. Clearly, there is a
lot of simplification assumed in this representation. If the above equation of motion
would also include the effects of the rotational inertia, it would be according to
Rayleigh’s beam theorem. On the other hand, if it would include both the effects
of the rotational inertia and the longitudinal forces, it would be Timoshenko’s beam
theorem [52]. The equation presented here is thus a special version of the Timoshenko
beam theory also called the Euler–Bernoulli beam equation—or the classical beam
theory.

2.5.1.3 Solving the Equation of Motion

The equation of motion in (2.72) merely gives a simplified representation of beam
dynamics. The solution depends on the problem, as we also have to introduce bound-
ary conditions and initial conditions. As the position differentiation of y is of the
fourth degree, we can have four types of boundary conditions at the beginning and
at the end [51]:

y(0, t) = Ξ1(t) y(l, t) = Ξ5(t)

yi (0, t) = Ξ2(t) yi (l, t) = Ξ6(t)

yii (0, t) = Ξ3(t) yii (l, t) = Ξ7(t)

yiii (0, t) = Ξ4(t) yiii (l, t) = Ξ8(t)

(2.73)

These boundary conditions express the position of the beam (and its derivatives) at
any given time. In more practical terms, the zeroth derivation is a deflection position,
while the first is the angle of the tangent line to the neutral axis. Moreover, the second
and third derivatives can be expressed using the moment and shear force as:

yii (0, t) = − M

E J
(2.74)

yiii (0, t) = − T

E J
(2.75)

In addition to the boundary condition, we also have initial conditions, expressing
geometrical configuration at zero time:

y(x, 0) = Ψ1(x) ẏ(x, 0) = Ψ2(x) (2.76)

As our main interest is vibration dynamics, let us assume that we want to find the
resonant frequencies and mode shapes of a beam under free transversal vibration.
Furthermore, let us now expect to arrive at a solution in the following form [21, 22]:
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y(x, t) = a(x)V (t) (2.77)

meaning that the position at a given place and time is composed of a combination of
function a(x), which is only dependent on the horizontal position and V (t) which
is only dependent on time. We may substitute this expected form back to (2.72) and
get a new equation of motion:

aiv

a
= −c

V̈

V
(2.78)

Since the right-hand side of the equation is only a function of time and the left-hand
side of the equation is only the function of position x, each side of the equation must
be equal to a constant. Let us call this constant Ω2, which will help us separate the
partial differential equation in (2.78) into two ordinary differential equations [22]:

aiv − Ω2

c
a = 0 (2.79)

V̈ +Ω2V = 0 (2.80)

In order to keep the notation simple, let us introduce the new constant υ4 as:

υ4 = Ω2

c
(2.81)

Now we can expect the solution of Eq. (2.79) in the following form, with a constant
A and an exponential term:

a(x) = Aer x (2.82)

Substituting this back into (2.79) will yield a characteristic equation with the follow-
ing roots:

r1,2 = ±υ r3,4 = ± jυ (2.83)

The solution of (2.79) will now assume the form [10, 22]:

a(x) = A1eυx + A2e−υx + A3e jυx + A3e− jυx (2.84)

Utilizing the well-known Euler’s formula establishing a relationship between trigono-
metric and complex exponential functions

e± jυx = cos υx ± j sin υx (2.85)

e±υx = cosh υx ± sinh υx (2.86)
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and substituting this back into (2.84) we will get the solution in the following form
[4, 10]:

a(x) = C1 cosh υx + C2 sinh υx + C3 cos υx + C4 sin υx (2.87)

Constants C1,C2,C3 and C4 are integration constants and can be uniquely deter-
mined from the boundary conditions.

As different beam setups have different boundary conditions, we will pick a
clamped cantilever beam, which is fixed at one end and free to vibrate at the other,
as an example. For this clamped cantilever beam, the boundary conditions are given
by [10, 21]:

y(0, t) = 0 yii (l, t) = 0

yi (0, t) = 0 yiii (l, t) = 0
(2.88)

or, in other words, the beam cannot move at the clamped end and there are no shear
forces or moments at the free end. Substituting these boundary conditions into (2.87),
we will get a set of equations for the integration constants [51, 52]:

C1 + C3 = 0 (2.89)

υ(C2 + C4) = 0 (2.90)

υ2(C1 cosh υx + C2 sinh υx − C3 cos υx − C3 sin υx) = 0 (2.91)

υ2(C1 cosh υx + C2 sinh υx + C3 cos υx − C3 sin υx) = 0 (2.92)

where l is the overall length of the beam implied by the boundary conditions. More-
over, for a nonzero υ the first two equations also imply that

C3 = −C1 C4 = C2 (2.94)

Substituting for C3 and C4 in the remaining two equations yields a set of two homo-
geneous equations with C1 and C2 as unknowns:

(cosh υl + cos υl)C1 + (sinh υl + sin υl)C2 = 0 (2.95)

(sinh υl − sin υl)C1 + (cosh υl + cos υl)C2 = 0 (2.96)

In order for Eq. (2.95) to have nontrivial solutions, its determinant has to equal zero
[21, 51]. Computing this will yield the following frequency equation [21]:

cos υl cosh υl + 1 = 0 (2.97)

The resonant frequencies of the beam can be calculated based on (2.81) by computing
the roots of (2.97) and substituting into [22]:
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Ωn = (υnl)2

√
E J

ρAl4 (2.98)

The equations given by (2.89) will not make it possible to compute the integrating
constants, though it is possible to compute their ratios and substitute it back into (2.87)
to get an(x). The general solution describing the mode shapes of vibration will be
finally given by [22, 52]:

y(x, t) =
∞∑

n=1

(An cosΩnt + Bn sinΩnt)an x (2.99)

where the integration constants An and Bn are given by

An = 2

l

∫ l

0
Ψ1(x)an(x)dx (2.100)

Bn = 2

lΩn

∫ l

0
Ψ2(x)an(x)dx (2.101)

The process of obtaining the resonant frequency and mode shapes for other types
of distributed parameter systems with simple geometry is analogous to the above
introduced process. The interested reader is kindly referred to works discussing this
topic in more depth [10, 21]. It is easy to see that working out a solution is a fairly
time-consuming and complicated process, even for systems with simple geometry.
This is why most practitioners prefer to utilize finite element analysis or experimental
procedures to assess the vibration properties of such systems.

2.5.2 Damping in Distributed Systems Simulated by FEA

The damping of distributed mechanical systems is a very complex phenomenon.
Unfortunately, energy dissipation in materials is not entirely explored by science
at present. One of the simplest methods to approximate damping is to use the
so-called Rayleigh damping which is often utilized in FEM simulations. This involves
calculating the damping matrix as a sum of the mass and stiffness matrices, multiplied
by the damping constants α and β:

Bd = αM + βKs (2.102)

The damping constants α and β are not known directly, instead they are calculated
from the modal damping ratios ζi . This is actually the ratio of actual damping to
critical damping for a particular mode of vibration. In case ωi is the natural circular
frequency for a given mode of vibration, we can calculate the constants utilizing
[51, 52]:
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ζi = α

2ωi
+ βωi

2
(2.103)

It is often assumed that α and β are constant over a range of frequencies. For a given
ζi and a frequency range, two simultaneous equations may be solved to obtain the
Rayleigh damping constants. In most real-life structural applications mass damping
can be neglected, therefore setting constant α = 0. In these cases, β may be evaluated
from the known values of ζi and ωi:

β = 2ζi

ωi
(2.104)

2.6 Creating Models for Vibration Control

Different control systems call for different models and representations. There are
numerous popular methods suitable to create a mathematical representation of the
real system such as transfer functions or the state-space representation. We may
choose to begin with a completely analytical fashion, and build our model based on
the exact underlying physics. A mathematical model created on such first principle
models using the underlying physics and equations is known as a white-box model.
Models of vibrating structures are derived on a phenomenological basis for example
in [26, 36, 48].

Active vibration control often utilizes advanced materials bonded into the
structure. Moreover, the materials can have a coupled nature, having an intense
electromechanical interaction with the structure—for example piezoceramics. If the
underlying model is too complicated or it is too formidable to create a first principles
model we may use experimental identification. If one is aware of the structure of
the underlying physics, they may choose a given model and fit its parameters on an
experimental measurement. This is known as a grey-box model. If nothing is known
about the physics or one does not choose a model with a fixed structure, black-box
identification is carried out.

In active vibration control there is an outside energy source acting on our vibrat-
ing mechanical system, such as a piezoelectric actuator. The model representing
the behavior of the system therefore must represent forced vibration, regardless of
whether it is created based on first principles or experimental methods.

2.6.1 Transfer Function Models

We will introduce a transfer function representation based on the dynamics analysis
presented previously in Sect. 2.3 on the forced vibration of a point mass. Recall that
the equation of motion of a point mass system with damping and a generic outside
force is
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mq̈(t)+ bq̇(t)+ kq(t) = fe (2.105)

Now in order to create a transfer function from this, we must apply Laplace trans-
formation to our equation. Let us denote the Laplace operator with s. The position
coordinate q(t) will be now denoted instead with Q(s) and our external force fet
with Fe(s). Differentiation in the Laplace domain is simply multiplication with the
Laplace operator, therefore we will get [22]:

ms2 Q(s)+ bs Q(s)+ k Q(s) = Fe(s) (2.106)

The transfer function H(s) will be simply a ratio of the Laplace transform of the
output divided by the Laplace transform of the input. In this case, we may state that
our transfer function expressing the effect to a force input is simply

H(s) = L {q(t)}
L { fe(t)} = Q(s)

Fe(s)
= 1

ms2 + bs + k
(2.107)

In the Laplace domain, we can compute the output of the mass-spring-damper system
by the linear combination of the transfer function and an arbitrary force signal by
evaluating

Q(s) = H(s)F(s) (2.108)

Another valid representation of the transfer function is given in the term of the natural
frequency ωn and the proportional damping ζ [18]. For this, we divide the transfer
function in (2.107) by the mass to get

H(s) =
1
m

s2 + 2ζωns + ω2
n

(2.109)

where c/m = 2ζωn and ζ is proportional damping given as a percentage of critical
damping.

2.6.1.1 Multiple DOF Transfer Functions

Lumped parameter systems with several vibrating masses or equivalent representa-
tions of distributed systems can be expressed using a transfer function representation
as well. Let us consider a matrix representation of the forced equation of motion for
an N degrees of freedom system as in (2.43) and perform a Laplace transform on
the equation in the following sense:

Ms2Q + Bds2Q + KsQ = Fe (2.110)

where sQ denotes an n elements long vector of Laplace operators and output dis-
placements, s2Q expresses the elementwise square of the Laplace operators multi-
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plied by the output displacements Q5 in the Laplace domain. After the transformation
and rearranging the terms, the equation of motion will be given in a matrix form in
the s-domain:

H (s)Q = Fe (2.111)

where H (s) is a matrix of partial dynamics contributions. To get the transfer func-
tion for particular input and output points, one must rearrange this term. It is highly
recommended to use computer symbolic algebra to arrive at the final transfer func-
tions given large systems with many DOFs [18]. The transfer function representation
of systems with several inputs or outputs (MIMO, SIMO, MISO) is not common,
most engineering practitioners prefer to use the state-space representation to model
the behavior of more complex systems.

2.6.1.2 Poles and Zeros

From a control viewpoint, we may further analyze the transfer function representation
in (2.109), to see where the poles and zeros of lightly damped systems are located and
what the physical interpretation of the poles and zeros of the transfer functions is.
For this, let us assume that the proportional damping is approaching zero ζ → 0 to
get

H(s) =
1
m

s2 + ω2
n

(2.112)

As it is usual in control, the denominator of the transfer function is extremely impor-
tant. By setting the denominator equal to zero, we will get the characteristic equation.
The roots of this equation are the so-called poles of transfer function, which amongst
others affect the dynamic behavior and stability of the system. The poles represent
the resonant frequencies of the vibrating system, in other words, the frequency values
at which the inputs will be amplified. The characteristic equation of the vibrating
point mass is

s2 + ω2
n = 0 (2.113)

from which we may calculate the poles

s = ± jωn (2.114)

It is clear that the poles of an undamped system will be located only on the imaginary
axis (no real part) on complex plane. Similarly, the poles for a lightly damped sys-
tem will be located close to the imaginary axis with very small negative real parts.

5 In order to avoid confusion with Q used in later chapters as input penalty, the multiple DOF
displacements transformed into the Laplace domain are denoted as Q here.
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Fig. 2.8 Location of the
poles for the vibrating point
mass system depending on
the amount
of damping
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Vibrating mechanical systems are inherently open-loop stable, therefore the poles of
the transfer function must have negative real parts. Poles, and therefore the resonant
frequency of a system, only depend on the distribution of mass, damping and stiffness
and are independent on the excitation point or the measurement of the output [18].

Setting the numerator of a transfer function equal to zero and calculating roots
will yield the zeros of the system. Zeros of the transfer function do depend on the
point and type of excitation and the output. Some transfer functions may not even
have zeros. In a physical interpretation, at zeros the vibrating system will attenuate
the input. Similar to the poles, the zeros would also have no real part in the absence
of damping. A pair of poles located at zero indicates a so-called rigid body mode
[18]. A rigid body mode is the case when in the presence of a static or low frequency
outside force the whole mechanical system moves without moving the parts relative
to each other. In the case of the two vibrating masses example presented earlier in
Fig. 2.5 a rigid body mode would occur if none of the masses were connected to
a ground, but just to each other. At low frequencies or quasi-static forces, the two
masses would move as one without considering the spring and damper in between
them.

The location of the poles in the complex plane for the continuous transfer function
of a simple second order vibrating system is demonstrated in Fig. 2.8. The left half
of the plane is stable; this is where open-loop physical vibrating system poles are
located. Without damping, the poles are on the imaginary axis, on the verge of stability
(right). Lightly damped systems have poles very close to the imaginary axis (middle)
while a more considerable amount of proportional damping would place the poles
further away (left). Generally speaking, this is also true for the zeros of the system.
The poles tend to be further away from each other in a lightly damped system, while
increasing damping values will bring them closer together in the direction of the
imaginary axis.

2.6.1.3 Discrete Transfer Functions

As digital control systems work in a sampled fashion instead of a continuous-time
transfer function, we often need to use a discrete transfer function. In a discrete-time
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system, the transfer function is created using the Z-transform, which is an analogy
to the Laplace transform. For our case, a discrete time transfer function would be
defined by:

H(z) = Z {q(kT )}
Z { fe(kT )} = Q(z)

Fe(z)
(2.115)

A continuous time transfer function may be converted into discrete time using var-
ious algorithms using zero or first order hold to extract the function values in the time
domain. The definition of the Z-transform essentially sums the pairs of the function
values multiplied by a corresponding delay operator z−k .Numerous numerical algo-
rithms implement this procedure very effectively. Another example of converting a
continuous transfer function into discrete is the so-called bilinear transformation.
If T is the sampling time, to convert from continuous into discrete known as the
Tustin transformation we can use: A continuous time transfer function may be con-
verted into discrete time using various algorithms using zero or first order hold to
extract the function values in the time domain. The definition of the Z-transform
essentially sums the pairs of the function values multiplied by a corresponding delay
operator z−k . Numerous numerical algorithms implement this procedure very effec-
tively. Another example of converting a continuous transfer function into discrete
is the so-called bilinear transformation. If T is the sampling time, to convert from
continuous into discrete known as the Tustin transformation we can use:

s = 2

T

z − 1

z + 1
(2.116)

while the reverse operation into convert from discrete to continuous is

z = 2 + sT

2 − sT
(2.117)

Software tools such as for example Matlab also aid the conversion between con-
tinuous and discrete time models. In Matlab, this can be carried out using the c2d
command.

A transfer function representation can be used to design or tune a controller for the
vibrating system. A common approach used in practice is to utilize a software tool
such as Matlab or Simulink to simulate the response of a system and the controller.

2.6.1.4 Experimental Identification

We may create a transfer function following a dynamical analysis and fill in the
parameters such as m, b and k from direct measurements and consider them as
physical quantities. However, in experimental identification, we may choose a given
generic form of a transfer function and not expect to use parameters, which have a
physical sense. Instead, we can use system identification algorithms, which compute
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these parameters so that a test signal input matches a measured output. This makes
sense for example when we would like to replace the dynamics of a continuous
clamped beam with a single mass-spring-damper model. We cannot directly measure
these quantities, rather we should find a generic second order transfer function that
properly describes the first resonant mode and is given by

H(s) = L {q(t)}
L { fe(t)} = Q(s)

Fe(s)
= 1

a1s2 + a2s + a3
(2.118)

where parameters a1, a2 and a3 are found experimentally using an identification
algorithm.

2.6.1.5 State-Space Representation

A state-space representation of a dynamic system may be perceived as a way
to decouple high order differential equations into simpler low order equivalents,
collected in a matrix representation. The set of first order differential equations then
relates the inputs and outputs of a system by the aid of an intermediate variable
called the state. If for example a single DOF vibrating system is described by a sec-
ond order differential equation, we may use a state-space equivalent consisting of two
first order differential equations. Analogously, if an MDOF vibrating system has its
modes decomposed according to the guidelines presented previously in Sect. 2.4.2,
then the behavior of each mode is described by N second order differential equations,
which may be changed into 2N first order equations in the state-space representation.
Most modern optimization-based control algorithms such as MPC utilize this type
of mathematical model, and the numerical simulation of time responses is more con-
venient as well. To demonstrate the state-space representation of dynamic systems,
we may divide the second order differential equation describing the forced response
of the spring-mass-damper system in (2.34) into two first order ones.

2.6.1.6 State-Space Representation for a Single DOF System

Let us begin the rewriting of our second order differential equation by leaving the
inertial force at the left side of our equation of motion (2.34) and moving the rest to
the right which will result in:

mq̈(t) = −bq̇(t)− kq(t)+ fe (2.119)

while dividing the whole by m is

q̈(t) = − b

m
q̇(t)− k

m
q(t)+ 1

m
fe (2.120)

Because our original ODE is second order, let us choose two new variables x1(t)
and x2(t). These two variables are the so-called state variables and we may combine
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them to create a column state vector x(t) . We may also choose that x1(t) is equivalent
to our original position variable q, while x2(t) is simply a differentiation of it.

x(t) =
[

x1(t)
x2(t)

]
=

[
q(t)
q̇(t)

]
(2.121)

Let us now write a set of two first order ordinary differential equations with the help
of our state variables x1(t) and x2(t). Substitute these into the transformed equation
of motion and simply state that ẋ1(t) = x2(t) [5]:

ẋ1(t) = x2(t) (2.122)

ẋ2(t) = − b

m
x2(t)− k

m
x1(t)+ 1

m
fe (2.123)

which can be equivalently written in the following matrix form [5, 10]:

[
ẋ1(t)
ẋ2(t)

]
=

[
0 1

− b
m − k

m

] [
x1(t)
x2(t)

]
+

[
0
1
m

] [
0 fe

]
(2.124)

We may use a more compact matrix notation for the state-space variables x(t);
moreover, let us define an input vector u(t) which contains the outside excitation
force fe as its first element: u = [

fe 0
]
. According to this, the matrix form of the

state-space equation can be written as follows [5, 10]:

ẋ(t) = Ax(t)+ Bu(t) (2.125)

y(t) = Cx(t) (2.126)

where A is the state transition matrix, B is the input matrix and C is the output matrix.
Figure 2.9 illustrates the matrix block algebra of the continuous state-space dynamic
system representation. The output vector y(t) may contain both the position and
velocity elements of the state or one of them according to the output matrix C. For
example a valid choice of C is C = [

1 0
]

which would result in a scalar displacement
output.

y(t) = q(t) = [
1 0

]
x(t) = [

1 0
] [

x1(t)
x2(t)

]
= [

1 0
] [

q(t)
q̇(t)

]
(2.127)

2.6.1.7 Discrete State-Space Representation

In the discrete time equivalent of the state-space equation we replace the continuous
time variable t by its sampled analogy t = kT, where T is the sample time:

x(k + 1) = Ax(k)+ Bu(k) (2.128)

y(k) = Cx(k) (2.129)
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Fig. 2.9 Matrix block algebra of the continuous state-space dynamic system representation

Note that the contents of the matrices A, B and C also change if a system representa-
tion is converted from continuous into discrete. The Matlab command c2d is useful
for the state-space representation as well.

Just as in the case of transfer functions, we may choose to apply an analytic
approach and substitute for model parameters in a physical sense. Replacing com-
plex vibrating systems with a mass-spring-damper equivalent, however, calls for
parameters, which do not necessarily reflect physical quantities. In that case, we just
choose our model, for example a second order state-space representation:

ẋ(t) =
[

a11 a12
a21 a22

]
x(t)+

[
b1
b2

]
fe (2.130)

y(t) = [
c1 c2

]
x(t) (2.131)

and fill in the parameters using experimental identification procedures, based on test
data.

2.6.1.8 State-Space Representation of Multiple DOF Systems

The previously introduced approach illustrated the process of obtaining a second
order state-space model for a single degree of freedom system. As shown earlier,
the equation of motion for multiple degree of freedom systems can be compactly
written as:

Mq̈ + Bq̇ + Ksq = fe (2.132)

The order of systems expressed by this compact matrix notation can range from
lumped parameter systems with model orders under ten, to several thousands and
even millions for finite element models after discretization. To obtain a full order
state-space model from the equation of motion in (2.132), at first one needs to transfer
the terms Bq̇ + Ksq to the right side, while leaving Mq̈:

Mq̈ = −Bq̇ − Ksq + fe (2.133)

The equation of motion is then multiplied by the inverse of the mass matrix M−1

according to [10, 21]:
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q̈ = −M−1Bq̇ − M−1Ksq + M−1fe (2.134)

In the next step, we will re-define the position output q and the outside excitation
force fe in terms of state variables and input according to:

[
x
ẋ

]
= q u = fe (2.135)

Substituting our new state variables and input into the modified equation of motion
in (2.134) will result in:

ẍ = −M−1Bẋ − M−1Ksx + M−1u (2.136)

which may be equivalently stated using the matrix notation
[

ẋ
ẍ

]
=

[−M−1B
−M−1Ks

] [
x
ẋ

]
+ M−1u (2.137)

further, this is equivalent to stating that
[

ẋ
ẍ

]
=

[
0 I

−M−1B −M−1Ks

] [
x
ẋ

]
+

[
0

M−1

]
u (2.138)

where I is an identity matrix and 0 is a zero matrix of conforming dimensions. The
state-space matrices A and B from this are:

A =
[

0 I
−M−1B −M−1Ks

]
B =

[
0

M−1

]
(2.139)

The resulting state-space system will have an order nx , twice the DOF of the original
system. In a small lumped parameter system, this will create a system model of
manageable dimensions.

Typical FEM models of complex vibrating systems with ten to hundred thousand
nodes can be decoupled and directly transformed into the state-space representa-
tion. Nevertheless, this results in extremely large state-space models not suitable for
direct controller design. The order of these state-space systems needs to be reduced
through the method of model reduction. State-space systems commonly used in con-
trol engineering have an order of 10–100 states, which may be even lower for the
computationally intensive model predictive control approach. Although the order of
the new and reduced state-space system will be severely truncated, it may still fully
represent the dynamic behavior of the original system described by the much larger
FEM model.

2.6.2 Experimental Identification Procedures

In case the modeling procedure of a controlled system is irrelevant or a first principles
model would be too complex to develop, experimental identification may be used.
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Experimental identification procedures are often utilized in order to create models
for control design [7, 9, 54, 56, 63]. Control engineering uses system identification
to build mathematical models of dynamical systems using statistical methods to find
parameters in a set of experimental data.

2.6.2.1 Experiment Design

The quality of the identified model greatly depends on the quality of the experiment.
In this relation, we have to emphasize the need for a properly designed input exci-
tation signal. For example, in control engineering it is entirely acceptable to utilize
a step change of temperature levels in a thermal related system—such as in heating.
The resulting change of output carries enough information, so that an identification
algorithm can extract a simple first or second order transfer function. In this case,
the output levels are satisfactory and there are no resonant phenomena.

However, in the case of vibrating systems the previously considered step or
impulse change at the actuators would not produce a satisfactory output signal.
Due to its nature, one of the most important aspects of vibrational systems are not
the precision of a static deflection after a step change in input, rather the dynamic
response in and around the resonant frequency. A step or impulse input into a vibra-
tion attenuation system with bonded piezoelectrics would only result in vibrations
with small amplitudes. In reality, the piezoelectric actuators may seriously affect and
amplify vibration amplitudes in resonance. Therefore, it is wiser to use test signals
that excite the vibrating system around the resonance frequencies of interest.

Such signals can be generated through the so-called swept sine or chirp function.
The chirp signal is a type of signal with a constant amplitude, while the frequency
changes from a low to a high limit in a given time. The frequency content of the
signal covers the bandwidth of chirp signal—resulting in an ideally flat response in
the frequency domain. An example of a chirp signal in the time domain is given in
Fig. 2.10a. The frequency content of a different signal is shown in Fig. 2.10b, which
indicates that the bandwidth of the chirp test signal is evenly spread out through
the range of interest. A spectrogram featured in Fig. 2.10c relates the progression of
time to the frequency content of the same signal. Chirp signals are commonly used
to excite vibrating systems in academic works [23, 25, 28, 30, 31, 53, 57].

Another popular signal choice to excite vibrating systems in order to extract
dynamic models is a pseudo-random binary signal [6, 25, 32, 39, 44, 55]. A pseudo-
random signal has two levels changing in a random but repeatable fashion. The
frequency content of the signal can also be influenced to concentrate on the bandwidth
of interest.

It is possible to supply time-domain measurement data directly to identification
software, but by transforming it using fast Fourier transform (FFT) the identification
procedure may be carried out in the frequency domain as well. Therefore, if the system
identification software allows it, the mathematical model may be created based on
fitting it to either the time or the frequency domain data set. As the FFT transform
is a unitary transform, the frequency domain data set will contain exactly the same
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(a)  Chirp in the time domain

(b) Chirp in the frequency domain (c) Spectrogram of a chirp signal

Fig. 2.10 An example chirp signal with a ±1 (-) amplitude ranging from 0 to 10 Hz in 10 s is shown
plotted in the time domain in (a). A different signal ranging from DC to 300 Hz in 2 s is shown in
the frequency domain on a periodogram in (b) while the spectrogram of the same signal is featured
in (c)

amount of data as the time domain, implying the same computational load for both
domains. In case one requires to identify a very large time domain data set with clear
resonance peaks in the frequency domain, it is advised to use a frequency domain data
with non-equidistant frequency resolution. Leaving more data points in the vicinity
of the peaks of the frequency domain data while reducing the number of data points
elsewhere may significantly reduce the computational load and still produce high
quality models. A common practice is to take the low and high frequency of interest
and divide the region in between by logarithmically spaced frequencies.

2.7 Identification via Software Packages

There are off-the-shelf solutions for identification of mathematical models based
on experimental test procedures. One of the most convenient and accessible is the
System Identification Toolbox [59], a part of the Matlab software suite. In addition
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Fig. 2.11 The graphical user interface frontend of the Matlab System Identification Toolbox

to the general use, the System Identification Toolbox is also commonly used for
creating models of vibrating mechanical systems [3, 14, 24, 27, 40, 47, 58, 60].
The System Identification Toolbox is largely based on the work of Ljung [29] and
implements common techniques used in system identification. The toolbox aids the
user to fit both linear and nonlinear models to measured data sets known as black
box modeling [20]. Gray box modeling which tunes the parameters of a model with
known structure is also offered by the suite. The types of available models are low
order process models, transfer functions, state-space models, linear models with
static nonlinearities, nonlinear autoregressive models, etc. The toolbox is made use
of in the upcoming chapters of this book; see the system identification process in
Sect. 5.2.

In addition to the usual Matlab command line interface, identification in the Sys-
tem Identification Toolbox may be carried out via the graphical user interface (GUI).
A screenshot of the GUI frontend is featured in Fig. 2.11. The identification tasks are
divided into separate parts. After creating an identification and validation data set,
the data is pre-processed. Identification is initialized by selecting and setting up the
proper model type. Finally the models can be validated using numerous techniques:
comparing model response with measurement data, step response, a pole-zero plot,
etc.

Transfer functions and low order process models are suitable for many controller
types. It is also possible to create an MPC controller based on transfer functions,
although state-space models are used more often in advanced control schemes. The
MPC controller considered in this work utilizes a state-space representation as well.
The aim of the identification process is therefore: given the input and output data set

http://dx.doi.org/10.1007/978-1-4471-2333-0_5
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one needs to identify the contents of matrices A,B,C. The Matlab System Identifi-
cation toolbox offers two estimation methods for state-space models:

• subspace identification
• iterative prediction-error minimization method (PEM).

The order of a state-space system depends on many factors and it has to be
determined by the control engineer at the time of the design of the representative
mathematical model. It is always favorable to use the simplest possible system,
which still describes the identified phenomena on a satisfactory level. MPC can be a
computationally intensive operation in real-time, one must keep this in mind when
creating a state-space model. In other words, the larger the model dimensionality
or order nx is, the more time it takes to perform the MPC optimization algorithm
at each time step k. Surprisingly many practicing control engineers believe that
most real phenomena involving single-input single-output (SISO) control can be
approximated by simple second order state-space systems. For vibrating systems,
this can be true mainly when one vibration mode is dominating over the others.
Good examples are lightly damped vibrating systems where the first vibration mode
is much more dominant than the others. In case the response of a second order
system is unsatisfactory, one needs to increase the system order and inspect whether
the response characteristics improve. In controlled mechanical vibrations the order
of the identified system nx should be an even number6 and will contain an fi = nx/2
resonant frequencies. Given that one attempts to control a nonlinear vibrating system,
there are ways to describe the phenomena at certain working points by several models.
This however increases both the level of complexity of the linear MPC controller and
the expected computational load. The application of nonlinear MPC (NMPC) in fast
sampling application such as vibration control is still under development, as both
the theoretical basis of NMPC and the computational hardware requires significant
improvement for practical deployment.

One shall always verify whether the model produced by the experimental iden-
tification procedure is stable. In discrete systems, the poles of the transfer function
must always reside within the unit circle. In other words, the absolute value or length
of the vector denoting the pole position must be smaller than one. This condition can
be restated for the case of state-space systems by saying that the absolute value of
the eigenvalues of the matrix A shall be smaller than one. In practice, for vibrating
mechanical systems, the absolute value of the eigenvalues will be a number which
is smaller than one, albeit not by too much. This is understandable, since if the
physical vibrating system is very lightly damped its behavior closely resembles that
of a marginally stable system.7

Other system identification software is for example the System Identification
Toolbox (or ID Toolbox)8 [35], which is named identically to the official Mathworks

6 Unless of course one uses an augmented system model with filters, observers etc.
7 A vibrating system without outside energy cannot be marginally stable, since that would create
a system without energy dissipation and without damping.
8 Also known as The University of Newcastle Identification Toolbox (UNIT).
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supported identification tool [33, 34]. This is however a free and entirely different
software supporting a wide range of standard identification techniques. The Matlab
suite developed by Ninness et al. also contains support for novel system identification
algorithms [16, 43, 61, 62]. Similar to the System Identification Toolbox, the SMI
Toolbox [19] is based on subspace identification techniques as well. Although this
package has proven its worth over the years, its development has been on halt for
a very long time and is slightly outdated. SLIDENT, which is incorporated into
the Fortran 77 Subroutine Library in Control Theory (SLICOT) is suited for the
identification of large-scale problems [45, 46]. ITSIE (Interactive Software Tool for
System Identification Education) [17] is rather suited for the education process than
research work or practical engineering deployment. SOCIT developed by NASA
Langley Research Center [13] uses an eigensystem realization algorithm method
based on Markov parameters and singular value decomposition techniques.

2.8 FEM-Based Identification

The study of physical systems described by ordinary or partial differential equations
established through mathematical–physical analysis is not always possible. The rea-
son for this is that there may be a lack of exact analytical solution, or boundary
conditions can be too complex for a realistic solution. In some cases, analytical
solution is possible, but a finite element (FE) model seems to be faster and more
practical.

Models based on a finite element method (FEM) analysis may be used to create
simplified mathematical representations of physical systems. Transient simulation
results from the commercial FEM software package ANSYS were for example iden-
tified by Dong et al. in [11]. One may choose to extract and simplify the dynamic
matrices assembled by the FEM software directly, or it is also possible to perform sim-
ulation analyses to get responses ready for an experimental identification procedure.

Direct output from an ANSYS harmonic analysis contains frequency data and the
real and imaginary part of the amplitude response to a sinusoidal excitation in the
frequency domain. First this data file is read into Matlab. The real and imaginary
parts of the input can be generally described by

Fr = F0 cosΨ

Fi = F0 sinΨ
(2.140)

where F0 is the amplitude component of the signal, Fr is the real part of the response
and Fi is the imaginary. The angle Ψ includes phase information. This formulation
produced by ANSYS is not suitable for direct processing, therefore it has to be
converted into amplitude and phase form. This may be done utilizing the following
relation [1, 2]:
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F = √
Fr + Fi

Ψ = tan−1
(

Fi

Fr

) (2.141)

The conversion also involves manipulation with the direct results to ensure correct
identification functionality. The converted raw data is made into a data object suit-
able for the System Identification package using the frequency function option [59].
Frequencies are input in rad/s, phase angles in degrees. The raw data from ANSYS
must be also subjected to pre-processing such as filtering the bandwidth of interest.

The technique described above can be viable for system identification, given a
good quality FEM model that has also been verified experimentally. In practice,
however, the physical properties of mechanical systems (such as damping) are not
always exactly known or cannot be directly measured. Moreover, a FEM model
assumes Rayleigh damping, which distorts the amplitude levels especially at higher
frequencies. According to the experience of the authors, if a structure with bonded
piezoelectric transducers is modeled including the bonding glue or resin layer, the
FEM model and measured frequency response may show a wide variation in the
harmonic analysis results when properties of the explicitly modeled glue layer are
adjusted. Using a control model based on a FEM model certainly cannot substitute a
well-designed experiment; it may be however used at early stages of control system
design-before the controlled plant is physically realized.
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Chapter 3
Smart Materials in Active Vibration Control

Every feedback control system has essential components like the hardware
computing control input via the strategy of our choice, sensors to provide feedback to
this controller and actuators to carry out the required changes in plant dynamics. This
chapter is concerned with the latter two components, that is sensors and actuators.
More specifically, here we take a closer look at some of the advanced engineering
materials that can be used as actuators and in some cases as sensors in active vibration
control applications (AVC).

There are many well-known traditional actuating components such as electro-
magnetic devices, pneumatic actuators, rotary and linear motors etc., which may
be effectively utilized in vibration control as well. Unlike the previously mentioned
devices, modern engineering materials which are often referred to as intelligent
or smart have the advantage of being lightweight and more importantly they can
be seamlessly structurally integrated. For example, a composite aeroelastic wing
equipped with thin piezoelectric wafers cast directly into the structure enables us
to suppress undesirable vibration without adding a considerable mass or changing
the shape of the wing. On the other hand, advanced materials like the magnetorheo-
logical fluid may add unprecedented properties to already existing components, for
example creating automotive dampers with automatically adjusted damping proper-
ties. Figure 3.1 illustrates1 an experimental actuator capable of providing displace-
ments exceeding the usual range of simple piezoelectric materials [80]. The robust
and low-cost high displacement actuator (HDA) made of pre-stressed polymeric
materials and piezoelectric ceramics is an excellent example of advanced engineering
smart materials. The aim of this chapter is to introduce the reader to some of these
cutting-edge materials and their use in vibration control. Actuators like the afore-
mentioned electromagnetic linear motors, pneumatic devices and others will not be
covered here.

Thanks to the reciprocal physical effects experienced in some of these materials,
actuating elements can also be used in a sensor configuration. Just as in the case
of actuators, many feedback sensing systems exist other than the ones using smart

1 Courtesy of NASA.
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66 3 Smart Materials in Active Vibration Control

Fig. 3.1 An experimental high displacement actuator (HDA) developed at NASA Langley Research
Center [80] is placed under a fiber optic displacement sensor

materials. Some of these are among others accelerometers,2 strain sensors based on
resistance wires, or more advanced devices like industrial laser triangulation heads
or laser Doppler vibrometers (LDV). This chapter will concentrate on the materials
themselves and the underlying physical aspects of the sensors in vibration attenu-
ation, while introducing other possible feedback methods in a practical example in
Sects. 5.3.4 and 5.5.3.

There are several engineering materials available nowadays, which exhibit some
very desirable properties for use in AVC. So what is the criterion of classifying a
material to be smart? The keyword here is coupling. From the structural point of
view, the behavior of classical materials can be sufficiently described by their elastic
constants: the elastic constant relates stress and strain, the thermal constant relates
temperature and strain. In smart materials, coupling also exists between the either two
(or even more) of the following fields: electric charge, strain, magnetic, temperature,
chemical and light. This coupling is also obvious between the constitutive equations
describing the behavior of these materials. The most common smart materials which
are used in active structures are shape memory alloys, magneto- and electrostrictive
materials, semi-smart magneto- and electro-rheological fluids where the coupling is
one directional, electrochemical materials and of course piezoelectrics.

2 However, these are also based on the piezoelectric effect and use piezoelectric materials [46].
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The chapter begins with a discussion on the shape memory effect and shape
memory alloy materials. In addition to the shape memory effect, the passive albeit
still very interesting superelastic nature of these materials is also introduced. After
characterizing the interactions between the applied temperature, stress and strain;
the utilization of shape memory alloys in vibration control is reviewed. Section 3.2
addresses the magnetostrictive and electrostrictive effect and their use in vibration
attenuation. Following this, the popular magnetorhoeologic fluids and the related
electrorheological fluids are introduced, also with a short review of their existing
and potential applications in active vibration control. The next section, that is 3.4,
deals with the piezoelectric effect and piezoelectric materials. In addition to the phys-
ical basis, some of the mathematical modeling concepts and finite element analysis
aspects are also covered. Our selection of smart materials ends with a section on the
emerging electrochemical polymer based actuators in Sect. 3.5. A couple of short
paragraphs on other types of materials and actuators end our discussion on smart
materials in AVC.

3.1 Shape Memory Alloys

Shape memory alloys (SMA) demonstrate apparent plastic deformation and recovery
to the original shape after heating. SMA can recover as much as 5% strain, which
compared to materials like piezoceramics is a considerable shape change. The main
advantage of this type of smart material is the ability to perform complex movements
with few elements. The shape change and the resulting movement can be achieved
by a small temperature change, and causes the SMA to undergo a type of solid
state phase transformation. This change is the so-called martensitic deformation in
metals. Shape memory alloys may be used to supply energy to systems with very
slow dynamics and thus induce vibrations, effectively creating an active vibration
control system. It is also common to utilize the SMA as a type of slowly changing
adaptive part to form a semi-active vibration suppression system [33]. Figure 3.2
illustrates3 the use of shape memory alloy materials to create slow-speed morphing
wing surfaces on aircraft and SMA-wire based linear motors.

3.1.1 SMA Materials and Properties

The most common SMA material is an alloy of nickel and titanium, which is often
referred to as nitinol.4 In the nickel and titanium (NiTi)-based alloys, the two elements
are present in approximately equal atomic percentages. Several other alloys exist of
which we list FeMnSi, copper-based alloys such as CuZnAl or CuAlNi and some

3 Courtesy of NASA.
4 This nickel and titanium alloy was discovered and developed by Buechler et al. in 1963 at the
U.S. Naval Ordnance Laboratory, thus the name NiTiNOL.
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(a) A wing-like SMA demonstration device (b) SMA based actuators

Fig. 3.2 A SMA-based demonstration device resembling an aircraft surface is featured in (a) [78],
while (b) shows small actuators in a linear motor mode based on SMA wires [79]

steel formulations [28, 33]. The advantage of NiTi-based SMA is its high electric
resistivity, thus allowing the material to be rapidly heated upon the application of
electric current.

Shape memory alloys present two interesting macroscopic properties, these are:

• superelasticity
• shape memory effect

The former, superelasticity is the ability of this type of material to return to its
original shape after a considerable amount of mechanical stress and deformation.
This process needs no temperature change to be completed, and it is called the
mechanical memory effect. Elasticity is approximately 20 times higher than other
elastic metallic materials [68]. Objects manufactured from the superelastic version
of nitinol find their application mainly as medical instruments, there are several
laboratory experiments investigating the use of superelastic (austenitic) nitinol as
means for passive vibration damping.

The latter property is more interesting for the control community, as nitinol can
be effectively used as an actuator. Because of the shape memory effect or the thermal
memory effect, the plastically deformed SMA material returns to its original memo-
rized shape after applying a small amount of heat as illustrated in Fig. 3.3. The defor-
mation is not limited to pure bending as in bi-metallic structures, but may include
tensional and torsional deformations or their mixtures [68]. A 4 mm diameter nitinol
wire may lift even a 1000 kg load; however, it will lose its memory effect because
of this large loading. To prevent this, a load limit is usually enforced, for example,
in this case a 150 kg load would not induce a loss of the memory effect while still
being a very high force output [68]. Enforcing such load limits to prevent the loss
of the memory effect call for control systems encompassing constraint handling for
which model predictive control (MPC) is an ideal candidate.
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(a) SMA wire prior to activation (b) SMA wire after activation

Fig. 3.3 An SMA wire is placed in between a spring steel blade and a rigid aluminum clamp. The
wire is loose prior to activation as shown in (a). Due to the applied current (9 V battery) the wire
temperature is raised above the activation temperature. The wire regains its original straight shape
in (b) and exerts a force, which is enough to deform the spring steel

3.1.2 Stress, Strain and Temperature

Both the superelastic and shape memory effects are due to a phase change from
austenite, which is the higher temperature and stronger phase, to martensite which
is the lower temperature and softer phase. Unlike the phase changes that come to
mind like the change from solid to liquid and gas, this is a solid phase change.
The austenitic solid phase is stable at elevated temperatures and has a strong body
centered cubic crystal structure. The martensitic phase has a weaker asymmetric
parallelogram structure, having up to 24 crystal structure variations [101]. When
martensitic nitinol is subject to external stress it goes through different variations of
the possible crystal structures and eventually settles at the one allowing for maximal
deformation. This mechanism is called detwinning. There are four temperatures
characterizing the shape memory effect of SMA:

• M f : martensite finish—this is the lowest temperature, below all of the material
has the soft martensitic structure

• Ms : martensite start—an intermediate temperature, when the martensite phase
starts to appear in the prevalently austenitic phase

• As : austenite start—an intermediate temperature, when the austenite phase starts
to appear in the prevalently martensitic phase

• A f : austenite finish—this is the highest temperature, above which all of the material
has the hard martensitic structure. Superelastic SMA are designed to work over this
temperature, while the thermal-induced memory effect finishes at this temperature

These temperature characteristics and limits may be set upon manufacturing the alloy.
For example, it is possible to create an alloy with a reshaping temperature close to
the normal temperature of the human body.
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Fig. 3.4 Pseudoelastic
behavior of shape memory
alloys, illustrated on a
stress-strain hysteresis curve
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For the case of uniaxial loading, the stress–strain curve for SMA is denoted in
Fig. 3.4 [99]. The curve shows a pseudoelastic behavior, where the applied load takes
the material from the austenite phase to the martensite phase along the upper curve.
This is the stress-induced superelastic behavior of austenitic nitinol, therefore we may
state that the temperature here is a constant T > A f . The reverse transformation
occurs in unloading the SMA material, when the material transforms from martensite
into austenite along the lower curve, thus forming a hysteresis loop [99]. In Fig. 3.4
ε denotes strain, σ denotes stress. Martensite starts to form at Ms and finishes at M f ,
while the austenite starts to form at As and finishes at A f .

The dashed line in Fig. 3.5 denotes a scenario, where the SMA is subject to a
temperature change in constant stress [99]. Note, however that the phase change start
and finishing temperatures are linearly dependent on the loading stress. Temperature
is marked by T while stress is σ .

Finally, Fig. 3.6 illustrates the percentual composition of martensite and austenite
phases in a temperature-induced martensitic deformation [101]. The curve starts from
below the low temperature M f and takes the right side of the hysteresis path. At a
certain As temperature the phase change to austenite begins, while the martensite
composition decreases. Eventually the material gets to the A f temperature where
100% of it is converted into the austenite phase.

Shape setting of an SMA actuator can be done in a high temperature oven. The heat
treatment is performed in two steps: first the material is constrained into the desired
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Fig. 3.6 Temperature
dependent deformation:
austenitic-martensitic phase
transformation hysteresis of
shape memory alloys
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form, and heated at 525◦C for 5–10 min depending on the size of the clamp. After
this, the material is quenched with air cooling, water or oil. This is then followed by
a repeated heating at 475◦C for about 30–60 min [69]. Figure 3.7 illustrates SMA
materials memorized to different shapes. While the plates on the left and the wire is
memorized to a flat (straight) shape, the third and darker plate is memorized into a
curved shape.

3.1.3 SMA in Vibration Control

The free and/or forced vibration behavior of plates and other structures with
embedded SMA materials is studied using analytic or FEM methods in [35, 54,
99, 85, 130]. The cited works focus on modeling issues for the need of optimal
design for classical vibration response manipulation, without actively controlled
components. The inclusion of SMA elements in plates, beams and other mecha-
nisms can be understood as a form of semi-active control. SMA has been already
considered as passive or semi-active vibration damping devices in civil engineering
structures [43, 126, 101].

Although several models have been proposed for SMA, the constitutive descrip-
tion of the complex pseudoelastic and shape memory effect phenomena cannot be
developed by classical plasticity theory. Models based on the nonlinear generalized
plasticity have been successfully applied for SMA [28].

SMA as an actuator is suitable for low frequency and low precision applications,
therefore, their usage in active vibration attenuation applications is questionable. It is
interesting enough to note that SMA can also be used as a type of sensor. The work
of Fuller et al. pointed out that embedded SMA wires in a Wheatstone configuration
may give accurate estimation of strain levels due to oscillations in a beam [33]. The
use of SMA as sensors is, however, atypical as piezoelectric or resistance-wire based
sensors are also cheap and readily available.

Active vibration control is proposed utilizing an SMA actuator in [22]. Here,
the temperature of the SMA is manipulated to change mechanical properties.
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Fig. 3.7 SMA materials can be memorized to different shapes. The wire and the plates on the left
are set to a straight shape, while the darker plate is memorized to a curved shape

Vibration damping is achieved combining active and passive methods. In a review
article Bars et al. lists shape memory alloys as a particularly interesting tool for
smart structures and states the need for advanced control algorithms such as MPC
to tackle issues such as multi-point inputs and outputs, delays and possibly actuator
nonlinearity [13].

Shape memory alloy materials are utilized in [23] for vibration damping purposes.
According to the step response of the material, upon the application of a constant
current jump the SMA wire exerts force, which can be approximated according to a
first order response [15, 23]:

Tc
df (t)

dt
+ f (t) = i(t) (3.1)

where the force exerted by the SMA wire is denoted by f (t), the actuating current
by i(t) while Tc is the time constant of the first order transfer. The temperature in an
SMA wire actuator is approximately linearly dependent on the applied current [54].
Unfortunately, the time constant is different in the heating and cooling cycles [23,
24]. The time constant is also highly dependent on the prestrain applied to the wire.
Because of these parameter variations it is likely that an MPC control-based SMA
system would require the explicit handling of model uncertainties. The above cited
work of Choi et al. utilized sliding mode controlled nitinol wires to damp the first
modal frequency of a building-like structure in the vicinity of 5 Hz, providing certain
basis to use SMA for lightly damped structures with a low first resonant frequency.
Here, the time constant was approximated to be 125 ms that would indicate an
approximately 8 Hz bandwidth.

A very interesting possibility is utilizing an adaptive passive approach instead
of actively controlling the vibration amplitudes, velocities or accelerations. Using
a structure or mechanism with integrated SMA parts, one could tune its vibration
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(a) SMA wire (b) SMA actuated F-15 inlet

Fig. 3.8 Spools of shape memory alloy wires with different diameters are shown in (a), while
(b) shows a full-scale F-15 inlet (modified flight hardware) with integrated shape memory alloy
actuators installed in the NASA Langley Research Center 16-foot Transonic Tunnel [81]

frequency in real-time according to the outside excitation [33]. By this method, the
resonant frequency of the structure could actively adapt to the quality and character of
the measured outside excitation. Using the idea an actively controlled steel structure
has been presented in [86]. The resonant frequency of the structure could be shifted
about 32% of its nominal value through the application of heat into the SMA.

An overview of the civil engineering applications of SMA materials is given
in [47]. John and Hariri investigate the effect of shape memory alloy actuation on
the dynamic response of a composite polymer plate in [49]. The work examines
the stiffness change and thus the shift of natural frequencies in a composite plate
both in simulation and in experiment, founding a basis for the future application of
SMA-enhanced active materials for vibration attenuation. Spools of SMA wire with
different diameters are illustrated in Fig. 3.8a, while an SMA actuated F-15 aircraft
inlet is shown5 in Fig. 3.8b.

3.2 Magneto- and Electrostrictive Materials

Both magnetostrictive and electrostrictive materials demonstrate a shape change upon
the application of magnetic or electric fields. This small shape change is believed to
be caused by the alignment of magnetic/electric domains within the material upon the
application of the fields. The advent of specialized engineering materials enables the
use of these materials in active vibration control applications thanks to the increased
deformation strains.

5 Courtesy of NASA.
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Inactive Activated

Fig. 3.9 Inactive magnetostrictive material with randomly ordered dipoles is shown on the left,
while the right side shows an activated magnetostrictive material under a magnetic field. The
dipoles have been ordered along the magnetic flux lines causing the material to expand

3.2.1 Magnetostrictive Materials

Magnetostrictive (MS) materials change their shape when subjected to a magnetic
field. A common example of the magnetostrictive effect in everyday life is the
humming noise emitted by electric transformers. This is due to the expansion and
contraction of metallic parts in response to magnetostriction, induced by the changing
electromagnetic field. Nearly all ferromagnetic materials demonstrate this property,
but the shape and volume change is very small. Ferromagnetic materials have a struc-
ture divided into magnetic domains exhibiting uniform magnetic polarization. The
applied magnetic field causes the rotation of these domains and in return a slight
shape change on a macroscopic level. Figure 3.9 illustrates the randomly oriented
magnetic domains within the material and the reorientation after the magnetic field
is applied. The reciprocal phenomenon to magnetostriction is called the Villari effect.
This describes the change of magnetic properties under applied load.

The deformation in magnetostrictive materials is characterized with the magne-
tostrictive coefficient ιms , which expresses the fractional length change upon applying
a magnetic field. The shape change of the material is zero at zero magnetic field,
however upon the application of the field it grows linearly according to the magne-
tostrictive coefficient until the material reaches magnetostrictive saturation.

The application of certain rare earth materials into an alloy allowed using the effect
of magnetostriction in real-life engineering applications. Early types of magnetostric-
tive alloys demonstrated large magnetostriction, but only by applying high magnetic
fields or at cryogenic temperatures [51]. These difficulties were eliminated by the
introduction of Terfenol-D,6 which continues to be the most common magnetostric-
tive material [1]. Terfenol-D exhibits about 2000 με at room temperature, while
Cobalt, which demonstrates the largest magnetostrictive effect of the pure elements,
exhibits only 60 με strain. Another common material goes by the trade name Metglas
2605SC, yet another by Galfenol.

6 Similar to nitinol, it has been invented at the United States Naval Ordnance Laboratory
(NOL). Terfenol-D stands for Terbium Ferrum NOL Dysprosium; with the chemical composition
T bx Dy1−x Fe2.
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The typical recoverable strain of magnetostrictive materials like Terfenol-D is
in the order of 0.15%. Maximal response is presented under compressive loads.
Magnetostrictive actuators have a long life span and may be used in high precision
applications. Actuators may be used in compression alone as load carrying elements.
Pre-stressing the actuators may increase both efficiency and the coupling effects [18].

3.2.2 Electrostrictive Materials

Electrostriction is closely related to magnetostriction. Due to electrostriction, all
dielectrics change their shape upon the application of an electric field. The physical
effect is similar to magnetostriction as well: non-conducting materials have randomly
aligned polarized electrical domains. If the material is subjected to a strong electric
field, the opposing sides of these domains become charged with a different polarity.
The domains will be attracted to each other, thus reducing material thickness in the
direction of the applied field and elongating it in a perpendicular direction.

All dielectrics exhibit some level of electrostriction; however, a class of engi-
neering ceramics does produce higher strains than other materials. Such mate-
rials are known as relaxor ferroelectrics [56, 116] for example: lead magnesium
niobate (PMN), lead magnesium niobate-lead titanate (PMN-PT) and lead lanthanum
zirconate titanate (PLZT).

The elongation of electrostrictive materials is related quadratically [117] to the
applied electric field [116]:

ε = const · E2 (3.2)

where ε is strain and E is electric field strength. The relative percentual elongation
for PMN-PT is 0.1% or 1000 με, but this is achieved under a field strength of
2 MV/m. Typical strains for special electrostrictors is in the range of 0.02−0.08%.

3.2.3 Magneto- and Electrostrictive Materials
in Vibration Control

A mechanically amplified MS actuator for low frequency (1-10 Hz) vibration
damping applications is suggested in [14], where the achievable displacement is rated
between 0.5–4 mm and the force between 0.5–6 kN. Commercial actuator prototypes
are also available; examples of such actuators are featured in Fig. 3.107 [20].

From the point of vibration control, MS actuators may deliver a high force output
with high frequency [18, 73]. The underlying dynamics is a complex combination
of electrical, mechanical and magnetic phenomena, which is further complicated by

7 Courtesy of the CEDRAT Group.
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(a) Miniature MS actuator (b) MS actuator (c) FEM analysis

Fig. 3.10 Prototypes of different magnetostrictive actuators are shown in (a) and (b), while (c)
features a FEM simulation of a deformed magnetostrictive actuator [20]

the nonlinear hysteretic behavior of Terfenol-D [18]. The linear properties of MS
actuators hold only under the following assumptions [18]:

• low driving frequency
• reversible magnetostriction without power loss
• uniform stress and strain distribution

Under these assumptions the magnetomechanical equations are [27]:

S = sHσ + gHm (3.3)

Bm = gσ + μσHm (3.4)

where S is strain, σ is stress, sH is mechanical compliance at constant applied
magnetic field strength H, g is the magnetic cross-coupling coefficient, μσ is
magnetic permeability at constant stress and Bm is magnetic flux within the material.

Piezoelectricity is in fact a subclass of electrostrictive materials. However, while
electrostrictive materials are nonlinear, piezoelectric materials behave linearly, which
is an important feature for control applications. Moreover, electrostriction is not a
reversible effect; unlike magnetostriction or piezoelectricity, the material does not
generate an electric field upon the application of a mechanical deformation. Another
important feature of electrostrictive materials is that they do not reverse the direction
of the elongation with a reversed electric field [109]—note the quadratic dependence
in (3.2). Therefore, electrostrictive transducers must operate under a biased DC elec-
tric field [116]. In comparison with piezoelectric materials, electrostrictive materials
demonstrate a smaller hysteresis [109].

Braghin et al. introduces a model of magnetostrictive actuators for active vibration
control in [18]. The authors propose a linear model for MS actuators, which is suitable
for control design below the 2 kHz frequency range. This simple linearized numerical
model has provided a good match with the experimental result for an inertial type of
MS actuator. Such a linearization is not only important for the design of traditional
feedback control systems, but is also essential for real-time model predictive control
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using MS actuators. Despite the complicated coupling, hysteresis and nonlinearity
the static actuation displacement of MS actuators remains linear [73]. A linear SDOF
system is the basis for the further analysis of the behavior of an MS actuator in a
work by Li et al. as well [58].

The vibration suppression of composite shells using magnetostrictive layers is
discussed in a work by Pradhan et al. [90]. The author formulated a theoretical
model for composite shells and found that magnetostrictive layers should be placed
further away from the neutral plane. In addition, thinner MS layers produced better
damping. The MS actuator-based vibration damping of a simply supported beam
is discussed by Moon et al. [73], where the experimental setup shows a significant
reduction of vibrations in comparison with the scenario without control.

The use of electrostrictive actuation in vibration control is relatively uncommon.
Sonar projectors are the typical field of use for electrostrictive actuators [89];
however, this does not concern vibration attenuation rather generating acoustic
waves. An electrostrictive actuator has been utilized by Tzou et al. in [117] for the
control of cantilever vibrations. Tzou et al. achieved only minimal damping under
control when compared to the free response without actuation.

3.3 Magneto- and Electrorheological Fluids

Fluids based on the magnetorheological (MR) and electrorheological (ER) effects
contain suspended particles, which upon the application of a magnetic/electric field
align themselves to form columns within the fluid. The columns of suspended parti-
cles create an obstacle for fluid flow, thus increasing the overall net viscosity of
the system. Damping systems using MR or ER fluids cannot supply energy to the
controlled system, but may change the damping properties according to a controller
strategy.

3.3.1 Magnetorheological Fluids

Magnetorheological fluids (MR) contain micrometer-sized particles in a dielectric
carrier fluid [105]. The carrier fluid is usually a type of oil, while the particles
are manufactured from multi-domain, magnetically soft materials such as metals
and alloys [5]. MR fluids respond to an applied magnetic field. Upon application
of a magnetic field, the MR fluid changes viscosity up to the point where it can
be considered as a viscoelastic solid. It is worth noting that this behavior can be
regarded as semi-active. This is because it is needed to use an external field to induce
classical coupling. There is also the lack of reciprocal effect. The controlled system
will remain conservative from the mechanical point of view and can only dissipate
energy [92].
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Suspended particles

Carrier fluid Magnetic or electric field

Inactive Activated

Fig. 3.11 Inactive MR fluid with suspended particles without an applied magnetic field is shown
on the left, while the particles aligned to columns according to magnetic flux lines are featured on
the right. ER fluids behave very similarly, but the material is activated by a strong electric field

Magnetorheological fluids are different from ferrofluids mainly in the size of the
suspended particles. Brownian motion keeps the nanometer-sized particles constantly
suspended in ferrofluids. The micrometer-sized particles in MR fluids are not subject
to this phenomenon, therefore they eventually settle in the fluid because of the density
difference of the carrier and the particles.

A typical magnetorheological fluid contains 20–40% by volume, 3–10 µm
diameter iron particles [61]. These particles are suspended in a carrier liquid which
can be mineral oil, synthetic oil or even water and may contain proprietary addi-
tives [5]. Additives prevent the suspended particles from settling due to the gravita-
tional effect, decrease wear and modify viscosity.

When a magnetic field is applied to such a two-phased suspension, the randomly
placed particles align themselves along the flux lines as illustrated in Fig. 3.11. In
this way the flow of liquid is restricted in a direction perpendicular to the magnetic
flux. The yield stress of magnetorheological fluids is typically 20–50 times higher
than electrorheological fluids [91]. MR fluids are temperature stable, need low power
supply and are able to react in a fully reversible fashion within milliseconds. The type
of the aligned particle chains may vary if the MR liquid is activated in microgravity,
ultimately changing its viscosity properties. Figure 3.128 shows the particles aligned
to spikes in Earth gravity on the left, while the particle columns are broader in space.

3.3.2 Electrorheological Fluids

Electrorheological fluids (ER) differ from magnetorheological in the form of control
coupling: while MR is controlled indirectly through the application of a magnetic
field, ER is controlled through a direct electric field [105]. ER fluids contain

8 Courtesy of NASA.
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(a) Earth gravity (b) Microgravity

Fig. 3.12 Video microscope images of magnetorheological (MR) fluids. The MR fluid forms
columns or spiked structures on Earth, while on the right broader columns are formed in micro-
gravity environment aboard the International Space Station (ISS) [82]

non-conducting particles up to 50 μm in diameter and similar to MR fluids have
a reaction time measurable in milliseconds. When we describe the consistency of
the activated MR material from a practical point of view, we may refer to it as a
kind of viscoelastic solid while the activated ER fluid resembles the consistency of
a gel-like substance. In addition to the composition of the ER fluid, its behavior is
greatly dependent on the geometry such as the size and distance of the plates acting
as electrodes. This is similar to the design of capacitors, where capacitance in addi-
tion to the type of dielectric material used is influenced by electrode spacing and
geometry.

The behavior of electrorheological fluids can be described by two alternative
theories [104]: electrostatic theory and the interfacial tension theory. Electrostatic
theory assumes a behavior similar to the MR fluids: the particles align in accordance to
the electrical field to form chain-like structures. According to the interfacial tension
theory, the ER liquid consists of three phases: the suspension liquid, the particles
and another liquid within the particles. In the inactive state, this liquid is contained
within the dispersed particles. When the liquid is activated, the electric field drives
the liquid within the particles to a certain side through electroosmosis—and because
of that neighboring particles start to bind and formulate chains on a macroscopic
level. While no conclusion has been reached, it is possible that different types of ER
materials exist which behave according to different principles.

3.3.3 Magneto- and Electrorheological Materials
in Vibration Control

There are three possible operation modes for MR and ER fluid based semi-active
damping devices. These modes are [105]:



80 3 Smart Materials in Active Vibration Control

Shear Flow Squeeze

Fig. 3.13 Different operation modes for an MR fluid-based damping device. The figure shows shear,
flow and squeeze modes (from left to right). Thick arrows denote movement directions, while thin
arrows represent magnetic flux lines

• shear
• flow
• squeeze

To get an idea of these different operation modes, let us imagine a situation when
the MR fluid is placed between two parallel plates. The magnetic field is acting
perpendicular to these plates; therefore, the particles align themselves perpendicu-
larly as well. In shear mode, one plate is moving in relation with each the other in a
direction perpendicular to the magnetic flux and the particle columns. In flow mode,
the plates are stationary and the fluid is moving due to a pressure difference. In the
squeeze-flow mode, the plates are moving in relation to each other, however this time
the movement is carried out along the flux lines and the particle columns. Operation
modes of different MR and ER fluid based devices are illustrated in Fig. 3.13. The
vibration damping performance of flow and squeeze mode semi-active insulation
mounts with ER fluid actuators is discussed by Hong and Choi in [41], concluding
that the squeeze mode actuator is more effective than the flow mode.

Mathematically, it is somewhat difficult to represent the behavior of MR and ER
materials. The reason for this is that the model must account for hysteresis and static
friction. The yield stress of the fluid is also variable: in the presence of a magnetic
(electric) field the MR (ER) fluid acts as a solid, up to the point where the shear stress
is reached (yield point).

The most common mathematical description is the so-called Bingham plastic
model, which utilizes variable yield strength τY . This depends on the strength of the
applied magnetic field H . There is a point where the increased magnetic field H does
not have an effect on the yield, the MR fluid is magnetically saturated. The flow is
governed by the equation [87]:

τ = τY (H)+ ηvγ̇s (3.5)

where shear stress is expressed by τ , shear strain by γs and fluid viscosity by ηv .
Below the yield stress, the material exhibits viscoelastic properties, which may be
described by:
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τ = Gγs (3.6)

where G is the complex material modulus. The Bingham plastic model is a good
approximation for the activated MR and ER fluids with the respective substitutions
for τY , ηv , γs . In reality, the dynamic behavior of MR and ER fluids differs from the
Bingham plastic model, for example in the absence of magnetic field, because the
fluid is slightly non-Newtonian and its behavior is temperature dependent.

The above-mentioned types of semi-smart materials also have a few drawbacks:
namely that they demonstrate high density (weight), good quality fluids are expen-
sive and are prone to sedimentation after prolonged use. Particle sedimentation is
controlled by surfactants; recent studies also used nanowire particles to decrease the
sedimentation effect [83]. Sedimentation in ER fluids is prevented by using particles
of densities comparable to the density of the fluid phase. Another disadvantage is that
both MR and ER fluids have low shear strength; this is in the range of 100 kPa for
MR [5]. Shear strength in both MR and ER can be improved by fluid pressurization
[71, 122] while it can be further increased in MR using elongated particles [120].

In addition to sedimentation and low shear–stress, ER dampers require a high
potential electric field to operate which is in the order of 1 kV for an electrode
separation and fluid thickness of 1 mm.

From the control point of view, the dynamic behavior of MR and ER dampers is
highly nonlinear, creating a considerable difficulty when designing a control algo-
rithm. Controllers such as positive position and velocity feedback, acceleration feed-
back based LQ control, have been successfully utilized to generate control voltage to
MR dampers. The operating voltage in ER fluids is close to the breakdown voltage of
the material, therefore a constrained controller such as MPC is highly recommended
to prevent actuator failure and increase lifetime while maintaining maximum actu-
ating efficiency.

Flow mode MR dampers are used to control linear vibrations. Rotational motion
can be controlled by using a shear mode damper, while a squeeze flow setup mode
is useful for vibration damping platforms. The relatively large size of MR dampers
prevents their use in certain application fields, such as submarines [5]. The use of
MR dampers in earthquake control is favored because of low power requirements
and high reliability [128]. Magnetorheological dampers are often utilized for the
vibration damping of vehicle suspensions and civil engineering structures [5, 57,
67, 121]. MR dampers have been also suggested for the semi-active damping of
washing machine vibrations in [103].

In addition to experimental vibration damping applications [42, 50, 107], ER
materials have been successfully utilized in clutches [72] and brakes, machine tool
vibration control in [123], engine suspensions in [125] and others. They have been
considered to use in haptic displays and to create bulletproof vests. An ER fluid based
composite sandwich material is suggested in [62]. The authors investigated the modal
properties of such a system under different electric loads and arrived at the conclu-
sion that the resonant frequencies shift up and peaks decrease with an increasing
field strength. Such a composite smart structure could be very interesting for the
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aviation and space industry. Yet other applications for vibration control through
MR-or ER-based dampers are featured in [17, 25, 134, 110].

3.4 Piezoelectric Materials

Piezoelectricity is the ability of certain materials to generate an electric charge in
response to an applied stress. If the material is not short-circuited, the charge induces
a voltage. This is the so-called direct piezoelectric effect. The piezoelectric effect
is reversible, meaning that applied voltage generates mechanical stress and defor-
mation. This is known as the converse piezoelectric effect. Piezoelectric materials
are common in everyday appliances, such as sound reproduction instruments [96],
igniters, optical assemblies and other devices. Due to the unique properties of piezo-
electric materials, their application is also widespread in active vibration control and
its related fields.

The usage of piezoelectric transducers as both sensors and actuators is demon-
strated in Fig. 3.149 with the Aerostructures Test Wing (ATW) experimental device
designed and used at NASA’s Dryden Flight Research Center. The ATW is equipped
with an array of piezoelectric patches, used in sensor mode to estimate aeroelastic
flutter effects on the wing [77]. The wing is intentionally driven to mechanical failure,
in order to assess flutter effect. This experiment is carried out by mounting the ATW
to a testbed aircraft, but the larger piezoelectric patches are used as actuators to excite
the structure to induce structural failure artificially. The figures and the experiment
not only demonstrate the dual usage of piezoelectric transducers, but also point out
the dramatic effects and real power of mechanical systems driven through piezoce-
ramics.

3.4.1 The Piezoelectric Effect and Materials

A piezoelectric material mounted with electric terminals is illustrated in Fig. 3.15a
where no strain change (εin = 0) is induced in the absence of deformation and no
voltage (Vout = 0 V) can be measured on its terminals. Upon the application of
deformation, the strain change induces charge within the material and a measurable
voltage on the output. The piezoelectric material acts as a strain or deformation
sensor. This direct piezoelectric effect is illustrated in Fig. 3.15b graphically. An
initial situation identical to the previous case is illustrated in Fig. 3.15c, where no
strain or voltage can be measured on the material and its terminals. Here however,
the material works as actuator, taking advantage of the converse piezoelectric effect
as illustrated in Fig. 3.15d. Upon the application of an input voltage to the terminals,
a deformation thus a strain change is induced in the material. Note that the strain
change εout �= 0 is maintained only as long as there is an input voltage on the

9 Courtesy of NASA.
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(a) Wing before failure (b) Wing after failure

Fig. 3.14 An aerostructures test wing (ATW) is pictured in (a), while the same device is shown in
(b) after intentional failure. Piezoelectric transducers are mounted on the surface and visible on the
image [75, 76]

terminals. Moreover, the strain change can be induced with DC voltage change as
well. In the direct case, only dynamic strain changes are detected. In other words,
steady-state deformations εout �= 0 are not included in the output signal Vout , only
the strain changes are represented.

The direct and converse piezoelectric effect is due to the electric (piezoelec-
tric) domains or dipoles within the material [33]. In fact, the piezoelectric effect
is a special case of the electrostrictive effect, where the randomly oriented electric
domains in all dielectric materials orient themselves along the flux lines of an applied
electric field, causing slight deformations. Although there are naturally occurring
piezoelectric materials (quartz,topaz, Rochelle salt, cane sugar), today’s applica-
tions use engineered polycrystalline materials such as lead-zirconate-titanate (PZT),
lead titanate (PT), lead magnesium niobate-lead titanate (PMN-PT); more recently
macrofiber composites (MFC) and ammonium dihydrogen phosphate (ADP); or the
environmentally friendly lead-free ceramics such as bismuth sodium titanate (BNT),
tungsten-bronze (TB), and others [26, 65, 94, 133]. PZT is probably the most
commonly utilized piezoelectric material utilized in commercially available trans-
ducers. Piezoelectric transducers are relatively cheap to manufacture, and are avail-
able in an array of shapes and sizes. The material itself is hard and brittle. By the
process of poling or polarization, the dominant geometry of the piezoelectric material
can be set at the manufacturing stage. Both the direct and the converse piezoelectric
effects will dominate this polarization direction.

The amount of deformation depends on the type of piezoelectric material in use.
In addition to the material type, the size, geometry, positioning and the amount
of applied voltage are also contributing factors in the achievable deformation. For
PZT the percentual elongation is typically 0.1%. In addition to precision systems
and nanopositioning, there are numerous examples where piezoelectric transducers
can be used directly with or without mechanical amplification. For example [38]
considers the use of PZT wafers in cyclic and collective pitch control of UAV



84 3 Smart Materials in Active Vibration Control

Vout = 0

in = 0

Random domains

Electric terminals

Piezoelectric mat.

Vout

in

in

Aligned domains

Vin = 0

out = 0

Random domains

Electric terminals

Piezoelectric material

Vin

out

out

Aligned domains

(a) Piezoelectric sensor (b) Direct piezoelectric effect

(c) Piezoelectric actuator (d) Converse piezoelectric effect

Fig. 3.15 The direct piezoelectric effect, or in other words the piezoelectric material in sensor
mode, is illustrated in (a) and (b). After the application of a deformation to the material causing a
strain change, voltage can be measured on the terminal. The reverse of this effect is illustrated in
(c) and (d) where after the application of a voltage, the material deforms

helicopter rotor blades. Forces generated by converse piezoelectricity are enormous,
in the order of tens of meganewtons but the small displacement is the reason why
this is not so obvious.

From the viewpoint of control, piezoelectric materials have a linear response to
the applied voltage [70, 91]. Since piezoceramics have a ferroelectric nature, they
can show signs of hysteretic behavior. In fact, the hysteresis of PZT materials is
relatively significant and is in the order of 10−15% [91]. In practical terms, hysteresis
means that the output displacement of the piezoelectric actuator not only depends
on the applied voltage, but also depends on how that voltage was applied previously.
Hysteresis manifests mainly with high voltage drives, although in scenarios where the
actuator is driven by low voltage amplifiers this effect may be practically neglected
[32, 48, 70]. The presence of hysteresis may have an effect on stability and closed-
loop performance [70, 129]. This type of actuator nonlinearity is mainly important
in control systems where the piezoelectric transducers are used to position an object
precisely, for example AFM scanning probes [56, 111]. Such quasi-static application
fields may utilize a closed-loop compensation of hysteresis, but the use of such
techniques in combination with dynamic systems is discouraged, since it may lead
to instability [91]. The hysteresis effect in piezoceramic materials and techniques
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overcoming it are discussed in the book by Moheimani and Fleming [70]. In addition
to hysteresis, piezoelectric materials may also demonstrate creep [21, 95, 129], which
is a tendency of the material to slowly move or deform under the effect of a permanent
voltage input. Methods aimed at overcoming hysteresis and creep in piezoelectric
materials are discussed in [21, 37, 48] and others. The simulations and experiments
presented in the upcoming chapters neglect the effect of hysteresis and creep in
the piezoelectric transducers, because they are driven by low voltages in a dynamic
application scenario.

3.4.2 Piezoelectric Transducers in Vibration Control

The converse piezoelectric effect may be readily utilized in active vibration control
as a source of actuation force. At the same time, the direct piezo effect allows to
use piezoelectric materials as sensors as well. The availability, price and electro-
mechanical properties of piezoelectric transducers set these devices at the forefront
of vibration control applications. Their usage in the field of AVC continues to be
popular among both engineering practitioners and researchers.

Because experimental studies aimed at the active vibration control of flexible
beams predominantly use piezoceramics as actuating elements, the AVC demonstra-
tion device introduced in the upcoming Chap. 5 will also feature piezoelectric actua-
tors. The price range, effectiveness and simplicity of these devices and moreover the
possibility to integrate them into active structures renders them as an ideal option for
this laboratory application [112, 115]. As a complete review of all possible aspects
of the use of piezoceramics in AVC is not in the scope of this work, we will leave
the exhausting analysis of modeling techniques, placement optimization aspects and
other details to our more experienced colleagues. The available literature on the
application of piezoelectric materials, transducer design, placement strategy, types
of actuators and their use in vibration control is very broad, we may recommend the
excellent books by Fuller et al. [33] and many others [9, 45, 87].

The use of piezoelectric patches for the vibration control of cantilever beams
[64, 97, 113, 114, 127] and plates [16, 59, 63] is especially popular in the liter-
ature and there is an abundance of publications on the topic of these demon-
strative examples. Piezoelectric patches have been suggested for use on systems
with dynamics similar to vibrating beams, such as on robotic manipulators arms
[98, 124, 132] and satellite boom structures [74]. Further real-life examples of piezo-
ceramics in vibration control are scanning position tables, scanning probe micro-
scopes such as the atomic force microscope (AFM), magnetic force microscope
(MFM), micropositioning platforms [29, 60], or the vibration attenuation of civil
engineering structures [102]. Less common engineering applications of piezoelec-
tric actuators in AVC are for example the vibration control of grinding machines
proposed by Albizuri et al. [2], vibration suppression in gantry machines as proposed
by Stöppler in [106], vibration damping of car body structures [52] and gearboxes
[40], and aeroelastic wing control [108].

http://dx.doi.org/10.1007/978-3-642-23286-2_5
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Fig. 3.16 A range of commercial piezoelectric transducers in different shape and size variations,
contrasted to the 1 Euro coin for size reference

Figure 3.16 illustrates a range of commercially produced piezoelectric trans-
ducers. A wide selection of transducer shape and size configurations is currently
available on the market, moreover they can be manufactured according to the needs
of the customer. The transducers shown in the figure come in a pre-packaged form
with the necessary electric leads bonded on the surface, equipped with a protective
foil and a connection terminal. The longer transducer pictured at the bottom (marked
as QP45N) and the transducer on the right (marked as QP25N) contain two layers
of piezoceramics. These two layers can be used either with the same input signal to
achieve larger actuation force or one layer can be utilized as an actuator while the
other as sensor to achieve near perfect collocation.

3.4.3 Mathematical Description of the Piezoelectric Effect

The relative expansion or strain of a piezoelectric element is proportional to the
applied field strength. It may be calculated very simply, by using the following
formula [88]:

ε = �l

l0
di j E (3.7)

E = U

ws
(3.8)
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where di j is the piezoelectric constant of the material, E is the electric field strength,
U the applied voltage and finally ws is the thickness of the piezoelectric material in
the poling direction. The electric behavior of the material is described by

De = εσEe (3.9)

where De is the electric displacement, εσ is permittivity and Ee is the electric field
strength. Similarly, the mechanical properties are described by Hooke’s law:

S = sEσ (3.10)

where S is strain, sE is the compliance matrix and σ is stress. When we combine
these two equations, we obtain the coupled piezoelectric equations in the strain-
charge form [33, 87]:

S = sEσ + dT Ee (3.11)

De = dσ + εσEe (3.12)

where d represents the piezoelectric coupling constants. Subscripts E indicate zero
(or constant) electric field and σ zero (or constant) stress field. Superscript T denotes
matrix transposition. Equation (3.11) may be used to express relations for a piezo-
electric actuator and similarly (3.12) is used to describe the behavior of a piezoelectric
sensor. For additional clarity, these equations can be expressed for a poled piezo-
electric ceramic like PZT in the following form:
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The previous equation makes use of the crystal symmetry, thus showing only the rele-
vant elements in the matrices. Naturally, for other fundamental types of piezoelectric
materials these matrices are in a different form. The elements di j of the matrix d
express the coupling between the electric field in the i direction and the strain in the
j direction. In practice, due to crystal symmetries, the coupling matrix d has only a
few non-zero elements.
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3.4.4 FEM Formulation for Piezoelectric Transducers

The previously introduced Eqs. (3.11) and (3.12) provide the basis for the finite
element (FE) formulation of an engineering problem involving a structure with
piezoelectric actuators. The approach is similar to the modeling of lumped para-
meter mechanical systems introduced in Sect. 2.4, with both the mechanical and the
electrical terms in the equation of motion. Analogies between the structural damping
and dielectric loss, furthermore in between the stiffness / permittivity / coupling
are made use of when formulating the underlying set of equations expressed in the
following matrix form:[

M 0
0 0

] [
q̈
p̈

]
+

[
Bd 0
0 Bp

] [
q̇
ṗ

]
+

[
Ks Kz

Kz
T Kp

] [
q
p

]
=

[
fe

Le

]
(3.15)

where Bd is responsible for structural damping, Bp for dielectric loss and M is a
mass matrix. Terms q and p and their first and second order derivatives express the
structural and electrical degrees of freedom. Kp is anisotropic permittivity, Ks is
the anisotropic stiffness and finally Kz and is responsible for coupling—or simply
stated, the piezoelectric effect.

The above formulation, familiar from lumped parameter vibrating systems is
formulated for piezoelectrics using the stress–charge form of the piezoelectric equa-
tions, which are given by

σ = cE S − epEe (3.16)

De = ep
T S + εSEe

where ep are the piezoelectric coupling coefficients in the stress–charge form, cE

contains stiffness coefficients under constant electric field and εS is the electric
permittivity matrix under constant stain. As we can see, this equation differs consid-
erably from (3.11) and (3.12), which are given in the strain–charge form. Other
representations of the linear piezoelectric equations are also possible, as we can
express the constitutive equations in stress–charge, strain–charge, strain–voltage and
stress–voltage forms.

Although the FEM representation of the piezoelectric effect is based on the stress–
charge form using the ep coupling term, the piezoelectric matrix d can also be directly
used and defined in most FEM packages. For example in the ANSYS package, d is
defined in the strain–charge matrix form. This is then internally converted into the
piezoelectric stress–charge matrix, using the strain matrix at a constant temperature.
Conversion between the strain charge to stress charge is calculated according to [44]:

εS = εσ − dsE
−1dT (3.17)

ep = dsE
−1 (3.18)

http://dx.doi.org/10.1007/978-3-642-23286-2_2
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cE = sE
−1 (3.19)

where subscripts σ , S , E indicate that the values were evaluated under a constant
stress, strain and electric field. The elements of the anisotropic elasticity matrix may
also be expressed by the following terms:
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where νxz is Poisson’s ratio in a given direction.
The piezoelectric constitutive equations of (3.16) can also be compacted to a

matrix term: [
σ

D

]
=

[
cE ep
ep

T −εS

] [
S

−E

]
(3.21)

After applying the variational principle and finite element discretization, one will
arrive at the form introduced by (3.15). The damping matrix Bp responsible for the
dielectric loss will contain the negative element dielectric damping matrix, Kp will
contain the negative element dielectric permittivity coefficient matrix and Kz the
piezoelectric matrix [3].

A finite element formulation of a vibrating beam may be created using the Euler
Bernoulli model, where the beam section with piezo patches is considered to be
laminated and the rest isotropic [36]. The numerical model of Gaudenzi et al. contains
not only the mechanic and piezoelectric parts - but also the electronic components
like the voltage amplifier.

A practical guide to simulating the electromechanical behavior of a transversally
vibrating beam equipped with piezoelectric transducers is given in Appendix. A for
those interested. The text lists an ANSYS code with a detailed description of the
commands and the process of creating a working model.

3.5 Electrochemical Materials

Electroactive polymers (EAP) are artificial polymer-based smart materials reacting to
applied electric current through a change in size. The coupling is electro-mechanical
just like in the case of piezoceramic materials. While the normal piezoelectric mate-
rials may exhibit large forces, their percentual elongation is typically in the order
of mere 0.1%. However, for certain types of EAP this can be more than 300%
[11, 131]. Electroactive polymers can be divided into two fundamental classes:
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• dielectric
• ionic

3.5.1 Dielectric EAP

In dielectric or “dry” EAP, actuation is caused by electrostatic forces [10]. Dielec-
tric EAP materials work like a capacitor: due to the introduced electrical field the
capacitance changes and the actuator compresses in thickness and expands in area.
Typically, dielectric EAP actuators exhibit large strains, albeit they require a large
actuating voltage in the range of hundreds or even thousands of volts. This type of
EAP requires no electrical power to keep the actuator at the desired position.

The most common type of dielectric EAP material is polyvinylidene fluoride
(PVDF), which is a part of the ferroelectric polymer family.10 Electrostatic fields in
the range of 200 MV/m can induce strains of 2%, which exceeds the capability of
piezoceramics. In addition to the large actuating voltages, the applied electric field
in PVDF is also very close to the breakdown potential of the material. Ferroelectric
polymers are not to be confused with ferroceramics. The piezoelectric effect is linear
and reversible, however electrostriction in PVDF is only one way and nonlinear.

Electro-statically stricted polymer (ESSP) actuators are made from polymers with
low elastic stiffness and high dielectric constants. These polymers are then subjected
to an electrostatic field to induce deformation. The most common physical config-
uration of ESSP are rope-like longitudinal or bending type actuators. A very large
actuation potential in the range of 100 V/μm is required to induce strains in the order
of 10–200%. Moreover, these excessive voltages are very close to the breakdown
potential of the material, therefore in practice they have to be lowered. Thin actuators
of less than 50 μm are used to decrease the required actuation voltage. Similar to the
polarization limits of piezoceramics, different types of EAP also require constraints
on the input voltage. An effective way to include these constraints into the controller
(while maintaining the stability of the resulting nonlinear control law and full perfor-
mance optimality) is the application of the model predictive control strategy.

Electro-viscoelastic elastomers (EVE) are a type of dielectric EAP that are closely
related to magnetorheological fluids. In fact, before a curing process, EVE behave
analogously to MR fluids. The difference between the two types of materials is
introduced with a curing cycle, when an electric field is applied to fix in the position
of the polar phase in the elastomer. EVE materials can be used as an alternative to
MR fluids in vibration control systems [10].

According to the experiments by Palakodeti and Kessler, the relative increase
in area of dielectric EAP is roughly linearly dependent on the applied electric
field [84]. The highest actuator efficiency has been measured at the largest prestrain
and smallest frequency values, while a frequency of 20 Hz caused an efficiency
drop to 25%.

10 Due to the inherent similarities with piezoceramic materials, sometimes polyvinylidene fluoride
(PVDF) is regarded to be a piezoelectric material. The piezoelectric effect is reversible, however
the actuating effect in PVDF is only one way.
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3.5.2 Ionic EAP

In ionic EAP, actuation is caused by the diffusion and subsequent displacement of
ions. The driving chemical reaction in ionic EAP is a change from an acid to a
base environment, in other words the ionic EAP materials have fixed anions and
mobile cations [7]. This reaction can be stimulated electrically with embedded elec-
trodes [19]. Upon the application of electric current, the cathode becomes basic
while the anode acidic—the cations begin to migrate towards the electrodes. Unfor-
tunately, the response time is slow due to the need of the ions to diffuse through
the material, and the electrodes degrade very rapidly. For example in the work of
Calvert et al. the swelling of an ionic EAP gel structure to twice its original size took
approximately 20 min, while the process could only be repeated 2–3 times due to the
chemical degradation of electrodes [19]. Depending on thickness and the kinetics
of the chemical reaction, other materials can exhibit actuation changes measured in
milliseconds to minutes [10]. While much lower actuation voltages are needed in
ionic EAP, larger electrical current is required to start and maintain the ionic flow
within the material. The disadvantage is that power is also required to keep the actu-
ator at a given position. Actuators made from ionic EAP are predominantly bending
type structures [11]. Due to its fundamental working principle, ionic EAP are also
referred to as “wet” EAP [10].

Perfluorinated ion exchange membrane platinum composite (IPMC) treated with
an ionic salt and deposited with electrodes on both sides is a common type of ionic
EAP material often cited in the literature and utilized in academic research. The
ionic base polymer used to create IPMC is typically 200 μm thick [55], and it
is available under the market names Nafion or Flemion [4, 31]. IPMC actuated
with low voltages in the range of 1–10 V demonstrates large displacements in the
sub 0.1 Hz frequency range. Unfortunately, the displacement response decreases
very rapidly with increased frequencies [10]. An application of voltages above 1 V
induces electrolysis; causing degradation, heat and gas generation. The schematic of
the electro-mechanical behavior of an IPMC-based ionic EAP actuator is illustrated
in Fig. 3.17.

Carbon nanotubes are another emerging type of ionic EAP actuators. As the name
implies, these materials consists of two narrow sheets of carbon nanotubes bonded
together through an electrically insulated adhesive layer. This composite structure
is then immersed in an electrolyte. Carbon nanotube EAP can achieve strains in the
order of 1% [10]. In addition to the usual disadvantages of wet EAP materials, carbon
nanotube-based EAP are expensive and their mass production is difficult as well.

As of today, the commercial availability and acceptance of EAP materials is still
very limited, most of the EAP research projects utilize custom made materials and
actuators. The main limitations of EAP are low actuation forces, lack of robustness
and no well-established commercial material types with guaranteed properties. Ionic
EAP requires protective coatings to maintain moisture continuously within the mate-
rial [8]. Bending type structures are the most convenient to manufacture and while
the shape change is very easily induced, the actuating forces are weak.
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Fig. 3.17 Mechanical behavior of an IPMC based ionic EAP actuator

3.5.3 EAP in Vibration Control

Generally, the use of EAP in active vibration control applications cannot be
recommended. This is due to the above-mentioned disadvantages such as the lack
of robustness or the technical readiness, availability or acceptance of EAP mate-
rials. In addition to that, the effective bandwidth and internal chemical degradation
or electrode corrosion makes the use of EAP in vibration control somewhat limited.
Recent interest of the scientific and engineering community gives hope for the further
progress of the development of electroactive polymers. A more mature EAP tech-
nology is certainly a good basis for practical applications in active vibration damping.

Passive structural vibration damping via EAP materials is possible and limited
research exists in the field. The damping properties of carbon nanotube EAP enforced
structures are for example discussed in [93], while other researchers are exam-
ining the passive vibration damping provided by deposited layer of electroactive
polymers [66]. Only a handful of academic publications deal with the use of EAP
as possible actuators in vibration control. Space mission vibration control through
IPMC-based ionic EAP has been suggested without detailed elaboration in [53] by
Krishen et al. This is of course only possible with very low bandwidth actuation of
large and flexible structures in the sub Hertz range.

An earlier work discusses IPMC-based active vibration control in more detail:
the tip of a flexible link has been stabilized by Bandopadhya et al. using ICMP
patches controlled by distributed PD controllers [7]. Here EAP is considered instead
of piezoceramics because of the lower actuation voltage and the lack of brittleness.
It is interesting to note that according to Bandopadhya et al. in addition to the voltage
and bending curvature the voltage bending moment relationship remains linear for
the considered IPMC material. Moreover, experimental results suggest that, if piezo
patches are used as sensors on an IPMC actuated bimorph, the generated voltage is
proportional to the tip deflection [8]. The experimental evaluation in this work utilizes
a 2 Hz excitation signal, it however demonstrates only a 1 second time response
showing the vibration in a higher order mode around 50 Hz. It is unclearwhether
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Fig. 3.18 Experimental vibration control setup using electroactive polymer actuators [7, 8]

the vibration damping is due to the active effect of the EAP enabled beam or the
damping would even be present with activated EAP patches in a semi-active fashion.
The experimental vibration control setup used by Bandopadhya et al., which features
electroactive polymer actuators is shown11 in Fig. 3.18.

Attempts to model the electro-mechanical dynamics of EAP actuators mathemat-
ically have been discouraged by the complexity of the task and the several unknown
factors such as the humidity in ionic EAP, static prestrain, manufacturing irregulari-
ties and other environmental factors. Other challenges in the modeling of EAP include
nonlinearity,12 large mechanical compliance (mismatch between the properties of the
material and electrodes), hysteresis and non-homogeneity of the material resulting
from the manufacturing process [12]. It is more of an experimental approach, however
we must note the work of Lavu et al. in which the authors developed an observer
Kalman filter identification (OKID) based state-space multi-model for IPMC taking
into account the relative humidity around the actuator [55].

3.6 Other Types of Materials and Actuators

There are several other types of smart materials that have not been explicitly discussed
here. These include chemically activated polymers, light-activated materials, magnet-
ically or thermally activated polymers and gels [11].

If an electrically conductive material is subjected to a time-changing magnetic
field, eddy currents are formed in the conductor. The eddy currents circulate within the

11 Courtesy of Bishakh Bhattacharya.
12 As some researchers have pointed out through experimental tests, models could be linearized
as EAP behaves linearly under certain conditions [8, 84].
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conductor creating an inside magnetic field which is then mutually interacting with
the outside magnetic field thus creating dynamic forces between the conductor and the
field. Utilizing this effect, an electromagnet placed in the vicinity of a conductor can
be used as an actuator to attenuate vibrations. According to Sodano and Inman, the
first use of an active eddy current actuator for vibration suppression is demonstrated
in [100]. Eddy current dampers are suggested for the vibration control of a cantilever
beam earlier in [6], while Gospodarič et al. used a pair of electromagnets to control
vibrations in a ferromagnetic cantilever beam in [39] as well. In a more traditional
approach, a mechanical structure can be actuated by simply placing an electromagnet
close to its surface and using the magnetic forces between the ferromagnetic materials
or permanent magnets and the actuating coil as means of actuation. In this case, the
coupling between the electric and magnetic effect is indirect, and we cannot speak
of smart materials. For example, a cantilever beam is actuated by an electromagnet
placed underneath the beam tip in the work of Fung et al. [34].

This chapter has been mainly concerned with the use of smart materials as actu-
ators or sensors. However, vibrating mechanical systems are often actuated through
traditional actuators such as linear motors or hydraulic devices. An electrodynamic
shaker is directly utilized as an actuator for the vibration control of a robotic arm by
Dadfarnia et al. in [30]. A two degree of freedom mass-spring-damper demonstra-
tion device is actuated using a hydraulic piston in a work by VandenBroeck et al.
[118, 119].
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Chapter 4
Algorithms in Active Vibration Control

Significant research effort has been devoted to explore the means and properties of
active vibration attenuation in the last two to three decades. The complex discipline of
active vibration control (AVC) is now leaving the realm of experimental applications
and slowly starting to appear in advanced commercial products. In addition to the
hardware components in AVC, such as the actuators performing changes in system
dynamics and sensors providing feedback information about vibration levels, an
essential unit of this feedback system is the control strategy itself.

The field of engineering concerned with the design of control strategies and algo-
rithms for dynamic systems is called control engineering. Active vibration con-
trol heavily relies on the recent theoretical results of control engineering. Generic
strategies commonly used for dynamic plants ranging from missile cruise control to
washing machines are also applicable to AVC systems. These strategies can be as
simple as multiplying a feedback signal with a constant gain and supplying it back to
the actuator; or may be complex online optimization based on ideas such as the model
predictive control (MPC) algorithm. The aim of this chapter is thus to present a few
essential control algorithms which are commonly used in active vibration control and
to provide examples of their utilization in academic studies. It is by no means our
goal to replicate intricate details and results of control theory such as robustness or
uncertainty. It is not our ambition to list and describe every possible control strategy
either. The current chapter serves mainly as a taste of strategies utilized for AVC
other than MPC. The reader interested in general aspects of control engineering is
referred to feedback control textbooks such as the book on the basics of classical
control theory by Antsaklis and Michel [10]; on state-space control by Williams and
Lawrence [118] and others works [9, 50, 73, 74].

The first section is concerned with classical control methods applied to active
vibration attenuation. These methods are often referred to as position or velocity
feedback where the system simply uses a fixed gain to multiply position, velocity
or acceleration signal in order to compute an input signal, which is in turn sup-
plied to the actuator. Section 4.2 discusses proportional-integral-derivative (PID) con-
trollers, which are very commonly used in all areas of engineering, including AVC.
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Fig. 4.1 An excellent example of the possibilities offered by active vibration control: a modified
F/A-18A test aircraft with active aeroelastic wings [76] is shown with accelerometers visible on the
wing surfaces. In addition, the actuators and sensors the performance of active systems depends on
the choice and design of control algorithms as well (Courtesy of NASA)

The next two sections review slightly more advanced controller strategies: Sect. 4.3
deals with linear quadratic control, while Sect. 4.4 considers H∞ control—both
being basic optimization-based methods. Of these two methods, linear quadratic con-
trol is particularly interesting, since it is used both extensively and effectively in AVC.
Moreover, it can be regarded as a basis for the model predictive control approach.
The last major section of this chapter reviews the more exotic control approaches
that are exciting and potentially powerful, albeit seldom used in the area of active
vibration control due to several practical limitations. These methods are referred to
as soft computing approaches and we will cover the essential basics of neural net-
works, genetic algorithms and fuzzy control here. The former two approaches rely on
ideas borrowed from nature, that is the working principles of the nervous system and
evolutionary processes. The latter, fuzzy control utilizes the idea of fuzzy sets where
complex dynamics can be controlled using common sense and trivial statements.
The reason why we have decided to briefly cover these less common methods is
their potential to control and model highly nonlinear and hysteretic dynamics, such
as magnetorheological (MR) dampers. Finally, Sect. 4.6 will mention some of the
alternative algorithms which can be used in active vibration control in a nutshell.
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This book is first and foremost concerned with the application of model predictive
control to vibration attenuation, therefore this control strategy will be introduced in
a comprehensive detail starting from the next part—Part II. As it has been mentioned
before, the current chapter is only concerned with algorithms other than MPC; hence
we will only give brief description in order to familiarize the reader with the idea.
Model predictive control is an advanced control algorithm where optimal inputs
are calculated based on predictions given by an internal plant model. Model predictive
control belongs to the broader family of algorithms based on optimal control. Unlike
in the case of for instance linear quadratic (LQ) control, MPC does not only generate
optimal inputs but it also actively respects various system constraints. As with every
conceivable real plant, vibration control systems have inherent limitations—such as
actuator saturation and others. These limitations render the system nonlinear, thus
precautions are to be made to guarantee the stability of the control system. As it will be
elaborated later, the application of model predictive control to vibration attenuation
can be a non-trivial task, mainly because of the high sampling rates necessary because
of fast system dynamics.

Books on the topic of vibration mechanics and vibration control start to adapt
to the new trend of AVC and set aside chapters on control theory. In addition to
the material provided by this chapter, an excellent treatment of vibration control
concepts for a single degree of freedom vibrating system is given in the recent book
by Benaroya and Nagurka [13]. For those with minimal or no background in control
theory, parts1 of this publication may give a fast yet still very thorough discussion
on classical transfer function-based control strategy, and state-space control related
to the problem of vibration. Moreover, there is an abundance of excellent literature
discussing control theory from the active vibration control viewpoint such as the
classical book on AVC by Fuller et al. [42] or Inman [55], Preumont [96] and others
[49, 56, 97].

Figure 4.1 illustrates a heavily modified F/A-18A test aircraft equipped with actu-
ators and accelerometers to create a complex control system that is capable of altering
the aerodynamic properties of the plane. Just as in the case of this aircraft with active
aeroelastic wings—or any other control system—the proper choice of hardware in
AVC is not the only important aspect of the design. The overall effectiveness and
safety of the system also depends on a fitting control architecture.

4.1 Classical Feedback Methods

When the vibration signal measured by the sensors is simply amplified by a gain
and fed back to the actuators, we may classify this type of feedback control system
as a classical feedback method. To demonstrate the concept mathematically, let us
consider a vibrating system described as a continuous state-space system or in other
words given by a set of first order differential equations [32]:

1 See Chap. 6 in [13].
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ẋ(t) = Ax(t)+ Bu(t)

y(t) = Cx(t)+ Du(t)
(4.1)

where A is the state matrix, B is the input matrix and C is the output matrix. Because
the term Du(t) represents direct input–output feedthrough, it is omitted from our rep-
resentation2. Although it is more common to represent system models in classical
control theory by continuous (Laplace domain) or discrete (Z-domain) transfer func-
tions, the state-space representation will be preferred here, since the model predictive
controllers (MPC) introduced in upcoming chapters will also utilize a state-space
model.

Vibration control literature often uses to the terms position feedback and velocity
feedback [55, 97]. These two very common control methods are a part of classical
feedback-based vibration control. The idea in direct position or velocity feedback
methods is in fact very simple: in direct position feedback, the position signal is
amplified by a gain and fed back to the force actuators, while in direct velocity
feedback the sensor output is differentiated, amplified and fed back to the force
actuators. According to this underlying idea, we may define the input in direct position
feedback as [42]:

u(t) = −Ky(t) (4.2)

where K is the feedback gain matrix. In case the signal is based on velocity mea-
surement, we have a velocity feedback and the input is given by [96, 97]:

u(t) = −Kẏ(t) (4.3)

Furthermore, it is also possible to utilize the acceleration measurement and formulate
control input as

u(t) = −Kÿ(t) (4.4)

but the use of a second order filter to generate a force proportional to the output of
that filter is also a possible strategy when using direct acceleration feedback.

Note that unlike in the case of linear quadratic (LQ) control, here the input is not
calculated using the state x(t), instead the output y(t) and its derivatives are utilized.
Considering the case of direct position feedback given by (4.2) and substituting the
output equation the input will be rendered to

u(t) = −KCx(t) (4.5)

where the input term can be now substituted back to the original state equation in
(4.1) to get

ẋ(t) = (A − BKC)x(t) (4.6)

2 Matrix D is omitted when accelerometers are not used for measuring output.
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In case the sensors and actuators are co-located, we may assume that C = BT ,

rendering the output equation to y(t) = BT x(t).
In direct velocity feedback, two very common approaches exist. These are [113]:

• constant amplitude velocity feedback (CAVF)
• constant gain velocity feedback (CGVF)

In constant amplitude velocity feedback (CAVF), the gain of the i-th actuator is
the opposite of that of the i-th sensor. This is mathematically denoted as:

u(t) = −K sign(ẏ(t)) (4.7)

One may easily see that this control law is nonlinear and discontinuous. As the
name implies, the feedback voltage amplitude in CAVF is constant. The feedback
gain matrix used in this approach is defined by a diagonal matrix of the individual
constant amplitudes Āi :

K = [0 diag( Ā1 Ā2 . . . Āi . . . ĀN )] (4.8)

where i = 1 . . . N is the number of actuating points. In constant gain velocity
feedback the driving voltage of the i-th actuator is given by the relation introduced
earlier in (4.2). The gain matrix here is simply a diagonal matrix of individual actuator
gains, creating a linear continuous controller:

K = [0 diag(K1 K2 . . . Ki . . . KN )] (4.9)

where i = 1 . . . N is the number of actuating points, and Ki are the associated gains.
Direct position feedback is not to be confused with the different concept of posi-

tive position feedback (PPF) [37, 45]. While in direct position/velocity/acceleration
feedback the use of a position, velocity or acceleration sensor in combination of
force actuator is implied, positive position feedback assumes a strain sensor in com-
bination with a strain actuator [96]. The best-known combination of such a sensor
and actuator pair are the commonly used piezoceramic transducers. The essential
idea behind positive position feedback is to use the position signal in combination
with a second order filter to generate the output for the strain actuator. The second
order filter shall have an increased damping, ultimately attenuating vibrations in the
closed-loop system. Preumont suggests the use of such a system in a decentralized
manner, with co-located sensor and actuator pairs, thereby establishing stability [96].
An advantage of the PPF approach is that it can be designed based on an experimental
transfer function, without a deeper analytical knowledge of the structure [55]. For
a SISO system, the PPF control input is based on the strain signal and its transfer
function can be given by [55, 96, 97]:

G(s) = −K

s2 + 2ζfilωfils + ω2
fil

(4.10)

which combined by the error signal e = r − y = −y and the negative gain −K gives
an overall positive feedback. The variables ζfil and ωfil denote the damping and the
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frequency of the filter tuned to the mode, which is to be damped. If the output of this
second order filter is marked by vfil, the input from the sensors is the displacement
y, then for a MDOF system the controller can be described in terms of the filter
equation and the output equation [55, 96, 97]:

v̈fil(t)+ ξfilv̇fil(t)+�filvfil(t) = y(t)

u(t) = Kvfil(t)
(4.11)

where ξfil is a diagonal matrix containing the terms 2ζfil iωfil i on its main diagonal,
similarly �fil is a diagonal matrix containing the squares of the filter frequencies
ω2

fil i
on its main diagonal, for each individual filter i. The filter in (4.11) may be

augmented by a rectangular matrix Efil that allows using more filters than actuators,
thereby allowing to damp more modes than the number of available actuators:

v̈fil(t)+ ξfilv̇fil(t)+�filvfil(t) = Efily(t)

u(t) = ET
filKvfil(t)

(4.12)

Given co-located sensors with the dynamics given by y = BT x and system dynamics
described by the equation Mq̈+Bdq̇+Ksq = Bu,we may couple the PPF controller
with the system to obtain [55]:

[
M 0
0 1

] [
q̈
v̈fil

]
+

[
Bd 0
0 ξfil

] [
q̇
v̇fil

]
+

[
Ks −KB

−KBT Λfil

] [
q
vfil

]
=

[
0
0

]
(4.13)

A review of the stability properties of direct velocity and acceleration feedback,
moreover the stability of PPF assuming co-located sensors and actuators is given
in [96], while the necessary and sufficient condition for the asymptotic stability of
(4.11) has been established by Fanson and Caughey in [37] based on Lyapunov’s
direct method. Since both the augmented mass matrix and the augmented damping
matrix are positive definite, the stability of the closed-loop system in (4.13) will only
depend on the positive definiteness of the augmented stiffness matrix [55].

The control action in classical feedback control is realized through the manip-
ulation of the closed-loop system poles by the feedback gain matrix K. If a well
defined K is used, the original lightly damped poles of the open-loop system A are
transformed into the better damped poles of the closed-loop system (A − BKC)
[113]. Unlike in the case of optimization-based approaches such as linear quadratic
control or H∞ control, here an indirect computation of the feedback matrix K is
employed. We may use several well established methods for the computation of
K such as direct experimentation, strategies based on the pole-zero representation
of the system (root-locus, pole-placement) or frequency domain methods (such as
the Nyquist method) [113]. Although finding a direct fixed static output-feedback
seems simple and intuitive enough, this fundamental control engineering problem is
relatively challenging in terms of computational complexity [15, 16]. For example,
the essential technique of pole-placement is NP-hard even for linear time-invariant
systems [40].
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A comparison of the use of classical feedback control methods with optimal
control for vibration attenuation is discussed by Vasques and Rodrigues in [113].
A delayed position feedback is utilized for the vibration control of a flexible link
manipulator in [59], while others employ position feedback for similar systems as
well [102]. The counter-phased sound signal is employed to attenuate sound in enclo-
sures by Lee et al. in [77], while a similar counter-phase signal is based on a gain
scheduled observer in state-space in [17]. Optical tracking on satellites is ensured by
AVC using a transfer function representation in [83]. Seismic activity is attenuated
on a model using positive acceleration feedback in [99], while rotor vibrations are
damped using PPF in [2]. Other works utilizing position feedback-based vibration
control systems are [26, 53, 62, 71, 95, 106, 114].

Velocity or strain rate-based classical feedback controllers are very commonly
implemented in vibration control applications as well. Aircraft tail vibrations are
damped based on velocity feedback strategies in several works [8, 33, 34]. Other
examples of such controllers are presented in [18, 106, 107, 119, 132]. A modified
acceleration feedback-based method is applied for a cantilever beam in [84].

An even simpler on-off type controller is used in [130] for the control of rotor
vibrations. A variation of this is referred to as bang–bang control. Here the controller
switches between two extreme states depending on the position, velocity or the
combination of the two. Such a controller has been utilized for example by Tzou et
al. in [112] for cantilever vibration control.

Stability in systems controlled through classical feedback methods is guaranteed
through the usual stability tests known in classical continuous or discrete controls.
Moreover, Preumont states that stability in such systems can be guaranteed through
the perfect physical collocation of sensors and actuators [96].

In addition to active systems, semi-active vibration damping gained some inter-
est because of its simple electronics and hardware realization [81]. In the case of
semi-active systems the obvious advantage is that A/D and D/A converters, volt-
age or charge amplifiers, microcontrollers are not needed; therefore making prod-
uct integration simpler and economic. This method takes advantage of a fact that
a circuit—using piezoelectric transducers and other simple electronic components
like resistors and capacitors—may be tuned analogously to a vibration absorber.
The disadvantage of this method is that one absorber may be tuned only to damp
one vibration mode. Semi-active state switched resistive circuits with simple control
logic are the next iteration of this concept. For example in case that the displacement
and velocity at a specific point satisfies Eq. (4.14), the circuit will be switched to
open circuit state. In all other cases, it will be closed circuit. Such a system including
the optimal placement and resistance is discussed in [81]. The state switching law
can be expressed by:

q(x, y, t)q̇(x, y, t) ≥ 0 (4.14)

where q is a displacement depending on coordinates x, y and time t ; and its derivation
is velocity with the same parameters.
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4.2 Proportional-Integral-Derivative Controllers

Proportional-integral-derivative (PID) controllers are widely used in industrial prac-
tice. In the absence of knowledge about the exact underlying process PID is a good
controller choice, since its tuning parameters can be translated into physical changes
on the closed-loop system dynamics. However, using advanced modeling and control
approaches one may develop strategies offering much more than PID does. Among
others, the disadvantages of the PID control strategy are that even though the con-
troller has been tuned very carefully, it still does not guarantee the best possible
control course. This situation can be remedied with the use of optimization-based
algorithms such as LQ. Moreover, as with every real control system, the inputs and
often the outputs are constrained as well. Such constraints are in practice imple-
mented using saturation limits; this however introduces a level of nonlinearity in
the control law. The nonlinearity of the law means that the proofs of stability and
optimality no longer apply. Constraint handling even with guaranteed stability is
successfully solved by the use of model predictive control.

The position or velocity-based classical feedback methods, where the measured
signal is simply multiplied with a fixed gain are in fact not so distant from a PID
controller or its variants. The similarity is clearer in the case if the controlled pant is
a one degree of freedom vibrating system. PID controllers from the active vibration
control viewpoint are reviewed in a very intuitive way by Fuller et al. in [42]. Let
us now imagine a one DOF vibrating system where the amplitudes are measured
and given as q(t). We may devise a controller for this system, which calculates the
control signal from the position coordinate q(t), the velocity coordinate q̇(t) and
the acceleration value q̈(t). In case we could measure these values independently, an
input to the actuators u(t) could be calculated by these signals multiplied by three
independent gains [42]:

u(t) = gdq(t)+ gvq̇(t)+ gaq̈(t) (4.15)

where gd, gv and ga are gains for the displacement, velocity and acceleration com-
ponent. Due to physical limitations and practical and economic considerations not
all signals can be measured. Let us therefore imagine that we can only measure the
velocity signal q̇(t), and the acceleration is computed using numerical derivation,
while the displacement is computed using a numerical equivalent of integration.
In this case, we could formulate our problem as

u(t) = gd

∫ t

0
q(t)dt + gvq̇(t)+ ga

d

dt
q̇(t) (4.16)

This in fact would be nothing else than a simple continuous PID controller. Generally,
the displacement gain gd is called the integral gain (Ki ) in control engineering, since
it is associated with the integral action. Similarly, the gain gv associated with the
unchanged signal is known as the proportional gain (K p) while ga as the derivative
gain (Kd ).
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Fig. 4.2 Block algebra scheme of the inner workings of a PID controller

We will now review the principles of a generic PID controller designed for a single-
input and single-output (SISO) system. Instead of the representation used in (4.15)
and (4.16) focusing on vibrating systems, we will use notation known from control
engineering. As with other feedback controllers, the first step in a PID algorithm is
to calculate an error value e(t) which is a difference between the desired reference
setting r(t) and the actual measured output y(t):

e(t) = r(t)− y(t) (4.17)

The sum of the error value itself e(t), its time integral
∫ t

0 e(t)dt and its derivative
d
dt e(t) multiplied by individual tuning constants creates the input u(t) to the con-
trolled plant. This in fact defines a PID controller. Mathematically we can express
this as

u(t) = K pe(t)+ Ki

∫ t

0
e(t)dt + Kd

d

dt
e(t) (4.18)

which is the so-called ideal form of a PID regulator. As the name implies, the
first term is the proportional term where the error is multiplied by the proportional
gain K p. The second term in (4.18) is the integral term, which is multiplied by the
integral gain Ki .This is followed by the derivative term, multiplying the error deriva-
tive by the derivative constant Kd .A block algebra scheme of this process is featured
in Fig. 4.2.

We may try to imagine the meaning of the three components of a PID controller
by relating the error and the practical interpretation of the integration and derivation
operations:

• The proportional term P is related to the current error.
• The integral term I is related to the history of errors or the past, since the integral

expresses the area under the error curve or in discrete terms the sum of all errors.
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• The derivative term D is related to the future of the error, since a derivative expresses
the rate of change or slope of the error curve, creating a kind of prediction about
its upcoming trend.

It is not always necessary to use every component of the PID controller. By setting
the appropriate tuning constants to zero, we can create an array of controllers missing
one or two components of the original PID. In practice, however, only the following
combinations are used: P, I, PI, PD. Another common notation expressing a PID
controller is its so-called standard form:

u(t) = K p

(
e(t)+ 1

Ti

∫ t

0
e(t)dt + Td

d

dt
e(t)

)
(4.19)

where K p is the proportional constant and Ti and Td are the integral and deriva-
tive time constants. We may also express a PID controller as a Laplace transform,
more suited to numerical simulations in software prototyping environments such as
Matlab/Simulink:

G(s) = K p + Ki

s
+ Kds = Kds2 + K ps + Ki

s
(4.20)

where G(s) is the continuous transfer function of the PID controller and s is the
Laplace operator. An alternative transfer function of a PID controller is given
by [75]:

G(s) = K p

(
1 + 1

Ti s
+ Tds

1 + Td
N s

)
(4.21)

where the additional term 1 + Td/Ns is a low pass filter introduced on the derivative
action. As it has been already noted in (4.16), a PID controller implemented on a
vibrating mechanical system can be interpreted as an analogy of velocity feedback,
where position and acceleration measurement is estimated by numerical methods.

Let us now briefly return to the three independent proportional gain formulation
of (4.15) and investigate how a closed-loop vibrating system will change if we imple-
ment such a simple controller. Remember that for this example we will assume that
all three values of displacement, velocity and acceleration can be directly measured
and the controller is a sum of these three proportional values. The vibrating mechan-
ical system shall be represented by a one degree of freedom system in (2.108) for
which the transfer function is defined as:

H(s) = Q(s)

Fe(s)
= 1

ms2 + bs + k
(4.22)

where Q(s) is the vibration amplitude and Fe is the external disturbance in the
Laplace domain. Here H(s) represents the dynamics of the vibrating system in open-
loop that is, without a controller. Furthermore, let us perform a Laplace transform
on the simple proportional control law given by (4.15) to get:

http://dx.doi.org/10.1007/978-1-4471-2333-0_2
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U (s) = gd Q(s)+ gv Q(s)s + ga Q(s)s2 (4.23)

and finally obtain the transfer function of the control law [42]:

G(s) = U (s)

Q(s)
= gd + gvs + gas2 (4.24)

where Q(s) is the measured position and U (s) is the controller input in the Laplace
domain. To calculate the closed-loop response of this system, we must consider
the direct path from the disturbance to the displacement (H(s)) and divide it by the
indirect path (1+ H(s)G(s)) which contains the controller as well. After substituting
for H(s) and G(s) we will get [42]:

F(s) = Q(s)

Fe(s)
= H(s)

1 + H(s)G(s)
= 1

(m + ga)s2 + (b + gv)s + (k + gd)
(4.25)

which is a transfer function describing the new, controlled relationship between
excitation Fe(s) and vibration Q(s). One may easily see that there is a direct and
physically interpretable connection between the individual gains gd , gv and ga which
help to create the new modified mass, stiffness and damping properties of the system:

F(s) = Q(s)

Fe(s)
= 1

m′s2 + b′s + k′ (4.26)

where m′, b′ and k′ are the modified closed-loop mass, damping and stiffness values.
The above discussion is valid to systems with no delays. Unfortunately, delays

are always present in control systems and are caused by imperfect sensor or actuator
dynamics. The digital sampling process itself may introduce delays into the closed-
loop system as well. These delays may cause that the damping properties will change
dramatically if the excitation frequency is much higher than the resonance frequency
of the system. We can model the dynamics of a controller similarly to (4.22), which
also takes delays into account by [42]:

G(s) = U (s)

Q(s)
= e−τd s(gd + gvs + gas2) (4.27)

where τd is delay and e−τd s models this delay in the Laplace domain. Let us assume
that the delay is small and then the frequency response can be expressed by:

e− jωτd ≈ 1 − jωτd (4.28)

which is valid forωτd << 1.Now the closed-loop frequency response of this system
can be expressed similarly to (4.26) by equivalent mass, damping and stiffness terms:

F(s) = Q(s)

Fe(s)
= 1

ω2m′′ + ωb′′ + k′′ (4.29)
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where the new equivalent effective mass m′′, effective damping b′′ and effective
stiffness k′′ terms can be expressed by [42]:

m′′ = m + ga − τd gv (4.30)

b′′ = b + gv − τd gd + ω2τd ga (4.31)

k′′ = k + gd (4.32)

If we compare k′′ and k′ we can see that the delay has no impact on the effective
stiffness. For lightly damped systems the term τd gv is small when compared to
the mass m, therefore its impact on the effective mass is minimal. The effective
damping is however greatly influenced by both the delay τd and the frequency ω. Let
us assume changing the effective mass and stiffness twice to their relative magnitude
under displacement and acceleration feedback [42]. For a lightly damped system,
the term τd gd is comparable to b if the delay is small compared to the period of
the natural resonant frequency on the system. On the other hand, for frequencies
ω over the damped natural frequency ωd the term ω2τd ga becomes comparable
to b. With a displacement or acceleration-based feedback even a small delay may
dramatically alter the effective damping or even render the system unstable. That is
why in classical feedback control (see Sect. 4.1) velocity-based feedback is preferred.
Velocity feedback will not alter effective mass, stiffness or damping properties of the
system significantly if unmodeled delay is introduced into the closed-loop system.

Although it is possible to create a purely continuous-time PID controller, it is
more common to implement it in a digital control system. For this it is necessary to
replace the integral term with its discrete-time equivalent, summing:

∫ t

0
e(t)dt ≈

k−1∑
i=1

e(i)Ts (4.33)

It is also necessary to compute differences numerically, instead of symbolic differ-
entiation:

de(t)

dt
≈ e(k)− e(k − 1)

Ts
(4.34)

for a sampling time Ts . The resulting controller will be suitable for discrete-time
application. A discrete PID controller is sometimes referred to as a PSD controller,
exchanging the integral term with summation. A so-called velocity form of a discrete
PID (PSD) controller can be expressed as:

uk = u(k−1)

+ K p

[(
1 + Ts

Ti
+ Td

Ts

)
e(k)+

(
−1 − 2Td

Ts

)
e(k − 1)+ Td

Ts
e(k − 2)

]

(4.35)
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or alternatively we may write [12]:

uk =

K p

[
e(k)+ Ts

Ti

(
e(0)+ e(k)

2
+

k∑
i=1

e(i)

)
+ Td

Ts
((e(k)− e(k − 1))

]
(4.36)

where Ts is the discrete sampling period. The discrete-time PID controller may be
expressed after Z-transformation in the Z-domain by [50]:

G(z) = U (z)

E(z)
= K p + Ki

z

z − 1
+ Kd

z − 1

z
(4.37)

There are different methods to tune a PID controller. One of the most widely
used is a simple iterative trial and error process. Other methods include Ziegler-
Nichols, Cohen-Coon, iterative response shaping and others. Note that, as it has
been previously implied, the use of a PID controller neither guarantees stability
of the control loop nor is it optimal in any sense. The available literature on PID
controllers is extensive, therefore we will not discuss the control engineering aspects
and details of this method. The reader shall refer to the relevant publications on the
topic.

PID controllers are utilized by Fung et al. in [43] to control the vibrations of a
flexible beam actuated through an electromagnet. Semi-active suspensions can be
also controlled via PID [35]. The use of the PID strategy for earthquake-induced
vibration control in civil engineering structures is suggested by Carotti and Lio; and
Guclu in [21, 47]. Yet another possible application of PID in vibration control is for
the AVC of flexible link mechanisms as described in [62] and other similar vibration
control systems [6, 60, 111].

4.3 Linear Quadratic Control

Linear quadratic control belongs to the broader family of algorithms based on optimal
control. In optimal control, a cost function indicating a performance index is chosen
which is then minimized to obtain an optimal input u(k) [55].

Let us consider a continuous, linear time-invariant state-space system as defined by
(4.1). The cost function in the continuous linear quadratic optimal control problem
can be chosen to be quadratically dependent on the control input and the state or
output response:

J = 1

2

∫ t f

t0

(
xT (t)Qx(t)+ uT (t)Ru(t)

)
dt + 1

2
xT (t f )P f x(t f ) (4.38)

where Q is a state weighting matrix, R is an input weighting matrix and P f is a
terminal weighting matrix. All these weighting factors or penalty matrices can be
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chosen by the control engineer to fine-tune the behavior of the controller, according
to the particular needs of the plant.

A linear quadratic (LQ) regulator (LQR) is a special case of the generic linear
quadratic control problem. Contrary to the general case described above, the weight-
ing matrices in the LQR problem are constant. Moreover, the control horizon t f is
assumed to approaching infinity. The matrix Q is positive semidefinite, while matrix
R is positive definite. The generic LQ optimal control problem is expressed as the
minimization of the following cost function [42, 97]:

J = 1

2

∫ ∞

t0

(
xT (t)Qx(t)+ uT (t)Ru(t)

)
dt (4.39)

We may interpret the above formulation as an attempt to minimize the overall control
energy measured in a quadratic form. In fact, the LQR controller is an automated
way to find an optimal fixed feedback matrix. The final control law then assumes the
form of a constant matrix state feedback gain in the form [10, 97]:

u(t) = −Kx(t) (4.40)

rendering the continuous-time state-space representation in (4.1) to:

ẋ(t) = (A − BK)x(t) (4.41)

which is the closed-loop state equation of the continuous system with an LQ fixed
feedback law.

The matrix gain K can be expressed as [10]:

K = R−1BT P (4.42)

where P is the solution of the differential Ricatti equation given as [42, 118]:

Ṗ = −PA − AT P + PBR−1BT P − Q (4.43)

which for the infinite horizon LQR problem is replaced by the so-called algebraic
Ricatti equation (ARE) defined as

0 = −PA − AT P + PBR−1BT P − Q (4.44)

For a discrete time-invariant state-space system, we may define the LQR controller
as the fixed matrix feedback gain K,which minimizes the following infinite horizon
cost function [50]:

J =
∞∑

k=0

(
xT

k Qxk + uT
k Ruk

)
(4.45)

The output voltage at the actuators is then:
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uk = −Kxk (4.46)

and the discrete linear time-invariant state-space system will be rendered to

xk+1 = (A − BK)xk = Φxk (4.47)

where Φ expresses the state dynamics of the closed-loop system controlled through
a fixed LQ gain. The LQR feedback gain may be calculated from

K = (R + BT PB)−1BT PA (4.48)

where P is the solution of the discrete-time algebraic Ricatti equation (DARE)
defined by

P = Q + AT
(

P − PB
(

R + BT PB
)−1

BT P
)

A (4.49)

LQ controllers are extensively used both in general industrial applications and in
vibration control. To list some of the applications, the LQ strategy has been suggested
for the active vibration control of buildings during an earthquake [85, 97], semi-
active control for vehicle suspensions and mounts platforms [24, 39, 60], in a hybrid
feedforward-feedback setup for active noise control in [66], in optical drives [22]
and in numerous other academic studies aimed at vibration control [1, 43, 51, 52,
59, 67, 88].

4.4 H2 and H∞ Control

Just like the previously introduced linear quadratic control scheme, H-infinity or
as it is commonly denoted in the literature H∞ (H∞) controllers are a subclass
of optimization-based control methods too. H∞ control methods are often utilized
with the aim to create a robust and stabilizing control system [72]. Similarly to
LQ controllers, one of the biggest disadvantage of H∞ controllers is their general
inability to handle constraints, such as saturation limits or naturally occurring process
constraints. The advantage of H∞ controllers is the possibility to control multi-
variable systems and robust control formulations.

In essence, the H∞-optimization of control systems is based on the minimization
of the peak value of closed-loop frequency functions [72]. Let us consider a simple
problem involving a SISO system plant with a disturbance, which is illustrated on
Fig. 4.3. Here we have a plant P(s) and a controller H∞(s).The output of the system
is denoted by y(s),while the system is also subjected to an outside disturbance v(s).
The reference value is denoted by w(s), let us keep it at zero for now. We can denote
the Laplace transform of the plant output as:

y(s) = v(s)− P(s)H∞(s)y(s) (4.50)
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Fig. 4.3 Formulating the sensitivity function in H∞ control: general SISO control loop with a
reference and outside disturbance

from this it follows that

y(s) = S (s)v(s) (4.51)

where S (s) is the so-called sensitivity function according to

S (s) = 1

1 + P(s)H∞(s)
(4.52)

or in matrix terms

S (s) = [I + P(s)H∞(s)]−1 (4.53)

and we may also define the complementary sensitivity function

T (s) = [I + P(s)H∞(s)]−1P(s)H∞(s) (4.54)

The sensitivity function characterizes the sensitivity of the system output to distur-
bances and its value is in the ideal case S (s) = 0. One may regard the sensitivity
function as a performance indicator, similarly to the cost function that is used in LQ
control or in MPC control as well. A low sensitivity function value implies a low
tracking error, thus ultimately increasing the controller performance.

Alternatively for no outside disturbance v(s) = 0 but for a given reference tracking
w(s) �= 0 we may define that [31]:

y(s) = P(s)H∞(s)[w(s)− y(s)]
= [I + P(s)H∞(s)]−1P(s)H∞(s)w(s)
= T w(s) (4.55)

Similarly to the output of the plant, for the control error we may define

e(s) = [w(s)− y(s)]
= [I − T (s)]w(s)
= S (s)w(s) (4.56)
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Fig. 4.4 Peak value ||S ||∞ of the sensitivity function S ( jω)

Our aim is to make the closed-loop feedback system stable and find a controller
H∞(s) which minimizes the peak value of the sensitivity function in the frequency
domain: S ( jω) [124, 125]. The peak value of the sensitivity function can be defined
as the infinite norm of the function S ( jω) given by:

||S ||∞ = max
ω

|S ( jω)| (4.57)

The maximal or peak value of the sensitivity function in the frequency domain as
defined by (4.57) is graphically illustrated in Fig. 4.4.

Although the maximum of the absolute value of the sensitivity function is a very
intuitive way to define its peak, it is not always logically feasible. This is because for
some functions the peak value is not assumed at all for a finite frequency ω. Instead,
one may replace the maximum with supremum or at least an upper bound, so (4.57)
will change to:

||S ||∞ = sup
ω

|S ( jω)| (4.58)

We would like to minimize the peak of the sensitivity function, since in case this
peak is small, then so is the magnitude of S for all frequencies. This implies that the
disturbances are attenuated uniformly well over the whole frequency range [72]. The
minimization of ||S ||∞ is a worst-case optimization procedure, since it minimizes
the effect of the worst disturbance on the output. For a physical vibrating system
this may be understood as minimizing the effect of a harmonic disturbance on the
closed-loop controlled system in its resonance—that is where the sensitivity function
|S | has its peak value.

In order to provide a mathematically more detailed interpretation of H∞ con-
trollers in general, let us define what the H∞ norm means: if H∞ is a space of
matrix-valued functions bounded in the right-half of the complex space, the value of
the H∞ norm is the maximal singular value of the function over that space [97]. In
other words, the H∞ norm is the maximal gain in any direction and frequency for
a SISO system, or as it has been previously pointed out, the maximal magnitude of
the frequency response.

Let us now define a controlled plant P(s) that has two inputs: w(s) is the ref-
erence signal containing disturbances, while u(s) is the controlled input to the plant.
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The plant has two outputs as well, namely e(s), which is the error signal we aim
to minimize and y(s) which is the measurable plant output. Unlike in the previ-
ous case our system is not SISO anymore, but MIMO therefore the variables u(s),
e(s), y(s) and w(s) are vectors while H∞ and P are matrices of transfer functions.

For this system we desire to find a matrix H∞ (or essentially a feedback
matrix K), which will generate the optimal input u(s) based on the measured sig-
nal y(s)—see Fig. 4.5 for illustration. This augmented system can be described by
[46, 58, 104]:[

e(s)
y(s)

]
= P(s)

[
w(s)
u(s)

]
=

[
P11(s) P12(s)
P21(s) P22(s)

] [
w(s)
u(s)

]
(4.59)

u(s) = H∞(s)y(s) (4.60)

We may express the dependence of error e(s) on the reference w(s) by a term very
similar to (4.56) using the sensitivity function to express the error based on the
reference. For this, we substitute (4.60) into (4.59) and separate the matrix expression
into two equations to get:

e(s) = P11(s)w(s)+ P12(s)H∞(s)y(s) (4.61)

y(s) = P21(s)w(s)+ P22(s)H∞(s)y(s) (4.62)

Expressing y(s) from the second equation yields

y(s) = [I + P22(s)H∞(s)]−1P21(s)w(s) (4.63)

which after substituting into the first equation yields

e(s) = P11(s)+ P12(s)H∞(s)[I − P22(s)H∞(s)]−1P21(s)w(s) (4.64)

= F	(P,H∞)w(s) (4.65)

where the operator F	 is known as the lower linear fractional transformation and it
expresses the sensitivity function.

The objective of H∞ control for the system defined above is to find such a
feedback matrix H∞(s),which minimizes the lower linear fractional transformation
or the F	 part of (4.64) according to the H∞ norm. The same definition also applies
for H2 control. The infinity norm for a general MIMO system can be expressed as
the peak value of the largest singular value taken as a function of frequency [46, 97]:

||F	(P,H∞)||∞ = sup
ω
σ̄s(F	(P,H∞)( jω)) (4.66)

where σ̄s is the maximal singular value of the matrix F	(P,H∞)( jω).
H∞ control is utilized in [14] to control the vibration of rotor blades in a helicopter

individually. Time-invariant but linear nature of the forward helicopter flight is solved
through gain scheduling of the H∞ control laws. Other applications of H∞ based
vibration control systems are for example active seats for the automotive industry or
spacecrafts [109], active magnetic suspensions for rotors [58], active noise control
[20] and active seismic vibration control in buildings [63, 97].
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Fig. 4.5 Controlled plant and H∞ controller

4.5 Soft Computing Approaches

The use of control approaches based on genetic algorithms, artificial neural networks
and fuzzy control is fairly atypical for active vibration control. The reason for this
is that soft computing control systems are rather suited for plants and phenomena,
which are difficult if not impossible to model using exact mathematical, respectively
numerical approaches. However, the dynamic behavior of vibrating mechanical sys-
tems can be easily characterized using ordinary or partial differential equations. This
process then results in transfer function or state-space based models. By the aid of
these models, exact hard control rules can be formulated.

Direct vibration control through genetic algorithms, neural networks or fuzzy con-
trol is rare. These somewhat “exotic” methods may however be utilized to tune more
traditional controllers or to define the physical size or distribution of sensors and
actuators. Other vibration control related applications in which the above-mentioned
control methods are useful are the ones with large actuator hysteresis or other sig-
nificant nonlinearities, such as magnetorheological dampers. The following sections
will briefly characterize these soft computing methods.

4.5.1 Neural Networks

Artificial neural networks (ANN) mimic the behavior of biological neural networks
found in nature by using programming constructs that resemble neurons and their
interconnections. Just as in nature, the structure of an ANN changes and adapts
according to the inflowing information emulating the learning process.

Biological neurons are replaced by nodes3 in an artificial neural network and they
are represented by the shaded circle in Fig. 4.6. The simplest ANN has three layers,
as denoted in Fig. 4.6 consisting of an input, a hidden and an output layer. The input
nodes or neurons send data via synapses to the second hidden layer, which in turn
sends data to the output layer via other synapses. The synapses are denoted as arrows

3 Nodes are also referred to as neurons, processing elements or units.
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Fig. 4.6 Schematic
illustration of a simple
feedforward artificial neural
network. The nodes denote
programming modules
mimicking neurons in a
biological neural network.
Synapses or connections
between the individual
neurons are denoted by
arrows

Input

Hidden

Output

on the figure and in practice they store weighting parameters used to manipulate the
transferred data.

For practical reasons, real life implementations of artificial neural networks rely on
statistical and signal processing ideas more heavily than exact biological principles.
However, what ANN and a real biological neural network have in common is their
adaptive, distributed, nonlinear and parallel processing nature.

Let us represent the neural network with a function f (x), which takes x as
its input. The function f (x) is a composition of other functions gi which in turn
may be a composition of yet other sets of function. This functional dependency
is represented in Fig. 4.7. The dependency of functions can be interpreted in a
so-called functional view, which is predominantly associated with optimization tasks.
If we assume the set of functions gi to be a vector g = [g1 g2 . . . gi . . . gn], then
from the functional view the input x is transformed into a three-dimensional vector
h which is in turn transformed into the two-dimensional vector g and finally to f.
Another equivalent view of the artificial neural network is the so-called probabilistic
view, which is commonly used in the context of graphical models.

The neural networks represented in Figs. 4.6 and 4.7 are of the feedforward type,
without cycles. It is possible to include cycles in ANN, in that case we are talking
about a recurrent network.

The use of neural networks in magnetorheological (MR) damper-based semi-
active control systems is justified by the large hysteretic and nonlinear behavior
of MR dampers. An MR damper actuated semi-active vehicle suspension that is
indirectly controlled by artificial neural networks has been proposed by Zapaterio
et al. in [126]. A neural network is used as an inverse model of the MR damper: the
desired force acts as an input, which is used to calculate the voltage needed to generate
that force. The voltage level is then input into a controller acquired via traditional
methods [126]. A neural network approach is used for the control of semi-active
vehicle suspensions by Eski at al. in [35] as well. The control system is contrasted to
a traditional PID controller in simulation. Eski et al. combine a PID controller with
a novel ANN-based dynamics predictor.
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Fig. 4.7 Schematic illustration of the dependency of an artificial neural network. Input data x is
mapped through a series of functions hi and gi to the final neural network f (x)

Chen et al. combine different artificial neural network methods to attenuate
acoustic signals with a voice-coil actuator in [23]. The ANN methods provide means
to tune the parameters of traditional transfer function-based controllers adaptively.
Adaptive vibration control is implemented similarly using ANN in [68], where the
authors suggest that an ANN-based adaption method can be computationally less
intensive than traditional adaptation methods. ANN has been used in [133] as well
to create models for a predictive controller-based vibration flexible link manipulator
vibration suppression system.

Neural networks are used to suppress vibrations in a permanent magnet linear
motor in [123], rotor system in [3] and in other vibration control applications [7, 27,
64, 121, 122, 127, 129].

4.5.2 Genetic Algorithms

Similar to the artificial neural networks presented previously, genetic algorithms
(GA) mimic nature’s behavior. Instead of emulating the working principles of a
nervous system, genetic algorithms copy the evolutionary selection process. In fact,
genetic algorithms belong to the larger class of evolutionary algorithms and are often
utilized in optimization and search problems.

The candidate solutions of a GA problem are represented by the individuals4 and
these individuals carry encoded genetic information represented by chromosomes.5

The population of such chromosome carrying individuals is the genetic algorithm
itself, which is gradually evolving toward an optimal solution through several gen-
erations. Naturally, in GA the genetic information is represented by binary or other
type of strings instead of the DNA. We may describe the steps of a genetic algorithm
in a simplified manner:

• initialization

4 Also referred to as phenotypes or creatures.
5 Also referred to as genomes, genotypes and strings.



126 4 Algorithms in Active Vibration Control

• selection
• reproduction
• termination

At the initialization stage, a population of individuals with random genetic infor-
mation is generated. Typically, a population consists of several hundreds or thousands
of individual “creatures”, covering the range of all possible solutions. It is also pos-
sible to insert individuals with possible optimal genetic material, so to aid the speed
and succession of the selection process.

Just as in nature, the fitter individual survives. In the next stage of the genetic
algorithm, a sub-set of the original population is selected based on fitness to survive
and allowed to reproduce. Naturally, the fitness function is a measure of solution
quality and is based on the desired type of solution, what is better for the individual
changes according to the problem type. The selection process also contains a random
element, so genetic information from individuals with a smaller fitness level can also
enter the next generation. This helps to diversify the population.

The individuals surviving the selection process can reproduce to create the succes-
sive generation. This selection process also emulates the natural selection process.
The genetic information of the “parents” is combined by genome crossover and a
degree of randomness is also introduced by mutation. The process is repeated until
a population with the desired size is created and the process continues with the
next iteration of the selection process. With each new generation, a pool of genetic
material is created which is different from that of the previous generation.

The genetic algorithm is usually terminated after a pre-set number of generations
has evolved, or is terminated based on the fitness of the population.

Genetic algorithms for complex problems require extensive computation time.
The computation of a complex fitness function for each individual in the population
is the main limiting factor of GA. Another drawback is that the GA tends to converge
toward local optima, instead of the global optimum. Certain techniques exist to
diversify the population and prevent this, but no guarantee for the global optimum
can be given.

The schematic representation of a simple genetic algorithm is featured in Fig. 4.8.
The shaded circles represent the individuals, while the column of circles is the actual
generation. The genetic information here is the color of the circle, which of course
could be represented very easily by a binary string. The fitness function here is the
darkest shade, we can state that the fittest is the darkest individual because it could
hide well against a dark background and thus survive to pass on its genes. At an
initialization stage (I) a population is generated with random genetic information,
after this selection takes place (S). Selection includes fitness evaluation, where the
lighter shades are removed from the population and some random “deaths” also
occur—the unfavorable mutations are selected against. The rest of the population
may reproduce (R) and the new generation appears (G). The reproduction happens
through the crossing of the genetic information of the parents and possibly random
mutations. The favorable mutation is more likely to survive and reproduce. After
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Generation:
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Fig. 4.8 Simplified schematic representation of the progression of a genetic algorithm. I is for
initialization, S is for selection, R for reproduction G denotes the next generation and T is for
termination

a satisfactory population fitness or generation number is reached, the algorithm is
terminated (T).

It is clear that the nature of GA is more suited to supplementary optimization in
vibration control, such as the optimal placement of actuators and sensors. It is possible
to use GA as an adaptation feature, augmenting the function of other control systems.
The direct utilization of GA in vibration control is not recommended because of the
possible computational burden or the occurrence of local minima. Despite of its
limitations, GA has been used in active vibration control applications.

The most popular way to utilize GA in the field of vibration control is to perform
a geometric design optimization and therefore passively reach a better vibration
response [65, 89]. A certain application of this principle is the optimal sizing and
placement of actuators and sensors for active control [19, 86, 100, 120]. Tuning
parameter optimization for traditional control systems can be carried out with the
help of GA as well [5, 100, 120].

4.5.3 Fuzzy Control

Fuzzy control allows creating intricate nonlinear controllers, based on a set of sim-
pler heuristic laws. These heuristic control laws may come from the experience of
an engineer, common sense actions or may be a result of extensive mathematical
simulation and optimization.

Fuzzy controllers are based on fuzzy logic, derived from fuzzy set theory.
In contrast to binary logic where a statement can have either true (1) or false (0)
values, in fuzzy logic the statements can assume values in between these two
extremes [128]. Fuzzy controllers may use so-called linguistic variables to describe
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True (1)

False (0)

Equilibrium Medium Heavy

Current state Vibration level

Fig. 4.9 Example fuzzy rules describing the measured vibration levels

the control laws [87]. For example, instead of assigning certain acceleration values
to the vibration of a mechanical system, in fuzzy control we can replace these by
terms like “in equilibrium”, “medium vibrations” and “heavily vibrating”. Control
laws and functions can be associated with these linguistic terms to create a fuzzy con-
troller. Figure 4.9 illustrates a simple set of three rules, describing the vibration level
of a mechanical structure. Let us take a look at the dashed line which represents the
measure of our current vibration level. It is certainly not heavily vibrating and close
to the equilibrium—the value of this statement is about 60% true or 0.6. The actual
level is also a little into medium vibration levels, the value of the statement that we
have medium vibrations is about 30% or 0.3. In linguistic terms, we can say that our
structure is slightly vibrating.

Similarly, it is possible to associate the actuator actions with an analogous set
of rules and linguistic descriptors [87]. Let us imagine three different rules for an
actuator: “no action”, “medium action” and “intense action”. Let us now formulate
a set of rules based on these vibration levels and actuator actions, for example in
linguistic terms we may logically define:

• if vibration is in equilibrium then take no action
• if vibration is medium then take medium action
• if vibration is heavy then take intense action

The shape of the membership functions featured in Fig. 4.9 may be completely
changed or altered by the designer, and one may use various logical statements and
operators in addition to the if-is-then construct [94]. The example illustrated above
is very simple, but it is always possible to add more rules and insert other logical
twists and turns into the control law. In contrast to genetic algorithms or neural
networks, the fuzzy control laws can be interpreted in a way that a human operator
or designer can easily understand. For those interested in the theoretical basics of
fuzzy sets, fuzzy logic and the design of fuzzy controllers, books by Michels et al.
[87] and others [36, 94, 128] can be recommended. An interesting connection is made
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between multi-parametric programming based MPC (MPMPC) and the control of
systems described modeled by a set of fuzzy laws by Kvasnica et al. in [69, 70],
where the explicit minimum-time MPC controllers are proposed for Takagi-Sugeno
fuzzy systems.

Fuzzy control is more suited to direct vibration control than for example artificial
neural networks or genetic algorithms. Although it is possible to use fuzzy control
to tune the parameters in classical controllers [80], fuzzy control systems may be
used alone for vibration attenuation. Fuzzy control is combined with a (moving)
sliding mode controller by Sung et al. in [110], while a fuzzy control-based vehicle
suspension is suggested in [108] by Sun and Yang. The performance of a fuzzy
controller is contrasted to a simple PD controller in by Guclu and Yazici in [48] for
the active control of earthquake-induced vibrations. Fuzzy control is also suggested
for the use on space borne robotic manipulator arms in [116].

Fuzzy control is often utilized for the active vibration control of active and semi-
active vehicle suspension systems [82, 110] because of its ability to emulate and
control the highly hysteretic and nonlinear behavior of MR dampers. The fuzzy
strategy is also employed in civil engineering [48, 91] and in other works [23, 29,
54, 79, 92, 117, 129].

4.6 Other Approaches

The creativity of the human mind is limitless, and this is also true for designing
control strategies which can be used in active vibration control. Minor or major alter-
ations of algorithms introduced previously are abundant in the academic literature.
Furthermore, several works discuss the combination of two methods, for example
using soft computing techniques to turn classical methods into more advanced adap-
tive or robust control systems. Here we will list briefly some of the approaches used
in AVC that have not been explicitly mentioned before.

Sliding mode control (SMC) applies a state switching strategy to alter the dynam-
ics of the control system. The control law is not a continuous function of time,
instead it is a nonlinear system of alternate structures, which are switched based on the
current state [11]. The main advantage of SMC is robustness, moreover if bang-bang
control is required; the SMC strategy can be even optimal.

Examples of state-space representation-based control laws other than the ones
presented here are dynamic response shaping, eigenvalue placement and minimum
energy control [118]. In a different state-space-based approach Bohn et al. utilizes
an observer to attenuate engine-induced vibrations in [17]. This observer is used to
reconstruct the original disturbance signal, which is then fed back with a negative
sign as a control input. Due to the ever changing speed of the engine, the observer
gains are scheduled based on a speed signal.

Optimization-based control methods may take different aspects of the vibra-
tion engineering task into account, such as the minimization of deflections [98],
velocities, accelerations [115], maximizing resonant frequencies [103] and



130 4 Algorithms in Active Vibration Control

minimizing vibration or acoustic energy [41]. Optimization may be used as a tool
to find the ideal placement and number of sensors and actuators offline and in com-
bination with traditional controllers online [19, 44, 90, 103]. Moreover, as it has
been previously mentioned, various optimization-based methods can be used offline
to tune the parameters of traditional controllers based on a cost function [41, 115].
Examples of direct optimization-based vibration control approaches in addition to
the ones presented here can be found in [25, 78, 98] and other works.

Feedback loops are not the only way to control vibrating systems; numerous
studies use the feedforward approach to attenuate mechanical disturbances. In
fact, feedforward is often preferred over feedback in active noise cancellation systems
[42, 105]. If there is no information available about the disturbance acting on the sys-
tem, a feedback loop must be used. In case the type and character of the disturbance
is known a priori, feedforward may be a very good choice. Such scenarios include
periodic oscillations caused by rotating machines [93], or structures where a sensor
may be placed in between the transmission path of the source and the primary point
of actuation. In the case of feedforward control, sensors are not used to directly affect
the response of the controller, they are employed as a type of adaptive measure to
tune the feedforward controller and monitor its performance instead [42]. One of the
common strategies in feedforward control is the use of the so-called filtered-x LMS
algorithm, which is used to tune a FIR filter adaptively. Feedback control-based on
the H∞ method is contrasted to feedforward control in the work of Seba et al. [101]
for a car engine vibration attenuation system. Feedforward-based vibration control
has been applied to a single-link manipulators in [4, 38], while noise attenuation and
control applications for windows [57], loudspeakers [131], heating ventilation and
air conditioning (HVAC) [30] and other systems [28, 61] are also very common.
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Chapter 5
Laboratory Demonstration Hardware for AVC

This chapter introduces the design and construction of a simple experimental labo-
ratory device that models a problem class in active vibration control (AVC) applica-
tions. The laboratory setup serves as a test bed to verify and compare the stabilized
model predictive control algorithms featured in the experiments in the upcoming
chapters. This laboratory device models the dynamic behavior of lightly damped flex-
ible structures with piezoelectric actuation. A clamped cantilever beam with bonded
piezoelectric actuation, fixed at one end and free at the other serves this purpose.

Those who are familiar with the general construction aspects of experimental
laboratory hardware or are not particularly interested in the implementation details
of the demonstration device featured in the upcoming discussion, may go ahead
and after reading a brief introduction of the device in Sect. 5.1 skip the rest of this
chapter. For researchers inexperienced with the construction of laboratory hardware,
the initial task of familiarizing with equipment and assessing priorities may seem
a little overwhelming. The majority of this chapter is thus an aid to the reader who
attempts to build, identify and model such or similar laboratory devices aimed at
active vibration control.

The chapter begins with a brief introduction of the experimental system, provid-
ing a summary of its components and features (Fig. 5.1). This introductory section
also features a functional diagram of the control and measurement chain and a scaled
engineering drawing of the vibrating blade and its base. The following section con-
centrates on the experimental identification of the blade dynamics. The state-space
models identified in Sect. 5.2 are later used in the MPC algorithms to generate pre-
dictions of the system dynamics. In addition to a feedback control model, the sens-
ing models for the piezoelectric patch and a capacitive proximity probe are also
evaluated.

The following section is devoted to introducing the properties of the laboratory
device and its components. Characteristics such as piezoelectric actuator linearity,
step response and frequency response, along with a noise and disturbance analysis
are introduced here. Section 5.3 ends with a short analysis on alternative sensing
methods to provide feedback to the AVC controller strategy.

G. Takács and B. Rohal’-Ilkiv, Model Predictive Vibration Control, 141
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Fig. 5.1 The image illustrates an array of BNC connectors on a terminal, used for supplying analog
inputs and outputs to the experimental demonstration hardware

Design aspects and cantilever dimension considerations have been largely influ-
enced by a series of finite element analyses performed parallel to the development
of the physical model. Section 5.4 introduces some of the results of the FEM sim-
ulations. In addition to this, a more complete overview of the modeling process is
given in Appendix A with ANSYS code listing. Appendix A may serve as an out-
line to those interested in the FEM analysis of smart structures with piezoelectric
transducers.

Finally, the individual components of the laboratory device are discussed in depth
in Sect. 5.5. Here, different hardware components are introduced such as the piezo-
electric patches, beam material and the supporting base, real-time control hardware
and others. This section is recommended to those readers who are not familiar with
the components and equipment used in the laboratory verification tests of AVC
systems.

5.1 Experimental Device

To test the performance of various MPC algorithms with constraint feasibility and
stability guarantees on lightly damped vibrating active structures, a small-scale lab-
oratory model has been created. Lightly damped vibrating structures or, as they are
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often referred to flexible systems, can be regarded as a specific engineering prob-
lem in active vibration control and are treated as such in numerous academic works
[2, 3, 6, 15, 16, 26, 32, 38, 41, 46, 53, 54, 63, 80, 87]. The laboratory device consid-
ered in this work is also a lightly damped flexible system and it consists of a clamped
beam with a free end which is equipped with actuators and sensors to form an active
structure.

5.1.1 The Cantilever Beam as a Dynamic Model
for a Class of Real-Life Applications

The clamped cantilever beam may be a very simple demonstration hardware, however
it fully models the dynamic behavior of a whole array of real-life applications from
the control engineering point of view. Such simple demonstration devices and basic
benchmark problems with minimal damping can be effectively used as dynamic
models of more complicated lightly damped structures [16].

In relation to stabilized model predictive control the piezoelectrically actuated
clamped cantilever beam and the class of examples it represents have the following
common and important physical properties:

• fast dynamics
• light damping
• actuator-disturbance asymmetry

As it will be later thoroughly analyzed, these physical properties create a set of
requirements, which render the implementation of stabilized MPC very difficult. The
conditions for MPC implementation which directly arise from the physical properties
above are:

• fast sampling
• long settling time
• large regions of attraction

The fast sampling time can be prohibitive for many MPC implementations because
the computational time of the online optimization process cannot exceed sampling
periods. The second condition of the long settling times arising from the lightly
damped nature of these systems has a simple logical explanation: the horizon of an
MPC controller even without stability guarantees shall cover the expected duration
of dynamic effects. What is even more important, the third and final condition creates
an especially unfavorable implementation requirement on stabilized MPC. The long
settling times and the actuator-disturbance asymmetry warrant a region of attraction
encompassing all possible states arising from the disturbances and can steer them
into the target set. These concepts and possible issues will be evaluated in detail in
the upcoming chapters.
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Fig. 5.2 From the control engineering point of view a clamped cantilever beam has similar dynamic
properties to helicopter rotor blades. The photograph shows an experimental smart rotor structure
in a whirl tower test [10]

There are several examples of engineering structures for which active vibration
attenuation systems have been considered and which have comparable dynamic prop-
erties to a simple active cantilever beam demonstration hardware. Flexible manipu-
lator arms damped with piezoelectric actuators are a very common example of such
lightly damped mechanical systems and appear in the academic literature very often
[12, 35, 52, 69, 96, 106, 119, 121, 124]. Other examples of lightly damped mechan-
ical structures with fast dynamics are helicopter rotor beams with active vibration
attenuation [9, 62, 71] or wing surfaces in fixed wing aircraft [4, 23, 24]. Figure 5.2
illustrates such an experimental smart rotor structure1 equipped with an active

1 Courtesy of The Boeing Company.
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vibration control system.2 Current space structures such as solar panels [40, 61,
72], antenna systems [1] and future light constructions for space applications such
as support frames for interferometric applications [84, 91] are other examples of the
general class of dynamic behavior which can be demonstrated by clamped active
beams.

5.1.2 Brief Device Description

The beam is made of aluminum with one end clamped and fixed to a base and the
other allowed to vibrate freely. The demonstration device is illustrated in Fig. 5.3
along with the actuators and sensors used in the active vibration control scheme.
The beam dimensions are 550 × 40 × 3 mm and it is made of EN AW 1050A
commercially pure aluminum. The aim of the stabilized predictive control system is
to minimize the vibrations at the beam tip, when subjected to an external excitation.
The dynamics of the beam have been assumed to be completely linear, in order
to enable the implementation of linear model predictive control. In addition to the
obvious advantages of using a linear prediction model, the assumed linear nature
of the device is important when performing experimental testing such as frequency
response tests [50].

After assessing the properties of different smart materials commonly employed in
active structures, piezoelectric transducers have been chosen as actuating elements.
Piezoelectric actuators are commonly used in lightly damped structures as they can
be integrated within the original structure to form a composite; moreover, these mate-
rials are relatively cheap. Unlike shape memory alloys or electrochemical materials,
the FEM simulation support of piezoelectric materials is also well established. The
actuating elements in this smart structure are single layer MIDÉ QP16n piezoelectric
transducers. These transducers are electrically connected counter-phase and receive
the same electric signal from a MIDÉ EL-1225 operational amplifier. The polariza-
tion voltage of the transducers is given by the manufacturer as ±120 V, which shall
be later incorporated into the MPC law as system constraints.

Accelerometers are used widely in academic studies as a feedback method
[29, 31, 94, 123], however a contact-less strategy has been preferred in this case.
In this demonstration setup, the relative tip displacement is measured by a contact-
free sensing method. Solutions like laser Doppler vibrometry are excellent for such
a laboratory application; however, the price range of such devices is excessive. For
the average laboratory user laser triangulation is a suitable measuring method with
an acceptable precision and equipment price. Beam tip deflections in this device
are therefore measured using a Keyence LK-G82 industrial grade laser triangulation
system. The Keyence LK-G3001V central processing unit provides analog outputs

2 See Fig. 1.4. on p. 9 for another photograph depicting the same smart helicopter rotor structure
with AVC.

http://dx.doi.org/10.1007/978-1-4471-2333-0_5#Fig4
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(a) Side view

(b) Partial top view

Fig. 5.3 The active vibration control demonstration device is shown from a side (a) and a partial
top view (b). The aluminum beam actuated by piezoceramic transducers is held in place by a clamp
while the displacements at the end are measured by a laser triangulation sensor

to the A/D input of the measurement card. The signal from this triangulation system
is used for both system identification and direct control feedback.

A laboratory measurement card with a terminal is also necessary to implement
a control system on an active vibrating structure. The deciding factors upon select-
ing the card are amongst others a number of analog inputs and outputs, sampling
rate, software prototyping suite compatibility and resolution. A National Instruments
PCI-6030E measurement card with a maximal 100 kS/s sampling speed and 16-bit
resolution is installed in a personal computer, providing A/D and D/A conversion to
the controller. The controller itself is implemented using the xPC Target application
platform.

In this work the dimensioning and positioning of the piezoelectric strips has been
mostly influenced by iterative FE modeling. Conventions used in similar applica-
tions have been taken into consideration as well [33, 64, 67, 118]. The base and
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Fig. 5.4 Complete experimental setup for testing efficient MPC in vibration attenuation applications
(excluding the Target PC used for real-time control and Host PC used for controller development)

measurement mount was modified to suit the need and dimensions of the active
beam and the optical measuring system. A more detailed treatment of the individual
hardware components and the justification of particular choices is given in the final
section of this chapter, that is Sect. 5.5 for those interested. The complete assembly
of the AVC experimental device is shown in Fig. 5.4 alongside supplementary instru-
ments such as amplifiers for piezoceramic actuators, amplifier for a magnetodynamic
shaker, oscilloscopes and others.

5.1.3 Functional Scheme of the Device

Figure 5.5 illustrates the functional scheme of the laboratory device. The hardware
components introduced in detail in Sect. 5.5 serve together in the experimental setup
considered for implementing effective predictive algorithms for active vibration sup-
pression.

Controllers are tested and developed on a computer, from which are loaded
via Ethernet onto a PC running a real-time control kernel. This PC contains the
data acquisition card, which is connected onto a BNC cable terminal through a
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Fig. 5.5 Simplified functional scheme of the experimental laboratory device. The capacitive sensor
is only used in alternative feedback testing experiments while the laser sensor is used for evaluating
model predictive control algorithms

proprietary cable. The cable terminal has two analog outputs, of which one drives
the piezoelectric actuators through a voltage amplifier. The second analog output
drives an additional piezoelectric patch, which may generate disturbance signals in
certain measurement or test configurations. In other configurations, this output drives
an electrodynamic shaker through an amplifier.

The feedback signal in the experimental verification tests of model predictive
vibration control comes from the laser triangulation head, connected to a proprietary
CPU performing various measurement processing tasks. This CPU then provides the
measurement card via the cable terminals an analog input of the displacement signal.
Only the laser triangulation head close to the free end of the beam is utilized.

Since the terminal has several more free input terminals, it is possible to utilize
a voltage signal from a piezoelectric patch in sensor mode. A capacitive proximity
sensor is also placed near the beam surface. The PZT patch-based and capacitive
sensor-based feedback systems have been only used to compare the damping effect
of these feedback schemes under identical control laws. The MPC tests utilize direct
laser readouts. Both the capacitive proximity sensor and the piezo patch reconstruct
the deflection, which is to be approximated at the tip of the beam using a process
model, while the measurement itself is carried out in different places due to placement
and other practical issues.

As the MPC controlled beam has been subjected to different disturbance scenarios,
an electrodynamic shaker has also been in use. This shaker is driven through an
amplifier, which receives an analog signal from the control computer through the
measurement card. The physical connection of the shaker was only left in place when
the shaker was utilized. Other tests like initial deflection or piezo-induced disturbance
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Fig. 5.6 Position and designation of PZT patches and laser heads on the experimental hardware.
Patches PZT1 and PZT2 are used as input, PZT3 as disturbance (select experiments), while only
the second laser head is utilized for feedback measurements

have not been performed with a connected shaker. To preserve clarity, monitoring,
support and other non-essential equipment are not shown on the functional scheme
presented.

5.1.4 PZT Transducer Configuration and Usage

As shown in Fig. 5.6, the piezoelectric transducer designated as PZT1 is placed 12 mm
from the clamped edge. This transducer is used in actuator mode. On the opposite
surface, symmetrically from PZT1 is a transducer designated as PZT2, which is
also utilized as an actuator. Actuators PZT1 and PZT2 are electrically connected
in counter-phase to maximize bending force. Some studies prefer to use co-located
piezoelectric patches for actuation and sensing, for example [22, 31, 118] and others.
In that case, the beam tip displacement feedback is reconstructed from the strictly
dynamic voltage output of the patch working in sensor mode.

There are two additional piezo wafers bonded to the surface. Both of them may
be easily reconfigured to either actuator or sensor mode. Most of the experiments
performed in this work did not make use of these, therefore they have been short-
circuited to prevent electro-mechanical interference with the structure.

The experimental demonstrator considered throughout this work assumes single
point sensing and single point actuation. Although this SISO system is very simple in
terms of modeling and represents only a basic and limited experimental scenario, due
to the complexity of the online optimization task the practical application of MPC
is already very burdensome. The traditional dual-mode infinite horizon quadratic
programming-based MPC (QPMPC) formulation was chosen as a baseline method,
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acting as the best possible achievable performance benchmark, but with the highest
real-time computational need. In order to allow the implementation of QPMPC, the
complexity of the plant and the resulting model had to be seriously limited. This
is the reason why all experiments assume a SISO system representation. The SISO
plant has one enormous drawback when one attempts to contrast constrained MPC
algorithms to simple saturated LQ controllers. The optimality advantage of MPC over
hard-saturated methods is the most apparent with MIMO systems, SISO systems are
not the best choice for this purpose. Since the main goal of this book is not to prove
the advantages of MPC but to explore the possibility to apply MPC to vibration
damping systems, the SISO representation was deemed sufficient.

The modal and harmonic analysis performed in Sects. 5.4.2 and 5.4.3 provided an
insight into the behavior of the structure, and the proper placement of the remaining
PZT patches. For the placement of transducer designated as PZT3 the deciding factor
was the proximity of the clamped end. Therefore, PZT3 was placed as close to the
other patches as physically possible. Cabling and electrical connectors permitted to
position the edges of PZT2 and PZT3 25 mm from each other.

The transducer patch designated as PZT3 in the figure has been used as a source of
mechanical disturbance in some experiments, involving the testing of controllers. The
mechanical disturbance in static mode is too small for practical controller evaluation,
just as a random signal fed into PZT3 would produce negligible displacement—at
least for this application.

Transducer PZT4 is not used in any of the experiments in this work, although it has
been added for its potential to provide a dynamic feedback to the controller instead
of the triangulation device. Considering its use as a sensor, the vibration nodes and
anti-nodes of the different modes (mainly the first three transversal) showed one
satisfactory spot for PZT4. It was necessary to avoid an anti-node or else the output
voltage from the patch would be very low. Another consideration for a piezo patch in
sensor mode is to place it in the spots of maximal strain, for maximal output signal
level. The edge of PZT4 starts 320 mm from the clamped end, and is approximately
in the two thirds of the beams total length.

At the time of the mathematical system identification process, piezo patches PZT3
and PZT4 were short-circuited. This is necessary to minimize their effect on the struc-
ture. The patches are connected through a factory provided cable to the monitoring
instruments and to the amplifiers or measuring card terminals.

5.2 Identification Procedure

The aim of the system identification procedure for the AVC demonstrator is to obtain
a mathematical model of the controlled structure in a state-space form. This model
can be then utilized in the implemented predictive control algorithm to evaluate
future system outputs both in simulation and in experiments. A separate state-space
model may be used for estimating the tip deflection using a piezoelectric transducer
in sensor mode or a capacitive proximity sensor.
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In case one aims to cover a wide bandwidth of disturbances in a predictive AVC
system, it is necessary to create a prediction model, which does include the resonant
modes located in that bandwidth. Initially a high order prediction model has been
considered which covers the bandwidth of 0–500 Hz, thus including five measurable
transversal modes of the AVC demonstrator. Because of the implementability issues
of stabilized MPC with higher model orders, later only simpler model orders were
considered with the corresponding longer sampling intervals. These models are sec-
ond order and include only the dynamic behavior of the first measurable transversal
mode, however as the dynamic response of lightly damped vibrating structures is
dominated by the first mode, this proved to be sufficient.

In addition to experimental identification or a first-principle analysis [37], it is
possible to create a state-space model using the amplitude and phase information
acquired for example from FEM analysis [36]. Due to the uncertainty of the quality
of the FEM model, the control schemes featured in this work have been obtained
experimentally.

Subspace identification methods were used to create a state-space model from
the response data. The System Identification Toolbox developed by MathWorks is
an up-to-date instrument intensively used in different aspects of control engineering,
including vibration control [65, 100, 120]. All experimental identification procedures
in this work, including post-processing and identification of the measurement data
have been carried out in the System Identification Toolbox [115].

5.2.1 Control Model

To obtain an input–output relationship between the driving voltage and the tip vibra-
tion, the piezoelectric transducers PZT1 and PZT2 were driven by a chirp signal. The
excitation function was generated in a Matlab / Simulink scheme, where the ampli-
tude of the signal going into the measuring card was ±5 V. This signal was then
fed through the power amplifiers with a 20× gain to reach a ±100 V peak voltage
level on the actuators, well under the acceptable ±100 V RMS maximal permissible
actuator potential. The high voltage level is a necessity due to the need to minimize
signal to noise ratio in the measurement, especially in between resonant frequencies.

The laser triangulation sensors have a limited precision for a given deflection
span, therefore the bandwidth from 0 to 500 Hz was divided into separate parts
accordingly. At each partial measurement, the laser properties were set based on the
expected maximal deflection and frequency. To improve precision, the amplitude
and voltage ratio was modified. Digital low-pass filtering was enabled to improve
precision. The measurements were carried out according to the data presented in
Table 5.1.

Sampling rate was set at 0.0002 s, which is 5000 Hz. This allows a sufficient
frequency resolution even at the higher end of the required bandwidth. To reach the
resonant amplitudes at the eigenfrequencies, one needs to leave sufficient time for the
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Table 5.1 Measurement settings of the laser triangulation system

Pass no. 1 2 3 4 5

Freq. span (Hz) 0.01–7 7–9 9–45 45–55 55–500
Amp. gain (mm/V) 0.1 1.5 0.2 0.5 0.25
Low pass filter (Hz) 10 10 100 100 1000
No. of samples (× 1E6) 1.5 3 1 3 5

measurement. If the chirp signal passes through the resonances too fast, the resulting
maximal vibrational amplitudes will be lower than expected.

This brings an additional factor into consideration—that is the high number of
measurement points to be stored in real-time. The xPC Target system provides the
capability to use file scopes, with a storage capacity only limited by the target
machines RAM. The computer used for the original measurements had 300 MB
RAM, which enabled to store approximately 14 million samples along with the time
series data. The resulting data file was retrieved and transformed into a Matlab usable
format using xPC target specific Matlab commands [114].

The partial measurement files were combined into one result file using Matlab.
The resulting raw time series data contained 13.5 million samples. Manipulation
with a data vector of this size has been difficult on a personal computer conforming
to today’s standard specifications.3

The raw data file was loaded into the Matlab System Identification Toolbox. Post-
processing of the measurements included detrending and removing signal means.
To convert the time series measurements into frequency domain, a fast Fourier trans-
formation (FFT) was performed on the measured data set, up to the half of the sam-
pling bandwidth: that is 2500 Hz. This data file was then filtered using a low-pass
band filter to cut off unnecessary frequencies and to reduce the amount of working
data.

Since the amount of data points in the working file still prohibited the practical
use of identification routines, the frequency response and the spectrum was estimated
using spectral analysis with frequency-dependent resolution returning. The estima-
tion procedure has been performed with a logarithmic resolution of 2000 frequencies
ranging from 1 to 500 Hz. The size of the original data set has been reduced also
cutting down the implied computational load, while still containing enough informa-
tion to create a high quality model. The resulting processed measurement was thus
suitable for direct identification.

After comparing singular values and taking into consideration the required band-
width, a 12th order model has been chosen. The identification routine utilized a
subspace iteration method [70], implemented as default in the System Identification
toolbox [115].

As previously noted, due to the specifics of stabilized MPC on lightly damped
systems, the later stages of controller development and testing required much
lower model orders. These have been created by the above-described procedure.

3 See the description of the host PC in Sect. 5.5.4.1.
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The measurement data has been resampled to lower rates in order to prevent over-
sampling and unnecessarily small sampling intervals. This also produced a desirable
side effect, namely that the model could be now identified directly from the frequency
domain data—instead of spectral estimate. A second order model acquired by this
technique is given by the following relation:

A =
[

0.867 1.119
−0.214 0.870

]
B =

[
9.336E − 4
5.309E − 4

]
(5.1)

C = [−0.553 − 0.705]

where the output of the model is beam tip deflection in millimeters, and input is direct
actuator voltage. Sampling in this case is 100 Hz, or 0.01 s. The larger order model
containing measurable dynamic response up to the fifth transversal bending mode, or
approximately 500 Hz can be described by the discrete, linear-time-invariant system
sampled by 5000 Hz (0.0002 s) with matrices A, B and C.

Simulation and measured response comparison of vibration attenuation systems
is ideally performed in the frequency domain. The particular method of obtaining
frequency domain measurements unfortunately prohibits the direct comparison of the
results throughout the whole considered bandwidth. The reason for this is the size of
the raw frequency domain measurement file: comparison on computers conforming
today’s standards and using the System Identification Toolbox is not a viable option.
However, the results of partial bandwidth measurements and matching simulation
output are shown in Fig. 5.7a. In this case, the response of a second order system is
compared with the simulation results up to a partial bandwidth of 20 Hz.

To evaluate the match between large order model and measurement data, spectrum
estimate of the measured frequency response is utilized. The System Identification
Toolbox then also provides a numerical indicator of precision—a percentage match
between the model and measurement data. One also has to take into account the
planned practical implementation and use of the state-space model to validate the
results. In this case, the match of the model in the proximity of the first resonant
frequency is more important than the general correspondence in the whole band-
width. In the process of fine-tuning the identification algorithm, fitting the model
to measurement data within the high frequency portions of the signal was of less
importance. Graphical results of this comparison in are shown in Fig. 5.7b.

Contrasting measurement results in the time domain is not a good indicator of the
model accuracy. The main reason for this is the fact that in static mode, the beam tip
deflection is minimal, only measurable in tenths of millimeters—the practical use
will utilize a dynamic excitation of the piezoelectric transducers anyways. Outside
disturbances have a substantial effect on the measurements. The physical device is
also placed in an environment, where the effect of road traffic or people moving within
the laboratory is clearly indicated in the vibration of the beam tip. Direct comparison
of the model response and the real system measurements to a pulse signal is shown
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Fig. 5.7 Comparison of low order linear time-invariant state-space model output with measurement
data shown in (a). System resolution reconfiguration is visible. A 12th order model output is matched
to the measurement data reaching higher bandwidths in (b)

in Fig. 5.8. Disturbances are present during the course of measurements, and can be
clearly differentiated after the settling time of approximately 20 s.

The drawbacks of the small model order are clear, as the second order state-space
model cannot represent system dynamics above the first resonance. This is clear
from Fig. 5.9 where the deflection response of a second order model to a chirp signal
input is compared with the measured beam tip deflection response. The frequency
of the signal is increasing and passing through the first, second and third transversal
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Fig. 5.8 Comparing measurement data and model response to an impulse generated by a piezo-
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Fig. 5.9 Comparison of the response of the second order model and the real structure to a chirp
signal with increasing frequency

resonant mode as it can be seen from the measured structural response. However,
the low order model can only represent the dynamic response only up to the first
resonant frequency.

5.2.1.1 The Experimental System as a Point Mass

It is possible to approximate the dynamic behavior of the smart cantilever beam
demonstrator as a vibrating point mass system. The properties of this equivalent
system have been measured as follows:
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• mass m = 0.1782 kg
• spring constant k = 470 N/m
• damping constant b = 0.08344 Ns/m
• linear force conversion k f = 0.585 E−3 N/V. This is for one actuator, therefore

the total is 2 × k f .

This model has its output in meters instead of millimeters as featured in the models
identified from the experimental data. The equivalent point mass system has not been
utilized in the MPC control schemes featured here. The point mass equivalent of the
demonstrator has been used as an example for a moving horizon observer (MHO)
study performed by Poloni et al. in [90].

5.2.2 Capacitive Sensor Feedback Model

The capacitive sensor model takes the proximity sensor voltage as input, and outputs
the estimated beam tip position in millimeters for the controller. The sensor feedback
model has been identified experimentally, using a time domain data set. The beam has
been subjected to manual excitation, while the voltages coming from the capacitive
sensor were acquired along with the laser measured beam tip positions.

The sensor feedback models featured in this work are second order linear time-
invariant systems, explicitly including only the first mode of vibration. Sampling
time for both the capacitive and piezoelectric sensor feedback model are Ts = 0.01 s.

This data set was then filtered, detrended and a suitable portion used for identifi-
cation. The state-space model of the capacitive feedback measurement process has
been identified using an iterative prediction-error minimization method introduced
in [70].

Akaike Final Prediction Error (FPE) criterion for this model has been calculated
to be 0.0432 (–). After numerous trials, the model in (5.2) has been selected as best
for the purposes of the feedback model experiment featured later in Sect. 5.3.4. The
model validation process proved to yield a satisfactory match, while the transient
and frequency response of the model was also adequate.

A =
[

1.229 −0.216
2.048 0.190

]
B =

[−2.086E−2
−7.674E−2

]
(5.2)

C = [97.28 − 1.159]

5.2.3 Piezoelectric Sensor Feedback Model

The measurement model based on the output voltage of the piezoelectric strip is a
single input, single output state-space model as well, and has been created according
to [111]. It takes voltages as its input and outputs the beam tip deflection position
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estimates for the controller. This feedback model has also been identified using a
time domain data set, while subjected to pseudo-random manual excitation. Beam
tip deflections have been recorded along with sensor voltage output.

The data set was then filtered, detrended, mean values removed and divided into
parts for system identification and model validation. The mathematical model of the
feedback based on piezoelectric wafer signals has been identified using a subspace
iteration method [70].

FPE criterion for this model has been calculated to be 0.0091 (–). Comparing the
measured and estimated model output for different portions of the data set, and by
judging the quality of the transient response, frequency response and model residuals;
the model in (5.3) has been chosen to assess the feedback control quality of PZT
patched based sensing in Sect. 5.3.4.

A =
[

0.987 0.144
−0.274 0.009

]
B =

[
3.959E−2
1.851E−1

]
(5.3)

C = [34.72 − 1.3595]

5.3 Device Properties

This section introduces experiments, where select properties of the smart structure
are characterized. These include actuator linearity and other characteristics, ambient
mechanical noise present during the trials, feedback routes alternative to the direct
laser triangulation, electrical noise and certain other mechanical aspects of the device.

The experimentally verified AVC demonstrator properties featured in this section
do not contribute to the model predictive vibration control of the structure directly,
albeit they form the basis of many assumptions featured later. The linearity of
the piezoelectric actuators justifies the linear time-invariant model used to gener-
ate dynamics predictions. The noise test featured in this section explains some of the
minor irregularities in the MPC verification results. The simple modal tests verify
the general accuracy of the FE model, while the evaluation of the feedback quality
with the piezoelectric and capacitive sensor points out the effectiveness of AVC with
simpler and cheaper hardware components ready for mass deployment.

5.3.1 Actuator and Sensor Characteristics

5.3.1.1 Piezoelectric Actuator Linearity

Actuator linearity has been verified in experiment. A simple test has been designed,
where the beam tip displacement was measured subject to an increasing voltage load
on the actuators. A ramp signal provided the elevating voltage level, starting from
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Fig. 5.10 Beam tip deflection subject to increasing static excitation voltage on the piezoelectric
actuators. The response is practically linear in the normal working voltage range

zero up to exceeding the allowable maximal 120 V. Going beyond the recommended
allowable voltage levels was not possible because of the built-in safety features in
the power amplifier. The ramp signal increased voltage inputs steadily, allowing
sufficient time for the system to settle in the desired position.

Expected deflections were comparable to the usual background mechanical dis-
turbance levels in the laboratory, therefore precautions were made to minimize their
effect. Although the beam under actuation is less prone to the causes of outer dis-
turbances, filtering has been used at the measurement stage. The laser triangulation
system CPU was set to engage an 18 byte4 moving average operation on the samples.
Measurement sampling has been set to 50 μs, data logging to 0.1 s. To increase mea-
surement precision, the analog output of the laser system has been established at 0.1
V/mm instead of the usual 1.5 V/mm permitting deflections over only under 1 mm.

The results of this trial are indicated in Fig. 5.10. The horizontal axis presents
increasing voltage levels, the vertical shows corresponding deflections measured at
the beam tip. As is evident from the figure, the dependence of deflections at the
beam tip is linear on the supplied voltage. This suggests that on the voltage range of
interest, a linear time-invariant state-space model sufficiently emulates input–output
behavior. In the region over approximately 120 V the safety features of the amplifier
engage, and do not allow further increase in the deflection. The lower portion of the
graph shows a little deviation from the linear characteristics, but this can be attributed
to the effects of averaging on a system where the initiation of actuation caused some
minor transient vibrations.

Maximal static deflection achievable with 120 V supplied to the piezoelectric
actuators connected counter-phase is only around 0.15 mm. This fact is especially
interesting, given that the vibrating blade under control is capable of surpassing a
magnitude higher deflections very effectively, if no further force effect is present.5

4 That is 262 144 data points.
5 See the initial deflection, frequency domain and other experiments on the controlled system, as
described in Sects. 12.2, 12.3.2, 12.4.

http://dx.doi.org/10.1007/978-1-4471-2333-0_5_12
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Fig. 5.11 Beam tip deflection subject to a step change of actuator voltage from 0 into –120 V. The
change in position is instantaneous, however causes vibrations which settle very slowly due to the
small damping ratio

5.3.1.2 Step Response of the Piezoelectric Actuator

Actuator step response has been measured in experiment. Figure 5.11 shows beam
tip displacement measured in millimeters, sampled by a 0.001 s interval. Digital
filtering has been enabled to remove frequencies above 1000 Hz. The two counter-
phase connected actuators PZT1 and PZT2 have been supplied with an instantaneous
step change of voltage potential from 0 to –120 V. This is visible in the evolution of
states after 3 s, or 3E3 samples.

Reaction of the beam tip to the change in input is practically immediate. However,
due to the highly under-damped nature of the physical structure, vibrations prevail
after several seconds the change in position occurs. The initial position changes to
the peak maximum of approximately 0.3 mm and then eventually settles to the static
position of 0.13 mm. Repeated tests also indicated static positions in the vicinity of
0.15 mm, this being subject of disturbances, filtering methods and others. According
to this, static gain can be approximated only as 1 μm/V.

Even maximal allowable voltage levels produce deflections at the beam tip only
in the order of fractions of millimeters. This could suggest that piezoelectric actu-
ation will be ineffective in the damping of orders of magnitude larger deflections.6

However, as controlled actuation experiments7 will prove, piezoelectric transducers
can be very effective even when the disturbance is much higher than maximal sta-
tic deflections. This could be attributed to the fact that, unlike the displacement or

6 Presuming initial disturbance is removed and the system is able to settle on its own or under
control.
7 see Sect. 12.1 for LQ, Sect. 12.2 and others for NRMPC and MPMPC.

http://dx.doi.org/10.1007/978-1-4471-2333-0_5_12
http://dx.doi.org/10.1007/978-1-4471-2333-0_5_12
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Fig. 5.12 Single-sided power spectral density of beam deflections, showing five transversal vibra-
tion modes in the given bandwidth. The two actuators were excited by a chirp signal of ±120V
peak amplitude

deformation, the force exerted by piezoelectric actuators can be very high. Also, the
dynamic response indicates a large range of possible deflections at the first resonant
frequency.

Vibrations are most visible in the section without actuation, this is due to the
mechanical noise and disturbances constantly present in the laboratory (see 5.3.2 for
details.) Unwanted disturbance also prevails after the beam tip has settled in its static
position.

5.3.1.3 Frequency Characteristics of the Piezoelectric Actuator

In this application, a dynamic test of actuator properties holds more information
about the real-system behavior than a static trial. Figure 5.12 shows single-sided
amplitude spectra of beam deflections, subject to an excitation by a chirp signal of
±120 V peak amplitude. This chirp signal ranged from 0.1 Hz up to 500 Hz in 20 min.
Measurement sampling rate has been set to 0.0002 s (5000 Hz) and the results were
stored in a 6E6 data point time domain file. The time domain information has been
later converted into the frequency domain.

Finite element tests indicate seven resonances in the bandwidth of interest. Two
of those are not measurable since they are twisting and lateral modes. There are two
small spikes visible near the frequency range of approximately 100 Hz, this could be
theoretically caused by the non-measurable vibration modes.
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Fig. 5.13 Static characteristics of the capacitive feedback setup, related to beam tip deflection.
Dashed line denotes the ideal linear relation, while the solid line indicates actual measurements

The remaining five bending modes are well visible in Fig. 5.12. Higher frequency
modes produce only small vibration amplitudes, therefore, noise is more dominant
in the higher frequency ranges of the measurement. The first bending mode is quite
significant—reaching deflections up to ±15 mm, which materializes as an extra-
ordinary violent movement of the structure. Results of such and similar dynamic
actuator tests were utilized in creating an input–output state-space model of the
structure behavior, as described in Sect. 5.2.

5.3.1.4 Linearity of the Capacitive Proximity Sensor

To assess linearity and hysteresis of the capacitive sensor in relation to deflections
measured at the beam tip, the end of the cantilever has been deflected –10 mm away
from equilibrium, slowly repositioned to 10 mm and finally back to its original posi-
tion. Laser triangulation has been used to measure deflections, while sensor voltage
output has been recorded.

Figure 5.13 presents static characteristics of the capacitive sensor in relation to
cantilever beam tip deflections. The ideal linear relationship is denoted with a dashed
thin line, while the 0.1 V sensor linearity deviation bounds are also indicated for
reference.

In addition to device specific built-in irregularities, linearity deviation may also
be attributed to material changes. The rated sensing distance is based on a standard
target, presumably steel [99]. Effective sensing distance therefore must be reduced.
Moreover, the beam surface at the point of measurement is only parallel to the sensor
area if the beam is resting in its equilibrium position. With increasing deflections
measured at the tip, the beam and sensing surface angle elevates as well.

While there is a slight deviation from the ideal linear response, this irregularity
does not prevent its efficient use as feedback source in vibration control applica-
tions. Experimentally identified mathematical feedback models could include effects
caused by linearity deviations, or it is possible to correct them if necessary.
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5.3.2 Noise and Disturbances

Ambient mechanical disturbance and electrical noise may affect measurements in a
laboratory environment. A series of experiments have been designed to approximate
the real magnitude and nature of these unwanted effects on experimental results.
Disturbances of both electrical and mechanical nature have been analyzed.

5.3.2.1 Mechanical Disturbances and Noise

Undesired mechanical noise and disturbances are always present in the laboratory
and affect measurements in various ways. Controller trials with large deflections are
practically not altered by mechanical noise, since its levels are small comparable
of those induced during the trials. Other tests like the static step response of the
actuators or random excitation trials with small amplitudes may be influenced by
unwanted mechanical noise.

Sources of this mechanical disturbance are diverse, and are expected given the
under-damped nature of the structure. Convective heat, movement of air is constantly
present in the laboratory. Heavy traffic on adjacent streets can also influence certain
types of tests, and is well measurable on the free blade vibration. Activity of persons
in the laboratory is probably the most influential of all disturbances. Movement,
moving of objects and talking can all show up in measurements.

Placement of the active structure on the laboratory shelf system may increase the
source of mechanical disturbance as well. For measurements involving low range
of tip displacements, it would be beneficial to place the device on the ground or a
much more rigid support base. Because the device is used for educational purposes
and needs frequent physical reconfiguration, it was always used on the shelf system
visible in Fig. 5.4.

Figure 5.14 shows vibration of the uncontrolled, freely moving beam tip in the
absence of deliberately introduced disturbances. This time domain measurement has
been sampled by 0.0002 s (5000 Hz). A 5000 Hz low pass filter has been enabled in
the laser triangulation system CPU. The lower level vibration is generally present
and affecting measurements. It is caused by the combination of traffic, rotation of
power amplifier cooling fans, air convection and others. The higher level vibration
contains the additional factor of persons moving around the laboratory.

As is clearly visible from the figure, levels of mechanical noise easily approach that
of the static deflection possible through piezoelectric actuation. Some measurements
therefore include the effect of unwanted mechanical disturbance. Noise has another
implication: there is no state of absolute equilibrium, therefore the beam is in constant
motion. Any controller has to take this into account by implementing a dead-zone,
to prevent the amplification of ambient mechanical disturbance.
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Fig. 5.14 Free, uncontrolled beam tip deflection in the time domain, subject to mechanical noise
and disturbance caused by convective heat, road traffic, equipment ventilators and other factors.
Movement and conversation of persons in the room increases undesired vibrations significantly

5.3.2.2 Electric Noise

Measurement noise generated by electrical properties of the system is not significant
and in agreement with the measurement card specifications as given by the manufac-
turer. Three experiments have been performed, each measuring electric potential on
the terminal used to acquire feedback signal. The analog input has been set to measure
a symmetric bipolar voltage of ±10 V. Sampling rate has been established as 0.01 s,
filtering was set to 5000 Hz low pass. Time domain signals have been recorded with
the input terminal short circuited to create zero potential. This has been performed
in three diverse cases: at the cable terminal only, cable terminal with equipment
connected and the third possibility included power amplifiers in operation.

Initially a larger noise level has been expected with the cabling and equipment con-
nected to the measurement card. Electromagnetic noise generated by the high voltage
amplifiers suggested a significant pollution of the measurement signal. However, this
turned out to be a false assumption: all three experiments produced identical results.
Figure 5.15 shows the zero potential measurements in all three cases.8 The peak sig-
nals range from 0.3 to 0.9 mV with a mean value of 0.6 mV. Manufacturer lists a
1.147 mV absolute accuracy at the given scale, with a 723 μV single point resolu-
tion [82]. A 16-bit resolution would indicate 65,536 voltage levels differentiated at
a given level,9 which at 20 V span would give a 30 mV detail. We may state that this
noise may be expected and is according to the hardware specifications provided by
the manufacturer.

8 Not actually plotted. The three different experiments produced random noise with the same
specifications.
9 Actual quantization may differ significantly, possibly encoding potential polarity and others. For
example a 10 V span can be divided into 1.5 mV portions.
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Fig. 5.15 Measured electric potential in Volts. The figure shows inherent electrical and systematical
noise in agreement with the measurement card specifications

5.3.3 Mechanical Properties

Several ad hoc tests were carried out to explore select mechanical properties of the
AVC demonstrator system to aid the design process of the hardware and the controller
itself. At the time of performing these trials, the smart structure had only one piezo-
electric transducer bonded to its surface, and the FEM model corresponded to this
state. Simple experimental approximations investigated the real resonant frequency
and vibration amplitude levels, which helped to improve on the numerical model.

5.3.3.1 Resonance Frequencies

A test has been carried out to compare eigenfrequencies obtained by finite element
analysis and experimentally on the physical system. The optical measurement system
was set to take readings of the beam tip vibration. The actuator was excited with a
±100 V sine wave, using a sine wave generator. Although excitation amplitude is
irrelevant to the results, this corresponds to the loading used in the FEM model
harmonic tests. The frequency of the actuating sine wave has been varied around
the values expected from the simulations, until the highest amplitude was reached.
The frequency and the corresponding highest vibration amplitude were noted. This
experiment has been performed when only one of the piezoelectric transducers was
bonded onto the beam surface, marked as PZT1 in Fig. 5.6.

Although this approach provides only an approximation of the resonance fre-
quencies and amplitudes of the physical system, it is sufficient enough to validate the
finite element model. The results show good agreement with the FE simulations. Fre-
quencies estimated and measured are shown in Table 5.2. Comparison of the modal
frequencies obtained by the finite element method and experimental approximation
is shown in Table 5.2.
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Table 5.2 Comparison of experimentally approximated resonant frequencies with FEM results,
considering one piezoelectric transducer on the surface

Mode 1 2 4 6 7

Freq. FEM (Hz) 8.2 50.6 139.8 271.9 449.2
Freq. Exp. (Hz) 8.2 50.7 140.9 275.5 455.1

Table 5.3 Comparison of experimentally measured tip vibration amplitudes to FEM model results
considering one piezoelectric transducer bonded to the surface

Mode 1 2 4

Amplitude FEM (mm) 12.4 3.2 1.1
Amplitude Experimental (mm) 12.3 3.0 1.0

5.3.3.2 Resonant Amplitudes

It is also worth comparing maximal average tip displacement amplitudes with sim-
ulation results. Table 5.3 lists these results for each bending vibration mode. Modes
3 and 5 are not shown, since irrelevant to the control application. Only the first three
bending modes are listed, since most of the vibration energy is concentrated in lower
bandwidths. In addition, measurement of higher vibration amplitudes proved to be
unreliable because of the ambient mechanical noise and disturbances present.

After adjusting properties of the FE model, tests showed a good agreement with
the simulation results. If one subjects the piezo actuator to the maximal voltage in
static mode, the beam tip displacement is indistinguishable from equilibrium with the
human eye. Measurement in an uncontrolled environment may also be problematic.
Vibration in the first three transversal modes is visible, the fourth and the fifth modes
are only measurable.

5.3.3.3 Impact Response

Another preliminary experiment was carried out with one piezoelectric actuator
bonded to the beam surface. Since an impact hammer and the required signal process-
ing and sensing instrumentation have not been available, a real modal analysis has
not been carried out. A rather improvised method was used to gain some insight to
the modal properties, namely the eigenfrequencies of the system.10

An optical displacement and vibration measuring instrument was utilized as a
means of sensing the vibration amplitude. The amplitude signal was saved to the
intermediary buffer of the sensors CPU with 65,536 data points. Several tests were
carried out by impacting the beam base. Different sampling frequency settings were
utilized, of which 5 kHz produced the most satisfactory results.

10 Accelerometers and amplifiers registering both excitation and response.
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Fig. 5.16 Logarithmic single-sided amplitude spectrum of beam tip vibrations. The beam base has
been subjected to an unmeasured impact

Table 5.4 Modal frequencies with multiple piezo transducers bonded onto the active structure

Mode 1 2 4 6 7

Freq. Exp. (Hz) 8.25 51.03 141.9 275.7 456.9

The raw time series data was downloaded from the CPU buffer into a computer
using proprietary software [57]. The time series data were imported into Matlab
and transformed using a standard fast Fourier transformation, to obtain single-sided
amplitude spectra of the beam tip vibration. The result of one of these tests is presented
in Fig. 5.16.

Although the amplitude values are shown in the figure, they act only as a relative
reference. The logarithmic amplitude spectrum chart shows most of the bending
modes clearly visible. The acquired vibration amplitude spectrum is very noisy and
not suitable for system identification. This ad hoc experiment has been designed
for informative purposes only, to gain insight into the eigenfrequencies of the AVC
demonstrator structure. Resonant frequencies of the experimental device with all the
piezoelectric transducers and sensors in place are shown in Table 5.4.

5.3.4 Capacitive and Piezoelectric Sensor-Based Feedback

Feedback models have been created for both a piezoelectric patch in sensor mode
and a capacitive proximity probe. These feedback sources alternative to the more
precise laser triangulation device were used to compare the damping performance
of the same LQ strategy under different sensing schemes. Despite both the PZT
and the capacitive probe-based feedback strategies provided comparable vibration
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attenuation levels to the direct laser one, the experiments shown in the upcoming
chapters assume feedback from the optical device.

The feedback model has been validated experimentally both in time and frequency
domain. Although model estimate sampling is set at the period of Ts = 0.01 s, output
measurements have been adjusted in the case of the frequency domain measurement
to a rate of Ts = 0.0002 s in order to capture higher frequency effects.

5.3.4.1 Position Estimates in Time and Frequency Domain

The measured and estimated beam tip deflections were compared in a test involving
an initial deflection 10 mm away from equilibrium. The beam has been displaced
and released to vibrate under saturated LQ control without further outside force
interaction. The results of this test are indicated in Fig. 5.17.

As is evident from Fig. 5.17a, both model estimates have a difficulty correctly
assessing slow displacement changes. In addition to the fact that the piezoelectric
patch is only usable in dynamic mode, slow frequency changes cannot be readily
detected. However, as the beam is released just before the 1100 sample time mark,
the estimates become more accurate—in fact indistinguishable from the laser triangu-
lation measurement taken as reference. Figure 5.17b shows the unprocessed voltage
output from the capacitive and piezoelectric sensors.11

Tip displacement estimates have been compared to the true laser-based refer-
ence under a wide-band mechanical excitation as well. The shaker received a chirp
excitation signal in the frequency range of 0–500 Hz, time span of 200 s.

Figure 5.18 indicates the single-sided amplitude power spectra of laser measured
and piezoelectric sensor and capacitive proximity sensor-based tip displacement
estimates. Laser reference indicated with the solid black line on the figure shows
the measured response the numbered resonant nodes.12 As it is expected from a
second order tip deflection estimate model, deformations are assessed correctly only
in the vicinity of the first resonant mode.

Frequencies above approximately 15 Hz are not covered by the tip position esti-
mate models, as their order and sampling period does not allow this. The repeating
and reoccurring peaks in the capacitive and piezoelectric feedback data are merely
artifacts of the FFT process on a data set lacking high frequency components, often
referred to as spectral leakage.

Higher order position estimate models could explicitly include higher resonant
modes, but would also require faster sampling periods. Additionally, simpler models
can perform very well even at higher frequencies.

The capacitive sensor has bandwidth limitations, although it is hard to assess
this from the given experiment as the vibration ranges decrease with increasing

11 Laser reference output is directly proportional to the measured value, in this case, there is a
1.5 mm/V gain.
12 Modes (3) and (5) are twisting modes and cannot be measured nor controlled with the sen-
sor/actuator configuration assumed throughout this book.
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(a) Measured and model estimated beam tip deflection

(b) Capacitive and piezoelectric sensor voltages

Fig. 5.17 Comparison of measured and estimated beam tip deflection is shown in (a), while output
voltages for the piezoelectric patch and capacitive proximity sensor for the same experiment are
featured in (b)

frequency. Furthermore, slow- or near-DC vibrations cannot be detected through the
piezoelectric sensor feedback, due to the physical nature of the hardware.

5.3.4.2 Effect on Damping Performance

We will now introduce experiments performed in order to determine the effect of
different feedback schemes on damping performance. Control sampling is set to
Ts = 0.01 s.
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Fig. 5.18 Single-sided amplitude spectrum of measured and estimated beam tip deflections. Num-
bers denote laser measured amplitude peaks due to corresponding structural vibration modes

The control method used throughout the experiments comparing different feed-
back schemes was a simple saturated linear quadratic controller. Saturation levels
were set to ±120 V according to the safety limits specified by the manufacturer, pre-
venting the depolarization of piezoelectric material. The LQ controller has been cal-
culated using a state penalty matrix Q = CT C and an input penalty R = r = 1E−4.
The state controller gain K is according to relation (5.4).

K = [12.97 − 125.50] (5.4)

The beam tip has been set to an initial position of 10 mm away from equilib-
rium, and then controlled responses have been recorded without further structural
interaction. Beam tip deflections in all scenarios have been measured using laser
triangulation, but the feedback control schemes utilized different sensors. Saturated
LQ control with direct LQ feedback provides a very effective damping performance,
comparable to constrained MPC control for this SISO system.13 Settling times are
reduced by an order of magnitude, demonstrating the effectiveness of both the actu-
ators and the control system applied to the AVC demonstrator.

Figure 5.19a shows the evolution of beam tip vibrations to this type of excitation
while control voltage supplied to the actuators is indicated in Fig. 5.19b. Both position
feedback estimating methods are considered here, with direct laser measurement
acting as reference.

As it is clear from the results, there is no substantial difference in the damping
performance when estimates are used as feedback. Measured beam tip deflections

13 An MPC control would provide significantly better performance than LQ given a MIMO vibra-
tion control system, where the real performance of the linear quadratic controller would be degraded
due to the saturation limits not included in the original optimization task.
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(a) Laser measured beam tip deflections

(b) Controller voltage signal to actuators

Fig. 5.19 Comparison of direct linear quadratic position feedback-based control with piezoelectric
and capacitive sensor estimates in an initial deflection test is shown in (a), while corresponding
controller voltage outputs are presented in (b)

under LQ control with piezoelectric sensor feedback or capacitive proximity sensor
feedback are practically identical to directly measured laser feedback.

The evolution of controller voltages in Fig. 5.19b demonstrates no considerable
deviation from the reference; response is virtually identical up to time sample 120.
Slight deviations after this time sample are attributed to the fact that these are three
separate measurements with the beam subjected to outside sources of error at each
time. These errors are compensated by the controller, therefore to be noted only in
the voltage output but not on the beam deflections.
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(b) Response to wide band excitation

Fig. 5.20 Laser measured single-sided power density spectra of beam tip deflections in the region
of the first vibration mode are indicated in (a), while (b) shows damping behavior in the first three
dominant structural modes

All three different control schemes have been evaluated in a frequency domain
experiment. The beam has been excited using an electromagnetic exciter, utilizing
identical hardware and software setup—except for the feedback loop configuration.

Figure 5.20 indicates the directly measured single-sided amplitude spectra of beam
tip vibrations, showing all considered feedback control schemes. As it is expected,
Fig. 5.20a demonstrates that the estimated position-based feedback schemes provide
a nearly indistinguishable damping performance to direct feedback in the region of
the first structural vibration frequency.

It has been demonstrated previously that capacitive proximity sensor and piezo-
electric sensor-based second order feedback models are limited to give a correct
deflection estimate only in the vicinity of the first resonant frequency. Despite this
fact, all three control schemes provide a good damping performance even when
excited by higher frequency mechanical disturbances. The measurement illustrated
by Fig. 5.20b utilized second order system and measurement estimate models; how-
ever, it has been excited to frequencies exceeding 300 Hz. As the results clearly
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indicate, using low order tip deflection estimate models, the damping performance
is practically indistinguishable from that using direct tip position measurements.

5.4 FEM Analysis

With the advent of cheaper computing platforms and more sophisticated software
tools, finite element modeling and FEM-based analysis has affected the workflow of
all engineering disciplines. Vibration analysis, particularly active vibration control
is no exception as the dynamic analyses like the modal, harmonic, and transient
aid the design of both active and passive vibration control systems. The correct
assessment of resonance frequencies is essential in a well-designed PPF controller
scheme, where the filter frequencies should closely match the natural frequencies of
the structure [91]. In vibration control applications used in space flight the elevated
acceleration during liftoff and microgravity in orbit cannot be measured beforehand,
only approximated by numerical methods.

In order to improve the demonstration hardware, this work required to investi-
gate the behavior of the AVC laboratory structure in different design versions. The
material and dimensions of the beam and more importantly the placement and con-
figuration of the sensors was also explored by means of FE simulations. Each of these
design iterations required to take the modal, transient and frequency response of the
system into account. The choice FE software to carry out simulations was ANSYS.
This software provides readily available elements for multidisciplinary simulations.
Amongst others, there are elements with piezoelectric properties suitable to prepare
models of active structures.

ANSYS is widely used to analyze piezoelectric transducer actuated smart struc-
tures in vibration control [18, 22, 36, 103]. This commercial FE package can also
be used to identify the open-loop dynamics of the controlled plant for AVC design;
for example, Hong et al. uses ANSYS to identify modal parameters for an ER fluid
controlled frame in [39]. Models of SMA materials have also been developed for
ANSYS by Torra et al. in [116]. The integration of control strategies directly into the
FEM simulation has an advantage of more precise models and wider disturbance/
response scenarios, however with an increased computational load. Integration of a
direct velocity feedback strategy with a FEM model has been presented by Malgaca
in [75]. Nguyen and Pietrzko use ANSYS to simulate a PZT actuated semi-active
R-L shunt circuit-based vibration controller in [85]. ANSYS is also used to aid the
design of a vibration control system for high-rise buildings to suppress earthquake
movement by Preumont and Seto in [92]. Other commercial finite element packages
are also used in the simulation of vibration dynamics for AVC systems such as COM-
SOL Multiphysics which is particularly suited for vibration-related applications in
MEMS [25, 60, 86, 107]. Yet another commercial FEM package is MSC/NASTRAN
which is widely utilized for vibration and vibration control-related analysis as well
[17, 76, 117].
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This section gives an overview of the simulation results performed on the FE
model of the vibration control demonstration device. For those interested, a complete
explanation of the simulation steps is given along with an ANSYS APDL code listing
in Appendix A.

Figure 5.21 shows the finite element model of the smart structure. All the piezo-
electric actuators are explicitly modeled; their size and position correspond to the real
device. The detailed image indicates the piezo wafer and the adhesive layer under
the transducer. The ANSYS symbols indicate the point where the beam is clamped
to the support base. Electric loading and the coupling between the relevant nodes
of the piezoelectric transducers is also visible. Coupling the piezoelectric elements
and the assignment of the voltage levels simulates the electrodes connected to the
piezoceramic material.

5.4.1 Static Loading

Static loading tests were simulated by applying a 100 V electrical load to the actuating
piezo element. The utilized piezo actuators would withstand a continuous ±120 V
loading. To prevent depoling, the amplifiers have a cutoff voltage of ±100 V RMS.14

Initial tests only investigated the behavior of the standalone piezo wafer. In this
stage the PZT transducer was not yet bonded to the cantilever beam. Static deflection
proved to be within the expected range. This also corresponded to the results obtained
by the simplified calculations, for example (3.7). Following these initial simulations,
a more complex model was built, simulating the static deflection of the actual beam
tip. The static tests provided a good basis for the upcoming more complex dynamic
simulations.

The static step response of a similar cantilever structure has been used for control
system design in [103, 104], utilizing the set of nodal displacements resulting from
a unit step input of voltage potential to the actuator. The vibration suppression strat-
egy has been based on the idea of lumped-input and distributed output control [47],
where the structure dynamics have been separated to independent time and spatial
domains based on the ANSYS nodal step responses. Then the time domain used the
well-known PPF and PVF methods for control synthesis, while the beam response in
the space domain has been computed as an approximation problem using the set of
nodal step displacements. As the simulation results yielding merely sub-millimeter
beam tip deflections suggest [103], it is not ideal to use step responses of struc-
tures actuated by piezoceramics as mathematical models in feedback control. Static
simulations may misrepresent the real dynamic properties of the controlled
structures—especially when the system is lightly damped, oscillating and under-
actuated. The use of methods based on a set of distributed step responses is rather
suited for systems with non-oscillatory and slower dynamics, such as assessing tem-
perature fields in metallurgical processes [48, 49].

14 See (5.5.1) for more details on amplifier safety measures.

http://dx.doi.org/10.1007/978-1-4471-2333-0_3
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(a) Model of the active beam

(c) Overlay of vibration modes and the undeformed structure

(b) Boundary conditions

Fig. 5.21 Finite element model of the smart structure (a), showing details of the boundary conditions
including displacement, voltage potential and gravity loads in (b). An overlay of various vibration
modes and the original undeformed structure is illustrated in (c)

5.4.2 Modal Analysis

The modal analysis of the smart structure was the first step towards determining the
experimental setup configuration. Frequency range investigated by the modal analy-
sis corresponded to the originally planned control bandwidth, namely 0–500 Hz.
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Table 5.5 FEM modal tests to determine ideal beam length

Mode 1 2 3 4 5 6 7

Length Frequency (Hz)
450 12.5 77.0 162.3 215.2 262.1 422.1 –
500 10.1 62.5 131.7 174.5 235.2 342.4 –
550 8.3 51.7 108.9 144.2 213.2 282.5 467.8
600 7.0 43.1 91.3 121.2 195.4 237.3 392.8
650 5.9 37.2 78.3 103.1 179.1 202.4 334.1

This however later proved to be too extensive, given the difficulties with implement-
ing an MPC controller with a priori guarantees on the physical system.15

Block Lanczos, the ANSYS default mode extraction method was used to obtain
the first 10 modes. The rest of the simulation parameters were corresponding to the
program defaults. Several simulations were carried out which attempted to determine
the cantilever dimensions. The aim was to obtain five bending modes within the
originally planned control bandwidth. Moreover, these modes were required to have
a desirable distribution within the examined frequency range.

Primarily only one piece of piezoelectric actuator was considered. The edge of the
actuator was fixed at 20 mm from the clamped end. The width of the beam was planned
to be 40 mm, as this is the most sensible for the given actuator width. The thickness
of the beam was fixed to be 3 mm. Beam length was the only dimension remaining
as a variable. As Table 5.5 shows, varying the beam length greatly influences the
number and distribution of the first seven modes under 500 Hz.

Beams with lengths 450 and 500 mm showed only 4 bending vibration modes
under 500 Hz. On the contrary, if the beam had a length of 650 mm it presented an
extra mode within the planned control range. Taking all considerations into account,
the beam length of 550 mm was chosen. This length provided five bending modes
within the bandwidth, and these modes had a desirable distribution.

After the cantilever beam material, dimensions and the placement of one piezo-
electric actuator16 was assigned and fixed, the modal simulation showed the presence
of seven modes within the considered frequency range. As planned, five of these
modes were bending modes also detectable by observing the tip deflection. After
visualizing the modes, the second mode showed a transversal movement and the
fifth one a twisting behavior. The relevant modal frequencies using one piezoelectric
actuator are listed in Table 5.6.

The first mode is a pure bending mode. The second mode shows one major node,
which is located about 290 mm from the clamped base. There is also an anti-node
approximately 50 mm from the beam tip. The fourth is the next relevant mode, this
presents two nodes of vibration which are placed at one and two thirds of the total

15 Considering the first three transversal vibration modes instead of five at design stage would be
more suitable for this application. However, the issues regarding the size of the region of attraction
and unexpected levels of NRMPC suboptimality were at this time unknown. See Sects. 11.1 and
11.4 for more details.
16 Actuator marked as PZT1, see Sect. 5.1 for details.

http://dx.doi.org/10.1007/978-1-4471-2333-0_11
http://dx.doi.org/10.1007/978-1-4471-2333-0_11
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Table 5.6 FE modal simulation results utilizing one piezoelectric actuator

Mode 1 2 3 4 5 6 7

Frequency (Hz) 7.8 48.5 101.2a 135.1 198.1 264.0b 435.9
a Sideways mode
b Twisting mode

Table 5.7 FE modal simulation results utilizing piezoelectric transducers corresponding to the real
and finished experimental device

Mode 1 2 3 4 5 6 7

Frequency (Hz) 7.9 48.9 101.1a 135.5 204.0 264.0b 446.2
a Sideways mode
b Twisting mode

beam length. The sixth and seventh mode shows three, respectively four vibration
nodes according to the FEM simulation.

After completing the FEM model by placing the rest of the piezoelectric transduc-
ers in their respective locations, the modal analysis was repeated. This time all the
piezoelectric transducers were modeled in a short circuited state; meaning that there
was zero potential in between their electric terminals. Table 5.7 lists the resonance
frequencies of the smart structure with all the piezoelectric actuators in place. As is
evident from the table, no significant frequency shifts occurred. There was no spe-
cial effort taken to readjust the simulation model parameters to the real properties of
the system. Higher resonance frequencies may be imprecise, although the first three
eigenfrequencies correspond to measurements.

Figures 5.22 and 5.23 show plots of modal shapes for modes 1 through 6. All the
images were acquired through an ANSYS FEM simulation, using the fully modeled
experimental device with all transducers in place. A side view of the shape is pre-
sented on the left, while pictures on the right show an isometric three-dimensional
angle of vibration modes. Mode shape is shaded with dark, while the undeformed
geometry is indicated by contour lines. Note that the third mode in Fig. 5.22e, f
deforms perpendicular to the measurement point, therefore it cannot be detected
with the considered measurement system. Similarly, mode five in Fig. 5.23c, d is a
twisting mode—not considered in the control application. There is one more vibra-
tion mode just under 500 Hz not depicted on the figures.

5.4.3 Harmonic Analysis

Harmonic analyses have also been carried out to test the frequency response between
the actuating piezoelectric actuator and the beam tip at the point of interest. The
number of sub-steps or the resolution of the analysis was adjusted according to
the actual mesh density used in order to decrease the computational load. None of
the default simulation parameters were changed—a harmonic analysis of a piezo-
electric actuator enabled structure can be easily prepared in ANSYS. The obtained
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(a) 1. mode shape (side view)

(c) 2. mode shape (side view)

(e) 3. mode shape (front view) (f) 3. mode shape (isometric view)

(d) 2. mode shape (isometric view)

(b) 1. mode shape (isometric view)

Fig. 5.22 FEM simulated vibration mode shapes 1. (a, b), 2. (c, d), 3. (e, f) of the active structure.
Showing side (front for (e)) views on left and isometric on right. Note that mode 3 is perpendicular
to the laser measurement direction, thus not considered in the control application

frequency responses have been subsequently exported to a data file, which in turn was
utilized in Matlab for system identification. This system identification approach was
later abandoned in favor of the simpler and more direct experimental identification
procedure.
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(a) 4. mode shape (side view) (b) 4. mode shape (isometric view)

(c) 5. mode shape (side view) (d) 5. mode shape (isometric view)

(e) 6. mode shape (side view) (f) 6. mode shape (isometric view)

Fig. 5.23 FEM simulated vibration mode shapes 4. (a, b) 5. (c, d) 6. (e, f) of the active structure.
Showing side views on left and isometric on right. Note that mode 5 is a twisting mode, not
considered in the control application

5.4.3.1 Transducer Placement

Several works deal with the optimal placement of piezoelectric transducers in active
and semi-active vibration attenuation. Criterion on placement are diverse, usu-
ally include prevention of control spillover, controllability, observability and others
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Table 5.8 Primary tests on actuator position with one piezoelectric transducer

Mode 1 2 4
Edge position (mm) Vibration Amplitude (mm)

0 20.70 1.49 0.38
4 15.50 2.37 0.34
8 15.09 3.24 0.29
12a 14.83 3.99 0.31
20 14.04 3.03 0.30
40 10.85 1.01 0.10
60 8.19 0.43 0.06
a Final position used on the physical device

[34, 93]. Unlike the sophisticated optimization-based placement approach utilized by
many researchers, this work used a more straightforward method. The placement of
actuators is based entirely on practical considerations: the first and foremost decision
factor was to maximize beam tip displacement under the first resonant frequency,
while ensuring measurable and visible vibration amplitudes at higher resonances at
the same time.

The primary placement FEM simulations involved only one piezoelectric trans-
ducer in actuator mode. It was necessary to determine the position of the PZT wafer
starting edge measured from the clamped end. Several simulations have been carried
out all with a fixed carrier beam dimension of 550 × 40 × 3 mm. The piezo trans-
ducer length was aligned to the symmetry line of the beam width. The main aim was
to maximize the vibration amplitude at the beam tip in the first mode, although the
amplitudes of the second and fourth nodes were not neglected either. Results from
the preliminary harmonic excitation FEM analyses are summarized in Table 5.8.

Note that the vibration amplitudes in this initial analysis are somewhat different
from those measured in the final device. This is simply because at the time of prepar-
ing these simulations the FEM model has not been readjusted according to the real
device properties. The elastic modulus of the beam, PZT material properties and the
damping constant has been assumed from table values and engineering judgment. In
spite of this, the first resonant mode with the actual PZT placement (12 mm) gives a
realistic estimate of the real amplitudes.

Amplitudes bear information about the relative change of tip displacement related
to the actuator position. It is clear that for the first mode displacements, the closer
we get to the fixed end with the actuator edge, the higher the tip vibration amplitude
will be. It is less obvious but observable from the simulation data shown in Table 5.8,
that for the second vibration mode there is a turning point in the amplitude values.
Up to a certain position it seems to be increasing, then as we get closer to the fixed
end it decreases again. Therefore, the placement of the first actuating piezo edge was
determined to be 12 mm from the clamped end. This provides a tradeoff between
first, second and fourth mode vibration amplitudes measured at the end. Because
of the electrical connections on the piezo transducer, it would be impossible to get
closer to the clamp.
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5.4.4 Transient Analysis

A transient analysis has been performed on the FEM model of the active vibrating
beam. The actuator voltage has been set to zero; the simulation denotes the mechan-
ical response of the beam equipped with the piezoelectric actuators without control.
An initial deflection has been simulated using an equivalent force effect applied at the
beam tip at the first step. The force effect has been removed for the rest of the simu-
lation. In the experiment the beam has been deflected 10 mm away from equilibrium,
an equivalent force represented the same initial displacement.

As is demonstrated in Fig. 5.24, the mechanical response of the beam can be
precisely simulated using FEM, even in the case of a composite aluminum beam
equipped with piezoceramic actuators. We have to note, however, that a short-
circuited set of piezoelectric patches do not have a significant effect on the uncon-
trolled mechanical behavior from the beam. The detailed response shows very little
difference between the simulated and real deflections. The transient response simu-
lation at first overestimates the effect of damping, then later underestimates when we
compare it to the experimentally measured response. This is simply due to the imper-
fect damping model, as proportional damping has been considered in the simulations.

Another transient test (not shown) has been performed as well. Here the actuator
voltage was set to a nominal value of 100 V and then back to zero at the next
time step. The driving voltage was stepped up and down instead of ramping. The
rest of the simulation parameters were similar to a general case transient analysis
previously. The simulated transient deflection response to a change of voltage in the
piezoelectric actuators has been in good agreement with experimental results. The
setup of a transient response simulation is briefly discussed in Appendix A.

Figure 5.25 illustrates the transient response of the beam near the first resonant
frequency as shown in the frequency domain. The FEM simulation results match the
beam dynamics acquired through experiment.

5.4.5 Control Prototyping

Finite element analysis software usually do not contain tools to implement control
strategies in dynamic simulations. The ANSYS software environment lacks this
feature as well.17 However, using its internal scripting language APDL, it is possible
to include simple control strategies in transient simulations.

In order to evaluate the effect of a closed-loop control strategy applied to the AVC
demonstrator and the actuation potential of the piezoceramics, a modified ANSYS
transient analysis has been prepared. A linear quadratic controller has been imple-
mented in the proprietary APDL language along with a simple state observer. The
state-space model of the system has been considered the same as the direct laser-
based system model in Sect. 5.3.4, while the fixed LQ gain K has been computed

17 As of its current version: Release 13.0.
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Fig. 5.24 Comparison of the experimentally measured transient vibration response with the FEM
simulation. The figures denote response to a 10 mm initial deflection without control and the resulting
settling time well in excess of 30 s

10
1

−40

−30

−20

−10

0

10

20

Frequency (Hz)

Po
w

er
 (

dB
/H

z)

Experiment
ANSYS
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to be equal to (5.4). The experimental data featured earlier in Sect. 5.3.4 served as a
basis of comparison for the ANSYS simulation results.

The transient simulation of the AVC demonstrator has been programmed using
the ANSYS APDL macro language in the usual manner. The transient time steps
have been however divided into steps within an APDL *DO program cycle. The
time steps between the subsequent transient analysis steps have been set equal to
the sampling period of the controller and the observer, that is, Ts = 0.01 s. After
a SOLVE command has been issued, the nodal displacement at the end of the beam
is evaluated and used as an input to the state observer. The observer then outputs
the estimated state, and the control input to the piezoceramic actuators is computed
based on the fixed feedback matrix K. The control input value at the actual step is
input as the voltage potential boundary condition for the next simulation step, and
the cycle repeats.

Figure 5.26 illustrates the result of this ANSYS simulation. The experimental
data of the beam subjected to a 10 mm initial displacement without control and with
LQ control is contrasted to the ANSYS controlled transient simulation results on
Fig. 5.26a. The controlled FEM simulation not only matches laboratory measure-
ments well, but also indicates the considerable damping effect of the controlled
piezoceramic transducers: the settling time has been reduced well in excess of an
order of magnitude. Figure 5.26b shows the saturated control inputs supplied to the
piezoceramic transducers. The control inputs do not converge to zero in the real
measurements unlike in the ANSYS simulation, because of the unmodeled effects
of ambient mechanical noise and minor disturbances in the laboratory.

5.5 Hardware Components

This section introduces the individual hardware components of the experimental AVC
demonstrator device in detail. It is intended for the reader who is not familiar with
the components and laboratory equipment used in the construction of piezoelectric
actuated smart structures. This section may also give pointers to those who wish
to build such a laboratory device. In addition to the technical description of the
piezoelectric actuators, feedback measurement methods or the beam placement and
a brief overview of their use in the academic literature is also given.

5.5.1 Piezoelectric Transducers

The individual piezoelectric actuators and sensors utilized on the AVC demonstrator
laboratory device are identical. MIDÉ QuickPack QP16n transducers are used in
actuator mode to apply a deformation to the beam thus deflecting the whole struc-
ture away from equilibrium and in sensor mode to generate a voltage proportional
to the mechanical deformation. The product shows higher variance in capacitance,
since it is intended for the mid-range market segment. The transducers come in a
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Fig. 5.26 Comparison of the experimentally measured transient vibration response under LQ con-
trol with the FEM simulation, showing the free response for reference. The figures denote response
to a 10 mm initial deflection and the significantly reduced forced settling course

convenient pre-packaged form, along with the electrodes and a connector block. A
QP16n transducer is shown in Fig. 5.27a with the electrical connections and protec-
tion film visible.

Similar to the experimental implementation featured in this book, other academic
works dealing with the vibration damping of cantilever-like structures often utilize
piezoelectric patches [7, 30, 64, 67, 74 118].

5.5.1.1 Piezoelectric Transducers in Actuator Mode

The type of transducer used in this work is suitable for strain actuation only [77].
It consists of one piezo wafer, made of PZT5A. The dimensions of the wafer are
45.9 × 20.7 × 0.25 mm and the full-scale voltage applicable is ±120 V. The nominal
device capacitance is 137 nF. The manufacturer gives a ±225 με full-scale strain.
The piezo wafer is surrounded by a protective film and comes with the electrodes
bonded to the surface. The electrodes are connected to a socket, compatible with
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(a) Piezoelectric transducer MIDÉ QP16n (b) Transducers bonded on the beam surface

Fig. 5.27 Piezoelectric transducer MIDÉ QP16n in a factory-packaged state with connector and
protective film (a) and transducers bonded directly onto the beam surface in (b)

the factory provided cables. The size of one PZT transducer in the protective film,
without the electrical connection is 50 × 25 × 0.25 mm.

The transducers are bonded to the beam surface using a two-component high-
performance structural epoxy resin. After marking the correct position of the trans-
ducers, the surface was lightly sanded to allow better adhesion. The relevant parts
were cleaned; grease was removed using isopropyl alcohol. The surfaces around the
device were masked off using TEFLON tape. A thin layer of resin was carried on
the surface. Finally, a pressure of approximately 100 kPa was applied on the actu-
ator surface during the whole 24 h cure cycle [79]. An even more uniform bond
may be acquired using a vacuum bonding technique, although the former method is
considered to be satisfactory for the application in question.

Transducers bonded on the beam surface are shown in Fig. 5.27b. One of the
symmetrically placed actuators close to the clamped end is visible here, along with
the additional transducer acting either as a source of disturbance or as feedback
sensor in certain experiments.

In the case of an actuator mode application, the PZT transducers are connected
to the amplifier output terminal via CB-014 cables, while the same type of leads are
used for the senor mode transducers. The cable is suitable for transducers with a
single PZT wafer and has a BNC termination. The two inner pins on the connector
are not in use with this type of transducer; signal is transmitted only through the
outermost connectors.

5.5.1.2 Piezoelectric Patch in Sensor Mode

A piezoelectric patch identical to the actuators is used in sensor mode, in experi-
ments analyzing differences between direct and estimated feedback. The edge of the
piezoelectric sensor is located 80 mm away from the beam clamp, coinciding with
the point where the capacitive proximity sensor is mounted. The axis of symmetry
of the piezoelectric patch along its length coincides with that of the beam.
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(a) Power amplifiers (b) Cable terminal

Fig. 5.28 MIDÉ EL-1225 high voltage inverted operational amplifier used to drive piezoelectric
actuators (a) and the NI BNC-2111 cable terminal connecting outputs and inputs to the measurement
card shown in (b) (right)

Initial tests demonstrated that the signal level coming from the wafer is more
than satisfactory. This allows the sensor to be connected directly to the monitoring
equipment. No voltage following circuit is required to drive the data acquisition
device [105]. If there is no stress, a piezoelectric transducer is a capacitor in the
electrical point of view. On the other hand, if there is stress present, the generated
voltage is proportional to it.

Piezoelectric sensor voltage output level exceeds signal acquisition card spec-
ifications, therefore has to be attenuated. In order to do this a 100 k� resistor is
connected in parallel with the piezoelectric sensor strip. In this way voltage output
is matched to the expected tip deformation range of the cantilever beam.

5.5.1.3 Amplifiers

A power amplifier drives piezoelectric actuators through an applied voltage. The
device used in the series of experiments featured in this work is a MIDÉ EL-1225
high voltage inverted operational amplifier, shown in Fig. 5.28a. The device accepts
an input signal and amplifies it up to ±200 V peak. It is stable to drive large capacitive
loads, like piezoelectric actuators. It provides an output bandwidth of 5 kHz with a
3 dB attenuation, with a continuous user adjustable gain of 20 V/V [78].

The device provides safety measures against overloading the actuators, since too
much power and high voltage may damage the piezoelectric devices and the amplifier
circuitry. There is a selectable ±100 or ±200 V voltage limit18 to suit the depolar-
ization voltage of the actuator. There is a 50 or 200 mA peak current limit as well,
of which the lower one is suitable for devices with low power dissipation. Because
the actuators described previously have a maximum admissible voltage of ±100 V,

18 This safety limit is given in RMS, not peak values.
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the lower safety settings were in effect throughout most of the experiments. The
maximal output power of the amplifier is 20 W (RMS).

The signal of the output terminal is split using a BNC-T junction. It is connected
to the actuator and an analog oscilloscope for convenient signal monitoring.

5.5.2 Beam Material and Base

Several material types have been considered for the cantilever beam. Plastics would
be an interesting application for active vibration damping, although a plastic base
would bring significant unwanted difficulties both in modeling and in control: plastics
demonstrate a nonlinear, time dependent behavior and significant creep. In this case,
classic Hookean engineering does not apply, thus complicating the FE simulation,
modeling, mathematical identification and necessary control system considerations
significantly.

5.5.2.1 Beam

Aluminum has been chosen for the cantilever beam material. There are several types
of aluminum alloys commercially available in a sheet form. The most common is
6061, which contains magnesium and silicone as alloying elements. To maximize the
vibration amplitudes, this application required a rather soft aluminum type, one with
low elastic strength. Aluminum with the designation EN AW 1050A was chosen, as
this is 99.5% pure commercially available material [89].

Mechanical properties are subject to great variation, the exact elastic strength is
not a known parameter unless the sheet metal is purchased with a certificate. The
cantilever has dimensions of 550 × 40 × 3 mm (L × W × H ), with an additional
200 mm length reserve. This allows the adjustment of system properties by changing
the clamping position, thus changing modal frequencies. The possibility to change
modal frequencies and thus the dynamic properties of the beam can be utilized when
investigating controller robustness or simulate parametric vibration. The beam in
question is shown mounted to its support base in Fig. 5.29a.

To avoid sideways vibration, which is not directly measured nor considered in
this work, one could ideally choose the beam width to be the same as its height.
Unfortunately, the width of the piezoelectric transducers prevented the significant
reduction of the beam width; therefore, it was chosen to be 40 mm, slightly exceeding
the width of the transducers.

5.5.2.2 Base

A heavy iron structure acts as the base of the mechanical part of the experimental
setup. The clamp initially considered would fix the smart structure in a vertical
position [27]. This means that the beam tip would vibrate alongside the Earth’s
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(a) Beam and support base (b) Adjustable clamp

Fig. 5.29 Beam and its support base construction (a) and the adjustable clamping system
shown in (b)

gravitational field. The clamp was manufactured out of a section of a HEB iron
construction profile. Although this setup would present some advantages, it proved
to be unsatisfactory. The primary tests involved only one PZT actuator bonded to
an aluminum beam, excited with the first modal frequency. Measurements showed
asymmetric movement: the vibration amplitude was enlarged by the gravitational
pull. This effect was deemed undesirable; therefore, the clamp design was changed.

The final clamp design shown in Fig. 5.29a was modified to hold the beam horizon-
tally. This means that the beam tip vibrates perpendicular to the Earth’s gravitational
field. This prevents the problem of the gravitational inertia significantly effecting
the measurements. The smart structure (aluminum beam with the bonded PZT trans-
ducers) is held in place with an adjustable clamp, as shown in Fig. 5.29b. Alongside
the beam direction there is a guide rail for the optical head assembly. This allows
accurate positioning of the laser heads. Several academic studies prefer the vertical
positioning of the beam, such as [7, 33, 64, 67, 74, 96, 102, 118] and others. It is also
possible to fix the beam in an upright position [5].

5.5.3 Measurement of the Tip Displacement

As is the case with every control application, active vibration cancelling systems
need feedback and some real-time measure of vibration levels as well. A selection
guide for strain, displacement, velocity and acceleration sensing instrument useful
for vibration attenuation feedback is presented in [98], while different industrial
sensors and actuators are discussed in [114].

Accelerometers are the most common means of acquiring a feedback signal to
controllers [22, 88, 94]; albeit mounting or bonding the accelerometers can be imprac-
tical or impossible in certain situations. Despite recent advances in accelerometer
miniaturization, these devices may still alter the mass and stiffness properties of
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(a) Vibrometer and speaker (b) Sound field

Fig. 5.30 Measurement of the sound field emitted from a speaker using a Polytec PSV-400 scanning
laser Doppler vibrometer is shown in (a), while (b) features the resulting measured sound field in
the scan grid [42, 43]

mechanical systems. Other problems may arise by the bond between accelerometer
and measured surface, and the presence of lead wires. Accelerometers provide an
excellent measure of acceleration levels that can be integrated to gain velocity or
position estimates, but they cannot sense static position changes.

Piezoelectric wafers, piezoresistive strips and other similar devices are commonly
used as feedback sources in active vibration attenuation [55, 68, 101, 118]. These
devices are cheap to manufacture and can be integrated into the controlled mechanical
structure. This is an excellent option for a plethora of applications; however, it still
requires altering the original structure. In addition, the presence of lead wires is
not solved and piezoelectric sensors cannot provide a DC component of mechanical
changes in the controlled structure.

Contact-free measurement of vibration levels is an excellent alternative to the
formerly mentioned feedback sources, if the modification of the controlled structure
is not desired or permitted. Mass, damping and stiffness properties are naturally not
affected by the sensor or its lead wires, which is especially important in micro can-
tilever vibration damping in MEMS [73]. Laser Doppler vibrometry is an attractive
choice for experimental verification tests because of its accuracy and it is often uti-
lized in academic studies on vibrating cantilevers and other structures [7, 44, 45,
51, 73]. A laboratory measurement of the sound field emitted from a speaker by
using a scanning laser Doppler vibrometer is illustrated19 in Fig. 5.30 [42, 43]. The
vibrometer scans through a predetermined grid of measurement points (Fig. 5.30a),
and creates a visual representation of phase and magnitude at the given grid point at
a particular time instant (Fig. 5.30b). Laser Doppler vibrometers are very valuable
in vibration and sound-related research, nevertheless mainly suited to the laboratory
environment because of their relatively bulky size and price range.

19 Courtesy of Thomas Huber.
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Industrial optical sensors based on laser triangulation are more suitable to practical
use and product integration. Unfortunately, the size of triangulation sensors is still
somewhat large, and the price range of such devices is too high for a mass produced
commercial item. Industrial laser triangulation feedback sensor has been used for
vibration damping in [109] and later in [108]. The use of laser triangulation is also
suggested for road profile feedback in vehicles with active vibration control in [19].

An array of frequency selective capacitive vibration sensors has been presented
in [95] and suggested for use in vibration measurements. Although the surface near
silicon bulk microtechnology fabrication process permits low cost sensors, these
devices still have to come into physical contact with the measured structure. More-
over, this device is only sensitive to selected frequency lines in the range of 1−10 kHz,
thus not suitable for lightly damped structures with slow dynamics.

Ultrasonic sensors are relatively cheap and small, albeit not suitable for high-
speed measurements. The fundamental working principle of ultrasonic sensors pre-
vents their use in high sampling speed real-time vibration measurement and control
applications. Cheap, industrial grade capacitive sensors may be suitable for vibra-
tion damping applications. While capacitive proximity sensors are commonly used
in control engineering practice, their utilization in the field of vibration control is
atypical but promising possible benefits such as low price and availability [110].

The measurement of the beam tip deflection is ensured by a contact-free state of
the art laser distance measuring system for the AVC demonstrator. The measuring
chain consists of a laser head, cabling and a proprietary processing unit. The distance
is output to the processing unit as an analog scalable voltage value. Other types of
signal output are also possible, although not utilized in this particular application.
The analog voltage output from the processing unit is connected to the PCI measuring
card via an appropriate BNC-BNC cable terminal.

5.5.3.1 Head Unit of the Triangulation System

The laser triangulation head utilized as a feedback source in this work is shown in
Fig. 5.31a. It contains a linearized CCD sensor, which determines the distance from
a reference point by means of triangulation. Position of the reflected light passes
through the lenses and hits the CCD. The light on the CCD moves, as the position of
the target changes. The sensor detects the peak value of the light quantity distribution
of the beam spot for each pixel. This is identified as the target position [56]. Errors
in pixel edges are reduced by a proprietary technology to ensure high accuracy.

The type of the triangulation head is a Keyence LK-G82 high stability, multi-
purpose laser device, with one of the fastest sampling in its class with a 50 kHz
sampling rate [3]. It is providing an accuracy of ±0.05% with the resolution of
0.2 μm. The measuring range of the head is 80 ± 15 mm. These properties make
the triangulation device suitable for application as vibrometry equipment for this
experimental device.

There is a second laser triangulation head present in the experimental configura-
tion; a Keyence LG-G32 device. It has a slightly smaller range from the reference
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(a) Laser triangulation head (b) Laser measurement CPU

Fig. 5.31 Keyence LK-G82 laser triangulation measurement head in (a) and Keyence LK-G3001V
proprietary CPU processing and filtering signals from the heads shown in (b)

(a) Capacitive proximity sensor (b) Capacitive and PZT feedback setup

Fig. 5.32 The capacitive proximity sensor mounted in front of the beam is shown in (a) while the
overall configuration of the feedback verification scheme is demonstrated in (b)

point: 30 ± 5 mm. The resolution of this device is higher and in the range of 0.05
μm. The second laser head provides additional measuring points in addition to eval-
uating solely the beam tip vibration. The feedback signal from the second head is
not utilized in the control systems considered in this work.

5.5.3.2 Processing and Filtering Unit

The processing and filtering unit for the laser head is of the type Keyence
LK-G3001V. The central processing unit amongst others provides the means to cal-
ibrate and set the measurement properties. It allows for scaling distances to analog
voltage values to refine the resolution output. The triangulation system controller is
shown in Fig. 5.31b.



5.5 Hardware Components 191

It is possible to use different types of filters to eliminate unwanted measurement
noise. The settings are administered via USB, utilizing a personal computer. The
unit also contains a 65,000 point internal memory. This allows for proper system
identification and validation tasks. The CPU is connected to a BNC-2111 cable
terminal with BNC connectors. This allows fast reconfiguration of the system for
different experiments.

It is worth noting that the measurement precision is mainly limited by the sur-
roundings of the experimental setup. Since the long clamped aluminum beam is an
under-damped structure, it presents vibration at all times. This is due to the small
turbulence of air within the laboratory, temperature gradients and even the ongoing
traffic on the street adjacent to the building.20 Measurements that are more precise
could be carried out in a sound isolated environment.

Realistically, in the surroundings available to us the beam tip vibrates with an
approximate 0.025 mm amplitude, which can be as high as 0.15 mm with heavy
traffic. This measurement disturbance shall be limited by filtering.

5.5.3.3 Repositioning of the Beam and the Measurement System

Laser heads 1 and 2 are mounted on an adjustable guide rail system. This allows con-
venient repositioning of the measurement system along the length of the beam. The
current work uses only laser head referenced in Fig. 5.6 as LASER 1 for its feedback
measurements. This measurement head is used at the end of the beam because it is
capable of handling the deflections encountered at the first resonant frequency. The
measurement head LASER 2 is currently unused, although it is possible to construct
a feedback model with more than one measurement points.

An additional guide rail for the aluminum beam allows changing the reference
position of the laser heads from the measuring system. This movement takes place
along the axis parallel to the vibration direction and perpendicular to the length of
the beam. The equilibrium position of the beam tends to drift under load, therefore
the readjustment of the feedback reference is often necessary.

5.5.3.4 Capacitive Proximity Sensor

An 18 mm diameter Pepperl+Fuchs 924 Series industrial capacitive proximity sensor
is utilized in this work to evaluate alternative feedback signals to the control system.
Unless otherwise noted, the experiments have been carried out with the more precise
laser triangulation system and its feedback. The capacitive sensor has been only
in place to compare the LQ enabled vibration attenuation under different feedback
schemes.

The sensing range of this capacitive sensor is listed as 2–5 mm and its linear
voltage output is supplied from 1 to 9 V with a ±0.25 V linearity deviation. According

20 See Sect. 5.3.2 for a measured mechanical noise and disturbance sample.
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to manufacturer specifications, its sensitivity is 2.66 V/mm and the response time
1 V/ms.

If a capacitive proximity sensor is considered as feedback source in active vibra-
tion damping applications, the main limiting factor is its response time. At full 8 V
output range this device provides a 125 Hz bandwidth, which is the worst-case sce-
nario. As the sensing range decreases, the bandwidth also widens. If the maximum
sensing range is set to the first vibration mode at the point of measurement, higher
modes may be also measured since they are less dominant and thus the sensor band-
width increases. Based on the bandwidth, capacitive sensors are suitable feedback
sources for active vibration attenuation and control of lightly damped structures.

For the experimental setup in question, the expected beam tip deflections are
±15 mm away from the equilibrium position, giving an overall 30 mm deformation
range. Naturally, the range of the capacitive proximity sensor is much smaller; there-
fore, it has to be placed closer to the clamped end. A sensor range of ±1.5 mm and
proportional relation to beam length and deflection gives an ideal position of 55 mm
measured from the fixed end. The effective sensing range is also decreased because
the beam is made of aluminum instead of steel. Taking these facts into account the
sensor has been mounted 80 mm from the clamped end, its zero equilibrium position
fixed at 6 V. An expected full range bandwidth of 125 Hz is well sufficient for this
application, since the first three measurable vibration modes are under this limit. The
capacitive sensor is powered by 19 V direct current through a stabilized laboratory
supply, within the specified nominal range.

5.5.4 Real-Time Control Environment

Identification, experimental measurement and controller testing have been carried
out in real-time, using the combination of hardware and software tools described
below.

5.5.4.1 Controller Development

The development, testing and final implementation of the control system along with
mathematical identification tasks are carried out under the Matlab suite, also using
Simulink. The computer running the Matlab suite is referred to as host PC. The
host PC has been used for simulations described in Sect. 11.2.1, evaluating MPMPC
controller calculation times. Although this computer takes no role in the real-time
control of the vibrating beam, it is an integral part of the laboratory hardware.

The host PC conforms to current average specifications, having an AMD Athlon
X2 DualCore 4400+ processor running at 2.00 GHz. A large, 2.93 GBytes of RAM is
necessary for the identification process and other memory intensive tasks. This com-
puter is connected to the PC performing real-time tasks via Ethernet, as described in

http://dx.doi.org/10.1007/978-1-4471-2333-0_5_11
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Sect. 5.5.4.2. The rest of the hardware components included in the host PC configu-
ration are irrelevant to the application, therefore will not be listed.

5.5.4.2 Controller Application

In this work, the real-time controller is implemented under the xPC Target rapid
prototyping system [112]. The xPC Target software prototyping system is a popu-
lar choice for the real-time implementation and verification of controllers for AVC
both in academic studies and for industrial practitioners [20, 28, 59, 81]. Amongst
a few others, dSPACE is also a well-known hardware platform for real-time con-
troller implementation for active vibration control [11, 21, 24, 66]. Other specialized
hardware and code development software is available from vendors such as National
Instruments, Quanser and others.

The xPC Target solution uses a separate PC, often referred to as target PC as a
hardware platform for the prototyping, testing and deployment of control and mea-
surement software. The environment makes use of Simulink block schemes, includ-
ing custom applications developed in C language [113]. After creating the desired
block scheme on the host PC as described in Sect. 5.5.4.1, and adding appropriate
input and output functions, a compiler creates an executable code. The executable is
then loaded onto the target PC. The process will run under the xPC kernel in real-time
only in case the calculations are tractable on the given hardware.

This laboratory device is controlled by a software prototyping system running on
a target PC with an Intel Core 2 Duo (E6550) processor running at 2.33 GHz and
2024 MBytes of RAM. RAM size directly affects the number of measurement values
possible to store online, while processor speed directly influences the execution times
which can be used in real-time control.21 Although not a requirement, the target PC
has a hard drive which is used for loading the xPC kernel at startup. This hard drive
is also used for saving measurement data, which is then downloaded to the host PC
for further processing.

The target PC communicates with the host PC using an xPC Target 4.0 compatible
networking interface, manufactured by 3COM. The communication between the
host PC and target PC is ensured via Ethernet, using the TCP/IP protocol. The most
important hardware component in the target PC is the data acquisition (commonly
referred to as the measurement card). It is used for connection with the actuators
performing the control moves and sensors providing feedback signal.

5.5.4.3 Data Acquisition

Data acquisition for the demonstration hardware featured in this work is carried
out utilizing a PCI DAQ card. The device in question is a National Instruments

21 This computer has been used to compute the task execution times of various predictive controller
featured in Sect. 12.5.

http://dx.doi.org/10.1007/978-1-4471-2333-0_5_12
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PCI-6030E22 multifunction DAQ card. It is capable of providing sampling rates up
to 100 kS/s with 16-bit resolution. There are 16 analog inputs and 2 analog outputs
[82]. The card is capable of self-calibration, utilizing a high precision on board
voltage source [83]. This ensures precise measurements at all times. The particular
piece of equipment was chosen, because it is compatible with the hardware and
software requirements of this application. The choice of measurement cards and
boards mainly depends on the control software prototyping platform compatibility,
resolution, precision and the number of input an output ports.

The data acquisition device is connected to a National Instruments BNC-2111
cable terminal with BNC connectors for the analog input and output channels. BNC-
2111 is a shielded connector block providing 16 single ended analog input terminals,
two analog output terminals and five digital I/O. It is compatible with the data acqui-
sition card in question and delivers an external reference voltage for the analog
outputs. Selection between ground referenced and floating source signals is ensured
by a two-position switch. The cable terminal used throughout the experiments is
shown in Fig. 5.28b.

5.5.5 Electrodynamic Shaker and Amplifier

An electro magneto-dynamic shaker has been utilized in select verifications tests as
a source of mechanical disturbance. Shakers or modal testing equipment based on
similar working principles are used as motive force generators in several applications,
including mechanical impedance measurements, vibration testing and accelerometer
calibration [50]. In the field of active vibration control, shakers can be used as a
primary source of outside disturbance to verify and compare control systems. In
addition to modal tests, shakers of different sizes and makes are widely utilized
in academic studies and industrial settings to test active vibration control systems
[8, 39, 74, 97].

5.5.5.1 Shaker

The electrodynamic shaker with a permanent field magnet utilized in this application
has been manufactured by Brüel&Kjær. The miniature laboratory shaker, Type 4810
is capable of delivering a 10 N peak sine force, with a bandwidth of DC to 18 kHz [13].
Its first resonance is above the usable bandwidth, and is capable of delivering a bare
table acceleration of 550 ms−2. Maximal stroke is set at 6 mm. The shaker body with
a visible electrical connection is shown in Fig. 5.33a. Radial flexure springs restrict
the moving element, ensuring near perfect rectilinear motion. Laminated flexure
springs minimize distortion due to resonances, by providing necessary damping to
the system.

22 Formerly known as PCI-MIO-16XE-10.
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(a) Electrodynamic shaker (b) Shaker amplifier

Fig. 5.33 Brüel&Kjær Type 4810 electrodynamic shaker (a) and Brüel&Kjær Type 2718 general-
purpose shaker amplifier shown in (b)

The object is attached to the shaker by a 10–32 UNF screw, commonly used with
accelerometers. Although capable of modal testing, this application only uses the
shaker as a source of disturbance, generated by the measurement setup. The shaker
acquires its voltage source through an amplifier.

5.5.5.2 Amplifier

The amplifier driving the miniature shaker introduced in Sect. 5.5.5.1 has been manu-
factured by Brüel&Kjær and is shown on is shown in Fig. 5.33b. This general-purpose
operational amplifier Type 2718 has been specifically designed for small vibration
exciters, and drives shaker Type 4810 up to its full rating.

The device features a 75 VA output capability, continuously variable current limit
from 1 to 5 A RMS and a 40 dB voltage gain [14]. This amplifier provides a flat
frequency response in the bandwidth of 10–20 kHz (±0.5 dB).

Monitoring of output is ensured by a front panel display and information about
distortion, temperature and current overload, stand-by status and power on. Moni-
toring of the output current and voltage is ensured by an appropriate output at the
back of the amplifier using two BNC connectors.

The amplifier is delivering the high voltage signal to the mini shaker using an
10–32 UNF Microdot plug. The amplifier gains its signal from the measuring card,
and its input is connected to the cable terminal using a BNC cable.

References

1. Agrawal BN, Bang H (1996) Adaptive structures for large precision antennas. Acta Astro-
nautica 38(3):175–183. doi:10.1016/0094-5765(96)00062-8, http://www.sciencedirect.com/
science/article/B6V1N-3VTW8Y7-3/2/a53f7c4acb3ee1541568e0db4062d985

http://dx.doi.org/10.1016/0094-5765(96)00062-8,
http://www.sciencedirect.com/science/article/B6V1N-3VTW8Y7-3/2/a53f7c4acb3ee1541568e0db4062d985
http://www.sciencedirect.com/science/article/B6V1N-3VTW8Y7-3/2/a53f7c4acb3ee1541568e0db4062d985


196 5 Laboratory Demonstration Hardware for AVC

2. Alam M, Tokhi M (2008) Designing feedforward command shapers with multi-objective
genetic optimisation for vibration control of a single-link flexible manipulator. Eng Appl
Artif Intell 21(2):229–246. doi:10.1016/j.engappai.2007.04.008, http://www.sciencedirect.
com/science/article/B6V2M-4P0N8W7-1/2/0151e11caeeaab40012fcffe7059861b

3. Allen M, Bernelli-Zazzera F, Scattolini R (2000) Sliding mode control of a large flexible
space structure. Control Eng Pract 8(8):861–871. doi:10.1016/S0967-0661(00)00004-6,
http://www.sciencedirect.com/science/article/B6V2H-4118CFK-2/2/7c38da4cfa63c75479f0
0bdc58a9fa9e

4. Amer Y, Bauomy H (2009) Vibration reduction in a 2DOF twin-tail system
to parametric excitations. Commun Nonlinear Sci Numer Simul 14(2):560–573.
doi:10.1016/j.cnsns.2007.10.005, http://www.sciencedirect.com/science/article/B6X3D-4
PYP723-2/2/b9d5375168fadb0b4e67857e92948bfc

5. Bae JS, Kwak MK, Inman DJ (2005) Vibration suppression of a cantilever beam using
eddy current damper. J Sound Vib 284(3–5):805–824. doi:10.1016/j.jsv.2004.07.031,
http://www.sciencedirect.com/science/article/B6WM3-4F1J8KP-D/2/f6ceedf67a74bb2aadd
57e99f8bea787

6. Balas M (1978) Feedback control of flexible systems. IEEE Trans Autom Control 23(4):673–
679. doi:10.1109/TAC.1978.1101798

7. Barrault G, Halim D, Hansen C (2007) High frequency spatial vibra-
tion control using method. Mech Syst Sig Process 21(4):1541–1560. doi:
10.1016/j.ymssp.2006.08.013, http://www.sciencedirect.com/science/article/B6WN1-
4M33W0V-2/2/d0c429b3c7910c838e4e1c39d7d042e6

8. Barrault G, Halim D, Hansen C, Lenzi A (2008) High frequency spatial
vibration control for complex structures. Appl Acoust 69(11):933–944. doi:
10.1016/j.apacoust.2007.08.004, http://www.sciencedirect.com/science/article/B6V1S-
4R11Y2G-2/2/796db2eb20c42f55ab1a0ac73f869b45

9. Bittanti S, Cuzzola FA (2002) Periodic active control of vibrations in heli-
copters: a gain-scheduled multi-objective approach. Control Eng Pract 10(10):1043–
1057. doi:10.1016/S0967-0661(02)00052-7, http://www.sciencedirect.com/science/article/
B6V2H-45KSPJJ-3/2/9647861ce849d131c7d4b90cdb964751

10. Boeing Company (2004) Boeing-led team successfully tests SMART materials helicopter
rotor. Online, http://www.boeing.com/news/releases/2004/photorelease/q2/ml

11. Bohn C, Cortabarria A, Härtel V, Kowalczyk K (2004) Active control of engine-induced
vibrations in automotive vehicles using disturbance observer gain scheduling. Control Eng
Pract 12(8):1029–1039. doi:10.1016/j.conengprac.2003.09.008, http://www.sciencedirect.
com/science/article/B6V2H-49Y3VWS-1/2/dd7bcefd1618f3820896ddbd6dce7430, in Spe-
cial Section on Emerging Technologies for Active Noise and Vibration Control Systems

12. Boscariol P, Gasparetto A, Zanotto V (2010) Model predictive control of a flexible links
mechanism. J Intell Rob Syst 58:125–147. doi:10.1007/s10846-009-9347-5

13. Brüel & Kjær Inc (2008) Mini-shaker—type 4810. Product data sheet. Brüel & Kjær, Sound
& Vibration Measurement A/S, Nærum. http://wwww.bksv.com/doc/bp0232.pdf

14. Brüel & Kjær Inc (2008) Operational amplifier—type 2718. Product data sheet. Brüel & Kjær,
Sound & Vibration Measurement A/S, Nærum. http://wwww.bksv.com/doc/bp0232.pdf

15. Cavallo A, De Maria G, Leccia E, Setola R (1997) A robust controller for active vibration
control of flexible systems. In: Proceedings of the 36th IEEE conference on decision and
control, vol 2. pp 1355–1360. doi:10.1109/CDC.1997.657648

16. Chiang RY, Safonov MG (1991) Design of H∞ controller for a lightly damped system using
a bilinear pole shifting transform. In: American control conference, pp 1927–1928

17. Choi SB, Hong SR, Sung KG, Sohn JW (2008) Optimal control of structural vibra-
tions using a mixed-mode magnetorheological fluid mount. Int J Mech Sci 50(3):559–568.
doi:10.1016/j.ijmecsci.2007.08.001, http://www.sciencedirect.com/science/article/B6V49-
4PD4XHC-1/2/c491dc4a4a881e38b0e20ceef7206dec

http://dx.doi.org/10.1016/j.engappai.2007.04.008
http://www.sciencedirect.com/science/article/B6V2M-4P0N8W7-1/2/0151e11caeeaab40012fcffe7059861b
http://www.sciencedirect.com/science/article/B6V2M-4P0N8W7-1/2/0151e11caeeaab40012fcffe7059861b
http://dx.doi.org/10.1016/S0967-0661(00)00004-6,
http://www.sciencedirect.com/science/article/B6V2H-4118CFK-2/2/7c38da4cfa63c75479f00bdc58a9fa9e
http://www.sciencedirect.com/science/article/B6V2H-4118CFK-2/2/7c38da4cfa63c75479f00bdc58a9fa9e
http://dx.doi.org/10.1016/j.cnsns.2007.10.005
http://www.sciencedirect.com/science/article/B6X3D-4PYP723-2/2/b9d5375168fadb0b4e67857e92948bfc
http://www.sciencedirect.com/science/article/B6X3D-4PYP723-2/2/b9d5375168fadb0b4e67857e92948bfc
http://dx.doi.org/10.1016/j.jsv.2004.07.031
http://www.sciencedirect.com/science/article/B6WM3-4F1J8KP-D/2/f6ceedf67a74bb2aadd57e99f8bea787
http://www.sciencedirect.com/science/article/B6WM3-4F1J8KP-D/2/f6ceedf67a74bb2aadd57e99f8bea787
http://dx.doi.org/10.1016/j.ymssp.2006.08.013
http://www.sciencedirect.com/science/article/B6WN1-4M33W0V-2/2/d0c429b3c7910c838e4e1c39d7d042e6
http://www.sciencedirect.com/science/article/B6WN1-4M33W0V-2/2/d0c429b3c7910c838e4e1c39d7d042e6
http://dx.doi.org/10.1016/j.apacoust.2007.08.004
http://www.sciencedirect.com/science/article/B6V1S-4R11Y2G-2/2/796db2eb20c42f55ab1a0ac73f869b45
http://www.sciencedirect.com/science/article/B6V1S-4R11Y2G-2/2/796db2eb20c42f55ab1a0ac73f869b45
http://dx.doi.org/10.1016/S0967-0661(02)00052-7,
http://www.sciencedirect.com/science/article/B6V2H-45KSPJJ-3/2/9647861ce849d131c7d4b90cdb964751
http://www.sciencedirect.com/science/article/B6V2H-45KSPJJ-3/2/9647861ce849d131c7d4b90cdb964751
http://www.boeing.com/news/releases/2004/photorelease/q2/ml
http://dx.doi.org/10.1016/j.conengprac.2003.09.008
http://www.sciencedirect.com/science/article/B6V2H-49Y3VWS-1/2/dd7bcefd1618f3820896ddbd6dce7430
http://www.sciencedirect.com/science/article/B6V2H-49Y3VWS-1/2/dd7bcefd1618f3820896ddbd6dce7430
http://dx.doi.org/10.1007/s10846-009-9347-5
http://wwww.bksv.com/doc/bp0232.pdf
http://wwww.bksv.com/doc/bp0232.pdf
http://dx.doi.org/10.1109/CDC.1997.657648
http://dx.doi.org/10.1016/j.ijmecsci.2007.08.001
http://www.sciencedirect.com/science/article/B6V49-4PD4XHC-1/2/c491dc4a4a881e38b0e20ceef7206dec
http://www.sciencedirect.com/science/article/B6V49-4PD4XHC-1/2/c491dc4a4a881e38b0e20ceef7206dec


References 197

18. Chu CL, Wu BS, Lin YH (2006) Active vibration control of a flexible beam mounted on an
elastic base. Finite Elem Anal Des 43(1):59–67. doi:10.1016/j.finel.2006.07.001, http://www.
sciencedirect.com/science/article/pii/S0168874X06001144

19. Cigada A, Mancosu F, Manzoni S, Zappa E (2010) Laser-triangulation device for in-
line measurement of road texture at medium and high speed. Mech Syst Sig Process
24(7):2225–2234. doi:10.1016/j.ymssp.2010.05.002, http://www.sciencedirect.com/science/
article/B6WN1-502V6TK-1/2/721efad2686da854aa76ed846c28861d, special Issue: ISMA
2010

20. Cole MO, Wongratanaphisan T, Pongvuthithum R, Fakkaew W (2008) Controller design for
flexible structure vibration suppression with robustness to contacts. Automatica 44(11):2876–
2883. doi:10.1016/j.automatica.2008.03.022, http://www.sciencedirect.com/science/article/
B6V21-4TNTN71-1/2/c5e859942698eab6c6b7f95e5dab2296

21. Daley S, Johnson FA, Pearson JB, Dixon R (2004) Active vibration control for marine
applications. Control Eng Pract 12(4):465–474. doi:10.1016/S0967-0661(03)00135-7,
http://www.sciencedirect.com/science/article/B6V2H-495051H-2/2/9b7cbd1e4f539a3b0c92
c698ce1bad19 uKACC Conference Control 2002

22. Dong X, Meng G, Peng J (2006) Vibration control of piezoelectric smart structures based on
system identification technique: numerical simulation and study. J Sound Vib 297:680–693

23. Eissa M, Bauomy H, Amer Y (2007) Active control of an aircraft tail subject
to harmonic excitation. Acta Mech Sin 23:45–462. http://10.1007/s10409-007-0077-2
doi:10.1007/s10409-007-0077-2

24. El-Badawy AA, Nayfeh AH (2001) Control of a directly excited structural dynamic model of
an F-15 tail section. J Franklin Inst 338(2–3):133–147. doi:10.1016/S0016-0032(00)00075-2,
http://www.sciencedirect.com/science/article/B6V04-42HNMDV-3/2/e3bf6f797834c8e8638
324be88fb78f7

25. Falconi C, Mantini G, D’Amico A, Wang ZL (2009) Studying piezoelectric
nanowires and nanowalls for energy harvesting. Sens Actuators B 139(2):511–
519. doi:10.1016/j.snb.2009.02.071, http://www.sciencedirect.com/science/article/B6THH-
4VWB16R-F/2/cc7ca2b1281134e75cf141e8ef942105

26. Friedman J, Khargonekar P (1995) Application of identification in H∞ to lightly
damped systems: two case studies. IEEE Trans Control Syst Technol 3(3):279–289.
doi:10.1109/87.406975

27. Fung RF, Liu YT, Wang CC (2005) Dynamic model of an electromagnetic actuator for
vibration control of a cantilever beam with a tip mass. J Sound Vib 288(4–5):957–
980. doi:10.1016/j.jsv.2005.01.046, http://www.sciencedirect.com/science/article/B6WM3-
4G4N5VD-1/2/fc3710f0625ef69f19d16c8778a63e58

28. Gani A, Salami M, Khan R (2003) Active vibration control of a beam with piezoelectric
patches: real-time implementation with xPC target. In: Proceedings of 2003 IEEE conference
on control applications. CCA 2003, vol 1. pp 538–544. doi:10.1109/CCA.2003.1223494

29. Gatti G, Brennan MJ, Gardonio P (2007) Active damping of a beam using a physically
collocated accelerometer and piezoelectric patch actuator. J Sound Vib 303(3–5):798–
813. doi:10.1016/j.jsv.2007.02.006, http://www.sciencedirect.com/science/article/B6WM3-
4NH6N96-1/2/13ee638f653d035bca14ce9109e1cd96

30. Gaudenzi P, Carbonaro R, Barboni R (1997) Vibration control of an active lami-
nated beam. Compos Struct 38(1–4):413–420. doi:10.1016/S0263-8223(97)00076-7,
http://www.sciencedirect.com/science/article/B6TWP-3SP98BG-1F/2/4153da95a6c08e2ac
7317fcc212716e2 Ninth International Conference on Composite Structures

31. Gaudenzi P, Carbonaro R, Benzi E (2000) Control of beam vibrations by means of piezoelectric
devices: theory and experiments. Compos Struct 50:373–379

32. Gaudiller L, Hagopian JD (1996) Active control of flexible structures using a mini-
mum number of components. J Sound Vib 193(3):713–741. doi:10.1006/jsvi.1996.0310,
http://www.sciencedirect.com/science/article/B6WM3-45PVM9F-35/2/146b67a462e38c197
fe3acde5d1df54b

http://dx.doi.org/10.1016/j.finel.2006.07.001
http://www.sciencedirect.com/science/article/pii/S0168874X06001144
http://www.sciencedirect.com/science/article/pii/S0168874X06001144
http://dx.doi.org/10.1016/j.ymssp.2010.05.002
http://www.sciencedirect.com/science/article/B6WN1-502V6TK-1/2/721efad2686da854aa76ed846c28861d
http://www.sciencedirect.com/science/article/B6WN1-502V6TK-1/2/721efad2686da854aa76ed846c28861d
http://dx.doi.org/10.1016/j.automatica.2008.03.022
http://www.sciencedirect.com/science/article/B6V21-4TNTN71-1/2/c5e859942698eab6c6b7f95e5dab2296
http://www.sciencedirect.com/science/article/B6V21-4TNTN71-1/2/c5e859942698eab6c6b7f95e5dab2296
http://dx.doi.org/10.1016/S0967-0661(03)00135-7,
http://www.sciencedirect.com/science/article/B6V2H-495051H-2/2/9b7cbd1e4f539a3b0c92c698ce1bad19
http://www.sciencedirect.com/science/article/B6V2H-495051H-2/2/9b7cbd1e4f539a3b0c92c698ce1bad19
http://10.1007/s10409-007-0077-2
http://dx.doi.org/10.1007/s10409-007-0077-2
http://dx.doi.org/10.1016/S0016-0032(00)00075-2,
http://www.sciencedirect.com/science/article/B6V04-42HNMDV-3/2/e3bf6f797834c8e8638324be88fb78f7
http://www.sciencedirect.com/science/article/B6V04-42HNMDV-3/2/e3bf6f797834c8e8638324be88fb78f7
http://dx.doi.org/10.1016/j.snb.2009.02.071
http://www.sciencedirect.com/science/article/B6THH-4VWB16R-F/2/cc7ca2b1281134e75cf141e8ef942105
http://www.sciencedirect.com/science/article/B6THH-4VWB16R-F/2/cc7ca2b1281134e75cf141e8ef942105
http://dx.doi.org/10.1109/87.406975
http://dx.doi.org/10.1016/j.jsv.2005.01.046
http://www.sciencedirect.com/science/article/B6WM3-4G4N5VD-1/2/fc3710f0625ef69f19d16c8778a63e58
http://www.sciencedirect.com/science/article/B6WM3-4G4N5VD-1/2/fc3710f0625ef69f19d16c8778a63e58
http://dx.doi.org/10.1109/CCA.2003.1223494
http://dx.doi.org/10.1016/j.jsv.2007.02.006
http://www.sciencedirect.com/science/article/B6WM3-4NH6N96-1/2/13ee638f653d035bca14ce9109e1cd96
http://www.sciencedirect.com/science/article/B6WM3-4NH6N96-1/2/13ee638f653d035bca14ce9109e1cd96
http://dx.doi.org/10.1016/S0263-8223(97)00076-7
http://www.sciencedirect.com/science/article/B6TWP-3SP98BG-1F/2/4153da95a6c08e2ac7317fcc212716e2
http://www.sciencedirect.com/science/article/B6TWP-3SP98BG-1F/2/4153da95a6c08e2ac7317fcc212716e2
http://dx.doi.org/10.1006/jsvi.1996.0310
http://www.sciencedirect.com/science/article/B6WM3-45PVM9F-35/2/146b67a462e38c197fe3acde5d1df54b
http://www.sciencedirect.com/science/article/B6WM3-45PVM9F-35/2/146b67a462e38c197fe3acde5d1df54b


198 5 Laboratory Demonstration Hardware for AVC

33. Gospodaric B, Voncina D, Bucar B (2007) Active electromagnetic damping of
laterally vibrating ferromagnetic cantilever beam. Mechatronics 17(6):291–298.
doi:10.1016/j.mechatronics.2007.04.002, http://www.sciencedirect.com/science/article/B6V
43-4NVSWV6-1/2/5c4672945cfa9b81238f0b1cb8a8eb13

34. Halim D, Moheimani S (2003) An optimization approach to optimal placement of collocated
piezoelectric actuators and sensors on thin plate. Mechatronics 13:27–47

35. Hassan M, Dubay R, Li C, Wang R (2007) Active vibration control of a flexible one-link
manipulator using a multivariable predictive controller. Mechatronics 17(1):311–323

36. Hatch MR (2000) Vibration simulation using MATLAB and ANSYS, 1st edn. Chapman and
Hall / CRC, Boca Raton

37. Hellerstein JL, Diao Y, Parekh S, Tilbury DM (2004) Feedback control of computing systems.
Wiley / IEEE Press, Hoboken

38. Herrick DC (1980) Study of velocity output vibration suppression controllers with a multiloop
root locus. In: 19th IEEE conference on decision and control including the symposium on
adaptive processes, vol 19. pp 1088–1090. doi:10.1109/CDC.1980.271970

39. Hong SR, Choi SB, Han MS (2002) Vibration control of a frame struc-
ture using electro-rheological fluid mounts. Int J Mech Sci 44(10):2027–2045.
doi:10.1016/S0020-7403(02)00172-8 http://www.sciencedirect.com/science/article/B6V49-
47BX3RX-4/2/53a10ce8cbf8dfa679c34e04beb688e4

40. Hu Q (2009) A composite control scheme for attitude maneuvering and elastic mode
stabilization of flexible spacecraft with measurable output feedback. Aerosp Sci Tech-
nol 13(2–3):81–91. doi:10.1016/j.ast.2007.06.007, http://www.sciencedirect.com/science/
article/B6VK2-4P96269-2/2/5fbc47249fdd3f1963c5ba856f071c55

41. Hu QL, Wang Z, Gao H (2008) Sliding mode and shaped input vibration control of flexible
systems. IEEE Trans Aersp Electron Syst 44(2):503–519. doi:10.1109/TAES.2008.4560203

42. Huber T (2011) Image showing the scan points on the two bricks. Website, http://physics.gac.
edu/huber/acoustics/speaker_vibrometer_fields/10khz_tweeter_finergrid3_cropped.png

43. Huber T (2011) Photograph showing the speaker placed in front two bricks and the vibrometer
scan head. Website, http://physics.gac.edu/huber/acoustics/speaker_vibrometer_fields/pic_
0075.jpg

44. Huber TM (2011) Measurement of mode shapes of musical instruments using a scanning laser
Doppler vibrometer. J Acoust Soc Am 129(4):2615–2615. doi:10.1121/1.3588688, http://link.
aip.org/link/?JAS/129/2615/5

45. Huber TM, Mellema DC, Abell B (2009) Selective excitation of microcantilever array using
ultrasound radiation force. J Acoust Soc Am 125(4):2635–2635. http://link.aip.org/link/?JAS/
125/2635/5

46. Hubinský P (2010) Riadenie mechatronických systémov s nízkym tlmením, 1st edn. In:
Slovenská technická univerzita v Bratislave, Nakladatel’stvo STU, Control of mechatronic
systems with low damping, Slovak language, Bratislava

47. Hulkó G, Belavý C, Belanský J, Szuda J, Végh P (1998) Modeling, control and design of
distributed parameter systems: with demonstrations in Matlab, 1st edn. Publishing house of
Slovak University of Technology, Bratislava
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Part II
Model Predictive Control



Chapter 6
Basic MPC Formulation

Model predictive control (MPC) is an advanced optimization-based control method
that has been in use for applications with slow dynamics, such as petrochemical plants
since the 1980s (Fig. 6.1). Unlike linear quadratic (LQ) control, in addition to pro-
viding an optimal control process, MPC offers the explicit handling of process con-
straints that arise from natural requirements, for example cost effectiveness, safety,
actuator limits and others. In fact due to the active interest of industry, the early
theoretical development of MPC has been influenced greatly by the requirements of
corporate users. A review of the industrial applications for those interested is given in
[35, 43–45]. The design of MPC controllers is nowadays supported by numerous off-
the-shelf commercial packages [45]. These tools typically contain means for model
identification, controller design, controller tuning and controller performance analy-
sis and are intended for the industrial user without a deep knowledge of the theoretical
aspects of MPC.

Control decisions in MPC are computed online using an internal model of the
plant dynamics. The big advantage of MPC over other control strategies is that it
can handle process constraints on an algorithmic level. Unfortunately, the inclusion
of constraints renders the MPC law nonlinear, which has dramatic effects on its
stability properties. Just as in the case of any other well-designed system employing
an arbitrary control law, the closed-loop stability of constrained MPC needs to be
investigated and if possible guaranteed as well.

Given an otherwise stable plant model, it is always possible to conceive a system
state, which can render the MPC controller unstable. A constrained MPC control
law (in its primal, online optimization-based form) does not have an explicit closed-
loop form, therefore stability guarantees can be given only by applying additional
constraints which have a task to ensure future feasibility and stability. The stability
aspects of model predictive control will be discussed in the following chapter, that
is in Chap. 7.

The aim of this chapter is to introduce model predictive control to the reader
who has no or minimal prior knowledge of this advanced control strategy. For this
reason, we are beginning our discussion from the essentials and build a controller

G. Takács and B. Rohal’-Ilkiv, Model Predictive Vibration Control, 207
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Fig. 6.1 The petrochemical industry was the first to recognize the merits of MPC and adopt it in
everyday operations [22]

from the grounds up. Fundamental concepts such as prediction, cost and penalization
are explained first in order to introduce the simplest possible MPC control law, which
in the absence of constraints can be expressed in a closed form. By the end of this
chapter, the reader shall be familiar with the theoretical fundamentals of the popular
dual-mode formulation of the quadratic programming-based MPC strategy.

After an introduction of the underlying idea of model predictive control, a his-
toric overview of the development of MPC is presented in the first section. Here the
development from fixed feedback laws based on finite impulse responses up to the
constrained and stable online optimization strategies used today are briefly reviewed.
This is followed by a section discussing how we can predict the evolution of states
based on a state-space model, and how all of this can be given in a compact matrix
notation. Section 6.3 introduces the idea of the cost function, which can give a clear
numerical measure of the performance of a control law formulating the basis of the
optimization task in MPC. Following this, further building blocks of the predictive
strategy are discussed, namely the penalization matrices that help to fine tune the
behavior of the controlled system. The first working MPC control law is derived in
Sect. 6.6, which thanks to the absence of constraints is just a fixed feedback matrix.
As one of the main advantages of using MPC over classical methods is its abil-
ity to handle process constraints, the formulation of constraints is reviewed in the
following section. Following this Sect. 6.8 finally arrives at the central element of
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the predictive strategy: the most common dual-mode constrained MPC law. This
MPC formulation is evaluated online using the mathematical optimization tool called
quadratic programming. The chapter ends with a short section discussing the idea
of different predictive and control horizons while briefly examining the problem of
tracking in state-space systems as well.

The style of presentation and the content of this chapter is aimed at the reader
unfamiliar with model predictive control. The ultimate objective is to present con-
strained MPC based on quadratic programming in a straightforward manner, with-
out distractions leading the reader off-course. This however requires omitting some
aspects of predictive control from the explanation. The theoretical view on stability,
feasibility and efficiency of MPC is discussed in the subsequent chapters. In case
one is interested in MPC formulations based on transfer function models, impulse or
step responses, we suggest to read one of the excellent books discussing the basics
and more advanced concepts of model predictive control, such as the popular books
by Maciejowski [34], Rossiter [48] or several other publications [ 6, 7, 26, 36].

6.1 The MPC Idea

In essence, an MPC controller is based on an iterative, finite horizon (constrained)
optimization of a plant model. At each discrete sampling time (k) the plant is
sampled and the actual state1 xk is measured or estimated using observers.
The performance of the controller is expressed by a so-called cost function. Based
on a dynamic model of the plant, this cost function is formulated in such a way that it
expresses the performance of the MPC controller in the future, given a current plant
state xk and a sequence of future inputs uk . In other words, this predicted cost func-
tion gives a numerical indicator of the quality of control, assuming that the current
plant state is influenced by a certain sequence of past inputs. The question is not what
the performance of the controller will be, but rather what the sequence of inputs uk
is which will produce the best performance. To calculate the optimal sequence of
inputs, one must minimize the cost function at each sampling interval using a numer-
ical optimization algorithm. As in the case of most real plants inputs, outputs and
states can be bounded by physical constraints, which can be easily incorporated into
the numerical minimization task. Of the sequence of future inputs uk only the first
is applied, then the process is repeated based on brand new measured state informa-
tion. This type of repeated measure-predict-optimize-apply cycle is called receding
horizon control.

The model predictive control algorithm is schematically illustrated in Fig. 6.2.
The structure of this scheme illustrates that essentially MPC is a form of a feed-
back control algorithm, where instead of a fixed feedback law a dynamic online
optimization process determines inputs based on the actual measurements.

1 Note that a state xk is a vector, however in our further discussions we will use a scalar notation
xk instead, see Sect. 6.2 in p. 237 for explanation.
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Fig. 6.2 Schematic representation of the model predictive control algorithm

A model predictive controller is based on the following concepts:

• using a mathematical model of the plant dynamics
• predicting future plant dynamics
• expressing process optimality by a cost function
• predicting cost of future plant dynamics
• cost function minimization (optimal control)
• receding horizon control

Figure 6.3 illustrates the concept of the receding horizon model predictive
controller. At the time step (k) the controller measures or observes the current plant
state from the outputs, denoted by the black dot. An optimal course of inputs is
calculated, which is associated with a predicted output course. At time (k) however,
only the first element of the sequence is applied to the plant. At the next step (k + 1)
the whole process is repeated, shifting the horizon one step further.

An interesting view of predictive control is presented by Camacho and Bordons
in [6, 7], where the control process is represented by the analogy of driving a motor
vehicle. While model predictive control represents driving based on the informa-
tion gathered by looking out the front windshield, classical feedback control is
closer to looking out the back window or the rear-view mirror. A real driver uses
an MPC-like approach in steering the car, since it looks forward and chooses an
ideal action based on possible future outcomes, taking the real characteristics of the
car into consideration. A hypothetical driver using a classical control engineering
approach (e.g. PID) would only look out the back window, trying to steer the vehi-
cle based on information about its past behavior. Moreover, our hypothetical driver
would not take into consideration the real limits and boundaries of its vehicle: it
would try to drive through a curve with a semi-truck, assuming it handles just like a
sports car.

While this is an oversimplified approach, the analogy has more to offer. The driver
of a car bases his or her judgments at the current time on predictions of the future.
The driver is familiar with a mental image of the car, knows how it can accelerate,
how fast it can stop and how it handles in general. This mental image of the car is
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Fig. 6.3 Model predictive control demonstrating the receding horizon control idea—new state
measurements (observations) are used to compute a new optimal sequence of inputs shifting the
horizon forward at all times

substituted by a simplified internal mathematical model in MPC. In good visibility,
a driver may see far ahead in the horizon, and thus go fast. If the visibility conditions
are bad, the horizon in front of the driver is also short and one may easily misjudge
the situation. The portion of the road one can see while driving is represented by the
prediction horizon in MPC. Instability may occur in MPC if the prediction horizon
is too short, this would be the equivalent of crashing the car because of entering
an unknown curve too fast in low visibility conditions. A real driver continuously
updates its decisions, it does not make a plan before starting the engine and stick to
it by all means. Similarly, MPC continuously updates the decisions in real-time and
it uses only the most recent one, then repeats this procedure. Since just like the real
driver the MPC law updates its decisions at all times, the MPC horizon is receding
forward in time. Of course, one of the most important aspects of driving is given
by the essential requirement of not leaving the road and crashing the car. We can
think of this as a type of constraint, along with other constraints such as the physical
properties of the vehicle. With a limited portion of the road ahead, one may misjudge
its current actions leaving the road: the trajectory and handling of the car becomes
unstable, leading to dramatic consequences. Similarly, in MPC the mere presence of
constraints can complicate the situation and affect the stability of the control course.

6.1.1 Historical Overview

Historically, we can differentiate between three independent lines of development of
model predictive control [6, 25, 26, 51]:

• model predictive control
• generalized predictive control
• receding horizon control
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The first general category is model predictive control (MPC) which encompasses
for example model algorithmic control (MAC) based on finite impulse response (FIR)
models and dynamic matrix control (DMC) which is based on finite step response
(FSR) models. Successful application of MAC has been introduced in [47], while
DMC has been first characterized and applied to a chemical process in [14]. The
acceptance of these methods in the industry is backed by the use of impulse- and step
response-based models that are very easy and convenient to identify. The drawback
of FIR- and FSR-based models is, however that it is very difficult to generalize
and apply them to more complex systems, moreover they cannot be formulated for
unstable systems.

A second line of development is represented by generalized predictive control
(GPC). GPC methods are based on single-input single-output (SISO) models such
as the ones often utilized in adaptive control. Some of the control approaches falling
under this category are the minimum variance (MV) [2] and the generalized minimum
variance (GMV) [10] methods. Unfortunately, these methods have been sensitive to
modeling errors and could not guarantee stability of non-minimum phase systems.
These problems lead to further development of control theory and the introduction of
GPC [12, 13], long-range predictive control [11], extended horizon adaptive control
[53] and extended prediction self-adaptive control [15]. Later GPC has been formu-
lated for a continuous time system [16] and MIMO models [27, 50] as well. A GPC
predictive controller with guaranteed stability has been presented in [23].

The third and final line of development is called receding horizon control (RHC)
where the research direction has been given on modifications and development of
linear quadratic controllers. Initially the method did not assume the presence of
system constraints. An RHC method minimizing a quadratic criterion with a terminal
equality constraint ensuring stability has been introduced in [30, 31]. Reference
tracking has been added to this formulation later in [29] while [33] has been dealing
with state-space interpretation based closed-loop RHC control.

The different directions of research introduced previously have been evolving
independently at first. Later the more general state-space representation of RHC
allowed the investigation of the connections between the different predictive con-
trol approaches [38, 54]. We may state that receding horizon control is in fact the
most general interpretation containing GPC or MPC as its special cases. In fact, the
one-shot solution of GPC and recursive form of RHC is identical in the absence of
constraints. Moreover, there is an analogy between the state observers used in RHC
and the optimal predictors of GPC. The state-space representation of the predictive
control problem allows the use of MIMO models and more intricate tools in ensuring
stability. This book will assume the use of state-space models for representing vibra-
tion dynamics as well. Although the state-space representation allows more complex
formulations and is now generally accepted in both theoretical and practical works,
the simpler FIR- and FSR-based methods remain popular in the industry.

The difference among MPC, GPC and RHC research directions have been
decreasing with time and predictive control has arrived at a merging point. Cur-
rently, the term predictive control or model predictive control is used in a general
sense, and denotes the same concept. An overview of the connections between the
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different model predictive control interpretations and a unifying view is discussed
for example in [4, 32, 51]. A review and discussion of the current predictive control
methods and issues is presented for example in [34, 48].

6.1.2 Nonlinear Model Predictive Control

The plant models assumed in this work are linear or are linearized. Although in
many cases this is only an approximation of real dynamics, control engineering
practice has demonstrated that plants with complex dynamics can be often controlled
using simplified linearized models. A version of MPC using nonlinear plant models
is referred to as nonlinear MPC or NMPC. In linear MPC, the optimization task
is convex and can be carried out relatively easily. NMPC however creates a non-
convex optimization problem, which not only makes the online optimization task
considerably difficult but also raises many questions associated with stability.

In practice the inherent mathematical properties of NMPC are exploited to
speed up the online solution process, such as the fact that if NMPC problems are
solved in sequence, they tend to be fairly similar to each other. This book does not
deal with nonlinear models or the application of NMPC to vibration attenuation.

6.2 Prediction

Let us consider a linear system described by state-space equation:

xk + 1 = Axk + Buk

yk = Cxk + Duk
(6.1)

where A is the state matrix, B is the input matrix and C is the output matrix of
dimensions A ∈ R

nx×nx , B ∈ R
ny×nx and C ∈ R

ny×nx . Since D represents the direct
input–output feedthrough, it is omitted in most models based on real-life systems.

Vectors and matrices are marked with a bold upright font in this book, for example
the state vector is denoted as xk , in the case of a general multi-input system inputs
are uk and the outputs with yk . To simplify our notation in the upcoming sections
and chapters we will now replace these with italic fonts as in xk , uk and yk . We will
reserve the bold upright notation as in xk,uk and yk rather for future predicted or
computed sequences of the quantities expressed by xk, uk and yk .

In predictive control the state and successively the output of the system is predicted
several time steps ahead of the current time. The idea is simply iterating the state-
space model several times in succession, while always utilizing the new state update
to get the next step. A discrete state-space system is in fact a state predictor, one
step into the future. If our discrete time is marked by (k) and our state at that time is
given by xk we may iterate a one-step ahead prediction of the state using a discrete
state-space model:

xk + 1 = Axk + Buk (6.2)
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While the system output at the current step is defined by the second equation in (6.1),
we can predict the output at the next step as well simply by substituting the actual
predicted state xk + 1:

yk + 1 = Cxk + 1 (6.3)

Let u suppose the current time is marked by the discrete time step (k). At time
(k) we have the state xk based on real readings from the available sensors.2 We may
calculate the predicted state at step (k + 1), that is xk + 1. If we take our predicted state
xk + 1 and perform the previous step once more, we get a prediction at time (k + 2),
that is xk + 2. Therefore, the state is substituted into the basic state-space equation
recursively. The process may be repeated arbitrary times: if we repeat it np times we
have a np steps long prediction horizon:

k xk = xk
k + 1 xk + 1 = Axk + Buk

k + 2 xk + 2 = Axk + 1 + Buk + 1 = A2xk + ABuk + Buk + 1

k + 3 xk + 3 = Axk + 2 + Buk + 2 = A3xk + A2Buk + ABuk + 1 + Buk + 2
...

...

k + np xk + np = Axk + np−1 + Buk + np−1

= Anp xk + Anp−1Buk + · · · + ABuk + np + Buk + np−1

(6.4)

An autonomous system does not assume an input to the system. It is possible
to predict the dynamic behavior of a freely vibrating system subject to an initial
disturbance by simply ignoring the terms featuring input ui:

k + i −→ xk + i = Aixk (6.5)

with i = 0, 1, 2, . . . , np. Figure 6.4 demonstrates that given a good model it is possible
to predict the behavior of a vibrating system quite precisely. In this example, the state
at time step 23 has been observed from the experimentally measured output—the
deflection data of a vibrating cantilever beam. The state and successively the output
have been iterated six steps forward, through using a state-space model as a basis for
the predictions. Continuing this process tens or hundreds of steps onwards, the error
would be likely to build up because of modeling errors and the recursive nature of
the process.

A predictive controller iterates the state-space model several steps ahead in time
to see how the system will behave in the future and adjusts the inputs uk at the current
time accordingly. Naturally, this must be done at each sampling instant, since the
output measurements and the estimated states are always updated in real-time.

To automate the process of recursive iteration into the future the prediction matri-
ces must be defined and constructed. Let us now denote the sequence of future
predicted states at time (k) as an np elements long a row vector xk , the sequence of

2 Or observed through the readings and reconstructive algorithms like the Kalman filter.
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planned inputs as uk and the sequence of predicted outputs as yk . The subscript k
denotes that the vector has been last actualized at time (k) and contains the predic-
tions starting from this discrete time point. According to this, these vectors can be
described as follows:

xk =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

xk
xk + 1
xk + 2
...

xk + np−2

xk + np−1

xk + np

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

yk =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

yk
yk + 1
yk + 2
...

yk + np−2

yk + np−1

yk + np

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

uk =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

uk
uk + 1
uk + 2
...

uk + np−3

uk + np−2

uk + np−1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6.6)

Note the terms in Eq. (6.4) which are multiplied by xi. As we proceed from time
(k) to the end of the prediction horizon, that is as k = k, k + 1, . . . , k + np −1, k + np

the term in front of xk is simply Ai. Therefore, for an autonomous system the vector
of predicted states can be calculated by:

xk = Mxk =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A0

A1

A2

...

Anp−2

Anp−1

Anp

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

xk (6.7)

The prediction matrix3 M for this autonomous system is also valid for systems
with input (the general case), although here we must take care of the terms which are

3 Not to be confused with the identical notation of the mass matrix in Chap. 2.

http://dx.doi.org/10.1007/978-1-4471-2333-0_2
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multiplied by the input ui. Again, if we look at Eq. (6.4) carefully, we may rearrange
its terms so we can get the prediction matrices for a general case:

xk = Mxk + Nuk (6.8)

where N, the second prediction matrix may be intuitively interpreted as the impulse
response matrix which is an example of a convolution matrix. Note that instead of a
direct input u most industrial controllers use a difference in input �u as a degree of
freedom. In that case, the prediction matrix can be interpreted as the step response
matrix. The impulse response matrix N is calculated according to:

N =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0 . . . 0 0 0
B 0 0 . . . 0 0 0

AB B 0 . . . 0 0 0
A2B AB B . . . 0 0 0
...

...
...

. . .
...

...
...

Anp−3B Anp−4B Anp−5B . . . B 0 0
Anp−2B Anp−3B Anp−4B . . . AB B 0
Anp−1B Anp−2B Anp−3B . . . A2B AB B

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(6.9)

Note that the first block row of matrix N is zero in order to get xk as the first element
of xk . For a time-invariant state-space model, we only have to construct the prediction
matrices M and N once. For an adaptive system, these matrices have to be constructed
online. To get the vector of predicted states, we simply substitute for the prediction
matrices and obtain xk .

Let us denote the i-th block row4 of matrix M with Mi according to:

Mi = Ai (6.10)

with M0 = I. Similarly, one may consider the i-th block row section of matrix N as
defined by (6.9) and denote it with Ni

Ni =
[

AiB Ai−1B Ai−2B . . . A2B AB B
]

(6.11)

N0 = [
0 0 0 . . . 0

]
(6.12)

and use it to get the predicted state at any time (k + i), where i = 0, 1, 2, . . . , np by
using the following expression:

xk + i = Mixk + Niuk = Aixk + Niuk (6.13)

By computing the sequence of predicted states, we may also estimate the future
system output by multiplying with Ci + 1 according to:

4 Depending on the size of B. Note that here in the interest of preserving notation customs, the
index i of matrix block rows starts from zero. Thus the zeroth block row of M and N will generate
the current state xk without a change.
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yk + i = Ci + 1xk + i = Ci + 1Aixk + Ci + 1Niuk (6.14)

Of course, it is not possible to calculate the vector of future states or outputs,
unless the sequence of inputs uk is known beforehand. Fortunately, this problem can
be reversed, and instead of asking what the sequence of outputs or states will be,
we can ask what sequence of inputs is necessary to achieve the desired sequence of
outputs or states.

6.3 Cost Functions

A cost function is an important part of a predictive controller because it is an indicator
of the degree of optimality of a dynamic response, resulting a sequence of control
inputs uk applied to the system. This degree of optimality may express how close
we are to the desired output or state levels including how much effort is needed to
get there, and in MPC this is referred to as the cost. In the controller itself the role of
the cost function is reversed, and we are aiming to calculate the best series of control
inputs uk which results in a minimal cost.

In control engineering we want to keep output as close to the reference as possible.
Reference is often located at zero; this is a common case in vibration attenuation, as
we would like to keep the vibrating structure at equilibrium. We may designate the
difference between the desired level with an error, which can be expressed at any
moment by a numerical indicator. This numerical indicator called the cost does not
necessarily have a physical meaning, and the mathematical way to calculate the cost
is to set up a cost function.

Let us calculate a simple scalar indicator J , a cost describing how good our
control will be in the future: from the next step up to the horizon defined by the pre-
diction horizon np. This indicator only depends on the current measured or observed
state xk and the input sequence uk we will implement at the next step and the time
up to the end of the horizon:

J = f (xk,uk) (6.15)

Theoretically, this function can be arbitrary: for example it may contain numerical
indicators expressing how close is the desired value at any given moment to the
reference or how much input uk is needed to keep it there, etc. Although a cost function
can be arbitrary, it is better to prefer certain constructions for the cost function, as
proper formulations may aid the evaluation and optimization procedures later. The
most common form for the cost function in MPC is a quadratic cost function.

Having a cost, we can use it to calculate the sequence of future control inputs uk
by formulating the following problem:

Given a current state xk what is the sequence of future control inputs, uk which
will keep the cost Jat its minimum?
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In other words, we have to minimize the cost function with the argument uk to get
an optimal sequence of inputs denoted with u∗

k :

u∗
k = arg min

u
J(xk,uk) (6.16)

The above statement defines an optimal control problem.

6.3.1 Building a Quadratic Cost Function

As it has been previously stated, the aim of a control system is to keep the outputs
yk as close to the reference as possible. The difference between the reference value
rk and output yk is called the control error and it is simply defined by:

ek = r − yk (6.17)

where ek is the error vector.5 Let us consider a zero reference since defining a
nonzero r is just a matter of shifting it to the desired tracking level or using a
controller that produces input increments �uk . A zero reference is r = 0, in other
words means that any type of output is an error:

ek = r − yk = 0 − yk = − yk (6.18)

Instead of the relative value of the output it is better to consider the square of the
error, this way negative values are eliminated and deviation from the equilibrium is
penalized with an equal value. The square of the output is in this case a unit-less
indicator of control quality jk at the given sampling time (k). The less its value is,
the better is our control:

jk = yT
k yk (6.19)

Note that due to a simplification in notation yk is still a vector, therefore we are using
yT

k yk instead of y2
k . Since the output in real systems is given by yk = Cxk we may

substitute that into (6.19) and get:

jk = xT
k CT Cxk (6.20)

For a state-space model this is a very good quality indicator, and expresses the cost of
control at a given instant. In addition to removing negative outputs −y from the cost
the square representation has one more advantage. As the state is a column vector,
taking a matrix square results in a scalar valued cost.

When formulating a cost function it is good to take into account the work per-
formed by the actuators, or in other words the effect of control input uk . In certain

5 Similarly as before ek in general denotes a vector, while ek would be a future sequence of errors.
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situations, it is not necessary to limit actuation, nevertheless it may be necessary
to preserve functionality and lengthen the lifetime of actuators. For example, if an
actuator is adjusting the position of a mechanical structure continuously and aggres-
sively, even if there is only a minimal disturbance—this may limit the lifetime of
the actuators itself, the structure or possibly other system components. Aggressive
controller action is another reason to include the effect of actuators into the cost
function. For example, a vibration control system for aircraft or spacecraft shall not
generate actuator inputs, which seriously affect the overall attitude and maneuver-
ability of the system. Finally, the cost function may also express cost in the economic
terms: as energy is needed to drive the actuators, there are financial aspects of every
adjustment. A civil engineering structure requires actuators that may be expensive
to drive: in a normal situation, their action should be minimal, however if the struc-
ture is subjected to an earthquake, the actuators should perform their task as well as
possible. To summarize this paragraph, some of the reasons to include control input
in the cost function are:

• lifetime prolongation
• design
• safety
• economic
• others. . .

In addition to the quadratic effect of the output defined by (6.20) we may therefore
simply add the square of the control input. This will create a numerical indicator,
a cost function for the time step (k):

jk = xT
k CT Cxk + uT

k uk (6.21)

6.4 State and Input Penalization

In a predictive controller, in addition to the prediction or control horizon there are
two more important settings that can affect the overall type and performance of
the controller and its resulting actions. These settings are the so-called penalization
matrices. Let us introduce a matrix R that will affect the contribution of the second
term into the overall cost:

jk = xT
k CT Cxk + uT

k Ruk (6.22)

where R is the so-called input penalization matrix. The value of R always depends on
the application, and it is set by the control engineer. If it is not important to consider
the effect of the work performed by the actuators, it is possible to use R = 0 or a very
low level and the second term will be practically eliminated from the cost function.
On the other hand, the contribution of the second term can be fine tuned by raising
the level of R to higher numbers.
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With a multiple input system—that is having more actuators—by setting some
elements of the matrix R to a higher value, we indicate the need to lower the input to
certain actuators. Their effect will be penalized, as every action will be represented
by a higher cost contribution. On the other hand, if one uses a very low number,
the actuator will not be represented significantly in the overall cost and its actions
are not penalized. R is therefore the input penalization matrix, a tuning parameter
adjustable by the user.

The first part of the expression in (6.21) contains the state vector and its transpose,
which encloses CT C. In predictive control, we may replace this by the so-called
state penalization matrix denoted by Q.

jk = xT
k Qxk + uT

k Ruk (6.23)

The structure of this matrix depends on the given system and on the particular choice
of the control engineer. If one chooses Q = CT C then essentially the states are recal-
culated into outputs yk . An arbitrary Q matrix may be chosen as well. This allows the
control engineer to include or exclude effects of given states. For example consider
the vibration of a system which is modeled by a second order state-space model,
in which the first state describes the position of the structure while the second its
velocity. If the state penalty matrix is constructed in the following way

Q =
[

1 0
0 0

]
(6.24)

then one is penalizing the position, and the velocity does not play a role in the final
cost. On the other hand, if one utilizes the penalization matrix

Q =
[

1 0
0 10

]
(6.25)

the velocity is an order of magnitude more important in the final cost than position.
The possible number of combinations to tune penalization matrices is endless and it
is always up to the given application and the control engineer to choose a suitable Q
and R matrix.

Based on the formerly introduced definition of the cost function it makes natural
sense to use the output in the cost function, that is to choose Q = CT C. If there
is no preference as to which state has to be penalized more (e.g. which is more
important) then it is also common to choose Q to be equal with the identity matrix

Q = I =
[

1 0
0 1

]
(6.26)

for a second order system. The identity matrix I is a matrix of ones on the diagonal
and zeros elsewhere. It is also a square matrix, and its size equals to the model
order nx .

In case of a single input system, if the input contribution of the actuators is not
important in the cost, the input penalization R = r is chosen as a small number
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r = 1E-3. If the input contribution shall be included in the cost more dominantly,
one may increase this value. Analogically, for a multiple input system we may use
the identity matrix or its scalar multiples:

R = Ir (6.27)

where I is again the identity matrix, and r is a tunable scalar multiplier.

6.5 Cost of the Future States and Inputs

Instead of just considering the cost of the current step as in (6.23), a predictive
controller needs to calculate the cost of future inputs, or in other words the predicted
cost. A predicted cost at any time (k) is a sum of individual cost contributions
according to (6.23) from the time (k) up to the end of the prediction horizon, that is
(k + np) [1, 20, 23, 36]:

Jk =
np−1∑
i = 0

jk + i =
np−1∑
i = 0

(
xT

k + iQxk + i + uT
k + iRuk + i

)
(6.28)

Note that while jk is a cost just at the current time, Jk now denotes cost from (k) up to
the end of the prediction (or control) horizon. This is called a finite horizon predicted
cost calculated at the time (k). The cost in (6.28) expresses the cost of control inputs
and its effects up to the prediction horizon.

Figure 6.5 illustrates a finite horizon MPC control law, where the effect of control
inputs is only included in the predicted cost and thus the optimization problem for
the length of the horizon. The effect of inputs is assumed zero beyond this horizon.
The actual zero input level may or may not be ever reached, since the horizon is
receding forward. However, input effects beyond the horizon are excluded from the
optimization altogether.

For a finite horizon cost, there is no guarantee that the control law will achieve
the optimal predicted performance. This situation may be solved by predicting the
cost for an infinite horizon, that is [1, 42]:

Jk =
∞∑

i = 0

(
xT

k + iQxk + i + uT
k + iRuk + i

)
(6.29)

Unfortunately, this would create an optimization problem with an infinite number of
variables within uk . Luckily, it is possible to express the cost of the control inputs
and their effects beyond the prediction horizon in such a way that the number of
optimization parameters still remains finite.

For this, it is necessary to employ a method which approximates the cost for an
infinite horizon but with a finite number of inputs: the so-called dual-mode control
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Reference

Finite horizon

Time

Output

Input

Zero predicted inputFree variables

xk+ i = 0, i ∞

uk+ i = 0, i > np

k k + 1 . . . k + i . . . k + np

Receding horizonHorizon at (k)

Fig. 6.5 Finite horizon model predictive control. The control law assumes free variables within the
horizon, but predicts zero input afterward. The effect of inputs beyond the horizon is not included
in the predicted cost

Reference

Mode 1: Jnp Mode 2: J∞

Time

Output

Input

Fixed feedback lawFree variables

xk+ i = 0, i ∞

uk+ i = Kxk+ np p, i > n

k k + 1 . . . k + i . . . k + np

Horizon np Mode 2 horizon

Fig. 6.6 Model predictive control demonstrating the receding horizon control idea. New state mea-
surements (observations) are used to compute a new optimal sequence of inputs shifting the horizon
forward at all times

paradigm. In the dual-mode paradigm, the predictive controller calculates the control
explicitly up to a fixed horizon. The cost is calculated up to the very last step of the
horizon, which is up to (k + np − 1). Instead of just considering the cost of the last
state xk + np as usual, this state is used to compute a so-called terminal cost. This
terminal cost can be made equivalent to the cost J∞ ranging from (k + np − 1) up
to infinite time k =∞. To express this cost, one has to use a special penalty matrix
called the terminal weighting matrix denoted as Pf and express the new cost according
to [34, 46, 48, 49]:

Jk =
np−1∑
i = 0

(
xT

k + iQxk + i + uT
k + iRuk + i

)
+ xT

k + np
Pf xk + np (6.30)
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In dual-mode control, not only will the cost be divided into two modes, but the
control inputs as well. The first mode will contain free optimization variables, while
the second mode (associated with the last state) will be steered into equilibrium by a
stabilizing fixed feedback law, usually a linear quadratic control law. The two modes
from the view of the inputs ui are:

ui =
{

free variables i = k, k + 1, . . . , np − 1 Mode 1
Kxk + i i = np, np + 1, . . . ,∞ Mode 2

(6.31)

Since the cost in (6.30) needs to be evaluated explicitly only up to the end of the
horizon, a proper choice for the terminal weighting matrix Pf is necessary. If we
assume that the control moves in mode 2 will be computed by a fixed feedback
law uk + np + i = Kxk + np , then the terminal weighting matrix Pf is the solution of the
following Lyapunov equation [25, 39, 41, 48]:

Pf − (A + BK)T Pf (A + BK)= Q + KT RK (6.32)

where given the LTI system and the calculated fixed stabilizing feedback law K, the
terminal weighting matrix can be easily calculated.

The cost at a given time (k) and onwards up to the infinity is given by (6.30).
Using the notation established earlier in (6.6), we can use a vector of a series of
predicted inputs uk and reformulate the infinite horizon cost to be more suitable
for the optimization task. The cost function in the current sum based form is not
appropriate for an MPC controller, where a compact matrix notation is preferred.
If one substitutes for xk at the current time and uk for all future inputs up to the
end of the horizon, obtains a transformed cost function after rearranging the terms.
This transformed cost function does not use the sum operator anymore, matrix algebra
is necessary to evaluate the cost of control actions uk up to infinity. The transformed
cost will be given by [8, 25, 39]:

Jk = uT
k Huk + 2xT

k GT uk + xT
k Fxk (6.33)

where

H =
np−1∑
i = 0

NT
i QNi + NT

np
Pf Nnp + R (6.34)

G =
np−1∑
i = 0

NT
i QMi + NT

np
Pf Mnp (6.35)

F =
np−1∑
i = 0

MT
i QMi + MT

np
Pf Mnp (6.36)

where i denotes the i-th block row, respectively np denotes the last block row of N
and M. Matrix R is a block matrix having the input penalty R on its main diagonal,
that is:
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R =

⎡
⎢⎢⎢⎣

R 0 . . . 0
0 R . . . 0
...
...
. . .

...

0 0 . . . R

⎤
⎥⎥⎥⎦ (6.37)

Given a linear time-invariant model matrices H, G and F can be computed offline.
If one inspects the cost function in (6.33) closely, finds a vector of future predicted

control inputs uk in the first two terms. In the MPC controller this is the unknown or
free variable, in other words the aim of the controller is to find the optimal uk which
minimizes the cost function (6.33). There is one more variable in the cost function
xk but that is dependent on the actual measured or observed state, and is updated
accordingly at every (k). If everything is constant in (6.33) except the input vector,
then the cost function is in fact a matrix analogy of the scalar quadratic function:

j = au2 + bu + c (6.38)

The cost function is therefore quadratic. From the pure mathematical optimiza-
tion point of view, such a quadratic function has beneficial properties making its
evaluation easier. There is one more fact to note about the formulation in (6.33). The
last part of the expression containing xT

k Fxk does not depend on the inputs uk . The
last part contributes to the final cost a steady amount regardless of the sequence of
planned inputs. Since in MPC we are interested in minimizing the cost, we may just
simply leave out this static part since it does not carry any useful information:

Jk = uT
k Huk + 2xT

k GT uk (6.39)

6.6 Unconstrained Model Predictive Control

The simplest possible formulation of a model predictive controller is a controller
without constraints: in other words without limits on the input, output or the states.
This is actually an exception in the field of MPC, as it can be expressed in a closed
form. If one minimizes the cost function in (6.33) without a regard to constraints,
a closed form expressed by a fixed matrix feedback law is obtained. This feedback
law is explicit and it does not have to be recalculated at each iteration in the case
of an LTI system. Unlike in the absence of constraints, it is not possible to obtain
constrained MPC in a closed form. If constraints are assumed the optimization has to
be performed by a numerical optimization algorithm, online and at every sampling
instant (k).

The aim of an MPC controller can be defined stating that we want to find the
sequence of input values uk which produces a minimal cost function Jk given a
measured or observed state xk at time (k). In this way we get a sequence of optimal
inputs u∗

k or mathematically [34, 48]:
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u∗
k = arg min

uk
Jk(xk,uk) (6.40)

uk = arg min
uk

⎧⎨
⎩

np−1∑
i = 0

(
xT

k + iQxk + i + uT
k + iRuk + i

)
+ xT

k + np
Pf xk + np

⎫⎬
⎭ (6.41)

The quadratic infinite time cost in a simplified collected way has been defined previ-
ously by (6.39). The matrices H, G can be calculated in advance and are not variable
given an LTI system while the optimization task can be computed beforehand as
well, resulting a closed form control law. The optimization task is to minimize:

u∗
k = arg min

uk

(
uT

k Huk + 2xT
k GT uk

)
(6.42)

The gradient of the cost function with respect to u will be [6, 8]:

∇Jk = 2Huk + 2Gxk (6.43)

The minimum of Jk is satisfied at ∇Jk . If H is nonsingular, then the optimization
result is unique and is given by [6, 25]

u∗
k = −H−1Gxk (6.44)

where H and G are according to (6.34) and the actual measured or observed state is
xk . The result is a sequence of optimal inputs uk of which only the first element or
in the case of a multiple input system the first block element is required. An actual
controller uses the first element of uk , then the inputs are re-evaluated based on new
observed states. For an LTI system this reduces to a static control law, which is the
first nu wide block row of −H−1G used in the following fashion:

uk = − K xk = − [ Inu 0 0 . . . 0] H−1Gxk (6.45)

where K is the resulting fixed unconstrained MPC law and Inu is a square matrix of
the size equivalent to the number of inputs nu.

The usual and obvious choice for the mode 2 fixed stabilizing feedback K is the
LQ optimal gain. Because the predictions in the unconstrained MPC law will be
optimal in both modes and the previously formulated cost is equivalent to the cost
used in LQ controllers, the unconstrained MPC gain K will be identical to the LQ
gain K. The future optimal sequence of the outputs u∗

k will be related to the LQ gain
as well.

6.7 Constraint Formulation

The real power of MPC lies in computing optimal control actions for systems, which
incorporate constraints. In this case, however, the feedback law cannot be computed
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beforehand, given a knowledge of the plant model. Instead, the optimization proce-
dure must be performed online, in between samples (k) and (k + 1).

The quadratic cost determined by (6.30) and then subsequently simplified by
(6.33) still holds. What we have in addition is a set of constraints, or limits on the input
variables, output or possibly states. These inputs are defined as follows [1, 8, 39]:

u ≤ uk ≤ u (6.46)

x ≤ xk ≤ x (6.47)

These constraints have to be rewritten in a form suitable for a predictive controller.
This form is more compact than the above notation and collects the constraints in such
a way that they are expressed in terms of the argument, that is uk . The constrained
MPC control law has to be evaluated online using a quadratic programming (QP)
algorithm and most QP solvers process optimization constraints in the following
generic form [5]:

Acuk ≤ b0 (6.48)

where Ac and b0 define the constraints. The input constraints 6.47 can be divided
into the following two equivalent constraints:

u ≤ uk

−u ≤ −uk
(6.49)

If this holds for each input uk then it is necessary to redefine it until the end of
the mode 1 predictions,6 that is for all free variables. The constraints shall cover
uk, uk + 1, . . . , uk + np−1. This can be written in the following equivalent matrix
form: [

I
−I

]
uk ≤

[
1u

−1u

]
(6.50)

where I is an identity matrix, while 1 is a vector of ones for a single input
system and

[
1 = I I . . . I

]
with nu sized identity matrices if the system has nu

inputs.
State constraints can be similarly rewritten. State constraints from (6.47) have to

be applied not for the current step xk but similarly to the input for the future free
variables xk + 1, xk + 2, . . . , xk + np as well. We can divide the state constraints (6.47)
in two parts and we get

x ≤ xk

−x ≤ −xk
(6.51)

6 In reality, enforcing the constraints only for the free variables creates stability issues. These
problems and a solution to guarantee stability are discussed in the following chapter.
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One must change this direct state formulation, so that the states are expressed in
the terms of the inputs. From the prediction equations it is possible to calculate the
next state xk + 1 = Mixk + Niuk at each i = 1, 2, 3, . . . , np, we can rewrite the state
constraints to obtain the following simplified form [8]:

[
Ni

−Ni

]
uk ≤

[
x

−x

]
+

[−Mi

Mi

]
xk (6.52)

substituting for each block row of Mi and Ni i = 1, 2, . . . , np. Note that i = 0,
or first block row of M and N is missing, since we cannot take into account the
currently measured or observed state xk at the time (k + i), i = 0.

The input and state constraints from (6.50) and (6.52) may be combined, since the
usual QP algorithm accepts constraints on the optimized variables in the following
form:

Acuk ≤ b0 + B0xk (6.53)

where the matrices Ac, b0 and B0 are constant and can be determined offline.

6.7.1 Hard Saturation Versus Constraint Handling

One might wonder why we need constrained MPC if natural actuator boundaries
can be effectively incorporated into a control law by using simple saturation limits.
Saturation is a commonly used technique, where the real inputs computed by an
arbitrary control strategy are clipped to the allowable level according to:

uk = uk if u < uk < u
uk = u if uk ≥ u
uk = u if uk ≤ u

(6.54)

In case the controller computes an input in between the lower and upper bounds,
the input is directly used in the closed-loop system as intended. As soon as the
input exceeds the lower or upper limits, it is clipped to the allowable level by hard
saturation limits. This is the essential technique used by most traditional controllers to
incorporate constraints imposed by physical or technological limits of the actuators.

The use of saturation limits creates a discrepancy between the inputs computed
by the controller (assumed to be ideal or even optimal), and the real ones which
are simply clipped to the allowable maximal or minimal level. The closed-loop
system acquires a completely different set of inputs than it was originally intended
by the controller. By clipping the inputs using saturation, we also introduce a level
of nonlinearity into the control law. All of this essentially creates two very serious
problems with:
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• optimality
• stability.

Let us use the linear quadratic controller introduced earlier in Sect. 4.3 to illustrate
the problems with saturation limits. LQ is an ideal controller to compare with MPC,
since a properly formulated infinite horizon unconstrained MPC law is essentially
equivalent to its LQ analogy. If one designs an LQ controller without the constraints
in mind, but then imposes saturation limits on the inputs, eventually ends up with an
completely different control law than originally intended. This different and nonlinear
control law may not work as planned and may perform much less efficiently. More-
over,
traditional closed-loop stability guarantees will not be valid anymore, as a funda-
mentally different nonlinear strategy is taking over the plant instead of the initial
design. It is also possible to take into account the saturation limits right at the stage
of control system design. If the LQ controller is penalized enough in order not to
invoke constraints too often, there is a greater chance that the closed-loop system will
remain stable, although stability still cannot be guaranteed beforehand. Nevertheless,
this conservativeness implies a great loss of efficiency and performance.

A constrained MPC control law with stability guarantees works in a completely
different manner. Inputs are not simply clipped to the level of constraints, but actively
considered at the online optimization task. Thanks to the unique formulation of the
MPC law, at each sampling interval inputs are computed in a manner that they are
as optimal as possible while still guaranteeing closed-loop stability. As one may
clearly see, not even an input saturated LQ (or other) control law shall be directly
compared to constrained MPC, since the essential methodology of manipulating with
input limits is entirely different. Saturated LQ is simply not equivalent to constrained
MPC, imposing hard saturation limits is a separate concept to constraint handling
through online optimization.

Note that the performance difference between saturated LQ (or any other saturated
control law) and constrained MPC with stability guarantees is likely to manifest with
increasing problem dimensionality and plant complexity. Although the performance
loss of a saturated LQ law in comparison with MPC is only barely detectable in the
simple SISO case introduced in the upcoming chapters, a MIMO system with several
inputs and outputs is much more likely to demonstrate the advantages of constrained
MPC. We are not interested in making a point that constrained MPC is better than
a simple saturated law, as this point has been made by numerous authors before
us [34, 48]. What is more important, industrial users have clearly taken a stance
with implementing numerous MPC controllers in MIMO plants with slow dynamics
[43–45], ultimately gaining a performance advantage over saturated control strate-
gies. After all, what is advantageous for a slow plant shall also be favorable for active
vibration control.

http://dx.doi.org/10.1007/978-1-4471-2333-0_4
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6.8 Constrained Quadratic Programming-Based MPC

The unconstrained model predictive control law can be expressed in a closed form as
demonstrated previously in Sect. 6.6. For this, it is enough to perform differentiation
on the matrix cost function and we obtain a fixed feedback matrix as a result, which
in the case of a linear time-invariant system can be used at each sampling interval.
With the addition of constraints, the problem cannot be expressed explicitly in closed
form as before, and the optimization procedure has to be performed at every sampling
interval repeatedly.

Once again, our aim is to minimize the quadratic cost function, only this time
with constraints. The minimization of a quadratic function with constraints is known
in mathematics as a quadratic programming problem. The general logic of the MPC
algorithm will stay the same, only the means and the method of the optimization task
will be changed.

Let us now assume that we would like to steer the system state of (6.1) into the
origin so that we drive our vibrating system into equilibrium. Furthermore, let us
assume that the problem requires the implementation of constraints as well. We may
define the following MPC algorithm [8, 26]:

Algorithm 6.1 To find the solution of the constrained model predictive control
problem, perform the following set of operations at each sampling instant:

• Observe or measure actual system state at sample xk .
• Minimize the following cost function with respect to constraints:

min
uk

J(uk, xk)=
nc−1∑
i = 0

(
xT

k + iQxk + i + uT
k + iRuk + i

)
+ xT

k + nc
Pf xk + nc

where uk = [
uk, uk + 1, uk + 2, . . . , uk + nc−1

]
, Q = QT ≥ 0 is a state penalization

matrix, R = RT ≥ 0 is an input penalization matrix, nc is both the prediction and
control horizon7 and Pf is the solution of the unconstrained, infinite horizon
quadratic regulation problem. The typical MPC cost function must be subject
to the following constraints:

u ≤ uk + i ≤ u, i = 0, 1, 2, . . . , nc − 1 (6.55)

x ≤ xk + i ≤ x, i = 1, 2, . . . , nc (6.56)

xk + 0 = xk (6.57)

xk + i + 1 = Axk + i + Buk + i, i ≥ 0 (6.58)

7 In this book, we will use a prediction horizon with a length equal to the number of free optimiza-
tion variables. In other words, the length of the prediction horizon will be identical to the length of
the control horizon. Generally, the prediction and control horizons do not necessarily need to have
equal lengths.
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yk + i = Cxk + i, i ≥ 0 (6.59)

uk + i = Kxk + i, i ≥ nc (6.60)

where K is a stabilizing feedback gain.
• Apply the first element of the vector of optimal control moves uk to the controlled

system, and re-start the procedure.

6.8.1 Quadratic Programming

The core of algorithm 6.1 defined above is the minimization of the cost function
with subject to constraints. The quadratic cost function can be rewritten in a compact
matrix form as introduced by (6.33), while the constraints can be collected by (6.53).
This minimization task is referred to as a quadratic programming (QP) optimization
in mathematics.

In general, a quadratic programming optimization problem minimizes a multi-
variable quadratic function, which is subject to linear constraints on the variables.
Let us assume u is in general a vector containing the optimization variables, while H
is a symmetric matrix and G is a vector. A quadratic programming problem is then
defined by [5, 28]:

minimize f (u)= 1
2 uT Hu + GT u

subject to Acu ≤ b0
Aeu = be

(6.61)

where the first constraint is a so-called inequality constraint and the second is an
equality constraint. If H is a positive semidefinite matrix, then the function f (u) is
convex and it has a global minimizer, if there exists a feasible vector u. Feasibility
means that the variable u satisfies all constraints. Given a positive definite H and a
feasible u the global minimizer of the QP is unique.

6.8.1.1 Geometric Representation of QP

One may interpret the definition of the quadratic programming problem in an intuitive
geometrical representation as well. Instead of presenting a generic treatment of the
geometrical representation of the QP problem, we will use an example to illustrate the
idea of quadratic programming. In order to preserve the clarity of the presentation, let
us imagine an optimization variable u which is defined in a two-dimensional space,
having only two elements. To illustrate the various aspects of quadratic program-
ming, let us choose a simple quadratic cost function: f (u)= f (u1, u2). This function
depends on variables u1 and u2 for which we will try to find the minimum:
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Fig. 6.7 Surface and contour plot of the cost function in quadratic programming

f (u)= f (u1, u2)= u2
1 + 9u2

2 − 10u1 − 54u2 (6.62)

This cost function has different values for different combinations of u1 and u2 and
it can be plotted in a three-dimensional space. The surface created by this example
is illustrated in Fig. 6.7 where the different contours of the function are shown as
well. Without constraints, the minimum of our function is the “bottom” of the three-
dimensional surface. In mathematical terms, the minimum of the unconstrained cost
function is found if we find where the partial derivative equals zero with respect to
all of the variables:

∇uf (u)= 0 (6.63)

∂f (u1, u2)

∂u1
= 0 (6.64)

∂f (u1, u2)

∂u2
= 0 (6.65)

Evaluating the partial differentiation with respect to u1 yields 5, while with respect
to u2 yields 3, meaning that the unconstrained minimum of this cost function is to
be found at the coordinates u� = [5 3]T . In absence of constraints it is trivial to
find the minimum of a quadratic function, but the addition of constraints creates a
quadratic programming problem.

Let us confine the pool of valid solutions for our minimization problem in (6.62)
in the u-space by a set of linear constraints:
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u1 ≥ 0

u2 ≥ 0

u2 ≤ 4 − u1

(6.66)

and let us not consider equality constraints for our example. In the two-dimensional
space these constraints form lines, while in a general multidimensional space con-
straints form hyperplanes. The first constraint here is coincident with the horizontal
axis, the second with the vertical axis and the third is simply a diagonal line. The
constraints and the feasible space from which it is possible to select the optimization
variables u1 and u2 are shown in Fig. 6.8. The shaded area represents the feasi-
ble subspace of u, while the thick black lines illustrate the linear constraints given
by (6.66).

To evaluate this constrained minimization problem, we will utilize the quad-
prog quadratic programming solver, which is a part of the Matlab Optimization
Toolbox [52]. First, it is necessary to convert the problem formulation so that it
resembles the general formulation of (6.61). We may write the cost function (6.62)
in a matrix form by expressing it as:

f (u)= f (u1, u2)= 1

2

[
u1 u2

] [
2 0
0 18

] [
u1
u2

]
+ [−10 −54

] [
u1
u2

]

= 1

2
uT Hu + GT u (6.67)

The constraints may also be rearranged to the form given by (6.61) by changing
them to:

−u1 ≤ 0

−u2 ≤ 0

u1 + u2 ≤ 4

(6.68)

which in a matrix form will be rendered to
⎡
⎣−1 0

0 −1
1 1

⎤
⎦

[
u1
u2

]
≤

⎡
⎣ 0

0
4

⎤
⎦

Acu ≤ b0

(6.69)

Passing the matrices and vectors defined by H,G,Ac and b0 to the quadprog solver
in Matlab using the syntax

[u_ast, f ] =quadprog(H,G,Ac, b0)

will yield in the optimal solution u∗ = [
1.4 2.6

]T in merely two iterations. Figure 6.9
illustrates this process in the space of the variables u. The optimal solution for
the unconstrained case u� is visible as the center point of the contour lines of the
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Fig. 6.8 The shaded triangular area illustrates the restricted space in which the choice of variables
u are limited by the linear constraints represented by the black lines. The constraints are presented
in (a) in the u space, a view of the quadratic cost surface in the space of u2 is depicted in (b), while
the constraints are shown with the cost function f (u) in (c) in three dimensions

cost function f (u). Because the problem is constrained, this solution is not feasible
anymore and the algorithm has to choose from the inside of (including the boundaries)
the triangular space enclosed by the constraints. The optimal solution u∗ lies on the
third constraint and the contour-line encompassing it is also illustrated. Different
methods and algorithms may be used to solve a quadratic programming problem,
including [5, 8, 34]:

• active set
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Fig. 6.9 Quadratic programming example showing the contour lines of the cost function f (u) (dash-
dot), the constraints (continuous), the unconstrained solution u� (triangle) and the constrained QP
solution u∗ (asterisk) and the contour line containing the solution (dashed)

• interior point
• conjugate gradient
• gradient projection
• variations of the simplex algorithm
• others.

6.8.1.2 Active Set Quadratic Programming Method

One of the best-known quadratic programming algorithms is referred to as the active
set (AS) algorithm [20]. In essence, the active set algorithm finds the optimal solution
of the constrained QP optimization by evaluating problems involving only equality
constraints. The active set QP algorithm is used with medium-scale optimization
problems, which are typical for model predictive control. The big advantage of the
active set algorithm is that it can be warm started. Warm starting means that, due to
the nature of the MPC problem, it is possible to find the solution much faster at time
step (k + 1) if the algorithm can use knowledge gained from the solution evaluated
at previous time (k).

Let us have a look at the general inequality constraint formulation in (6.61) again.
Each row of the matrix inequality formulation is an individual linear constraint,
which we can denote with a simple sequential number i. Therefore, we may separate
the individual constraints if we denote the rows of Ac with Ai

c and the rows of b0
with bi

0 to get Ai
cu ≤ bi

0 for each constraint. A certain constraint is said to be inactive
if the term Ai

cu∗ < bi
0 holds. However, in case the term Ai

cu∗ = bi
0 holds, then the
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Fig. 6.10 Illustration of the
active set in the active set
quadratic programming
method. Two constraints are
inactive, while one is active.
The inactive constraints can
be removed from the
problem, leaving only a
constrained quadratic
minimization problem to
be solved
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i-th constraint is said to be active. It is also possible for the active set to be empty if
none of the inequality constraints are in effect at the solution [34].

If we number the constraints (6.69) in our previous example with the sequen-
tial number i, we will get three constraints, which can be either active or inactive.
Figure 6.10 illustrates the solution for our example, from which it is clear that two
constraints are inactive (1, 2) while number 3 is active for u∗. It is possible to
remove the inactive constraints without affecting the solution [8]. The optimal solu-
tion of the problem is the solution of an equality constrained problem where only the
active equality constraints are considered while the rest is discarded. We can denote
this by:

minimize f (u)= 1
2 uT Hu + GT u

subject to Ai
cu = bi

0, i ∈ a∗ (6.70)

where a∗ = {i : Ai
cu∗ = bi

0} is the configuration of the active constraints at the solution
of the quadratic programming problem [8].

Naturally, one does not know in advance the ideal combination of the active and
inactive constraints a∗ which eventually leads to an optimal solution u∗. However,
it is possible to devise a strategy in which the equality problem associated with the
current active set yields an improved solution at each iteration, while determining
optimality and managing the active set at the same time. In a well-designed active
set QP algorithm the active sets are not selected randomly, various strategies exist
which help to avoid the necessity to test a large number of active/inactive constraint
permutations. For example, it is possible to select successive sets in a way that the
value of the cost function f (u) will be decreased at each successive iteration.

The rough outline of an active set quadratic programming algorithm may be given
by [5, 8, 19, 34]:
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Algorithm 6.2 To solve a quadratic programming problem (given a feasible initial
solution u0 and an active set a0), at each iteration p perform the following procedure:

• solve the equality problem corresponding to the active set ap given by (6.70)
• test the optimality of the solution

– if the solution is optimal (up = u∗), terminate
– if the solution is not optimal, continue

• find which constraint i violated feasibility and add it to the active set to create a
new active set ap + 1. Repeat the procedure to find an improved solution up + 1.

Let us now focus on the subproblem described by the second item in
Algorithm 6.2, namely determining whether the solution of the equality problem
is really the global solution of the QP. The optimality of the partial solution with a
certain active set can be determined from the Lagrange multipliers of the associated
equality problem. To verify the optimality in an unconstrained optimization problem
defined by:

minimize f (u) (6.71)

we have to test whether its gradient equals zero, that is whether

∇uf (u∗)= 0 (6.72)

holds. In general, a constrained optimization problem with m constraints can be
expressed by the following formulation:

minimize f (u)
subject to gi(u)= 0, i = 1, . . . ,m

(6.73)

which is also true for a given active set a and the corresponding equality problem
of (6.70), where m constraints are given by gi(u)= Ai

cu − bi
0. To test the optimality

of the solution after evaluating the equality problem it is not sufficient to fulfill the
gradient condition (6.72) anymore. Instead, this gradient condition is augmented by
the effect of the constraints. For a single constraint (m = 1) the optimality condition
would be transformed to:

∇uf (u∗)= − λ∇ug(u∗) (6.74)

meaning that the direction of the gradient of the minimized function at u∗ must be
exactly opposite to the direction of the gradient of the constraint. The scalar λ is
a Lagrange multiplier and it is necessary in the formulation because, although the
directions of the gradients are opposite, their magnitude is not necessarily the same.

This concept is illustrated in Fig. 6.11 on the example discussed before. Here
constraints number 1 and 2 can be removed from the active set without affecting the
solution, only constraint 3 is considered. After the equality problem (6.70) is solved,
we have to make sure whether the trial solution is truly the optimal solution. As we
are following the contour line of the constraint g(u) the value of the cost function
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Fig. 6.11 Illustration of the
gradients of the minimized
function f (u) and the active
equality constraint g(u) = 0.
At the optimal solution, the
direction of the gradients is
opposite, their magnitude is
scaled by the Lagrange
multiplier λ
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may vary, the contour lines of g(u) cross the constraint at several points. The value
of the cost function is neither increased, nor decreased only when the contour lines
touch but do not cross. In other words, when the constraint touches the contour lines
of the cost function tangentially we have found our solution u∗. Mathematically
expressed, the two function contours touch when the tangent vectors of the contours
are parallel. The gradients of a function are perpendicular to the contour line, thus
we may equivalently say that the gradients of functions f (u) and g(u) are parallel
but with magnitudes different by a scalar value λ.

This constrained optimality condition can be easily converted into a multi con-
straint formulation as well. If for the actual active set ap at iteration p the variable
up = u∗ is really the solution of the constrained equality problem given by (6.70),
then we can find Lagrange multipliers λ∗

i , i = 1, 2, . . . ,m which will satisfy [9]:

∇uf (u∗)+
m∑

i = 1

λ∗
i ∇ugi(u∗)= 0, i = 1, 2, . . . ,m

gi(u∗)= 0, i = 1, 2, . . . ,m

(6.75)

In other words, if we can find a set of λ∗
i for the trial solution which fulfills the

condition above, the trial solution is in fact the solution of the QP problem.
The optimality condition of (6.75) can be extended to a case of n additional

equality constraints given by h(u)= Aeu − be as well. The necessary and sufficient
conditions for u∗ to be the global optimum are given by the so-called Karush–Kuhn–
Tucker (KKT) conditions [5, 19]:
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∇uf (u∗)+ ∑m
i = 1 λ

∗
i ∇ugi(u∗)+ ∑n

i = 1 v∗
i ∇uhi(u∗)= 0, i = 1, 2, . . . ,m

i = 1, 2, . . . , n
gi(u∗)= 0, i = 1, 2, . . . ,m
hi(u∗)= 0, i = 1, 2, . . . , n

(6.76)

According to the KKT conditions if vectors of Lagrange multipliers λ ≥ 0 and v
exist, then u∗ is the global optimizer. After substitution and differentiation, the KKT
conditions for the quadratic cost function f (u), inequality and equality constraints
defined by (6.61) will be reduced to [34]:

Hu + AT
c λ+ AT

e v = − G (6.77)

Acu = b0 (6.78)

Aeu = be (6.79)

where the elements of λ corresponding to the inactive inequality constraints must
remain zero (this can be ensured by an additional complementary condition). To put
it differently, only elements corresponding to the active set need to be evaluated and,
if all of them are nonnegative, then the solution u is the global optimum of the QP
problem.

A valid strategy to implement the rough algorithm outlined in Algorithm 6.2 [34]
can be created by modifying our original cost function in (6.70) by replacing absolute
values of the solution up at iteration p with increments up + �u. Substituting this
into Algorithm 6.2 in f (u) yields a new incremented cost:

f (up + �u)= 1

2
(up + �u)T H(up + �u)+ GT (up + �u) (6.80)

which after factoring out and simplification can be reduced to

f (up + �u)=f (up)+ 1

2
�uT H�u + (GT + uT

p H)�u (6.81)

and the equality constrained minimization problem (6.70) can be equivalently stated
by the new cost function f (�u):

minimize f (�u)= 1
2�uT H�u + GT

p �u
subject to Ai

c�u = 0, i ∈ a∗ (6.82)

where GT
p = (GT + uT

p H). Note that the inequality constraints in this new formulation

have also changed, bi
0 has been removed. This can be explained by substituting the

new incremental optimization variable up + �u into the equality constraint in (6.70)
to get:

Ai
cup + Ai

c�u = bi
0 (6.83)
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from which we only have to ensure that gi(�u)= Ai
c�u = 0 in order to maintain the

validity of the original equality constraint.
Let us now use this new equality constraint g(�u) with the cost function f (�u)

and substitute it back to the conditions of optimality in (6.75), with using a new
vector of Lagrange multipliers �λ:

∇f (�u)+ �λ∇ga(�u)= 0

ga(�u)= 0
(6.84)

where subscript a marks that only equality constraints from the active set ap at
iteration p is utilized. After substitution and differentiation with respect to �u this
will be reduced to [5, 34]:

H�u + Aa
c

T �λ= − Gp (6.85)

Aa
c�u = 0 (6.86)

which can be easily expressed in a matrix form:

[
H Aa

c
T

Aa
c 0

] [�u
�λ

]
=

[−Gp

0

]
(6.87)

The equality optimization problem expressed by (6.82) thus can be conveniently
expressed with the above matrix equation. The problem may be expanded for a
general quadratic programming case with both equality and inequality constraints
by using the Karush-Kuhn-Tucker conditions in (6.76) to get [5, 20, 34]:

H�u + Aa
c

T �λ+ Aa
e

T �v = − Gp (6.88)

Aa
c�u = 0 (6.89)

Aa
e�u = 0 (6.90)

which can be expressed in a matrix form as well:

⎡
⎣ H Aa

c
T Aa

e
T

Aa
c 0 0

Aa
e 0 0

⎤
⎦

⎡
⎣�u

�λ
�ν

⎤
⎦ =

⎡
⎣−Gp

0
0

⎤
⎦ (6.91)

A new active set strategy using these ideas can be outlined [34]:

Algorithm 6.3 To solve a quadratic programming problem (given a feasible initial
solution u0 and an initial active set a0), at each iteration p perform the following
procedure [34]:

• given up solve the modified equality problem (6.70) corresponding to the active
set ap by evaluating (6.87) to get a solution improvement up + �u
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• test the feasibility of this improved solution up + �u by evaluating Acup ≤ b0 and

– if the solution is feasible, accept as an improved optimization variable at the
next iteration up + 1 = up + �u and maintain the current active set ap = ap + 1

– if the solution is infeasible perform a line search pointing in the direction of �u
and locate the point up + 1 = up +αl�u at which the feasibility is lost (where
0 < αl < 1). Add this new active constraint to the active set, creating ap + 1

• determine the optimality of the improved solution up + 1 by checking the Lagrange
multipliers according to (6.75) and then

– if it is not the constrained optimum of the QP, restart the procedure
– if it is the constrained optimum of the QP, terminate the procedure

Let us review the procedure of Algorithm 6.3 once more on the simple example
familiar from our previous discussion and illustrate the steps in Fig. 6.12. Without
going into details, suppose that we have a feasible initial solution u0 at our disposition
and an empty active set a0 = [

0 0 0
]T . In the first step p = 1(a) the matrix expression

(6.87) is evaluated, obtaining an improvement �u1 in the solution. As the active
set is empty, the new solution is equivalent to the unconstrained optimum of the
cost function. The feasibility of this new solution u1 = u� = u0 + �u0 must be
then determined. By evaluating Acu1 ≤ b0 the solution is clearly infeasible, thus
u1 
= u0 + �u0. A line search is made in the direction of u0 to determine where
feasibility has been lost. The line search coefficient αl determines the new partial
solution at iteration p = 1 (b) which is given by u1 = u0 +αl�u0. A new active set
is created by adding constraint number 3, resulting in a1 = [

0 0 1
]T . We have to see

whether this solution is the global optimum of the quadratic programming problem,
by computing the Lagrange coefficients of the problem at u1 according to (6.75). As
it turns out this is not the global optimum of the QP, so one more iteration p = 2 is
initiated.

By evaluating (6.87) utilizing the new solution improvement u1 and the next
active set a1 we arrive at the solution u2 = u1 + �u1. This solution is feasi-
ble, as Acu2 ≤ b0 holds. Testing the optimality of the solution by computing the
Lagrange multipliers according to (6.75) shows that this new solution is the global
optimum. As no further improvement is possible u∗ = u2 and the sequence is termi-
nated.8

6.8.1.3 Interior Point Quadratic Programming Method

The interior point (IP) quadratic programming algorithm [37, 40] is mostly used for
large-scale problems in the range of hundreds of optimization variables. Although it
is a more recent algorithm, it is not necessarily better than active set methods [34].
Unlike the active set algorithm the interior point algorithm cannot be warm started,

8 The above example evaluated with the active set solver in quadprog terminates in two iterations
as well.
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Fig. 6.12 Illustration of the iterations in an active set quadratic programming method. The solution
for this simple problem is found in merely two iterations of the algorithm

in other words, we cannot reduce computational load by applying prior knowledge
on the previous solution. The advantage of interior point methods is that their com-
putational complexity is generally a polynomial function of parameters (for example
3nx + nu) whereas active set and most other algorithms require a computational
time which grows exponentially depending on the problem parameters (for example
nx + nu

3) [34]. The use of interior point algorithms in model predictive control is
less typical for this reason.

The idea behind the interior point algorithm is to convert the QP problem
into an unconstrained optimization problem by augmenting the cost function by a
so-called barrier function. The role of the barrier function is to supply a finite value
to the minimized function, when the solution satisfies the constraints. The value of
the boundary function tends to infinity, whenever solution approaches the constraint
boundary. This can be expressed mathematically as [9, 34]:

minimize μ[f (u) = 1

2
uT Hu + GT u)] +ψ(u) (6.92)

where f (u) is the quadratic cost, ψ(u) is the boundary function based on the con-
straints and μ is a scalar value. In case we have constraints formed as Ai

cu = bi
0 a

typical choice for a barrier function could be:
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ψ(u)=
m∑

i = 1

− log(bi
0 − AiT

c u) (6.93)

although other formulations are also possible. As it has been previously noted, the
value ofψ(u) approaches infinity as the solution u approaches the constraint bound-
aries. The solution of the unconstrained interior point minimization problem (6.93)
will satisfy constraints for any given scalarμ. In other words, by minimizing f (u) the
solution will always remain within the feasible region, because the barrier function
prevents the search from leaving it [34].

As we increase μ the solution will tend to get closer and closer to the optimal
solution u∗:

u −→ u∗ as μ −→ ∞ (6.94)

If an initial feasible solution can be found in the vicinity of u0, then this solution
can be continually improved by increasing μ until the difference between the partial
solution u and the real optimal solution u∗. An interior point algorithm therefore
successively increases the value of μ until the constraints are met within a given
tolerance [8]:

Algorithm 6.4

• increase the value of μ
• minimize the unconstrained problem (6.93)
• if solution meets constraints within tolerance terminate, otherwise restart the pro-

cedure

The initial point of the algorithm u0 is known as the analytic center of the constraints,
while the path traced out by the successively improving partial solutions u is known
as the central path [34].

While iterations of the active set algorithm search along the points on the boundary
of the feasible region, as the name implies interior point algorithms search in the
interior of this region. This approach requires an initial feasible solution but will
remain feasible through all iterates. This strategy is not the most efficient and the
iterates of modern IP algorithms are not always feasible, that is until the end of the
search [34].

A central problem to active set algorithms is the possible numerical
ill-conditioning caused by the logarithmic nature of the barrier function. As we
are successively increasing the value of μ to get better and better solutions, the
value of the barrier function starts to rise very rapidly, thus rendering the optimiza-
tion problem (6.92) numerically ill-conditioned. This may cause that the algorithm
results infeasible or sub-optimal solutions. A well-designed interior point algorithm
is relatively complicated and amongst others contains algorithmic tools to prevent
the problem described above. Currently the most effective interior point algorithms
referred to as primal-dual are based on solving the convex optimization problems
and their dual problems simultaneously [5].
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Fig. 6.13 The iterations of an interior point quadratic programming algorithm are shown in (a)
while sub optimal and infeasible solutions due to numerical ill-conditioning are demonstrated in
(b). The figures show the analytical center (square), the solution of an active set algorithm (triangle)
the iterations of the interior point QP algorithm (cross), constraints (thick black line), contours of
the original cost (dashed gray line), contour of the active set solution (thin black line), contour of
the interior point solution (thin dashed black line)

Figure 6.13 illustrates a very simple interior point algorithm solving the demon-
stration example familiar from our previous discussion on quadratic programming.
The algorithm starts from the analytic center of the feasible region, located at
u0 = [4/3 4/3]. The original cost function is augmented by the barrier function,
and the new unconstrained cost function (6.93) is minimized. To solve our simple
example in Matlab the new cost function (6.93) has been programmed as a function
objfun, which is then minimized by a derivative-free method through the built-in
fminsearch algorithm. The syntax to minimize the objective function is:

[u,fval] =fminsearch (f,u0)

where u is the solution of the interior point algorithm and u0 is the analytical
center of the feasible region. The central path is generated by supplying this problem
with different values of μ, spanning a logarithmic space from 0.001 to 100 in 40
steps. The algorithm starts from the analytic center and the solutions marked with a
cross are improving with increasing μ along the central path. The solutions get very
close to the optimal solution marked with a triangle, as computed previously by the
active set algorithm implemented in quadprog. The two solutions match very closely,
the contour lines of f (u) corresponding to the different algorithms are practically
indistinguishable.

The possible numerical issues with simple interior point algorithms are demon-
strated in Fig. 6.13b where the detail in the neighborhood of the solution is shown.
As it is clear from the figure, even this very basic interior point algorithm yields
good approximations of the optimal u∗. Note, however, that certain solutions for
increasing μ tend to be very suboptimal, while some are even infeasible. This is
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caused by the previously mentioned numerical ill-conditioning of the unconstrained
optimization problem. There is for example a point u0 =[1.59 2.41] which is not
only suboptimal but also outside the feasible region.

6.8.2 MPC and Quadratic Programming

Now, it is clear that the cost function in (6.33) and the constraints (6.53) in fact
formulate a quadratic programming problem, which is given by [48]:

minimize Jk(uk) = uT
k Huk + 2xT

k GT uk
subject to Acuk ≤ b0 + B0xk

(6.95)

where H and G are the predetermined prediction matrices, Ac, b0, and B0 define the
constraints, xk is the actually measured or observed state and uk is the optimization
variable—that is the unknown sequence of future optimal control inputs.

To solve the quadratic programming problem given by the MPC formulation
(6.95) in Matlab, we can use the built-in quadprog function, which at each time step
will solve the QP given by the following syntax9:

u=quadprog (H,G ∗ x,Ac,b0+B0 ∗ x)
where x is the actual measured or observed state, H and G are prediction matrices,
Ac, b0 and B0 are given by the constraints and u is the optimal input trajectory of
which only the first element is utilized. The function quadprog is only usable in the
Matlab environment, and cannot be employed in a real-time environment. For the
online optimization task in traditional QP based MPC (QPMPC) a dedicated solver
is required, preferably a C language version of either generic quadratic programming
software or one which is optimized for MPC usage. Such a solver is for example
qpOASES developed by Ferreau et al. [17–19] which is utilized as a benchmark for
traditional optimal MPC in the upcoming chapters.

Quadratic programming solvers specifically designed to solve MPC problems
utilize some of the unique properties of the QP problem arising due to the predictive
control formulation. These properties are [34]:

• the QP problem is sparse
• it is possible to warm start

After reordering the variables in the QP problem arising from the MPC formu-
lation the problem becomes sparse, meaning that the matrices are mainly populated
with zeros. The second condition comes from the fact that unless there are excessive

9 Note that unlike the cost function in the MPC formulation given by (6.95), the solver quad-
prog minimizes the function Jk(uk)= 1

2 uT
k Huk + xT

k GT uk . Because only half of H is assumed by
quadprog, the number “2” in front of the second part of the original cost function is omitted in the
syntax.



6.8 Constrained Quadratic Programming-Based MPC 245

disturbances acting on the controlled plant, the successive solutions at times (k) and
(k + 1) are very much alike. For this reason, it is possible to warm start the algo-
rithm based on the previous solution to save on computational time. The MPC tuned
implementations of active set algorithms are more common; however, examples of
interior point algorithms utilizing the structure and properties of MPC exist as well.

6.9 Prediction and Control Horizon

In the previous sections, the prediction horizon—that is the point in the future up
to which predictions are made—was identical to the control horizon. The control
horizon can be understood as a point in the future up to which control moves are
calculated.

Let us denote the control horizon by nc and the prediction horizon as np as illus-
trated in Fig. 6.14. The control and prediction horizon can be equivalent, though they
are often different: the cost is predicted further into the future, but in order to reduce
the number of free variables the control horizon nc is considered to be shorter than
the prediction horizon np. A common approach is when the controller computes the
control moves in such a manner that it assumes that the control inputs will remain
on the same level after the control horizon ends. The control input may vary up to
the end of nc. The control input vector will have two different domains:

uk = [ uk uk + 1 . . . uk + nc uss uss uss ]T (6.96)

where uss is the steady-state control input. If we take a simple regulation example
where the output needs to be driven to zero, we can divide the prediction matrix N
to two parts: one for the control moves which may vary, and one which is assumed
to be steady-state:

xk = Mxk + Nuk

= Mxk + N1[u0 . . . unc ]T + N2[1 . . . 1]T uss

= Mxk + Ñ[u0 . . . unc uss]T (6.97)

In most predictive control applications the control horizon nc actually equals the
prediction horizon np. Similarly, the ongoing discussion will not differentiate these
two concepts. From now on it will be assumed that nc = np and the control horizon
will be simply marked by nc, expecting predictions to be computed up to this point
in time as well and vice versa.
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Reference

Control horizon nc

Prediction horizon np

Steady state for yk . . .

Steady state for uk . . .

Output

Input
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yk yk

uk

Timek k + 1 . . . k + i . . . k + nc . . . k + np

Fig. 6.14 The control horizon nc may be shorter than the prediction horizon np, however it is very
common to choose these two horizons to have equal lengths

6.10 Fixed Target Tracking

The problem statement has to be slightly changed if the goal of the control application
is to keep the output at a predetermined level, instead of keeping it at zero. The
formulation is similar, but the zero is shifted toward the new required value. The
desired output will be designated as yd and the corresponding control input as ud .
When the system reaches yd it will be true:

xd = Axd + Bud

yd = r = Cxd
(6.98)

From this, the reference state and the required steady-state input can be calculated:

xd = (I − A)−1Bud

r = C(I − A)−1Bud
(6.99)

The term C(I − A)−1B is often referred to as the DC gain. If we denote the
difference between the actual and the desired state as xe = x−xd , and also ue = u−ud
the model may be modified to:

xe(k + 1)= Axe(k)+ B(u − ud) (6.100)

Using this notation to create and evaluate a cost function results a calculated
set of future control differences ue. One must use ue instead of u, and similarly
xe instead of x. The control move must be recalculated properly as well, before it can
be applied to the system. For example a controller may take a form of u = Kxe and
the required output shall be u = Iud + Kxe.

Problems arise with calculating the required steady-state values. Since no model
can be perfectly correct, there will always be some challenges. If the desired
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steady-state values are incorrect, offset-free tracking is not possible. There are several
techniques to overcome this problem and ensure offset-free regulation.

The most common control aim in active vibration control is to steer the structure
into equilibrium and to keep it there. This equilibrium point is the origin of the state-
space system. Alternatively, the system model can be transformed and shifted to have
the origin as an equilibrium point. Further discussion in this book will not assume
the use of tracking (fixed target or any other sort), the systems will rather be steered
into the origin of the state-space formulation, which is coincident with the physical
equilibrium of the mechanical system.

6.11 Integral Action

In this work, we will assume that the control input uk will be computed by the
predictive controller in its absolute form. However, this is not the only way to
produce inputs to the plant. Just as PID controllers often use an incremental or
velocity10 input [3], we may also define an MPC controller in a similar way. Instead
of computing the absolute level of the input uk , only its changes will be computed
which are given by �uk . This formulation is also referred to as discrete-time inte-
gration formulation [34]. The reason to use a controller formulation with integral
action is to get offset-free tracking. To achieve offset-free tracking, the minimum of
the cost function J must be consistent with zero tracking errors in steady-state and
the predicted control move must also be zero to maintain zero tracking [48].

There are several valid ways to express the controller input in its incremental,
integrating form. All of the methods involve augmenting the state vector with an
additional block of elements. Let us therefore consider a new augmented state, which
is denoted by:

x̃k =
[

xk
uk−1

]
(6.101)

where our new augmented vector11 will be denoted by xk and it will contain the
original state vector xk and the previous value of the input uk−1 at time (k − 1). The
next iteration of this vector at time k + 1 would be [34]:[

xk + 1
uk

]
=

[
A B
0 I

] [
xk
uk−1

]
+

[
B
I

]
�uk (6.102)

where the dimensionality of the zero matrix 0 and I depend on the number of inputs.
Similarly, the outputs can be defined by:

10 The term velocity in the velocity formulation does not refer to the physical interpretation of the
concept, it merely denotes the differentiation (difference) of an absolute variable.
11 Note that in this book we have used a scalar notation for xk , uk , yk , despite their general vector
nature in order to reserve the bold notation for vectors of predicted sequences.
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MPC algorithm Real plant

MPC plant

Real controller

uk ukz

z−1

Fig. 6.15 The boundary between the actual controller and plant depends on our view. A real plant
augmented by an integration operation may be controlled by an algorithm computing input incre-
ments �uk

yk = [
C 0

] [
xk
uk−1

]
(6.103)

Figure 6.15 illustrates the boundary between the actual MPC controller and the
controlled plant. It is often convenient to consider the discrete-time integration oper-
ation to be a part of the plant dynamics. This integration operator computes the
absolute value of the inputs uk from the increments �uk , thus creating an augmented
MPC plant. In this way we may utilize an MPC controller producing an incremental
input �uk , which may be used to control the plant augmented by the discrete-time
integration operation.

A slightly less intuitive way to create a discrete-time integration formulation of
the predictive controller is to augment the state-space equation in the following
way [34]:

x̃k =
[�xk

yk

]
(6.104)

where �xk is simply the first difference of the state �xk = xk − xk−1 and x̃k is the
augmented state. Considering a simple state-space system given by 1 for time (k)
and (k − 1) we will get

xk + 1 = Axk + Buk (6.105)

xk = Axk−1 + Buk−1 (6.106)

and subtracting these will yield the state difference �xk according to

�xk + 1 = A�xk + B�uk (6.107)

From the second output equation in (6.1) we can also deduct:

yk + 1 = Cxk + 1 (6.108)

= C[�xk + 1 + xk] (6.109)
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= C[A�xk + B�uk] + yk (6.110)

so the new state-space representation will be changed to
[�xk + 1

yk + 1

]
=

[
A 0

CA I

] [�xk
yk

]
+

[
B

CB

]
�uk (6.111)

yk = [
0 I

] [
�xk yk

]
(6.112)
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Chapter 7
Stability and Feasibility of MPC

Stability is not merely a distant abstract theoretical feature of feedback controller
systems. An unstable controller may supply inputs to the closed-loop plant to a
point where the actuators fail or even functional damage occurs to the plant. In the
application field of active vibration control, functional damage is easily interpreted
in practical terms: it is structural failure due to excessive stress and strain. In case
instability results in oscillations, the cause of failure may be material fatigue as well.
These dramatic effects imply not only the loss of material goods and damage of
equipment but also potential injury or loss of life.

One of the classic educational toys for the control engineering community is the
so-called Furuta pendulum [1, 19, 24, 63], or inverted rotational pendulum which
is illustrated in Fig. 7.1. This pendulum consists of an electric motor, which drives
an arm rotating in the horizontal plane. The end of this arm is equipped with a
pendulum freely rotating in the vertical plane and is connected to the arm with a
simple joint. The aim is to swing the pendulum to the upright position and keep it
there afterward by the rotational movement of the arm. This system is underactuated,
nonlinear and it is easy to see that the upper equilibrium position of the pendulum is
open-loop unstable. The stability of the closed-loop control scheme is an essential
feature in this demonstration application, while the loss of stable control presents
itself with striking clarity: the pendulum falls down to its stable equilibrium located
at the bottom of its path. Although practical issues with control stability are not so
tangible and evident in all control systems, it is nevertheless important to make sure
that a structure manipulated by model predictive vibration control is guaranteed to
remain stable at all times.

Probably the simplest definition of stability is bounded input–bounded output
(BIBO) stability. As the name implies, BIBO stability means that if a finite (bounded)
input is supplied to the system a finite output response must result. On the contrary, if a
finite response excites the system in a way that an infinite response would theoretically
result, the system is said to be unstable. The stability of traditional control systems
can be guaranteed very easily. In a case of a discrete controller in a closed form, all

G. Takács and B. Rohal’-Ilkiv, Model Predictive Vibration Control, 253
DOI: 10.1007/978-1-4471-2333-0_7, © Springer-Verlag London Limited 2012
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Fig. 7.1 The rotational inverted pendulum, or the Furuta pendulum, is a classic example of an
open-loop unstable system. Stability of the MPC (or any other) controller is an essential feature
here as well, since an insufficiently designed control strategy could easily drive the system away
from its unstable equilibrium

poles of the transfer function must lie within the unit circle. However, in the case of
a constrained MPC law this is not so simple anymore.

Given that one assumes no constraints for the model predictive control (MPC)
problem with an infinite horizon cost, the predicted and actual input and state trajec-
tories are identical, 1 and the stability of the process is guaranteed. This is a tractable
problem, as we can readily calculate a fixed feedback matrix based on an infinite
horizon cost. The predicted and actual responses would be theoretically identical in
a constrained MPC problem as well, if one would use an infinitely long prediction

1 Of course assuming no model errors or external disturbances are present.
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horizon and the corresponding infinite cost. Although this would also imply a process
with guaranteed stability, an infinitely long horizon would require an infinite number
of optimization variables. This is clearly not possible. Instead of using an infinitely
long horizon, one may utilize a finite horizon with a finite number of optimization
variables in combination with terminal cost replacing the cost contribution up to
infinite time—in other words the dual mode control paradigm introduced in the pre-
vious chapter. Unfortunately, this complicates the question of stability quite a bit as
the constraints are only considered on a finite horizon, while beyond the horizon the
feasibility of the constraints—the match of the predicted and actual trajectories and
thus ultimately stability—is not guaranteed. For certain disturbances, the controller
may produce an input sequence which results in an unstable response, leading to
potentially catastrophic results.

The issue of MPC controller stability is reviewed in this chapter. The ultimate
aim here is to provide the reader with the fundamentals to formulate a modern MPC
control law, which is able to guarantee both system stability and constraint feasibil-
ity while providing maximum performance. Alternative formulations allowing for
stability guarantees are also discussed, while the details of how those may help to
increase computation speeds are left to Chap. 8. To the reader seeking more informa-
tion on stability and alternative formulations; we may recommend the well-known
books of Maciejowski and Rossiter [36, 51] and particularly the seminal work [38].

A brief review of the development of stabilized model predictive control starts our
discussion on the stability of the MPC strategy. After this Sect. 7.2 inspects what the
conditions of stability are for an MPC control law. Calling the well-known Lyapunov
stability analysis to assistance, a very powerful conclusion can be deducted. Consid-
ering the cost as Lyapunov function will imply that if the succession of costs Jk is
monotonically decreasing for the time k → ∞, the controller will remain stable. The
cost will be nonincreasing as long as the elements of the predicted optimal sequence
uk ranging from the discrete time iteration (k +1) up to infinity are feasible. Next the
concept of terminal constraints, and a special region within the state-space called the
target set is introduced. The target set is actually bounded by the process constraints
which are enforced for states ranging from the control horizon nc up to infinity. If the
states are forced to remain in this set, the system will remain feasible and thus stable
as well. Fortunately, one does not have to inspect and force the inputs to conform to
the constraints up to infinite time, instead it can be proved that it is enough to enforce
feasibility of the constraints for an additional constraint checking horizon. The finite
number of additional constraints creates a target set, which is actually identical to the
maximal possible target set thus ensuring an MPC control with optimal performance
while still guaranteeing stability. Based on this discussion, Sect. 7.4 will introduce
the modified dual-mode quadratic programming-based MPC algorithm, which by
utilizing the extra process constraints exceeding the control horizon by the new con-
straint checking horizon guarantees stability at all times. The following two sections
of this chapter discuss alternative formulations, which can ensure the stability of
MPC as well. The maximal invariant target set created by the additional constraints
is a polyhedron of high complexity that further increases the necessary computa-
tional power of the MPC law. To relieve this situation partly, simplifications may be

http://dx.doi.org/10.1007/978-1-4471-2333-0_8
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introduced. One such formulation replaces the high complexity polyhedron with a
low complexity one, which is actually just a multidimensional cube in hyperspace.
The other possibility is to replace the maximal invariant target set with a hyper-
ellipsoid, as introduced in Sect. 7.6. A similar ellipsoidal constraint formulation is
used in the upcoming chapter to create a computationally efficient MPC controller.
The chapter is finished by Sect. 7.7, briefly reviewing the issues caused by mutually
incompatible constraints and some strategies to avoid the infeasibility of the MPC
optimization problem.

7.1 Development of MPC with Stability Guarantees

Early MPC formulations could not guarantee the stability of the closed-loop system.
This however did not prevent industrial practitioners from using MPC in practical
applications. The use of open-loop stable plants and long horizons in the absence of
constraints prevented most stability issues; nevertheless, stability guarantees in the
strict theoretical sense could not have been given.

In the beginning, stability has been investigated for finite horizon predictive con-
trollers with a quadratic cost and in the absence of system constraints [20]. Essentially
the effects of the horizon length and parameter choices were evaluated for a given
controller, determining whether it is stabilizing or not. Later this rather basic approach
has been deemed inappropriate [6] as several examples have shown the need for an
a priori method of guaranteeing stability [58].

7.1.1 Equality Terminal Constraints

Stability guarantees for linear plants with constraints have been given later using the
so-called terminal constraints. These terminal constraints posed a requirement on the
controller, namely that the system state must equal to zero in a given number of steps
beyond the horizon. By the end of the horizon nc and beyond, the states are assumed
to be zero (xnc = 0) while inputs assume a zero level as well [33]. Mathematically
this can be translated as:

xi = 0 for i ≥ nc and ui = 0 for i ≥ nc (7.1)

We may consider using an alternative interpretation to define terminal constraints.
Let us require the terminal state xnc and all following states to be a part of a terminal
set xnc ∈ Ω. This terminal set is actually just a zero set Ω = {0}.

It is possible to guarantee stability analytically for linear, unconstrained systems
with an equality terminal constraint and a quadratic cost by proving that the cost
function is nonincreasing. The work of Keerthi and Gilbert [28] has become a de
facto basis for further stable MPC approaches. Their work proposed a constrained
MPC controller based on this idea for nonlinear time varying systems, while pointing
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out that the cost function of the finite horizon MPC controller approaches the infinite
horizon cost if the horizon is increased. Several works have proposed variations and
novel algorithms which essentially make use of the fundamental idea of equality
terminal constraints, such as the works of Clarke and Scattolini [17] and others
[30, 40, 41]. The cost function in these early methods was finite and up to the end of
the horizon Jnc . A terminal cost has not been considered here.

7.1.2 Penalty on the Terminal State

One of the first attempts to ensure the stability of a controller is the use of a terminal
penalty P f . The penalty of the terminal state which is added to the cost function is
JT = xT

nc
P f xnc . As it has been previously introduced in Sect. 6.5, the most logical

choice for this matrix P f is the solution of the Lyapunov equation [48], which will
then ensure stability through a nonincreasing cost J. This choice for P f actually
ensures that the addition of JT = xT

nc
P f xnc to the finite horizon cost has the value of

the cost from nc → ∞, thus overall giving an infinite horizon cost J∞ = Jnc + JT .

Mathematically express this requirement as [27]:

xi → 0 for i → ∞ and ui → 0 for i ≥ nc (7.2)

meaning that the state and the inputs must approach zero as the time progresses
toward infinity. The terminal penalty by itself would require the state to remain in
a terminal set Ω which is infinitely large, that is, equal to the whole state-space
Ω = R

nx ×nx . If the controlled system is unstable, the unstable poles must be equal
to zero by the end of the horizon, while the method is utilized for the rest of the stable
poles.

7.1.3 Target Sets

A terminal constraint in the form of an equality is too strict for most applications,
as it severely limits the pool of possible initial conditions from which it is possible
to steer the system into equilibrium within a finite number of steps. An equality
constraint also causes a controller course with overly aggressive inputs. This strict
equality requirement has been later replaced by the use of so-called terminal sets,
which formulate an additional constraint in the form of an inequality. In this case,
the terminal set Ω is chosen as a finite subset of the state-space Ω = R

nx ×nx . The
aim of the controller was to steer the state into this set in a finite number of steps.
The value of the cost function after the finite part Jnc has been however considered
to be equal to zero for this approach JT = 0.

Inside the setΩ instead of requiring the states and inputs to be zero as in the case
of equality constraints, a local stabilizing control law took over. The course of inputs

http://dx.doi.org/10.1007/978-1-4471-2333-0_6
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ui with i ≥ nc was no more equal to zero instead the fixed feedback control law K
then steers the state to the origin as time progresses toward infinity. Mathematically
this can be given as:

xi → 0 for i → ∞ and ui = Kxi for i ≥ nc (7.3)

This concept has been introduced previously in Sect. 6.5 as dual-mode predictive
control, where mode 1 assumes free variables and mode 2 the fixed feedback law.
This approach has been introduced in [60] and later in [39] for continuous nonlinear
systems with constraints. The local stabilizing feedback law K is most frequently
chosen as the linear quadratic gain [55, 56].

7.1.4 Combination of Target Sets and Terminal Penalties

The stable MPC formulation used nowadays is the combination of the concepts
presented in the previous two subsections: that is, terminal penalty P f and target
sets. Here the terminal cost is nonzero, rendering the total predicted cost is equal to
the infinite horizon cost J∞ = Jnc + JT . Moreover, the state is forced to a target
set, where a stabilized fixed feedback law is taking over according to (7.3). This
approach will be expanded in more detail in the rest of the chapter, while the dual-
mode approach has been already considered in Chap. 6. To recapitulate the basics of
modern, constrained MPC approaches with stability guarantees, we may state that
they utilize the concepts of:

• Nominal stabilizing control law ui = Kxi for i ≥ nc also referred to as dual-mode
control; which assumes the use of nonzero inputs beyond the control horizon nc

• Target set Ω defining a state constraint at the end of the control horizon nc, with
the property that this set is contracting, e.g. once the state enters it cannot leave
anymore

• Terminal penalty, JT = xT
nc

P f xnc which allows to take into account a total cost
J∞ = Jnc + JT equivalent to an infinitely long horizon.

In the absence of constraints, choosing a terminal penalty creates an infinite hori-
zon cost which results in an ideal situation, where stability is ensured and online
optimization is not needed. This in fact is the basis of the unconstrained controller
presented previously in Sect. 6.6. However, by introducing input, state, and output
constraints to the system, the predicted cost J∞ diverges from the real cost. To relieve
this situation the idea was to use a finite set Ω around the state-space equilibrium,
in which a local stabilizing law took over, thus the sum of the finite horizon and
terminal cost was in fact equal to the real cost.

The use of a Lyapunov function as a cost to ensure stability for systems without
system constraints has been considered relatively early in [16] by Chen and Shaw.
This approach turned out to be valid and current stable MPC formulations are based
on this idea. Subsequently a Lyapunov function-based stability guarantee has been

http://dx.doi.org/10.1007/978-1-4471-2333-0_6
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worked out for continuous systems [37], while the first application of this concept
for a discrete constrained system has been presented in [28] and later in [4]. These
works present a general treatment of the stability issue in MPC which is based on
the monotonicity of the decreasing cost function.

7.1.5 State Contractility and Others

Instead of using a Lyapunov cost function, an alternative way to ensure stability
is to require that the two-norm of the state is contracting. Mathematically this is
given as:

‖xk+1‖ ≤ α‖xk‖ where α < 1 (7.4)

Stability is achieved independently of the parameters of the cost function. This
method has been characterized in [44, 45, 64] while it is further expanded for non-
linear systems by de Oliveira [18]. Later Bemporad has proposed an MPC method
with stability guarantees utilizing a quadratic Lyapunov function similarly to the
methods employing target sets [3]. As it turns out, contractility-based methods have
been useful to earn guaranteed stability, albeit with considerable performance loss.
Because the norm of the system state is required to be contracting at all times,
its course is constantly forced to be outside the ideal trajectory. In essence, the con-
tractility condition introduced above is a Lyapunov function, thus suitable for stability
guarantees.

Yet other approaches are based on confining the final state to a terminal set while
requiring this set to be stabilizing [38, 43, 47].

7.2 Closed-Loop Stability of the Infinite Horizon MPC Law

The possible issues with stability of a constrained MPC system are demonstrated if
one plots the evolution of the cost Jk overtime for a system without disturbance and
a perfect model match. The value of the optimal cost function should be decreasing
steadily; however due to nonlinear nature of the closed-loop MPC law the cost can be
increasing, even if the overall response remains stable. This variation indicates that
the closed-loop input trajectory does not follow an optimal predicted trajectory since
the predicted cost does not steadily decrease overtime. Given an otherwise stable
linear time-invariant system, it is possible to choose an initial condition, which will
render the MPC controlled constrained system unstable.

Formally, the stability of the constrained MPC law can be evaluated by considering
the cost function Jk as a Lyapunov function. The aim of the Lyapunov stability
analysis is not to assess stability for each individual controller; on the contrary, the
aim is to establish the conditions under which the MPC control law will be stable
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in general. Given the knowledge of these conditions, one may create a modified
MPC controller that does ensure guaranteed stability. As it will be demonstrated,
the stability of the closed-loop system is closely related to the feasibility of the
process. The generic stability analysis for a constrained MPC strategy has been first
introduced by Mayne et al. in [38].

According to the Lyapunov stability theorem [35] which has been applied to
discrete systems by Bertram and Kalman [5], we may define x0 as an equilibrium
point of a system xk+1 = f (x) if and only if f (x0) = x0. The function f (x)
is actually the state equation as defined by (6.2). The natural equilibrium point of
our interest is then x = 0 which is located at f (0) = 0. It is possible to define a
stable equilibrium similarly. The state x = 0 is a stable equilibrium of a system if
for all k > 0 the state remains within an arbitrarily small region of the state-space
containing x = 0 whenever the initial condition x(0) lies sufficiently close to x = 0.
Mathematically this can be given as for all R > 0 exists r > 0 such that for all k > 0
[2, 14, 35]:

‖x(0)‖ < r ⇒ ‖x(k)‖ < R (7.5)

According to Lyapunov’s second method for stability whenever ‖x‖ is sufficiently
small, x = 0 will be a stable equilibrium point if there exists a continuously differ-
entiable scalar function V (x) which [14, 35]:

1. positive definite
2. V ( f (x))− V (x) ≤ 0 holds

and where xk+1 = f (x).
It is possible to define asymptotic convergence in a similar fashion. According to

this l(x) will converge to zero, meaning that as k → ∞ the series l(x) → 0, if V (x)
is a continuously differentiable scalar function and is

1. positive definite
2. V ( f (x))− V (x) ≤ −l(x) ≤ 0 holds

After rearranging the second condition we get the following statement

l(x) ≤ V (xk)− V (xk+1) (7.6)

which after summing both sides k = 0, 1, 2, . . . ,∞ will render to

∞∑
k=0

l(x) ≤ V (x0)− lim
k→∞ V (xk) (7.7)

The right hand side of this equation is finite, which has an important consequence on
the convergence of l(x). The finite nature of the right hand side of the above equation
comes from the fact that the V (xk) ≥ 0 or in other words the function is positive
definite. The second Lyapunov stability gives V (xk) ≥ V (xk+1), meaning that the
function value at the next step is smaller than the previous. This implies that V (xk)

http://dx.doi.org/10.1007/978-1-4471-2333-0_6
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approaches a finite limit as k → ∞. This is because if the first term on the right
side is finite, the second term must be smaller than the first one, and their difference
is also finite. If the right hand side of the equation is a finite number the value of
l(x) must approach zero with k → ∞. This comes from the fact that if one sums an
infinite series and the sum is a finite value, then the series must converge to zero.

In this light, it is possible to perform a stability analysis for the MPC control
law. Assuming that the MPC problem is feasible, the optimal predicted cost (6.30)
is simply a function of the current state xk, considering the cost function Jk as a
Lyapunov function:

Jk(xk) = V (xk) (7.8)

To fulfill the asymptotic convergence property defined previously, the cost func-
tion has to be positive definite. The optimal predicted cost Jk is a positive definite
function of xk if either of the following two conditions hold [14, 36]:

1. Q is positive definite
2. The pair (A,Q1/2) is observable

where Q = Q1/2T Q1/2. The first condition ensures that the first term and hence the
entire sum in (6.30) is positive definite.

If the terminal weight P f is chosen in a way that Jk is an infinite horizon cost
and the optimal predicted input sequence uk computed at time (k) is feasible for the
optimization problem at (k +1) then the optimal predicted cost is nonincreasing and
satisfies [38]:

Jk+1 − Jk ≤ −
(

xT
k Qxk + uT

k Ruk

)
(7.9)

Given that the optimal predicted input sequence uk is feasible for the problem at
(k + 1), (7.9) holds because the optimal cost at current time (k) must be at least as
small (or smaller) as the cost for the tail of the optimal sequence predicted for the
previous sample. The condition of the nonincreasing cost in (7.9) is also referred to
as the direct stability method and it is utilized to prove the stability of the constrained
MPC law in several works [15, 28, 37, 39, 56].

To demonstrate the previous statement, let us take the optimal predicted sequence
uk at (k) and take it as a basis for the prediction at the next time step, that is, at
(k + 1):

ũk+1 = [uk+1 uk+2 . . . uk+nc−1 Kxk+nc ] (7.10)

where ũk+1 is referred to as the tail of uk and it is illustrated in Fig. 7.2. The last
element of the tail is given by the fixed feedback law in mode 2, therefore it is
according to uk+nc = Kxk+nc .

The cost function Jk in (6.30) expresses an infinite horizon cost. The cost J̃k

associated with the tail ũk+1 is the cost Jk at (k) minus the term which remains to
that time:

http://dx.doi.org/10.1007/978-1-4471-2333-0_6
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Tail ũ k+ 1

Optimal uk

Time

uk

0

k k + 1 . . . k + i . . . k + nc

Receding horizon

Fig. 7.2 The optimal prediction uk at time (k) and its tail ũk+1

J̃k+1 =
nc∑

i=1

(
xT

k+i Qxk+i + uT
k+i Ruk+i

)
+ xT

k+nc+1P f xk+nc+1

=
∞∑

i=1

(
xT

k+i Qxk+i + uT
k+i Ruk+i

)

=
∞∑

i=0

(
xT

k+i Qxk+i + uT
k+i Ruk+i

)
−

(
xT

k Qxk + uT
k Ruk

)

= Jk −
(

xT
k Qxk + uT

k Ruk

)

In reality, the tail ũk+1 will be suboptimal at that time because it is based on the
optimal predictions at the previous step (k). The optimal value at (k + 1) will
satisfy [14]

Jk+1 ≤ J̃k+1 = Jk −
(

xT
k Qxk + uT

k Ruk

)
(7.12)

implying the condition given by (7.9).
The important aspect of this stability analysis helps to formulate algorithms that

do ensure the stability of the closed-loop system. To summarize, the previously
introduced conditions [14]:

If Jk is a positive definite infinite horizon cost, then xk = 0 is a stable equilib-
rium for the closed-loop system and xk converges asymptotically to zero, if the
tail ũk+1 is feasible for all k > 0.

The second method to prove the stability of a constrained MPC law also referred
to as the indirect stability method originates from [16]:

Jk − Jk+1 > 0 for x 	= 0 (7.13)
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If it is possible to prove that the left side of Eq. (7.13) is positive, the stability of the
control course is proven as well. This approach is discussed in more detail in the
works of Chen and Shaw [16] and others [6, 46].

7.3 Stability Through Terminal Constraints

It has been demonstrated in the Sect. 7.2 that a closed-loop MPC control law will
remain asymptotically stable, given that the tail of the input predictions generated at
time (k) will satisfy constraints at times k = 1, 2, 3, . . . and onwards. Fortunately, it
is not necessary to force the system to comply with the constraints from the present
time all to infinity, since this problem would not be possible to formulate with a finite
number of constraints.

This requirement on the feasibility of the tail ũk+1 is at least partly satisfied by
the problem formulation itself. The constraints will be satisfied for ũk+1 in the first
nc −1 sampling intervals of the nc steps long prediction horizon. This is true because
the optimal predictions at time (k) must satisfy the constraints. However, ũk+1 has
one more element, that is, the nc-th element uk+nc = Kxk+nc as defined by the mode
2 fixed feedback control law.

To guarantee the feasibility of the last element and therefore the whole tail at
(k + 1), we must define an additional constraint at time (k). Constraints additional
to the constraints arising from the problem definition are referred to as terminal
constraints. Terminal constraints are defined in mode 2, where the fixed feedback
law is active and therefore they are defined in terms of the terminal state prediction
that is, xk+nc .

We can define a region of the state-spaceΩ in which the terminal state prediction
xk+nc must lie in order to satisfy the terminal constraints. If we have a system with
input constraints u ≤ uk ≤ u and state constraints x ≤ xk ≤ x, to ensure that the
tail will satisfy constraints over the whole prediction horizon nc we must include a
terminal constraint in the following form

xk+nc ∈ Ω ⇒ u ≤ Kxk+nc ≤ u
x ≤ xk+nc ≤ x

(7.14)

defining a region in the state-space Ω. The setΩ is a region where we want to steer
the state by the end of the horizon, and it is referred to as the target set. The terminal
constraints must be computed in a way that they ensure the feasibility of the MPC
optimization recursively, that is the tail predictions ensure constraints including the
terminal constraints themselves.

This is however not enough, as the predictions generated by the tail ũk+1 at (k+1)
must also satisfy the next terminal constraint, or in other words the terminal state
xk+nc+1 at (k + 1) must also be a part of the region Ω:

xk+nc+1 ∈ Ω (7.15)
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x1

x2

xnc

xk

xk+ i i = 0, 1, . . . , nc − 1

Mode 1 - free variables

Mode 2 - fixed feedback

Fig. 7.3 Illustration of the invariant target setΩ with the state trajectory. The area outside the target
set represents mode 1 predictions, where inputs are free optimization variables. The target set is
mode 2, where the inputs are assumed to be calculated by a fixed feedback law

A target set is illustrated for a two-dimensional state-space in Fig. 7.3. The area
outside the target set is where the inputs are assumed to be free optimization variables,
while inside the target set the inputs are calculated by the fixed feedback law. Once
the state trajectory enters target set Ω it cannot exit it. This is in fact the invariance
property of the set Ω, which can be interpreted in a way that the set is contracting.
If the state is the part of the set at (k) so must be at the next and subsequent times as
well.

To ensure the stability of the closed-loop MPC system, we must ensure the fea-
sibility of the tail ũk+1 at time (k + 1) whenever the MPC optimization is feasible
at time (k). To achieve this we must ensure recursive feasibility. The conditions to
ensure this are

1. system constraints are in Ω
2. Ω is invariant in mode 2

The first condition is simply a restatement of (7.14). Invariance of the regionΩ then
means that if the terminal state is part of the region, then so must be its closed-loop
iteration according to the fixed feedback law [8, 9]:

xk+nc ∈ Ω =⇒ (A + BK)xk+nc ∈ Ω (7.16)

The constrained MPC optimization has been defined by Algorithm 6.1 without
stability guarantees. Now we will add the terminal constraints, so that the stability
of the constrained MPC optimization will be now guaranteed. If we would like to
steer system (6.1) into the origin, we may define the following algorithm:

http://dx.doi.org/10.1007/978-1-4471-2333-0_6
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Algorithm 7.1 To find the solution of the constrained model predictive control
problem with guaranteed stability, perform the following set of operations at each
sampling instant:

• Observe or measure actual system state at sample xk .

• Minimize the following cost function with respect to constraints:

min
uk

J (uk, xk) =
nc−1∑
i=0

(
xT

k+i Qxk+i + uT
k+i Ruk+i

)
+ xT

k+nc
P f xk+nc

where uk = [
uk, uk+1, uk+2, . . . , uk+nc−1

]
,Q = QT ≥ 0 is a state penaliza-

tion matrix, R = RT ≥ 0 is an input penalization matrix, nc is the prediction
horizon and P f is the solution of the unconstrained, infinite horizon quadratic
regulation problem. The typical MPC cost function must be subject to the following
system and terminal constraints:

u ≤ uk+i ≤ u, i = 0, 1, 2, . . . , nc − 1 (7.17)

x ≤ xk+i ≤ x, i = 1, 2, . . . , nc (7.18)

xk+nc ∈ Ω (7.19)

xk+0 = xk (7.20)

xk+i+1 = Axk+i + Buk+i , i ≥ 0 (7.21)

yk+i = Cxk+i , i ≥ 0 (7.22)

uk+i = Kxk+i , i ≥ nc (7.23)

where K is a stabilizing feedback gain.
• Apply the first element of the vector of optimal control moves uk to the controlled

system, and restart the procedure.

If Ω satisfies system constraints and is invariant in mode 2, then a system which is
feasible at k will also remain feasible for k = 1, 2, 3, . . . ,∞.

We may define the region of attraction, which is a subset of the state-space defin-
ing the set of all initial conditions from which is possible to drive the state predic-
tions inside Ω over the nc steps long mode 1 horizon [29]. Let us denote this set
with SΩ, then formally the above statement means that SΩ is a collection of all initial
conditions x0 for which exists a vector of inputs u such that by the end of the horizon
xnc will be a part of the set Ω:

SΩ =
⎧⎨
⎩

xnc ∈ Ω
x0 : exists uk such that u ≤ uk+i ≤ u

x ≤ xk+i+1 ≤ x

⎫⎬
⎭ (7.24)

where i = 0, 1, . . . , nc − 1. The region of attraction is the operating region of the
MPC law. No state outside the region of attraction is feasible; therefore, it is in our
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Fig. 7.4 Illustration of the region of attraction SΩ, which is a set of all feasible initial states xk .

The target set Ω is illustrated as the smaller dark area and it is a subset of the region of attraction

interest to make it as large as possible. If one chooses to increase the horizon nc

the size of the region of attraction SΩ will also increase as well, since the number
of steps in which is possible to reach the target set is larger. Another approach is to
increase the size of the target set Ω.

The region of attraction SΩ is illustrated in Fig. 7.4 as the larger shaded area. All
states within the region of attraction are feasible, which means that it is possible to
steer them into the target set within nc steps. The target setΩ is a subset of the region
of attraction. States outside the region of attraction are infeasible and would violate
constraints sometime in the future. A state trajectory is denoted with the dotted spiral
shaped line. Mode 1 control is effective within the region of attraction, however the
fixed feedback law in mode 2 is assumed active within the target set.

7.4 Maximal Invariant Terminal Set

For a given horizon length it is necessary to ensure the largest possible region of
attraction, thus enlarging the operating region of the MPC controller. To do this, one
must formulate the terminal constraints in a way that the largest possible target setΩ
is created. The question of maximal admissible sets has been discussed by Gilbert and
Tan in [23], while its ellipsoidal approximation has been given by Mayne et al. [38].

The largest possible target set is ensured if one creates a set of terminal constraints,
which enforce system constraints over a horizon na called the constraint checking
horizon. For an LTI system, the length of this constraint checking horizon is constant
and determined offline.
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Recursive feasibility requires that the system constraints are satisfied over the
entire mode 2 horizon. This means that state and input constraints must be enforced
for:

u ≤ uk+i ≤ u, i = nc, nc + 1, nc + 2, . . . ,∞ (7.25)

x ≤ xk+i ≤ x, i = nc, nc + 1, nc + 2, . . . ,∞ (7.26)

from which it is logical to assume that the largest possible target set is defined, if we
enforce system constraints over the mode 2 horizon by assuming thatΩ is formulated
as follows:

Ω =
{

x : u ≤ K(A + BK)i x ≤ u, x ≤ (A + BK)i x ≤ x
}

(7.27)

for i = nc, nc + 1, nc + 2, . . . ,∞. Fortunately, instead of having an infinite set of
constraints one may satisfy the constraints over the whole infinitely long mode 2
horizon by an na steps long finite horizon. Therefore, (7.27) will be defined instead
of an infinitely long constraint checking horizon over i = nc, nc +1, . . . , na −1, na .

To prove that a finite steps long constraint checking horizon can ensure system
constraints over the infinite mode 2 horizon, let us assume a case where only input
constraints u and u are considered. Moreover, let us denote Πi as the set of initial
conditions for which the input constraints are satisfied over a certain horizon length
of n steps under a mode 2 fixed feedback law given by u = Kx [14, 36]:

Πi =
{

x : u ≤ K(A + BK)i x ≤ u
}

(7.28)

For this case, we may also assume that the set of initial conditions satisfying system
constraints for the infinitely long mode 2 horizon can be replaced by a set of initial
conditions determined by a finite steps long constraint checking horizon:

Π∞ = Πna (7.29)

The closed-loop system (A+BK) defines a stable matrix with eigenvalues smaller
than the one according to |κ{A+BK}| < 1.As we increase i into infinity, this matrix
term will approach zero:

(A + BK)i → 0 as i → ∞ (7.30)

Let us denote the perpendicular distance of the hyperplane defined by
(A + BK)i x = u from x = 0 by oi . For any given x this distance oi will tend
to infinity as i → ∞ [14]:

oi = u∥∥K(A + BK)i
∥∥

2

→ ∞ as i → ∞ (7.31)

since the term (A+BK)i will tend to zero with increasing i because the closed-loop
matrix is stable. This geometrically means that the upper constraints u and lower
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constraints u define hyperplanes associated with the increasing horizon. The strip
between these hyperplanes will increase in size, and will be wider and wider as i
approaches infinity.

For a constrained system, it is always possible to conceive an initial state that
will go over system constraints sooner or later in the future, indicating that mode 2
constraints create a finite set in the overall state-space. This means that constraints
must be violated sometimes in the future if the initial state x0 is large enough, therefore
Π∞ must be actually finite assuming an observable pair (A + BK),K. The strip of
state-space defined by the upper and lower input constraint

{
x : u ≤ K(A + BK)i x ≤ u

}
(7.32)

contains Π∞ for all i > na for a finite na . This implies that a finite horizon na

must exist which ensures system constraint feasibility for the whole infinitely long
mode two horizon. Then according to this, all points located in the finite Πna are
also located in Π∞ .

Let us search forΠ∞ = Πna by assuming that increasing the horizon na will even-
tually cause that the next set will be equivalent to the previous and no improvements
can be made in the size or Πna+1 = Πna . Formally we can state that [14]:

Theorem 7.1 Π∞ = Πna if and only if Πna+1 = Πna To see that Theorem 7.1 is
true, let us follow the next line of thought:

Proof Assume that if x ∈ Πna then x is also in the next set x ∈ Πna+1 for some na :

x ∈ Πna =⇒ x ∈ Πna+1 =⇒ u ≤ K(A + BK)na+1x ≤ u (7.33)

Let us replace x with x = (A + BK)x̌ and substitute it to the previous equation
to get

u ≤ K(A + BK)na+1 x̌ ≤ u =⇒ u ≤ K(A + BK)na+2 x̌ ≤ u (7.34)

This means that whenever the state x ∈ Πna+1 it is also x ∈ Πna+2. If we apply this
repeatedly, we can get to the conclusion that Eq. (7.33) also implies that for some na

the state will be in the infinite mode 2 horizon x ∈ Πna+1.

The practical meaning of Theorem 7.1 and Eq. (7.33) is that, in the case of input
constraints it is sufficient to check whether the mode 2 constraints enforced over
na also satisfy constraints over na + 1 steps. If this is true, then na is the constraint
checking horizon. At each iteration, one must check whether the following statement
is true:

u ≤ K(A + BK)i x ≤ u, i = 0, 1, 2, . . . , na =⇒ u ≤ K(A + BK)na+1x ≤ u

(7.35)

For a case with input constraints, the constraint checking horizon algorithm is [13]:

Algorithm 7.2 To compute the constraint checking horizon, initialize with an
na = 0 long horizon in mode 2 and

http://dx.doi.org/10.1007/978-1-4471-2333-0_7
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1. Evaluate two linear programs,2 one for the lower constraint u and one for the
upper constraint u subject to constraints:

umax, j = max
x

K j (A + BK)na+1x s.t. u ≤ K(A + BK)i x ≤ u (7.36)

umin, j = min
x

K j (A + BK)na+1x s.t. u ≤ K(A + BK)i x ≤ u (7.37)

where the constraints are formulated for i = 0, 1, 2, . . . , na and for input con-
straints3 j = 1, 2, . . . , nu .

2. Check whether umax, j ≤ u j and umin, j ≥ u j for each j = 1, 2, . . . , nu . If this is
satisfied, terminate the program and note na as the constraint checking horizon,
otherwise continue.

3. Increase na = na + 1 horizon and resume at 2 . . .

In other words, at each iteration (for each constrained input) we check whether
the constraints over the first na steps will also satisfy constraints for the na + 1-th
step. To do this we simply compute the maximal (minimal) input value which would
be possible to compute with the fixed feedback law K(A + BK)na+1x at the next
step at na + 1, given that the computation is constrained from steps i = 0, . . . , na

with u ≤ K(A + BK)i x ≤ u. If the computed maximal (minimal) value is larger
(smaller) than the constraints, the process is repeated and the horizon is increased.
On the other hand, if the constraints are satisfied, the program is terminated and the
current na is the constraint checking horizon. To satisfy constraints over the infinite
mode 2 long horizon, it is enough to solve a finite set of linear programs at each
iteration to get to a finite constraint checking horizon na .

A maximal invariant target set is illustrated for the two-dimensional state-space
(nx = 2) for a system with symmetric input constraints in Fig. 7.5. The terminal
constraints iterated through the constraint checking horizon enclose strips in the
hyperspace. The width of these hyperplanes grows and they will be rotated around
the origin as the constraint checking horizon grows. Finally there will be a set of
strips, which encloses the maximal possible invariant target set Πna = Π∞.

7.4.1 Implementing the Terminal Constraints

With the explicit knowledge of the constraint checking horizon na after performing
Algorithm 7.2 we can change Algorithm 7.1 defining the dual-mode infinite horizon
MPC problem with guaranteed stability to:

Algorithm 7.3 To find the solution of the constrained infinite horizon dual-mode
model predictive control problem with guaranteed stability, perform the following
set of operations at each sampling instant:

2 Each with nu complexity, if the input has nu dimensions.
3 Note that although x is the optimization variable, we are not searching which x maximizes
(minimizes) this function but on the contrary, the value of the function which is not a state but an
input value.
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x1

x2

Πna = Π

u K(A + BK)1x u

u K(A + BK)2x u
. . .

. . .

u K(A + BK)na+ 1x u

Fig. 7.5 Illustration of a maximal invariant target set in two-dimensional state-space. The strips
defined by the terminal constraints create a maximal invariant target set Πna = Π∞

• Observe or measure actual system state at sample xk .

• Minimize the following cost function with respect to constraints:

min
uk

J (uk, xk) =
nc−1∑
i=0

(
xT

k+i Qxk+i + uT
k+i Ruk+i

)
+ xT

k+nc
P f xk+nc

where uk = [
uk, uk+1, uk+2, . . . , uk+nc−1

]
,Q = QT ≥ 0 is a state penalization

matrix, R = RT ≥ 0 is an input penalization matrix, nc is the prediction horizon
and P f is the solution of the unconstrained, infinite horizon quadratic regulation
problem, The MPC cost function must be subject to the following system and
terminal constraints:

u ≤ uk+i ≤ u, i = 0, 1, 2, . . . , nc − 1 (7.38)

x ≤ xk+i ≤ x, i = 1, 2, . . . , nc (7.39)

u ≤ K(A + BK)i xk+nc ≤ u, i = 0, 1, 2, . . . , nc, . . . , nc + na (7.40)

x ≤ (A + BK)i xk+nc ≤ x, i = 0, 1, 2, . . . , nc, . . . , nc + na (7.41)

xk+0 = xk (7.42)

xk+i+1 = Axk+i + Buk+i , i ≥ 0 (7.43)

yk+i = Cxk+i , i ≥ 0 (7.44)

uk+i = Kxk+i , i ≥ nc (7.45)

where K is a stabilizing feedback gain, nc is the control and prediction horizon
and na is the control checking horizon.

• Apply the first element of the vector of optimal control moves uk to the controlled
system, and restart the procedure.
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7.4.2 Horizon Length

The inclusion of the terminal constraints in this quadratic programming problem
does not increase the computational cost significantly, since most of the online com-
putation effort is spent on the QP itself. The additional terminal constraints over the
na steps long constraint checking horizon are linear. As it will be demonstrated later,
computational time may be saved by using other types of terminal constraints. This
is not resulting because of the direct online computational savings on the additional
constraints, but rather because alternative constraint formulations may also allow for
alternative formulations of the minimization of the cost itself.

The size of the feasible initial conditions SΩ will increase with an increased
horizon nc. This proves to be essential with lightly damped vibrating systems, as the
large discrepancy between actuator capabilities and expected deformations calls for
a large region of attraction. It is likely that in a vibration attenuation application the
horizon nc will be kept at high values anyways.

In addition to enlarging the region of attraction SΩ, increasing the horizon has
other effects as well. That is the increase of the performance of the closed-loop
system, or the decrease of the closed-loop cost function

J =
∞∑

k=0

(
xT

k Qxk + uT
k Ruk

)
(7.46)

The performance of the MPC law will increase because of the reduction of the
predicted cost.

However, this performance increase has its limits, and there is a certain horizon
nc over which the optimality of the closed-loop system will not improve. This limit
is known as the constrained LQ-optimal performance and it ensures the performance
equivalent to an infinite number of degrees of freedom MPC problem. The reason
why the performance cannot be increased beyond a further limit is given by the fact
that terminal constraints must be inactive for a sufficiently large nc, so there cannot
be any further reduction to the cost. In the problem of active vibration damping the
requirement for a large region of attraction will dominate when the horizon nc is
designed; therefore it is likely that a constrained LQ optimal performance will be
reached anyway. It is possible to perform a simulation analysis, where one calcu-
lates closed-loop performance J for different horizons in order to assess whether an
increased horizon brings an optimality improvement. Alternatively, one may com-
pare the closed-loop cost J to the cost predicted at the initial time J0 and see if they
are identical. If the closed-loop cost is smaller, improvement can be made, but if the
two are identical, the constrained LQ-optimal performance has been already reached.

7.5 Simplified Polyhedral Target Sets

As demonstrated before, the inclusion of a constraint checking horizon na in dual-
mode MPC is the most straightforward way to ensure stability a priori while also
reaching maximum performance. However, polyhedral target sets created by process
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constraints may be very complex in certain cases, especially with higher order predic-
tion models. This complexity directly translates to the computational effort necessary
to acquire the evolution of future process inputs at each sampling instant. It is there-
fore sometimes desirable to approximate the complex polytope Πna = Π∞ created
by constraints with a simplified shape. These polyhedral target sets are in fact created
by an assembly of simpler elements: hyperspaces4 and the half spaces bounded by
them [25]. According to this, it is also possible to create an invariant target set that
is bounded by a smaller number of hyperspaces but still ensures the stability of the
MPC law. Several alternative stabilized MPC approaches rely on such simplifica-
tions. The upside is the reduction of the computational effort; however, as the ideal
target set is only approximated with a simplified equivalent, the performance of the
control law will suffer as well.

Let us consider a simple regulation problem where we would like to steer our
system state into zero. For this regulation problem, we are aiming to minimize the
cost function such as in (6.30) with respect to constraints. But, instead of using the
high complexity target setΠna to ensure stability as discussed before, let us imagine
a simplified polyhedral target setΠs instead. The state x shall remain within this set
which shall be defined by:

{x : Vs x ≤ 1} where Vs ∈ R
n×n (7.47)

where Vs is a matrix defining a simplified polyhedral target set. Essentially, this
defines a hypercube and our aim is to determine what matrix Vs will be. The condi-
tions for invariance are defined by the properties of the set, see for example the paper
by Bitsoris [7].

A low complexity polyhedral invariant set is illustrated for a second order system
in Fig. 7.6. If at time (k) the set is defined by |Vs xk | ≤ 1, then at the next time step
(k + 1) should be smaller and described by the following relation:

|Vs xk | ≤ 1 −→ |VsΦxk | ≤ 1 where Φ = (A + BK) (7.48)

It is possible to rewrite this by inserting V−1
s Vs = 1 and obtain

∣∣VsΦV−1
s Vs xk

∣∣ ≤ 1.
Let us denote elements of the product VsΦV−1

s with ki j and elements of the product
Vs xk with l j . The definition of the invariant set (7.47) actually states that in the
worst-case scenario the elements of Vs xk will equal to 1: |l1| = · · · = |ln| = 1. We
can utilize a second order system to illustrate the situation:

max
x∈Πs

|k11l1 + k12l2| = |k11| + |k12| (7.49)

max
x∈Πs

|k21l1 + k22l2| = |k21| + |k22| (7.50)

4 It is also possible to represent polyhedra in a vertex-based representation instead of hyperspaces,
see the book by Ziegler [66].

http://dx.doi.org/10.1007/978-1-4471-2333-0_6
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x1

x2

|kT
1 x| ≤ 1

|kT
2 x| ≤ 1

|Kx| ≤ ū

Πs

Fig. 7.6 Low complexity polyhedral invariant set, where k1 = [k11 k12]T and k1 = [k21 k22]T

then ∣∣∣∣ |k11| |k12|
|k21| |k22|

∣∣∣∣
∣∣∣∣ 1
1

∣∣∣∣ =
∣∣∣∣ 1
1

∣∣∣∣ (7.51)

From this, it is clear that the condition of invariance may be transformed to a very
convenient form: ∣∣∣VsΦV−1

s

∣∣∣ 1 = 1 (7.52)

In addition to (7.52) which sufficiently defines invariance, feasibility conditions need
to be defined as well. The simplest case is to have symmetric constraints only on the
control input. In this case we have to ensure:

|Kxk | ≤ ū −→ |KV−1
s Vs xk | ≤ ū (7.53)

where V−1
s Vs was inserted to the second equation. Similarly to the invariance con-

dition, the definition of the invariant set ensures that |Vs xk | ≤ 1, therefore in the
worst case |l1| = · · · = |ln| = 1. This simplifies the problem of feasibility to:

|KV−1
s |1 ≤ ū (7.54)

To find our invariant set defined by Vs let us state the eigenvalue problem for the
matrix Φ:

Φ� = �Λ

�−1Φ� = Λ

� = [δ1 δ2 . . . δnc ]

Λ =

⎡
⎢⎢⎢⎢⎣

κ1 · · · 0

κ2
...

...
. . .

0 · · · κn

⎤
⎥⎥⎥⎥⎦

(7.55)
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where Δ is a matrix of eigenvectors δi ,Λ is a diagonal matrix containing eigen-
values κi . We can utilize the inverse of the eigenvector matrix scaled with αs to
choose a suitable Vs :

Vs = αsΔ
−1 (7.56)

the conditions for invariance will transform to

|αsΔ
−1Φα−1

s Δ|1 ≤ 1 −→ |Λ|1 ≤ 1 (7.57)

Equation (7.57) tells us that the eigenvalues of the closed-loop system need to be real
and from within the unit disk, more formally: |κi | ≤ 1. It is possible to manipulate
the eigenvalues of the closed-loop system by pole placement, although this funda-
mental problem may have a surprisingly large computational complexity [10, 11].
By conforming to the former requirement, it is possible now to rewrite the conditions
for feasibility:

|Kα−1
s Δ| ≤ ū −→ α−1

s |KΔ|1 ≤ ū (7.58)

Finally, the conditions for feasibility will transform into a convenient form:

αs ≥ |KΔ|1/ū (7.59)

We can summarize the algorithm for model predictive control with guaranteed sta-
bility, utilizing simplified polyhedral invariant target sets as follows:

Algorithm 7.4

• Find the multiplier αs using relation (7.59)
• Find Vs defining the simplified polyhedral target set using (7.56)
• Perform the minimization of Jk subject to constraints |uk | ≤ ū and |Vs xnc | ≤ 1

The constraints need to be fed to the quadratic programming solver, mostly in the
form Acuk ≤ b0 + Bcxk . We have an additional constraint, defining the terminal
state −1 ≤ Vs xnc ≤ 1, where xk+nc = Mnc xk + Nnc uk . Generally, we can define
these constraints according to the following relation:

⎡
⎢⎢⎢⎣

1 · · · 0
... 1

...

0 · · · 1
VsNnc

⎤
⎥⎥⎥⎦ uk ≤

⎡
⎢⎢⎢⎣

ū
...

ū
I

⎤
⎥⎥⎥⎦ +

⎡
⎢⎢⎢⎣

0 · · · 0
...

. . .
...

0 · · · 0
VsMnc

⎤
⎥⎥⎥⎦ xk (7.60)

State and output constraints may be defined similarly.
A practical issue with the construction of low complexity invariant target sets

is the occurrence of complex eigenvalues κi of the closed-loop matrix Φ. In this
case, the definition matrix of the polyhedral set Γ will contain a pair of complex
conjugate eigenvectors and the set will remain open [27]. To solve this situation and
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close the target set elementary rotation matrices may be used [50], which essentially
break down eigenvectors to their real and imaginary components. Such and similar
operations may cause that the condition of invariance is not met for certain complex
conjugate eigenvalues. Kouvaritakis et al. in their conference article in [31] review for
which eigenvalues is the invariance condition still valid. A formulation for continuous
systems is also possible [49], while its application to the pole-placement of gain
matrices for fixed feedback systems is described by Rusko in [52].

The introduction of non-symmetric constraints u 	= u or rate of change con-
straints 
u,
u,
x,
x, and 
y,
y, may require more complex formulations
[26, 27, 31].

7.6 Elliptic Invariant Target Sets

The previous section introduced a formulation where the complex polyhedral set
Πna = Π∞ created by the process constraints in the constraint checking horizon of
optimal dual-mode QPMPC were replaced by a simplified invariant target set Πs .An
additional possibility to replace the maximal target set Π∞ with a simpler approxi-
mation is the use of elliptic invariant target sets [38]. Geometric stability guarantees
based on the elliptic invariant set formulation are the cornerstone of the efficient
algorithm considered in Sect. 8.1 of the upcoming chapter. In general, the construc-
tion of ellipsoidal target sets is based on the Lyapunov or Ricatti equation [65] and
linear matrix inequalities (LMI).

The shape of the invariant ellipsoidal target set will be an ellipse in the case of a
second, an ellipsoid for a third order system. For a second order system, an ellipsoidal
set is illustrated in Fig. 7.7. In case the system order is larger than three, we talk about
a hyperellipsoid. Unfortunately, it is difficult to illustrate hyperellipsoids graphically
without creating confusion; therefore, the illustrations will assume a second order
system. Generally, we may describe the target set by the following expression:

Ex =
{

x |xTΓ x ≤ 1
}

(7.61)

The aim is to find the matrixΓ such that the ellipsoid will enclose the largest invariant
target set within the bounds and conforming the constraints. Naturally, it is desirable
to make the target set—this case an ellipsoid—as large as possible. The conditions
for invariance relate to the basic idea of invariant sets. If a system state in a certain
point of time is contained within the ellipsoid, so must it be at the next time step:

xk ∈ Ex → xk+1 ∈ Ex → xk+2 ∈ Ex → . . . (7.62)

This condition may be expressed by stating that the ellipsoid in the next time step
must be smaller or at least equal to the one in the current time steps:

xT
k+1Γ xk+1 ≤ xT

k Γ xk (7.63)

http://dx.doi.org/10.1007/978-1-4471-2333-0_8
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Fig. 7.7 Illustration of an
elliptic invariant target set

We can take advantage of the fact that xk+1 = (A+BK)xk, where K is actually KL Q

in dual-mode. Therefore, if (A + BK) is substituted by the closed-loop matrix Φ,
we obtain

xT
k ΦTΓΦxk ≤ xT

k Γ xk (7.64)

From this, by rearranging we get

−xT
k Γ xk + xT

k ΦTΓΦxk ≤ 0 (7.65)

The final condition for invariance of the hyperellipsoid is:

Γ − ΦTΓΦ ≥ 0 (7.66)

In addition to the invariance condition, there are input and possibly state con-
straints present. Let us consider the case of the simple symmetric input constraints,
defined by:

|Kx | ≤ u (7.67)

Utilizing the identity Γ − 1
2Γ

1
2 = I, we may transform (7.67) to:

|KΓ − 1
2Γ

1
2 x |2 ≤ u2 (7.68)

which may also be equivalently denoted as:

||KΓ − 1
2 ||2||Γ 1

2 x ||2 ≤ u2 (7.69)

The second term on the left side of (7.69) is simply xTΓ
1
2

T
Γ

1
2 x = xTΓ x .According

to Eq. (7.61) xTΓ x ≤ 1 which implies that the second term can have a value of one
in the worst case. Therefore, we may rewrite the conditions of feasibility:

||KΓ −1KT || ≤ u2 (7.70)



7.6 Elliptic Invariant Target Sets 277

To calculate Γ from the conditions of invariance, one needs to employ semidefinite
programming or SDP as it is often referred to. First, it is necessary to transform the
invariance conditions to a more convenient form using Schur complements. Accord-
ing to Schur complements, the following is valid [13]:

∣∣∣∣ A B
BT C

∣∣∣∣ ≥ 0 ⇐⇒ A − BC−1BT ≥ 0, C > 0

C − BT AB ≥ 0, A > 0
(7.71)

A function in the form F(p) > 0 where F(p) = p11I11 + p12I12 + · · · is called
a linear matrix inequality5 [12]. The invariance condition is (7.66) and in addition
to that it is necessary for the eigenvalues of Γ to be positive, that is, Γ > 0. If we
multiply both sides of the invariance condition by Γ −1 we obtain:

Γ −1(Γ − ΦTΓΦ)Γ −1 ≥ 0

Γ > 0
⇐⇒ Γ −1 − Γ −1ΦTΓΦΓ −1 ≥ 0

Γ > 0
(7.72)

According to Schur complements, it is possible to rewrite this relation to

∣∣∣∣ Γ
−1 Γ −1Φ

ΦΓ −1 Γ −1

∣∣∣∣ ≥ 0 (7.73)

Although we have Γ −1 instead of Γ, it is possible to calculate Γ −1 and invert it
afterward. For feasibility, we have

KiΓ
−1KT

i < u2
i

K =

⎡
⎢⎢⎢⎣

K1
K2
...

Knu

⎤
⎥⎥⎥⎦ , ū =

⎡
⎢⎢⎢⎣

u1
u2
...

unu

⎤
⎥⎥⎥⎦

(7.74)

where the index i represents the i-th row of the LQ optimal gain matrix K and the i-th
element of the vector ū for a general multiple-input system. As previously mentioned,
it is necessary to maximize the volume of the hyperellipsoid, or in the case of a second
order system, the area of an ellipse-subject to feasibility and invariance constraints.
If an ellipse is described by (7.61), then its major and minor axes are defined by the
reciprocals of the eigenvalues of the matrix Γ (Fig. 7.8). The area of an ellipse (valid
for a second order system) may be calculated by:

VolEx = π

κ1κ2
= π det Γ −1 (7.75)

5 Most mathematics and optimization-related publications use the notation F(p)�0 to denote the
concept of positive definiteness. This book will denote this concept with simple relation signs.
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Fig. 7.8 Major and minor
axes of an ellipsoid Ex
expressed by the reciprocals
of the eigenvalues of the
definition matrix Γ

and the volume of a generic hyperellipsoid is calculated by evaluating:

VolEx = h det Γ −1 (7.76)

where h is an unknown number. Finding Γ is an offline optimization problem:

Algorithm 7.5 Perform the maximization of the determinant according to [62] in
offline mode:

max VolEx = h det Γ −1 (7.77)

Subject to the invariance condition (7.73), feasibility condition (7.74) and possibly
a shape conditioning constraint, for example:

hI < Γ −1 or trace (Γ ) < 1 etc . . . (7.78)

The so-called shape conditioning ensures that the hyperellipsoid axes will not be
distorted in a particular direction. That said, it avoids an infinitely thin and long
ellipsoid-which otherwise would have the maximal volume and conform to all the
conditions. To realize this in practice, one needs to deploy a solver for semidefinite
programming (SDP) [42]. For this purpose, a rational choice is the freely available
SeDuMi solver [46, 59]; with an LMI parser called YALMIP [34]. The next problem
to solve is the actual online computation. The online algorithm may be described by:

Algorithm 7.6 Solve the following optimization problem at each time instant:

min
u

Jk = uT
k Huk + 2xT

k Guk + xT
k Fxk

Feasibility: Acuk ≤ b0 + Bcxk

Invariance: xT
nc
Γ xnc ≤ 1

(7.79)

This algorithm presents a quadratic optimization problem with quadratic constraints.
The evaluation of this task in the original form may be formidable. Fortunately, this
formulation may be changed to a second order cone programming (SOCP) problem.
Constraints for a second order cone programming problem are given in the following
form:
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||Ax + b||2 ≤ Cx + d (7.80)

where x is the variable to be optimized, and A,b,C and d are given optimization
parameters. The expression on the left side of the equation is in the two norm, also
referred to as Euclidean norm, where

||Ax + b||2 =
[
(Ax + b)T (Ax + b)

] 1
2

(7.81)

In the light of this information, the original definition of ellipse xT
nc
Γ xnc ≤ 1 can be

described equivalently as

||Γ 1
2 xnc ||2 ≤ 1 (7.82)

where xnc denotes the state at the end of the prediction horizon: xnc = Mnc xk+Nnc uk .

The new invariance condition in (7.79) will be

||Γ 1
2 Mnc xk + Γ

1
2 Nnc uk ||2 ≤ 1 (7.83)

The quadratic optimization problem can be transformed into a second order cone
programming form as well:

Jk = (H
1
2 uk + H− 1

2 GT xk)
T (H

1
2 uk + H− 1

2 GT xk)

+ xT
k Fxk − xT

k GH−1GT xk (7.84)

The last two terms of the equation are negligible, since we have a minimization
problem to solve. Therefore, we have a new expression in the following form:

||H 1
2 uk + H− 1

2 GT xk ||2 ≤ h (7.85)

where h is a new scalar optimization variable. The optimization algorithm is trans-
formed to:

Algorithm 7.7 Evaluate the following second order cone programming problem at
each sampling instant:

min
uk ,h

(h) (7.86)

Subject to the transformed invariance condition (7.83) and the feasibility condition.
The new transformed optimization problem is now expressed as an additional con-
straint:

||H 1
2 uk + H− 1

2 GT xk ||2 ≤ h (7.87).

7.7 Infeasibility Handling

There are many kinds of constraints in the MPC formulation that must be taken into
account in practical control applications: safety limitations, physical restrictions,
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technological requirements, product quality specifications, etc. The importance of
constraints is also reinforced by the fact that, in practice, the optimal operating point
very often lies on one or more of the boundaries defined by the applied constraints.

The relatively simple implementation of equality or inequality constraints into the
task of minimizing the criterion function in predictive control [see e.g. the generic
QP problem in Eq. (6.61)] may introduce very significant problems related to their
compatibility. Incompatible constraints can cause that the optimization problem may
be insolvable, respectively the given optimization problem is infeasible. The term
infeasibility can be defined as an inability to satisfy all the constraints simultaneously.
These problems arise when the restrictions on the relevant variables define an empty
area and the optimization problem of minimizing the criterion function does not
provide an adequate solution. An infeasible set of constraints may occur as a result
of disturbances, operator failure, actuator or control system failure, bad design; ulti-
mately causing the optimization problem to become incompatible in certain steps.
It may also happen that the numerical algorithm minimizing the criterion leads the
system outside the feasible region. The problem of feasibility is often referred to as a
compatibility problem or the realization problem of the constraints. A general solu-
tion to the feasibility problem does not exist and therefore the issue needs attention
in a real control application. In general, the constraints in MPC algorithms can be
interpreted as [51]:

• Hard constraints are constraints that must always be satisfied. For example, hard
constraints may be physical limits on actuators or safety limits. A control scheme
ideally shall not use tactics to violate hard constraints, as this is either physically
impossible or would lead to catastrophic results. If hard constraints would be
violated, a mismatch between the predicted and actual closed-loop plant would
occur leading to serious consequences and even loss of stability.

• Soft constraints are those, which should be satisfied only if possible. It is assumed
that if necessary, soft constraints can be violated (ignored). Soft constraints are
usually enforced on output or state variables, although they could also be applied
to inputs. In a practical sense, the constraints are nonessential, only preferred.

• Terminal constraints are somewhat artificial in a sense that they arise from the
stability guarantee conditions of the control algorithm, which have been discussed
in detail previously. They can be defined in the form of equality or inequality
conditions given on terminal state and terminal region. In fact, they represent a
mixture of hard and soft constraints.

We may distinguish two types of infeasibility problems for various incompatible
constraint configurations [53]:

• Type I infeasibility is caused by incompatibility between equality and inequality
constraints, e.g. the inequality constraints define a nonempty region Φin 	= 0 and
Φin ∩Φeq ≡ 0, where Φeq is the region created by the equality constraints

• Type II infeasibilities are caused by incompatibility between the inequality con-
straints because they define an empty region Φin ≡ 0, e.g. uk ≤ 1 and yk ≥ 2
when the process has unity DC gain

http://dx.doi.org/10.1007/978-1-4471-2333-0_6
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(b) Type II infeasibility

Fig. 7.9 Illustration of the two main types of infeasible constraint configurations for an input
constrained problem with two elements. a Type I infeasibility. b Type II infeasibility

The issue of Type I infeasibilities is very important since some earlier MPC
stabilizing strategies (such as CRHPC, SGPC or SIORHC) rely on the end point
equality constraints in Eq. (7.1) to ensure stability. It can be shown that, if at least
one inequality constraint is imposed, it is always possible to find a set-point sequence
causing this type of incompatibility. Careful design of constraints cannot guarantee
feasibility; hence, there are situations when such a stabilizing control is infeasible.
Type II infeasibilities usually arise because of either poor design, or the nature of
the plant and the presence of disturbances. The resulting mismatch between the
predicted and actual plant behavior can than lead to serious consequences in online
control. A simple example of the both types of infeasibilities is illustrated in Fig. 7.9,
where incompatible constraint configurations of Type I and II are given for a two-
dimensional input vector u = [u1 u2]T.

One may see that there is a possibility that the minimization problem of the MPC
cost function subject to design constraints may not have a solution at all. This is
why it is necessary to devise procedures for the effective handling of infeasibility.
All practical MPC implementations should have means to recover from infeasibility,
shall that occur during the real-time control process.

Let us briefly discuss some typical techniques for avoiding infeasibility. One way
of handling (Type I) infeasibilities is the set point management technique [21, 22].
An obvious case of infeasibility is due to rapid set point changes. This implies a
large change in the terminal constraint set (due to a shift in steady-state values) and
hence these may become inconsistent. The key philosophy of set point management
algorithms is to establish a set point different from the true one, when changes in
true set point would otherwise cause infeasibility. The controller set point therefore
implements slower changes in the value than the true set point would necessitate.
Simple algorithms implementing this set point change strategy can be found in [51].

The next two techniques referred to as constraint removal and constraint soften-
ing can be applied for handling infeasibilities of both types. The idea is, when an
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infeasibility arises, control is continued as unconstrained. Feasibility is checked at
every sample and a full set of constraints are reintroduced back as soon as they
become feasible. If the set of constraints is found to be inconsistent, then some
constraint must be either relaxed or removed. A simple process-dependent removal
strategy could be developed using the following logic [51]:

Algorithm 7.8 At each sampling instant, perform the following algorithm:

• Test for feasibility, if found infeasible then

1. relax (or remove) the least important soft constraint, test for feasibility
2. if the remaining set of constraints is feasible, pass on to the MPC algorithm and

start optimization
3. else repeat the cycle again from step 1

• else pass on full set of constraints to the MPC algorithm and start the optimization.

Naturally, the algorithm relates to those constraints that are predicted to be vio-
lated, relaxing nonactive constraints will change nothing. The hope is that once
enough soft constraints have been relaxed, the whole constraint set will become fea-
sible and one can continue. The decision-making process is taken by a supervisory
controller level, before the constraints are downloaded to the MPC algorithm. A more
subtle variant is a hierarchical strategy [32], where the user is asked to assign a pri-
ority index to each group of constraints at the design stage. This index expresses the
relative importance of a particular group. At every sample, the full set of constraints
is checked for compatibility. At the time of infeasibilities, the supervisory controller
level uses the priority indices to determine a set of low priority constraints, which
must be removed to reestablish feasibility. These constraints are then reintroduced
into the control law as soon as possible. An important modification is manipulation
with the lower constraint horizon, where the removal of constraints is performed by
increases made in the value of the horizon. At the time of infeasibilities, the con-
flict between constraints is resolved by defining a new value of the lower constraint
horizon such that the set of constraints is feasible.

The technique of constraint softening involves removing certain constraints at
times of infeasibilities and adding a term to the cost function that penalizes violations
of temporarily discarded constraints. Similar to the removal strategy, a hierarchical
constraint softening can be introduced.

The topic of feasibility and handling infeasible constraint configurations is an
essential one, since the MPC algorithm is defined well only when constraints are
feasible. More techniques and procedures concerning feasibility issues and the main-
tenance of feasibility can be found in works by Scokaert et al. and others [51, 53, 54,
57, 61].
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Chapter 8
Efficient MPC Algorithms

The time required to compute the control move in model predictive control (MPC)
cannot exceed the sampling time of the controller. This is a clear and logical require-
ment, as the controller could not function otherwise: an input has to be applied
to the feedback system exactly at the discrete sampling instant, thus it needs to
be available before that time. In other words, the time necessary to evaluate the
control law must be smaller than the sampling period. Simultaneously the sampling
time strongly limits the choice of possible plants to control. One needs to choose a
sampling period exceeding the dominant dynamic characteristics of the controlled
system. A sampling period twice the bandwidth of the controlled system is often
sufficient, however vibrating systems presenting oscillating motion often use 10–20
times the bandwidth of the largest controlled frequency—leaving room for higher
order dynamics.

Initially, only predictive control algorithms without constraints have been utilized
in industrial and laboratory applications. These did not have online computational
time issues because no system constraints have been considered, thus making it
possible to express the control law in a closed form [66]. Later constrained MPC
formulations have appeared, significantly reducing the pool of possible applica-
tions because of the computationally demanding online optimization process. Early
constrained MPC strategies have been implemented only on plants with slow
dynamics such as chemical processes [41, 42]. From the viewpoint of the compu-
tational efficiency, we can consider any application slow, where the sampling time
is measured in seconds or minutes. Stability guarantees such as the ones introduced
in the previous chapter made the online constrained optimization process even more
computationally demanding, thus calling for more efficient hardware platforms.

Systems with fast dynamics such as mechanical structures, automotive engines
or vibration suppression require short sampling periods. The application of model
predictive control on these systems is still a challenge, even with the advent of cheap
and better hardware platforms. The online optimization of a multi-variable system
model, with a long horizon and stability guarantees considering up-to-date standard
hardware tools is still a formidable task. Considering a linear model, polyhedral
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terminal sets (implying additional stability constraints) and a quadratic cost results
in an optimization problem referred to as quadratic programming (QP). Quadratic
programming-based MPC strategy (QPMPC) has been already successfully applied
to systems with fast dynamics using a combination of quadratic programming solvers
specialized for predictive control [22, 23, 26] and/or high performance hardware
with optimized coding [89]. The proposed applications range from active vibra-
tion attenuation [90] to engine control [25]. Despite of the success of QPMPC in
these applications, there is still a huge room for improvement. Some of the QPMPC
demonstration examples which can be regarded as fast sampling [3, 25, 65, 86] can
be in fact only considered as moderately fast sampling; especially when we take in
account the possible applications with dominant dynamics measured in tens or even
hundreds of kHz. Even if the sampling speeds in the aforementioned applications
are fast enough for a wider array of mechatronic applications [25, 90], the featured
MPC strategy usually does not guarantee stability a priori. The implementation of an
MPC strategy with stability and feasibility guarantees would increase the complexity
of the computations significantly, thus would lower the achieved maximal sampling
speeds and the pool of possible applications further.

Since the advent of predictive controllers in practical applications, numerous
formulations have been introduced which may improve the online computational
efficiency of the optimization process. To use MPC in vibration control (or any other
fast system), one may utilize the following approaches or their combination to speed
up the online optimization process:

1. Increase of the computational power (e.g. use of DSP boards, high performance
computers, field-programmable gate array (FPGA) architectures, etc.).

2. Low level optimization and clean-up of the existing algorithm implementation
(e.g. transcript of the generic QP algorithm directly into machine language).

3. High level optimization of the algorithm—exploiting the specific structure of
the MPC problem to make the QP algorithm more efficient (replacing generic
QP with MPC optimized QP).

4. Sacrificing optimality for an alternate efficient optimizations (change of the
original formulation, usually involving suboptimal albeit very efficient strate-
gies such as Newton–Raphson-based MPC).

5. Pre-computing the QPMPC problem beforehand—transferring the online load
into offline (multi-parametric explicit MPC).

We may safely state that the first three items in this short list can provide only a
moderate speed gain. However, as numerous laboratory trials and timing analyses
have proven, the latter two may cut down online computational demands enough
to allow the use of MPC in vibration control [80, 84]. Nevertheless, the speed gain
comes with a sacrifice, as alternate formulations of the MPC problem usually imply
a loss of optimality levels while pre-computing the QPMPC problem can be overly
complex with increasing problem dimensions.

This chapter evaluates computationally efficient MPC approaches, but it will not
discuss the first two items on the list above. Instead of reviewing the same algorithm
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Fig. 8.1 Powerful rapid control prototyping systems with high memory capacity and computa-
tion speed are widespread in the automotive and aerospace industries. The proliferation of MPC
controllers in practical applications is currently limited because of high computational costs. The
use of model predictive control may be advanced not only by more powerful hardware, but better
designed algorithms and strategies as well

with different hardware platforms, we will later use just one platform and analyze
the efficiency of the algorithm formulation itself. While new products constantly
come and go, an efficient algorithm formulation is ageless. One may easily select
the best possible hardware for the job according to the available budget and manu-
facturer specifications. Rapid control system prototyping solutions are on the rise:
powerful controller implementation platforms with high speeds and large memories
are commonly used in high profile industrial projects, such as the automotive or the
aerospace industries. Figure 8.1 illustrates a modern dSPACE control prototyping
platform. Unfortunately, in many possible application fields expensive and powerful
computation hardware is not an option, therefore the control algorithm must be able
to work on implementation platforms with only modest possibilities.

Transcribing the QP algorithm directly into machine code or cleaning up the
existing algorithm can be regarded as a last resort option to decrease computational
times. This approach is time-consuming and its specifics will be not reviewed here,
since it is more of a task for programming professionals. To those interested in the
particulars of these two methods, Wills et al. have reached an impressive 5–25 kHz
sampling period active vibration control using constrained MPC without stability
guarantees in [89, 90].
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Unlike the generic QP optimization problem as known in the field of mathematics,
the MPC problem has a well defined, specific structure. Efficient MPC approaches
capitalizing on the characteristic MPC structure belong to the third group listed
previously. With certain techniques exploiting the structure of model predictive
control, a computationally more efficient solver algorithm may be created which
is specialized to MPC. Such an approach has been used by Ferreau to create a QP
algorithm, which has been tailored for the needs of predictive control [24]. One of
the major points to note here is that, despite the more efficient formulation, an MPC
controller implemented through this modified QP algorithm still provides a fully
optimal performance. The theoretical basics of this algorithm called qpOASES1 will
not be reviewed here, however, its implementation details are covered in Sect. 10.1
as qpOASES is used to benchmark other formulations later. To those interested in
the theoretical particulars of qpOASES, we may recommend the works of Ferreau
[22] and Ferreau et al. [26]. The technique listed as #3 in the list is also employed in
combination with a suboptimal formulation (#4) in the work of Wang and Boyd [87,
88], briefly reviewed in Sect. 8.3 of this chapter. According to the findings of Wang
and Boyd, if the variables of the MPC problem are reordered, the search direction of
the interior point QP solver algorithm can be found by solving a block tridiagonal
system of linear equations [88]. Using a generic QP algorithm the complexity of the
optimization problem is cubic in dependence of the horizon nc, while the above-
mentioned approach2 reduces to a linear complexity in the horizon. An alternative
method making use of the structure of the QP problem has been proposed by Cannon
et al. [16] and is also briefly discussed in Sect. 8.4 of this chapter.

The fourth item in the list points toward a group of approaches which sacri-
fice optimality in order to change the original optimal stabilized MPC formulation
radically. Of the abundance of tricks used, complexity reduction usually involves
the employment of simplified target sets such as the ones introduced in Sects. 7.5
and 7.6 of the previous chapter. Ellipsoidal target sets are often utilized to simplify
the MPC formulation in the interest of reducing complexity [2, 12, 13]; and will also
be at the center of attention of this work. The core of this chapter is presented in
Sect. 8.1 where the theoretical basics of the computationally efficient and suboptimal
algorithm of Kouvaritakis et al. is reviewed [14, 45, 46]. The essential elements of
their approach are an augmented state-space system based on a pre-stabilized control
loop and ellipsoidal stability and feasibility constraints. As it will be later outlined
in Sect. 8.1, the elegant solution of Kouvaritakis et al. leads to an online formulation,
which is simple and can be evaluated in very little time. The extension to increase
optimality is reviewed in Sect. 8.1.2, while a formulation enlarging the region of
attraction (thus the pool of possible controllable states) is given in Sect. 8.1.3.

One of the popular ways to decrease the computational time in MPC is expressing
the solution of the QP beforehand as a piecewise-affine function of the state [5].

1 The “qpOASES” solver software—Online Active Set Strategy is available as a free download
at http://www.qpoases.org.
2 The “Fast MPC” solver software based on this method is available as a free download at
http://www.stanford.edu/~boyd/papers/fast_mpc.html.

http://dx.doi.org/10.1007/978-1-4471-2333-0_10
http://dx.doi.org/10.1007/978-1-4471-2333-0_7
http://dx.doi.org/10.1007/978-1-4471-2333-0_7
http://www.qpoases.org
http://www.stanford.edu/{~}boyd/papers/fast_mpc.html
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This is a so-called explicit or multi-parametric MPC approach. The state-space is
divided into controller regions offline. The online controller law is implemented as a
static look-up table: the region in which the current state belongs is identified, so is
the associated simple control law.3 The drawback of this method is the long offline
computational time and the complexity of the controller with state dimensions larger
than nx = 2 and long horizons. This approach belonging to the last, fifth group of
our list is discussed in Sect. 8.2.1 of this chapter, while its suboptimal but efficient
version is briefly reviewed as well in Sect. 8.2.2.

Although this book considers only linear MPC, we have to note that efficiency is
even more crucial in nonlinear MPC (NMPC) formulations. To compute the inputs
in NMPC, at each time step a nonlinear programming problem needs to be solved
online [1]. Such optimization problems are in general nonconvex because the model
itself is nonlinear. To make NMPC feasible for plants with moderately or very fast
dynamics, both alternative formulations and better solvers are required [1].

8.1 Newton–Raphson MPC

This method allows for efficient online formulation thanks to the unique problem
formulation first introduced by Kouvaritakis et al. in [45] based on earlier works such
as [44, 76]. The strategy can be referred to as Newton–Raphson MPC (NRMPC),
because its core online optimization algorithm is the Newton–Raphson (NR) root
search method. NRMPC not only ensures a computationally efficient alternative to
the traditional MPC methods, but also prevents uncertainty propagating through the
predicted states. In order to guarantee the stability of the control course, NRMPC
makes use of the tricks introduced previously: such as penalties on the terminal state
[73], the dual-mode paradigm [64, 77–79] and invariant target sets [4, 17, 43, 62].
However, instead of using the maximal invariant target set as proposed by Gilbert and
Tan [30], the method assumes simplified ellipsoidal targets [63, 91]. Another major
difference is that the control loop is prestabilized by introducing perturbations from
a nominal control law [75, 76].

NRMPC optimizes closed-loop predictions: a pre-stabilized loop is formed, where
the predicted performance is not optimized over the system input uk , rather a new
free variable ck is formed.4 In the absence of constraints this pre-stabilized loop
can be optimal in some sense, most commonly LQ optimal. (Although it is possible
to choose any other criteria of optimality.) The free variable ck is zero, whenever
the constraints are inactive. During transients, this pre-stabilized loop is, no longer
optimal and may not be even stabilizing. The role of the introduced free variable
ck called perturbation is to ensure the stability and feasibility of constraints. The

3 The complex solver software suite “Multi-Parametric Toolbox (MPT)” based on this method is
available as a free download at http://control.ee.ethz.ch/mpt/.
4 Note that following our variable naming conventions, both uk and ck can be in general vectors,
however for a single input–single output (SISO) system they are scalar values.

http://control.ee.ethz.ch/mpt/
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norm of ck is minimized under the condition, that constraints must be satisfied on
the whole control horizon for future predicted input variables and possibly states.

8.1.1 Basic NRMPC Formulation

Instead of using uk and its elements uk+i for i = 0, 1, 2, . . . , nc−1 as an optimization
variable, the new free variable ck is introduced into the closed-loop formulation. The
perturbations express input deviation from the fixed feedback optimal value. It is
possible to express inputs at each sampling interval by [11, 45]:

uk = Kxk + ck (8.1)

where ck+i for i = 0, 1, 2, . . . , nc − 1 expresses the degrees of freedom in the opti-
mization problem. Thus instead of the well-known linear time-invariant (LTI) state-
space equations the closed-loop system can be alternatively described by [45]: by

xk+1 = Φxk + Bck (8.2)

where Φ is the closed-loop dynamics of the LTI system. The dynamics of this
augmented system can be then described by the autonomous state-space system:

zk+1 = Ψ zk (8.3)

Ψ =
[

Φ BE
0 T

]
(8.4)

Vector zk consists of the state vector and the perturbation vector fk , and matrix
E = [I 0 . . . 0]. The perturbation vector contains the perturbations for the actual
sampling time up to the horizon length:

zk =
[

xk

fk

]
(8.5)

where the vector of future perturbations is given by

fk =

⎡
⎢⎢⎢⎢⎢⎣

ck

ck+1
ck+2
...

ck+nc−1

⎤
⎥⎥⎥⎥⎥⎦

(8.6)

Matrix T acts as a shift matrix, as by multiplying with the perturbation vector it shifts
its elements one sampling time forward. Its elements 0nu are nu×nu matrices of zeros,
where nu is the system input size. Inu is an identity matrix of conforming dimension:
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T =

⎡
⎢⎢⎢⎢⎢⎣

0nu Inu 0nu . . . 0nu

0nu 0nu Inu . . . 0nu
...

...
...
. . .

...

0nu . . . . . . 0nu Inu

0nu 0nu . . . . . . 0nu

⎤
⎥⎥⎥⎥⎥⎦

(8.7)

The a priori stability guarantee of the NRMPC formulation is based on ellipsoidal
invariant target sets, which were briefly introduced in Sect. 7.6 of the previous chapter.
Let us recapitulate the basics of ellipsoidal target sets, and consider such a set Ex

which is given by:

Ex =
{

x |xTΓ −1
X x ≤ 1

}
(8.8)

where Γ −1
X ≥ 0. Consider now a fixed state feedback control law uk = Kxk for

a linear time-invariant state-space system xk+1 = (A + BK)xk for which we can
create an invariant target set using ellipsoid Ex by simply stating that:

xk ∈ Ex ⇒ xk+1 ∈ Ex (8.9)

meaning that if the state xk belongs to the ellipsoidal set at time (k) so must its next
iteration xk+1. From this, it is possible to show [9] that the condition of invariance
will be:

Γ −1
X − ΦTΓ −1

X Φ > 0 (8.10)

where Φ is the closed-loop matrix of this system Φ = (A + BK). Given only
symmetric input constraints u = −u the feasibility condition under the state feedback
law K is given simply and logically as:

|Kx | ≤ u (8.11)

For a state xk ∈ Ex the above feasibility condition can be rewritten equivalently in
the following fashion [45]:

‖KTΓ
1
2

X ‖ ≤ u ⇒ u2 − KTΓXK ≥ 0 (8.12)

The stability of the autonomous system (8.3) is guaranteed by the stability of Ψ.
Similarly to the case of the LTI model itself without the augmentation as in (8.10),
an elliptic invariant set must also exist for the augmented system. Let us denote this
ellipse with Ez and define it in the following fashion:

Ez =
{

z|zTΓ −1
Z z ≤ 1

}
(8.13)

Because of matrix symmetry, it is possible to partition ΓZ
−1 similarly to the parti-

tioning of zk and get the blocks Γx , Γ f , Γx f and Γ f x . It is worth noting that

http://dx.doi.org/10.1007/978-1-4471-2333-0_7


294 8 Efficient MPC Algorithms

Fig. 8.2 Graphical
representation of the
augmented invariant set, its
projection and intersection
with the original state-space

c

x

Ez Projection: Exz

Intersection: Ex

Augmented set

Γx f = Γ f x
T . This way it is possible to express the definition (8.13) by the following

inequality:

xT
k Γx xk ≤ 1 − 2fT

k Γ f x xk − fT
k Γ f fk (8.14)

In case where the perturbation vector fk is not present, this inequality is satisfied by
all possible zk = [

xk 0
]T for which xk ∈ Ex providing that Γx = Γ −1

X . A non-
zero perturbation vector may be used to create an invariant ellipsoid, which is larger
than the original xk ∈ Ex . The maximizer of the right hand side of Eq. (8.14) after
differentiation is fk = −Γ f

−1Γ f x xk . If we substitute this back to the inequality, we
obtain the following expression:

Exz =
{

x |xTΓXZ
−1x ≤ 1

}
(8.15)

ΓXZ =
[
Γx − Γx f Γx

−1Γ f x

]−1
(8.16)

Since Γ −1
XZ ≤ Γx and it is clear that Γx = Γ −1

X it is obvious that the original invariant
set is the subset of the new projection Ex ⊆ Exz . It is possible to express matrix
ΓXZ in a more convenient way, using a matrix transformation:

ΓXZ = TΓZTT (8.17)

xk = Tzk (8.18)

It is difficult to illustrate the augmented invariant set Ez , its projection and inter-
section with the augmented state-space. In case the system in question is second
order, the augmented state-space is already three-dimensional with only a one step
ahead prediction. Therefore, Fig. 8.2 attempts to graphically illustrate a mere one-
dimensional system with one step ahead prediction—that is one perturbation. Ez

is the augmented invariant set, which has a dimension of nx + nc, where nx is the
system order and nc is the prediction horizon or the size of the perturbation vector.
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x1

x2

Optimal t.s.
Suboptimal t.s.

Ex

Fig. 8.3 Illustration of the optimal and suboptimal target set in x-space. The (hyper) ellipsoidal
region defined by the NRMPC intersection is a subset of the ideal optimal target set. Abbreviation
t.s. denotes target set

Exz is the projection of Ez into the original state-space, Ex is the intersection with
the state-space.

Figure 8.3 illustrates optimal and suboptimal target regions in the state-space.
The intersection Ex of the augmented hyperellipsoid Ez with the state-space defined
by NRMPC control law is just a subset of the ideal maximal invariant target set
Πna = Π∞.As the hyperellipsoid fills the polyhedral maximal invariant set, there is
always some extra portion of the state-space that would approach the constraints more
closely and thus improve on optimality. It is even harder to copy and fill the volume
of a polyhedral maximal invariant set in higher dimensions, therefore the optimality
of an NRMPC control law or in fact any MPC control law using ellipsoidal target
sets will necessarily decrease with increasing state dimensions nx .

Just as in any other MPC algorithm, invariance of the set and feasibility of the
predictions has to be ensured. This may be carried out by an extension of the invari-
ance conditions given previously by (8.10) to the augmented system:

Ψ TΓ −1
Z Ψ − Γ −1

Z ≤ 0 (8.19)

This may be expressed in a form more convenient for semidefinite programming
(SDP) [67], using Schur complements [9]:

[
ΓZ ΓZΨ

T

Ψ TΓZ ΓZ

]
≥ 0 (8.20)

Unlike in the feasibility condition for x-space given by (8.12), now we have to
account for the changes introduced in the calculation of the control input in (8.1);
namely the presence of the perturbation value. The feasibility conditions for the
augmented system will be therefore:

∥∥∥[
KT

i eT
i

]
Γ

1/2
Z

∥∥∥ ≤ ui (8.21)
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where ei is the i-th column of the identity matrix, Ki is the i-th row of K and
i = 1, . . . , nu for a multiple input system. We may rewrite the feasibility condition
of (8.21) and get a modified form given by:

u2
i −

[
KT

i eT
i

]
ΓZ

[
KT

i eT
i

]T ≥ 0 (8.22)

The volume of the invariant hyperellipsoid Exz is defined by det(TΓZTT ). To
maximize the volume of the ellipsoid, while respecting feasibility and constraints
one has to solve the following algorithm [45, 46]:

Algorithm 8.1 Maximize log det(TΓZTT ) by respecting linear matrix inequalities
defining invariance conditions (8.20) and feasibility conditions (8.22).

Since the LMI’s (8.22) and (8.20) do not depend on the current state, this algorithm
can be solved offline. It is assumed that there exists a feedback controller K, a control
horizon nc , a matrix ΓZ defining the (projection of) the hyperellipsoid in a way that
x0 ∈ Exz .

For a sufficiently large control horizon the feasibility and the invariance of the
problem can be handled by the degrees of freedom in fk . Therefore, fk is responsible
for:

• Ensuring that the states will remain in the projection of the augmented invariant
set at all times: xk ∈ Exz

• Ensuring that constraints will not be exceeded but reached if necessary: u ≤ uk ≤ u
• Using the remaining degrees of freedom to optimize the predicted performance

During the prediction the system described by (8.1) and (8.2) will remain linear.
This means that constraints will leave it unaffected and K may be chosen without
regard to them. K may be chosen by any conventional method making it optimal in
an arbitrary sense. One may choose K to be the nominal LQ controller or for example
to minimize worst-case cost. The overall algorithm will assume the following form
[45, 46]:

Algorithm 8.2 Offline procedure: Calculate a feedback matrix K, which is optimal
in some sense, while ignoring constraints. Calculate ΓZ to maximize the projection
of the invariant hyperellipsoid Exz , while respecting conditions for invariance and
feasibility. Online procedure: At each sampling instant (k) perform the following
minimization procedure:

min
f

fT
k fk s.t. zT

k Γ
−1

Z zk ≤ 1 (8.23)

Only the first element of the calculated fk is utilized and the procedure is repeated at
the next sampling instant.
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... ...
J fT

k fk

0

0

zT
k

1
Z zT

k 1

Fig. 8.4 Graphical illustration of the NRMPC optimization problem

Theorem 8.1 Algorithm 8.2 is stabilizing.

The detailed proof to this theorem can be found in the work of Kouvaritakis
et al. [45]. Because K is stabilizing and the cost is decreasing, the state is advanced
toward the equilibrium of the state-space. In addition, there will be a time when there
is no need to perturb the sequence uk = Kxk anymore and the solution for fk will
be zero.

The solution of the minimization problem (8.23) is actually the search for the
shortest distance of an ellipsoid from the origin. This is a univariate optimization
problem, graphically illustrated in Fig. 8.4. The circular iso lines with the center in
the origin represent the function to be optimized min fT

k fk . The ellipse represents
the constraints defined by zT

k Γ
−1

Z zk ≤ 1.One may deploy the method of Lagrange’s
constrained optimization problem to find the optimum, using the Lagrange multi-
plier λ. The gradient of the function is only negative at one point, because there is
only one viable solution. In case the system origin is included in the ellipse defined
by the constraints, there is no need to perform the optimization because the problem
is already optimal.

If one utilizes the partitioning of ΓZ; may rewrite the optimization constraint

zT
k Γ

−1
Z zk = xT

k Γ f x xk + 2fT
k Γx f xk + fT

k Γ f fk ≤ 1 (8.24)

The solution of this optimization problem for the state at a given time (k) will be:

fk = λΘΓ f x xk (8.25)

χ(λ) = Γx f [ΘΓ −1
f fkΘ − Γ −1

f fk]Γ f x xk + xT
k Γx xk − 1 = 0 (8.26)

where Θ is defined as Θ = (I − λΓ f )
−1 and λ is the unique real root of χ(λ). The

solution of this problem is trivial and the eigenvector–eigenvalue properties of Γ f

may be exploited to simplify the online procedure. It is necessary to ensure that the
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solution of (8.26) will converge when using the Newton–Raphson (NR) method to
find λ.

Theorem 8.2 For all λ ≤ 0 all the derivatives ofχ(λ) are positive, thus the Newton–
Raphson method will converge quadratically when initialized with λ = 0 [46].

This theorem utilizes the fact that for the i-th derivative of Θ we may express:

dΘ i

dλ
= iΘ i+1Γ f ∀i ≥ 1 (8.27)

the proof of Theorem 8.2 is as follows:

Proof Using the relation expressed in (8.27) an the process of induction, it is possible
to prove that [46]

diχ(λ)

dλi
= (i + 1)!xT

k Γx fΔΛ
i−1(I − λΛ)−(i+2)ΔTΓ f x xk (8.28)

whereΛ andΔ is defined by the eigenvalue–eigenvector decomposition ofΓ f which
is Γ f = ΔΛΔT . Since ΓZ is positive definite and symmetric spectral matrixΛ will
be also positive. The right hand side of (8.28) is positive for all λ ≤ 0.

Since there is no need to evaluate complex constrained optimization tasks, the
Newton–Raphson MPC (NRMPC) is very efficient. NRMPC presents an enormous
computational advantage over MPC formulations utilizing quadratic programming or
semidefinite programming. It is possible to show that utilizing modal decomposition
of matrix Γ f the computational time grows linearly with the prediction horizon.

8.1.2 Extension of the Newton–Raphson MPC

Since most of the computationally intensive operations can be performed in offline
mode and one can utilize eigenvalue–eigenvector decomposition, the speed gain is
a very important property of NRMPC. For exceptionally fast sampling applications
like vibration damping, the advantages of NRMPC are evident. Also, the gain in
computational speed is important for applications which require large prediction
horizons to ensure feasibility properly. So what is the difference between NRMPC
and the well-known MPC utilizing quadratic programming? While the formulation
introduced in the previous section provides exceptional speed, it is still somewhat
suboptimal. Although this is not very significant, QPMPC still has the advantage of
using the largest admissible set Π∞ and providing optimal solutions.

It is possible to extend NRMPC to match the optimality of QPMPC, as it has
been demonstrated by Kouvaritakis et al. in [46]. There are possible perturbation
vectors fk , which satisfy constraints over the prediction horizon and are from the
maximal admissible set Π∞ which ensure feasibility past the prediction horizon
as well. This assumption and the affine dependence of control inputs uk+i and the
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c1
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Ef kEf k 1

f

n

f̄k

fk

f

Fig. 8.5 Illustration of the perturbations in f-space. At time (k) there are perturbation vectors
fk < f̄k which fall outside E f . However, these vectors fk still ensure feasibility past the prediction
horizon and produce states which are a part of the maximal invariant set Π∞. The low complexity
set defined by the constraints isΠn , f̄k is the original perturbation fk is the new perturbation scaled
by μ and f∗

k is the theoretically optimal perturbation vector

terminal state xnc implies a set of linear inequalities for the perturbation vector at
the current sample time (k). The inequalities define a low complexity polyhedral set
Πn(xk). The choice of NRMPC for the perturbation vector is not necessarily the
feasible solution of the minimum norm, because E f (xk) ⊆ Πn(xk).

This concept is graphically illustrated in Fig. 8.5 where the set of perturbations
E f at time (k) is always only a subset of optimal perturbations Π f allowed by the
maximal allowable set Π∞ = Πna . In essence, it is possible to iterate the problem
one step further, and search for a perturbation vector fk which would be feasible at
the next step and is smaller than the original f̄k by a factor of μ. This is illustrated by
the iterated set of perturbations E f at (k+1) and the low complexity set Πn , which
ensures that the new perturbation is still feasible. The set Πn is a direct result of
the constraints, where essentially one has to ensure that the new (augmented) state
conforms to the constraints.

Let us denote the perturbation vector calculated by NRMPC with f̄k . The idea
is the scaling procedure of fk subject to the constraint, defining that the feasibility
at the current time sample will imply feasibility at the next one. The scaling scalar
value is μ:

fk = μf̄k, μ ≤ 1 (8.29)

Lemma 8.1 Assuming the optimization (8.23) is feasible at the current time (k) and
the minimizer is denoted as fk , the following inequality admits solutions 0 ≤ μ ≤ 1
according to [46]:
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aμ2 + bμ+ c ≤ 0 (8.30)

a = f̄T
k Γ̄ f f̄k (8.31)

b = 2xT
k Γ̄x f f̄k (8.32)

c = xT
k Γ̄x xk (8.33)

where Γ̄x , Γ̄x f , Γ̄ f x , Γ̄ f are blocks generated by Γ −1
Z at the time instant (k + 1)

using Γ −1
Z (k + 1) = Γ̄ −1

Z = Ψ TΓ −1
Z Ψ.

Proof For the augmented state vector zk(μ) = [xk μf̄k]T the inequality (8.30) can
be equivalently stated as zk+1Γ

−1
Z zk+1 ≤ 0 for zk+1 = Ψ zk(μ). This is true for

μ = 1 and we assume that Ez is invariant and zk(μ) belongs to it. The existence of
scalers which are 0 ≤ μ ≤ 1 follows from the continuity [46]:

zT
k (μ)Γ

−1
Z zk(μ) =⇒ zT

k (μ)Ψ
TΓ −1

Z Ψ zk(μ) (8.34)

The scaling value μ also has to satisfy the input and possibly the state constraints.
Let us denote the smallest possible value which results this optimization μ∗

k .

Theorem 8.3 According to Lemma 8.1, the new scaled perturbation vector fk(μ) =
μf̄k satisfies the condition [46]:

fT
k fk ≤ f̄T

k f̄k (8.35)

and the control input utilizing the scaled perturbation uk = Kxk + Efk(μ
∗
k) ensures

the feasibility of (8.24) at the next sampling instant.

The proof of this theorem is given in [46]. The algorithm for the extended Newton–
Raphson MPC (ENRMPC) is as follows:

Algorithm 8.3

• Solve a semidefinite programming problem offline to maximize the projection Exz

defined by ΓXZ of the extended invariant set Ez subject to constraints (8.20) and
(8.22).

• Compute online the unique negative root of χ(λ) from (8.26) and successively
compute f̄k from (8.25).

• Compute online the smallest possible scaling valueμk according to relation (8.30)
and the constraints then the final, scaled perturbation vector fk .

• Compute online and implement the first element of the control input vector. Perform
the online optimization at the next time step all over again.

The extra calculation required to obtain the scaling factor μ∗ can be performed
explicitly and does not pose a significant online computational time increase. It
is possible to compute μ∗ explicitly, it involves the solution of one quadratic and
a set of linear equations. If the suboptimality of NRMPC is acceptable, one can
save the time for this, but in case optimality is an issue ENRMPC is the choice
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of control algorithm. According to the Monte Carlo simulations presented in [46]
the performance of ENRMPC is practically indistinguishable from QPMPC, but
with a significantly reduced computational cost. The use of this extension does not
significantly improve the optimality of systems with lightly damped poles, such as
models describing the vibration dynamics of very lightly damped structures [81, 83].

8.1.2.1 One Step Further. . .

The extension introduced previously uses scaling to increase optimality. This is done
by presuming feasible solutions exist outside the invariant ellipsoid defined by the
control law. It is nevertheless possible to conceive a further development on the
original NRMPC extension, where invariance would be ensured (k + 2) steps and
onward.5

Similarly to the original extension, let us assume the existence of a scaling variable
according to (8.29). We may find solutions to μ by applying the following lemma:

Lemma 8.2 Assuming the optimization (8.23) is feasible at the current time k and
the minimizer is denoted fk, the following inequality admits solutions 0 ≤ μ ≤ 1:

aμ2 + bμ+ c ≤ 0 (8.36)

a = f̄T
k Γ̃ f f̄k (8.37)

b = 2xT
k Γ̃x f f̄k (8.38)

c = xT
k Γ̃x xk (8.39)

where Γ̃x , Γ̃x f , Γ̃ f x , Γ̃ f are blocks generated by Γ −1
Z at the time instant (k + 2)

using Γ −1
Z (k + 2) = Γ̃ −1

Z = Ψ 2TΓ −1
Z Ψ 2.

Proof Similarly to the original extension, inequality (8.36) can be equivalently stated
as zk+2Γ

−1
Z zk+2 ≤ 0 for zk+2 = Ψ 2zk(μ). This must be true for μ = 1. The

existence of scalers which are 0 ≤ μ ≤ 1 follows from the continuity:

zT
k (μ)Γ

−1
Z zk(μ) =⇒ zT

k (μ)Ψ
TΓ −1

Z Ψ zk(μ)

=⇒ zT
k (μ)Ψ

2TΓ −1
Z Ψ 2zk(μ)

(8.40)

8.1.3 Optimizing Prediction Dynamics
for the Newton–Raphson MPC

It is possible to give a convex formulation for the optimization of prediction dynamics
utilizing a nonlinear transformation of variables, as proposed by Cannon and

5 As suggested by Dr. Mark Cannon in Oxford, November 2008.
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Kouvaritakis in [14]. This approach leads to a generalization of prediction dynamics
used in the previous subsections, which allows changing the dynamics of the
controller depending on the predicted plant state. This method significantly enlarges
the volume of the stabilizable set. Since changes take place in the offline formulation,
computational time is not affected.

Given the invariance and feasibility conditions described by (8.20) and (8.22)
one can compute the invariant set Γ −1

Z offline via a convex optimization, given
that matrices T and E are fixed. For this, the projection of Ez into x subspace is
maximized as the optimization objective. This is acceptable if one can operate with
a sufficiently large horizon nc and a finite length perturbation vector. In practice,
however, computational load grows linearly with increasing horizon. Also, for a
given horizon nc a larger feasible set is obtained if the “shift” matrices T and E are
variables in the optimization of Ez . Unfortunately, optimizing for Γ −1

Z , T and E
leads to a non-convex optimization problem.

Imsland et al. utilized optimized prediction dynamics to enlarge the region of
attraction of the NRMPC control method, although their strategy involved a non-
convex optimization approach with all its well-known drawbacks [35, 36]. At the
same time, Cannon and Kouvaritakis have demonstrated that this problem can
be avoided by reformulating the implied offline optimization to a convex LMI
problem [14]. Let us define matrices U,V ∈ R

nx ×nc , Ñ ∈ R
nx ×nx , M̃ ∈ R

nu×nx and
also symmetric X,Y ∈ R

nx ×nx by the following identities:

Γ −1
Z =

[
X−1 X−1U

X−1UT •

]
(8.41)

ΓZ =
[

Y V
VT ∗

]
(8.42)

Ñ = UTVT (8.43)

M̃ = EVT (8.44)

where • and ∗ denotes the blocks of Γ −1
Z and ΓZ which are determined uniquely by

X, Y, U, V and Γ −1
Z ΓZ = I. The identity Γ −1

Z ΓZ = I also implies:

UVT = X − Y (8.45)

From this, blocks • and ∗ of (8.41) may be expressed as:

[
X−1 X−1U

X−1UT •

] [
Y V

VT ∗
]

=
[

I 0
0 I

]
(8.46)

This can be evaluated by simple matrix algebra, to acquire the unknown matrix
blocks:
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• = −V−1YX−1U (8.47)

∗ = −U−1V (8.48)

The following theorem will introduce equivalent invariance and feasibility condi-
tions, which are convex in X,Y, Ñ, M̃ :
Theorem 8.4 There exist T,E, Γ −1

Z satisfying the invariance and feasibility condi-
tions, only if the linear matrix inequalities in X,Y, Ñ, M̃ are feasible [14]:

⎡
⎢⎢⎢⎣

[
Y X
X Y

] [
ΦY + BM̃ ΦX

Ñ + ΦY + BM̃ ΦX

]
[

ΦY + BM̃ ΦX
Ñ + ΦY + BM̃ ΦX

]T [
Y X
X Y

]

⎤
⎥⎥⎥⎦ ≥ 0 (8.49)

⎡
⎣ u2 [

KY + M̃ KX
]

[
KY + M̃ KX

]T
[

Y X
X Y

]
⎤
⎦ ≥ 0 (8.50)

The feasibility of these conditions is necessary and sufficient for the feasibility of the
original conditions (8.22), (8.20).

Proof Using Schur complements, the invariance condition (8.19) was equivalently
expressed by (8.20). If both sides of this inequality are pre and post multiplied, we
obtain:

[
ΣT 0
0 ΣT

] [
ΓZ ΓZΨ

T

Ψ TΓZ ΓZ

] [
Σ 0
0 Σ

]
≥ 0 (8.51)

where Σ consists of

Σ =
[

Y X
VT 0

]
(8.52)

Using this with (8.45) actually yields (8.49). Similarly, the pre- and post-
multiplication of condition (8.22) with

[
I 0
0 ΣT

]
and

[
I 0
0 Σ

]
(8.53)

yields (8.50). The original feasibility and invariance conditions are fulfilled, if (8.49)
and (8.50) is feasible. Matrices U and V can be assumed full rank, without the loss
of generality. From the definitions of Ñ and M̃, solutions for the “shift” matrices T
and E exist for given K, M̃, whenever nx ≥ nc. For the case that nc = nx , we get
unique solutions for the shift matrices:
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T = U−1ÑV−T (8.54)

E = M̃V−1 (8.55)

The offline optimization algorithm will change according to the previously intro-
duced concepts:

Algorithm 8.4 The maximization of the projection of the invariant ellipsoid Ez into
the x-subspace over T,E and Γ −1

Z is performed [14]:

• Solve the semidefinite programming problem (SDP):

max[−(log detY)] (8.56)

subject to conditions (8.49) and (8.50), in the optimization variables X,Y, Ñ, M̃.

• Factorize X and Y to determine U and V according to relation (8.45).
• Using the relation defined by (8.43) for Ñ and M̃ solve for T and E.

It is very important to note that the value of Y in the optimization problem (8.56)
is independent of the control horizon nc if nc ≥ nx . If nc ≤ nx the optimization
problem will be non-convex. A larger horizon than nx will show no advantage at
all. The maximal stabilizable set will not be bigger if we increase the horizon, it is
sufficient to choose nc = nx .

Although this formulation ensures the maximal possible stabilizable set, it might
cause issues of numerical nature.6 The optimization may yield a hyperellipsoid
with exaggerated proportions. There are several possibilities to avoid this situation,
including the option of imposing bounds on the predicted cost along the trajectories
of the autonomous system defined by (8.3). For a given bound γ the cost value J̃ ≤ γ

is ensured for all initial conditions of the autonomous system in Ez , if the invariance
condition is replaced by:

Γ −1
Z − Ψ TΓ −1

Z Ψ >
1

γ

[
CT KT

0 ET

]
D

[
C 0
K E

]
(8.57)

where D = diag (I,R). By a suitable transformation, this condition can be equiva-
lently expressed in X,Y, Ñ, M̃ using the following LMI:

⎡
⎢⎢⎢⎢⎢⎢⎣

γ I 0 D1/2
[

CY CX
KY + M̃ KX

]

∗
[

Y X
X Y

] [
ΦY + BM ΦX

Ñ + ΦY + BM ΦX

]

∗ ∗
[

Y X
X Y

]

⎤
⎥⎥⎥⎥⎥⎥⎦

≥ 0 (8.58)

This LMI can be included in the optimization (8.56) in the place of (8.49).

6 This problem turned out to be quite significant, see Sect. 11.3 for details.

http://dx.doi.org/10.1007/978-1-4471-2333-0_11
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8.1.4 Warm Starting and Early Termination

Unfortunately, the online NRMPC approach is not suitable for warm starting or
early termination. This can be attributed to the fact that the (transformed7) cost
J = fT

k fk is not necessarily non-increasing during the iterations of the Newton–
Raphson algorithm, neither is the feasibility of fk guaranteed before the algorithm
converges [47]. Stability guarantees can only be given if the perturbation fk is feasible,
and the cost at time (k) does not exceed the cost of the tail predicted at time (k − 1)
associated with Efk−1. Terminating the NRMPC algorithm early would mean that
these conditions are not met, losing the advantages gained by the application of
stability guarantees.

Based on the already computationally efficient NRMPC algorithm; Kouvaritakis,
Li and Cannon recently proposed a modified method in [47], where both early termi-
nation and warm starting is possible. The approach called autonomous augmented
MPC (AAMPC) uses a formulation, which instead of the dual optimization
variables—i.e. the Lagrange multiplier λ—works with primal variables. Similarly
to NRMPC, the AAMPC approach uses an univariate optimization procedure to
compute the control inputs. While the NRMPC approach uses a dual optimization
variable which can only be initialized from zero at sample time (k), the primal formu-
lation of AAMPC allows warm starting utilizing the optimization results from the
previous step (k −1).Moreover, even though the cost is guaranteed to be decreasing
in NRMPC by successive time samples k, k + 1, . . ., this is not true for the iterations
of the NR optimization process at a given sample. The AAMPC method justifies this
shortcoming by a formulation, where early termination is made possible by using a
cost, which is decreasing even within the iterations for a given time sample. Instead
of the Newton–Raphson procedure, the AAMPC method uses a line search algorithm
for optimization.

By evaluating 100 random fifth order state-space systems in simulation,
Kouvaritakis et al. reported that the AAMPC algorithm performed slightly worse
in terms of optimality compared to NRMPC algorithm, being about 6% suboptimal
with warm starting and 7% suboptimal when cold starting. The higher suboptimality
of this novel algorithm is compensated by its speed gain, where AAMPC needed
56% of the computation time of NRMPC with warm starting and 87% without warm
starting. The suboptimality issue is turned around when instead of a cost-based termi-
nation criterion we consider early termination of the algorithms based on the number
of iterations. If AAMPC is given only one iteration and a (slightly modified) NRMPC
algorithm is given 3 iterations, the NRMPC algorithm is about 30% less optimal than
AAMPC due to the non-monotonically decreasing cost, while requiring almost twice
as much computation time.

The novel AAMPC algorithm is certainly an interesting addition to the family of
computationally efficient MPC strategies. Nevertheless, the approximately twofold
efficiency increase is only possible by the expense of an even higher degree of
suboptimality than NRMPC. As it will be later demonstrated, suboptimality proved

7 See Sect. 10.3.2 for more details on cost transformation.

http://dx.doi.org/10.1007/978-1-4471-2333-0_10
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to be the weakest point of the NRMPC approach on lightly damped vibrating systems,
especially with higher order prediction models. The online task execution times
achieved with second-order models were already excellent, suggesting that there is
room for much higher sampling times and more complicated models. Because the
efficiency of NRMPC was already acceptable and the suboptimality of NRMPC was
a fundamental issue, the AAMPC algorithm has not been tested in the simulations
and experiments featured in the upcoming chapters.

8.2 Multi-Parametric MPC

8.2.1 Optimal Multi-Parametric MPC

The multi-parametric programming approach in MPC may be regarded as a rela-
tively recent development of control theory. This approach proposed by Bemporad
et al. [5, 6] takes advantage of the fact that MPC is a constrained linear piecewise-
affine (PWA) problem, for which explicit solutions can be readily calculated. The
PWA control laws for the MPC problem are pre-computed offline, which means
that at the implementation stage only a piecewise-linear function is evaluated. This
approach ensures fast online calculation, however, its main drawback is that offline
computational time and memory requirements grow fast with increasing problem
dimensions. Generally, if the number of constraints is exceeding 10, it is not prac-
tical to employ multiparametric programming-based MPC method [61]. In addition
to various procedures aimed at reducing computational complexity, current research
is also focused on formulating robust MPMPC controllers able to handle systems
with built-in uncertainties [58], adaptive MPMPC formulations able to serve systems
with varying parameters [51] and MPMPC laws for systems modeled by fuzzy laws
[52, 53, 57].

The scope of applications, where multi-parametric programming-based MPC
is currently employed or proposed is broad, ranging from marine applications
[39], chemical processing [31], paper production [7], engine control [28], fuel-
cell management [69], spacecraft attitude control [34] and even insulin delivery
to diabetic patients [21, 70].

Using multi-parametric programming, the constrained quadratic programming
problem is solved offline. The solution assumes the form of a piecewise-affine state
feedback control law, which may be represented in a form [5, 48, 71]:

u(x) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

O1x + o1 if xk ∈ X1
O2x + o2 if xk ∈ X2
O3x + o3 if xk ∈ X3
...

...

ON x + oN if xk ∈ XN

(8.59)
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na

Fig. 8.6 Illustration of the regions and associated control laws of a conceptual MPMPC controller
in two-dimensional state-space. The region of attraction is sub-divided into polyhedral regions Xi ,

each of which has an associated control law defining uk in case the actual state xk belongs to that
region

where xk is a state, acting as input to the controller function. Matrices Oi and vectors
oi define a fixed feedback and a constant for the given control law. The current
measured state is a part of a polyhedral setXi , the sum of these sets forms a polyhedral
partition SΩ = X1,X2,X3, . . . ,XN in state-space, while N is the total number
of regions defining the region of attraction. The concept of polyhedral regions with
associated control laws is graphically illustrated by an example in two-dimensional
state-space in Fig. 8.6. The polyhedral regions Xi are characterized by intersections
of half spaces in the hyperspace:

Xi =
{

x ∈ R
n
x |P̃i x ≤ p̃i

}
(8.60)

These sets intersect only at the boundaries, therefore in case the problem is feasible,
the current state xk unambiguously belongs to one of the partitions, and can be
associated with a PWL control law. Such a controller is defined by the following

data:
{

Oi , oi , P̃i , p̃i

}N

i=1
.

It is also possible to use a vertex representation instead of a half-space description
of the polyhedral regions. This is an equivalent interpretation, though requiring some
changes both in the offline and online algorithmic implementation. Vertex represen-
tation can be mathematically characterized as:

Xi = conv(h1
i ,h2

i , . . . ,hN
i ) (8.61)

where conv denotes a convex hull of vertices hi .
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The offline multi-parametric optimization process for acquiring the explicit solu-
tion of an MPC process may be summarized by the following concept algorithm
[72, 74]:

Algorithm 8.5 To find the solution of the MPMPC problem offline, given a linear
time-invariant system and process settings, perform the following task once:

• For all feasible active sets, define a polyhedral region Xi such, that in case a given
state xk ∈ Xi , than the control course uk = Oi xk + oi is optimal and feasible.
The sum of regions Xi is the region of attraction Πna = ∞.

• Reduce regions Xi to prevent overlaps and duplications.
• Store the region look-up table or binary tree Xi and the corresponding PWL

functions for the online controller.

There are several possible methods finding the polyhedral set corresponding to
a state at a given sampling instant. The most straightforward way is to sequentially
search through all the regions. This is easily implementable, albeit computationally
inefficient. In the worst case, N matrix operations must be performed in a form
P̃i x − p̃i ≤ 0. Given that the usual explicit MPC controller contains several tens of
thousands of regions, direct search can seriously impair computational efficiency.

The other major method is the use of a binary search tree, which utilizes a much
more efficient strategy than simple direct search. The drawback of the binary search
tree method is the necessary time to calculate it, adding significant amount of compu-
tational time to the offline process.

In the online control process, at each sampling interval the set Xi defining a
region corresponding to the actual state is found. The next task is to utilize the
function (8.59) corresponding to the polyhedral set Xi in calculating the control
output. Control output is simply the function of the current state uk = f (xk). This is
a very efficient process, assuming low problem dimensionality current hardware is
capable of high sampling speeds. The online algorithm may be summarized as [38]:

Algorithm 8.6 To find the solution of the MPMPC problem online, at each sampling
instant perform the following tasks:

• Measure or observe current state of the system.
• Identify the index i of the polyhedral region, such that xk ∈ Xi .

• Evaluate the PWL function corresponding to the index found at the previous step:
uk = Oi xk + oi .

For high bandwidth applications with small dimensionality, the MPMPC approach
may yield manageable small number of controller regions within tractable offline
computational times. The pre-computed MPC controller law has the great advantage
of being readily transferable to mass-produced cheap microprocessor applications.
However, a large region of attraction in constrained MPMPC with guaranteed feasi-
bility may require lengthy horizons [82]. Generally speaking a problem of dimen-
sionality above 10—including the prediction horizon necessary to ensure a given
region of attraction—becomes difficult to manage [61].
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8.2.1.1 Complexity Reduction

The complexity and the computation cost of the multi-parametric MPC approach
can be reduced by one of two methods [55, 59], which either involves the reduc-
tion of the size of the look-up table [19, 20, 29, 32, 37] or improves the speed of
the online algorithm [18, 40, 50, 54, 85]. Although these methods do reduce the
memory requirements on the online implementation platform or improve the search
speed of the online run, they require additional operations in the offline regime. The
computational cost of performing simplification operations such as optimal region
merging (ORM) or generating a binary search tree (BST) may be prohibitively high
for systems requiring lengthy prediction horizons.

A very interesting development has been proposed to reduce the complexity of
MPMPC controllers by Kvasnica et al. in [49] and later in [60]. The complexity
reduction procedure suggested by Kvasnica et al. may be especially relevant to the
control of underactuated lightly damped vibrating systems, where the control outputs
are likely to be saturated for most part of the state-space. The number of regions is
reduced by a method called clipping which is also maintaining closed loop properties
of the original system, thus if the original system was providing guaranteed stability
and feasibility, so will the clipped version. The idea behind clipping is based on
the fact that for some states xk the outputs uk are saturated and certain constraints
are active. In clipping the unsaturated regions are extended in a way that they also
cover the saturated ones [56]. In the online regime, the original search procedure is
performed, but the function values are also passed to a so-called clipping function,
which ensures the equivalence with the original function for all feasible initial states
[56].

Given a prerequisite of having a saturated continuous MPMPC law (or a PWA
function in general) computed according to the framework of Algorithm 8.5,

consisting of a set of individual regions described by Xi =
{

x ∈ R
n
x |P̃i x ≤ p̃i

}
,

the offline post-processing algorithm which extends the unsaturated regions to the
saturated ones can be described as follows [49, 56]:

Algorithm 8.7 Extract the indices of unsaturated regions Xu and the indices of their
adjacent regions, then for each unsaturated region Xi ∈ Xu perform the following
procedure in arbitrary order:

• Find the indices of the half spaces over which the adjacent regions of Xi are
saturated regions Xs .

• Form a new region X̃i by removing the indexed half space from the unsaturated
region Xi (extend the Xi to cover the saturated region).

• The new region from the previous step X̃i is intersected with the domain of defi-
nition, in other words the region of attraction to obtain X̃i = X̃i ∩ S�.

• If the new set X̃i also intersects with other unsaturated regions X j from X j ∈ Xu

then the new region will change to the set difference of the new region X̃i and the
other unsaturated regions: X̃i = X̃i\X j .
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(a) Original MPMPC regions
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Fig. 8.7 Conceptual illustration of the clipping operation on a one-dimensional example. The three
original MPMPC regions in (a) are reduced to one in (b) by extending the unsaturated region to the
saturated ones and the application of a clipping function

• Store the new region X̃i and update the original definition matrices P̃i and p̃i as
well.

• Move to a new unsaturated region and start from the beginning, until all regions
are evaluated.

In the online regime a clipping function must be implemented, which is based on
the online procedure of Algorithm 8.6. In addition to the original MPMPC online
computation task, after uk is computed it is passed through the following clipping
function and updated according to [49, 56]:

uk =
⎧⎨
⎩

u if uk ≥ u
u if uk ≤ u
uk otherwise

(8.62)

Let us illustrate this complexity reduction procedure by a simple one-dimensional
example, featured in Fig. 8.7. The output is constrained by an upper and a lower
constraint defined by u = −u = 1, while the PWL law can be expressed by three
regions. One of those regions X2 = {−1 ≤ x ≤ −1}, uk(x) = 1xk + 0 is
unsaturated, while the other two X1 = {−2 ≤ x ≤ −1}, uk(x) = 0xk − 1 and
X3 = {1 ≤ x ≤ 2}, uk(x) = 0xk + 1 are saturated. The definition domain of the
PWL law is SΩ = {−2 ≤ x ≤ 2}. Starting by the one and only unsaturated region
X2 we can determine that both adjacent regions X1 and X3 are saturated and the
half spaces x ≤ −1 and x ≥ 1 can be removed from the definition of X2, to form
a new region X̃1. We take the intersection of this new region with the domain of
definition, thus the new region will be defined over X̃1 = {−2 ≤ x ≤ 2}. This new
region is not intersecting with any other unsaturated region, thus it is stored as the
new clipped PWL region.



8.2 Multi-Parametric MPC 311

The number of regions after performing this simplification procedure will be in
general significantly smaller than the number of regions before. In fact, most of the
time it will be close to the number of the unsaturated regions [56]. After performing
tests with randomized systems, Kvasnica et al. reported an average of eight times
smaller number of regions, which is a significant improvement. For SISO systems,
the clipping method reduced the number of regions to the number of unsaturated
regions for 90% of the cases. According to these randomized tests, clipping not
only reduced the complexity of the regions more than ORM, but also needed less
computational effort in the offline regime while being suitable for systems with a
high number of regions.

As it will be demonstrated later, the number of regions in the MPMPC control of
lightly damped vibrating systems may be very high due to the long prediction hori-
zons needed to ensure a large region of attraction. This region of attraction is mostly
made up of saturated regions, which can be eliminated using the above introduced
method. Nevertheless, the clipping procedure is a post-processing operation, which
needs the original PWL law to operate. Clipping is aimed at reducing online storage
memory and search times, but it does not reduce the offline computation cost. In
case the original MPMPC offline computation procedure is deemed intractable for a
given system, clipping will not solve the issue.

8.2.2 Multi-Parametric Programming-Based Minimum Time
Suboptimal MPC

The minimum-time MPMPC approach replaces the cost function usually considered
in MPC with a much simpler alternative. Instead of using the weighted sum of
state and input contributions over an nc steps long horizon, minimum-time MPMPC
minimizes the number of steps necessary to enter a given terminal set for an initial
state xk . As a result, only a single terminal set is considered at each iteration. The
algorithms introduced by Grieder et al. in [33] and also featured in the work of M.
Kvasnica [48] not only reduce the complexity of the online solution, but considerably
reduce offline computation time as well. The offline minimum time MPMPC problem
may be summarized according to the following algorithm [48]:

Algorithm 8.8 A sequence of one step long horizon multi-parametric programs are
solved backwards in time:

• Design an invariant target Π0 set around the origin.
• Solve an nc = 1 problem with Π0 as the terminal set.
• Store Π1 along with its regions X1 j and the associated PWA feedback laws.
• Repeat usingΠi as a terminal set and solving one-step problems until convergence

is achieved.

The resulting controller consists of all such partitions for the individual iterations. The
simplified online minimum time multi-parametric MPC problem may be summarized
by the following algorithm:
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Algorithm 8.9 Perform the following procedure at each online sampling instant:

• Observe or measure actual system state at sample xk .

• Identify the partition Πi which both contains xk and it has a minimal cost, e.g. it
steers the state to the origin in minimum time.

• Identify the region number Xi j containing xk in the previously identified partition
Πi , and retrieve the associated j-th feedback law.

• Calculate uk by evaluating the PWA feedback law.
• Apply uk to the system and repeat at the next instant.

8.3 Approximate Primal-Barrier Interior Point
Method-Based MPC

An efficient MPC approach has been proposed by Wang and Boyd in [87] and subse-
quently in [88] by using an approximate primal-barrier interior point method (APB-
IPM). This seemingly complex term refers to a collection of ideas and methods, which
using its structural properties increases the efficiency of the well-known quadratic
programming-based MPC problem by a factor of several tens or hundreds.

To briefly summarize what is APB-IPM, we may list the following ideas [87, 88]:

• Modified QP optimization: exploit the structure of MPC and use variable
re-ordering to significantly simplify the online interior point optimization.

• Warm-starting: use the predictions computed in the previous time step, to initialize
the optimization process in the current time step.

• Early termination: in order to save on computational time, the optimization process
is terminated early. This yields an optimality decrease of 2–3% when compared to
truly optimal solvers.

In the terms of efficiency, the APB-IPM has a lot to offer. According to the tests
performed using randomized examples in [88], a system with nx = 4 states, nu = 2
inputs and a n p = 30 steps long horizon, the computation time has been listed
as 2.79 ms. This is an almost 150 fold increase in speed when compared to the
modest 400 ms computation time of the SDPT3-based optimization process. The
timing data is based on a C implementation of the APM-IPM algorithm, running on
a Linux-based 3 GHz AMD Athlon computer. More complex examples listed in [88]
have an increased state dimension, however the maximal prediction horizon used in
the demonstration examples is nc = 30 steps. A randomized MPC problem with
nx = 30 states, nu = 8 inputs and a n p = 30 steps long horizon has been tackled
by the APB-IPM algorithm a little under 26 ms, this is a 130 fold speed increase
compared to the poor 3400 ms computation time of SDPT3.

While the simulations demonstrate an impressive speed increase over fully optimal
(and generic) QP, we have to note that this method is suboptimal as well. The opti-
mality loss depends on the algorithm settings, such as the number of maximal iter-
ations. Roughly speaking, the two magnitudes speed increase compared to QP may
be maintained with a suboptimality of 2–3%.



8.3 Approximate Primal-Barrier Interior Point Method-Based MPC 313

5 10 15 20 25 30 35 40
0

20

40

60

80

100

120

Horizon nc (−)

M
ax

im
al

 r
es

on
an

ce
 (

H
z) Max. bandwidth by [88]

Linear interpolation

Fig. 8.8 The approximation of the maximal possible resonance frequency of the mechanical system
depending on the prediction horizon for a fourth order model with the IPB–IPM method

Let us now take these results and consider them in a vibration attenuation example.
A fourth order example containing two resonant frequencies and two points of actu-
ation with a nc = 30 steps horizon may be sampled by at most 350 Hz (2.79 s).
Taking ten samples over period gives a 35 Hz maximum for the second resonant
frequency—which in fact assumes a very flexible mechanical system, with low reso-
nant frequencies.

Using the interior point method with appropriate variable re-ordering one may
assume that to solve the problem it is enough to perform O(nc(nx +nu)

3) instead of
O(n3

c(nx +nu)
3) as in the case of generic QP. In other words, the problem dimension

depends on the horizon linearly, instead of cubically. Using this assumption and the
test data featured in [88], we may interpolate for larger problem horizons. For the
above described system explicitly controlling and modeling the first two resonances,
we may approximate the maximal useful sampling frequency as demonstrated in
Fig. 8.8. Taking into account that this is the maximal achievable sampling period for a
fourth order system, the maximal resonant frequency of the controlled mechanical
system is approximately an order of magnitude lower than the sampling times in
Fig. 8.8.

Although the original simulation data presented in [88] does not contain a second
order test example, it is an interesting question how it would compare to other methods
or optimal QP with a long prediction horizon. A possible issue may be, that the
computational overhead associated with calling the APB-IPM algorithm dominates
over the optimization procedure itself, therefore its advantages would not be that
obvious.

8.4 Efficient MPC Based on Pontryagin’s
Minimum Principle

In conventional MPC approaches the predicted input trajectories are the optimization
variables, while the state variables are eliminated from the problem. This means that
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the number of variables of the optimization problem will grow linearly with the
horizon length. However, the QP problem will require solving matrix factorizations,
which will grow cubically with the horizon length.

A novel approach is described by Cannon et al. in [16]. The matrix factoriza-
tions used in general-purpose quadratic programming algorithms are replaced by
recursions of state and co-state variables, based on Pontryagin’s minimum principle.
This way it is possible to develop solvers which have computational complexity only
linearly depending on the horizon length.

An optimal control problem for input constrained linear systems using the Euler-
Lagrange approach is developed in [68]. The optimal control problem in [16] is
developed for input constrained linear system using the Euler-Lagrange approach.
For a given active set of constraints, Pontryagin’s minimum principle is used to
calculate input and state trajectories as functions of initial and terminal states. The
number of optimization variables is reduced to plant order, since the multipliers of
input constraints are eliminated from the problem. An active set method successively
solves equality constrained problems in a reduced space. In [16] it was shown that
this method converges to the solution in a finite number of operations.

Let us consider a state-space model of a system, with input constraints, terminal
state constraints Vxnc ≤ 1. The actual plant state is assumed to be measured at each
sampling instant, then the problem can be formulated as a QP problem:

min
x,u

J (xk,uk) (8.63)

subject to the following constraints:

xk+1 = Axk + Buk, k = 0, . . . , nc − 1 (8.64)

u ≤ u ≤ ū, k = 0, . . . , nc − 1 (8.65)

Vxnc ≤ 1 (8.66)

x0 = x(0) (8.67)

where x(0) denotes the measured or observed state. A receding horizon control law
is assumed, where only the first element of the input vector is implemented and the
optimization procedure is repeated at each sampling instant. Stability is ensured by
a suitable choice of terminal weight:

1

2
xT

nc
P f xnc = 1

2

∞∑
i=nc

(xT
k+i Qxk+i + ruT

k+i uk+i ) (8.68)

uk+i = Kxk+i ∀ i ≥ nc (8.69)

It is assumed that the problem (8.63) is feasible for the given plant state x0. The
terminal state constraints are assumed to be constructed in a way that they ensure
the feasibility of input constraints in case that k ≤ nc. After introducing Lagrange
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multipliers λ = [λ0, . . . , λnc−1] and also ι = [ι0, ῑ0, . . . , ιnc−1, ῑnc−1], the Karush-
Kuhn-Tucker (KKT) conditions for the optimality of (8.63) can be expressed:

xk+1 = Axk + Buk, k = 0, . . . , nc − 1 (8.70)

λk = AT λk+1 + Qxk+1, k = 0, . . . , nc − 2 (8.71)

uk = −r−1BT λk − r−1 ῑk + r−1ιk k = 0, . . . , nc − 1 (8.72)

ῑk ≤ 0, ῑTk (ū − uk) = 0, ū − uk ≤ 0, k = 0, . . . , nc − 1 (8.73)

ιk ≤ 0, ιTk (uk − u) = 0, uk − u ≤ 0, k = 0, . . . , nc − 1 (8.74)

with the additional terminal and initial conditions:

λnc−1 = P f xnc + VT v (8.75)

v ≤ 0, vT (Vxnc − 1) = 0, Vxnc − 1 ≤ 0 (8.76)

where v = [v1, . . . , vnv ] are Lagrange multipliers for the terminal condition. Tradi-
tionally an active set approach is deployed to solve (8.63) with the constraints, which
transforms the problem into having only equality constraints. Let us denote the
current active set as:

a = [a0, . . . , anc−1, anc , . . . , anc+nv−1] (8.77)

We can express the corresponding equality problem (EP) as follows:

min
x,u

J (xk,uk) (8.78)

xk+1 = Axk + Buk, k = 0, . . . , nc − 1 (8.79)

uk = u if ak = 1, k = 0, . . . , nc − 1 (8.80)

uk = u if ak = −1, k = 0, . . . , nc − 1 (8.81)

eT
i Vxnc = 1 if anc−1+i = 1, i = 1, . . . , nv (8.82)

where ei is the i-th column of the identity matrix. A general-purpose active set
solver, which is used in QPMPC uses the solution xk, uk, λ, ι to choose a new active
set a from all of the active sets, for which the above defined problem admits a
solution [8, 10]. This is done iteratively until a solution is obtained for the original
problem (8.63). The conventional approach eliminates the state variables from the
optimization structure. This way the number of variables is reduced to the horizon
length times the input DOF. The disadvantage of this approach is that if the structure
grouping cost and constraints is removed, the computational burden grows cubically.

It was shown in [16], that using Pontryagin’s minimum principle the equality
problem (8.78) can be expressed as a two-point boundary value problem. For a case
of one input DOF:
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xk+1 = Axk + Buk k = 0, . . . , nc − 1 (8.83)

uk = ū, ῑk = −BT λk − r ū, ιk = 0 if ak = 1 (8.84)

uk = u, ιk = BT λk + ru, ῑk = 0 if ak = −1 (8.85)

uk = −r−1BT λk, ῑk = ιk = 0if ak = 0 (8.86)

λnc−1 = P f xnc + VT v (8.87)

eT
i Vxnc = 1, if anc−1+i = 1 i = 1, . . . , nv (8.88)

vi = 0, if anc−1+i = 0 i = 1, . . . , nv (8.89)

It is also assumed that matrix A is non-singular and invertible, so the state at the
current sampling instant may be expressed by:

xk = A−1xk+1 − A−1Buk (8.90)

For a given terminal state xnc and v one can determine xk, ul , λ, ι satisfying (8.83)–
(8.87) by simulating it through the nc step long control horizon.

Let η ∈ R
nx denote the available degrees of freedom in xnc and v which are

satisfying both (8.88) and also (8.89). The active rows of V will be expressed by
VA ∈ R

na×nx —this corresponds to the active terminal constraints. The non-zero
entries of v are expressed by vA ∈ R

na . It is possible to express xnc and vA in terms
of η:

xnc = [V⊥
A 0]η + V+

A 1 (8.91)

vA = [0 I]η (8.92)

where V+
A is a right inverse of VA. The matrix V⊥

A spans the null space of VA. The
null space is the kernel of VA and it is valid that VAV⊥

A = 0 [27]. Equation (8.87)
defines λnc−1 as an affine function of η:

λnc−1 = [P f V⊥
A VT

A]η + P f V+
A 1 (8.93)

From this it follows that the trajectories of xk, uk, λ, ι defined by Eqs. (8.83) through
(8.87) are each affine functions of η. For example:

xk = Θpkη + θpk, k = 0, . . . , nc (8.94)

whereΘp ∈ R
nx ×nx and θp ∈ R

nx ×nx depend on the active set. The solution of the EP
can be characterized by η. The minimizing argument (x, u) of the equality problem
(8.78) is generated by η = Θ−1

p0 (x0 − θp0) in (8.91), (8.92) and (8.83)–(8.87).
The solution of the equality problem (8.78) is feasible for (8.70) if and only if

the inequality constraints on u, ι, xnc , v are satisfied. The feasible region for η such
that (8.73), (8.74) and (8.76) hold true is a convex polytope. This follows from the



8.4 Efficient MPC Based on Pontryagin’s Minimum Principle 317

linearity of the constraints and the affine dependence of variable η. The convex
polytope may be expressed as:

Y (a) = {η : x(η), λ(η), u(η), ι(η)} (8.95)

while satisfying (8.73–8.74) and (8.76). Since (8.70) defines the conditions of opti-
mality for (8.63), an η optimal for the equality problem with a given active set a
and η ∈ Y (a) is the minimizing argument of (8.63). Cannon et al. [15] proposes to
successively solve the EP and update the active set via a line search. The following
algorithm describes the single shooting approach [15, 16]:

Algorithm 8.10 Initialize with η(0) and an active set a(0), such that η is in the
polytopic set defined by Y (a(0)), and with iteration number k = 0

• Compute a new xnc and vA corresponding to the current active set a(k).
• Calculate Θp0 and θp0 and the inequalities defining Y (a(k)) by simulating

(8.83–8.87) backwards through the horizon k = nc − 1, . . . , 0.
• Solve the current EP by computing η = Θ−1

p0 (x0 − θp0) and find a new search

direction j(k) = η − η(k).

• Perform a line search: α(k)l = maxαl≤1 αl subject to η(k) + αl j(k) ∈ Y (a(k)).

• If α(k)l < 1 set η(k+1) = η(k) + α
(k)
l j(k) and increase k = k + 1, update the active

set a(k) and the new η(k) based on the new set of active constraints. Return to the
initial set.

• Else set η∗ = η(k) + j(k).

It is possible to show that the above defined algorithm converges to the solution
of (8.63) in finite time. The initial point of the algorithm may also be derived from
an estimate of the current optimal solution based on the previous step. This can help
to “hot start” the algorithm.

This was the so-called single shooting approach. Although it is computationally
efficient, it has a major drawback: the equality problem is solved via a backward
recursion. Depending on the horizon length nc and the eigenvalues of the matrix A,
the predicted trajectories can be inaccurate. State and input variables are character-
ized by only one variable η, state and co-state recursions are generally in unstable
directions.

An additional approach is derived in [15, 16] based on Ricatti recursions, which
improves the numerical robustness of the algorithm. By using the so-called sweep
method, the optimal control sequence for the current EP is derived from a feedback
law based on the current state xk . The feedback law is computed at each point of
the horizon via a backward recursion (8.83). It is possible to express xk, uk, λ, ι as
explicit functions of x0 by simulating over the prediction horizon. Mathematical ill
conditioning is alleviated, since this forward recursion generates optimal trajecto-
ries for xk, uk with respect to the equality problem and the optimal trajectories are
necessarily stable.
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Model Predictive Vibration Control



Chapter 9
Applications of Model Predictive
Vibration Control

This chapter will briefly review some of the existing applications of model
predictive control for vibration attenuation or its closely related fields. The appli-
cation of model predictive control as a vibration reduction strategy is not common,
and there are only a handful of available publications related to this field. The existing
literature is mostly based on well-established, however slightly outdated theoretical
findings such as GPC and DMC; see for example [27, 33, 78, 102, 154] and others.
At this time the only available published work featuring model predictive vibration
control with system constraints and online optimization is presented by Wills et al.
in [142, 143], which has inspired the authors of this book to further investigate the
topic and include stability constraints in [126–128, 125]. Since predictive control for
active vibration attenuation especially with constraints and stability guarantees is a
nearly non-existent field [10, 33], a further research of its properties and application
possibilities is warranted.

Of course, as it was already noted in the preceding chapters, one may expect
that systems and structures with multiple-inputs and multiple-outputs (MIMO) are
especially suited for model predictive vibration control. Unlike in the case of simple
single-input and single-output (SISO) systems, the advantages of MPC methods and
the increased performance of vibration attenuation over other control approaches will
be evident in more complex application scenarios, involving multi-point sensing
and actuation. MPC controlled systems will always perform better than saturated
strategies, as these controllers are either overly aggressive because they have been
tuned without constraints in mind (potentially leading to unstable control course),
or are too conservative because their performance is meant to reflect the saturation
limits (not using the full potential of the closed-loop system).

In addition to reviewing suitable applications of MPC as a vibration reduction
strategy, the properties and issues of the current implementations utilizing other
control approaches are also discussed in this chapter. The few existing works on
MPC or related vibration attenuation applications will be presented, along with a
discussion of the application of model predictive vibration control in fields where so
far only traditional industrial feedback control has been applied.

G. Takács and B. Rohal’-Ilkiv, Model Predictive Vibration Control, 325
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Fig. 9.1 The tuned mass damper on display in “Taipei 101” [22] is a prime example of the potential
of both passive and active vibration control systems designed to save lives in civil engineering
structures

We will begin the first chapter of Part III by presenting simple demonstration
examples in Sect. 9.1: cantilever beams, plates, disks and other structures. These
laboratory applications may seem elementary, but in many cases adequately emulate
the dynamic behavior of more complicated real-life systems. Academic literature
already lists a few successful applications of various MPC algorithms for the vibra-
tion damping of these structures, some of which we will discuss here. The following
section examines current examples of vibration control in the field of robotic manip-
ulators and other similar systems. Structural attenuation in optical systems is intro-
duced in Sect. 9.3, while the difficult application scenario of active noise control
is briefly reviewed afterward. The automotive industry driven by the desire to
fulfill customer needs has always been keen on introducing innovations—including
different forms of vibration attenuation and damping—in order to increase passenger
comfort. The possible application fields of model predictive control in the transport
industry are investigated in Sect. 9.5. Vibrations induced by earthquakes are espe-
cially dangerous to human life; therefore, any measure against its effects is extremely
important. In addition to some of the already existing passive counter-measures, as
the tuned mass damper of the Taipei 101 illustrated in Fig. 9.1, Sect. 9.6 prevalently
deals with active or semi-active control systems in the field of civil engineering,
which may benefit from the application of model predictive control. After a brief
excursion into the world of vibration insulated platforms and machine tools, the
chapter is finished by a section devoted to the aerospace industry and spaceflight.
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9.1 Concept Demonstration Examples

The seemingly simple cantilever beam structure is at the focus of many research publi-
cations, as it can represent the basic dynamic behavior of a broad range of physical
systems, such as wing surfaces in fixed and rotary wing aircraft, civil engineering
structures, space structures and others. From the viewpoint of the control engineer,
the dynamics of such a simple experimental laboratory structure fully emulate the
problems encountered with real lightly damped structures such as fast dynamics, the
need for constraints and others.

9.1.1 Cantilever Beams

The active vibration control of a cantilever beam using model predictive control has
been considered by Kim and Washington in [48]. In this work, predictive control is
only utilized to enhance the properties of sliding mode control. Generalized predic-
tive control has been featured in [102] to suppress the vibrations of a piezoelectric
patch-driven flexible clamped beam. The resultant GPC law is in a closed form
without constraints. The authors compared GPC to positive position feedback, citing
inconclusive performance advantages of GPC over PPF.

Adaptive GPC has been implemented for a piezoelectric device-driven cantilevered
beam in [77] and later in [78]. The data acquisition of this system has been set at
200 Hz with the adaptive controller updates performed at third of the sampling rate.
The adaptive feature certainly requires increased computational efforts; however, for
an unconstrained predictive controller, such sampling speeds are not very impressive
and severely limiting the effective bandwidth of the vibration attenuation system. In
addition, the GPC approach may be considered slightly outdated by today’s prevailing
research trends. The lack of system constraints allows for stability guarantees, which
are given in a more straightforward fashion than in constrained MPC, thus avoiding
any problems with limited regions of attraction.

A model predictive controller more consistent with current research trends applied
to the structural vibration control of an experimental active cantilever is presented
by Wills et al. in [142] and later in [143]. Here a linear time-invariant state-space
system is used to model the vibration dynamics of the cantilever. The need for system
constraints is emphasized on the grounds of the always-present physical actuator
limitations. The model utilized by Wills et al. is of a relatively high order; that is
nx = 12 states to cover 5 transversal vibration modes in the 0–500 Hz bandwidth.
This implementation assumes system constraints, thus uses a QP-based optimization
procedure in the online regime. Given the fairly large model and the QP algorithm,
the work has demonstrated impressive sampling speeds up to 5 kHz with a nc = 12
steps long horizon. The high sampling speeds have been reached by using a digital
signal processor board with a customized active-set QP algorithm. The question of
stability has been treated by using a dual-mode MPC algorithm; however, without the
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application of a constraint checking horizon to ensure the feasibility of the predicted
input tail. Although this dual-mode concept is a big step up from the generic finite
horizon MPC approach, it can still not guarantee stability a priori. The findings by
Wills et al. confirm that constrained MPC outperforms a saturated (clipped) LQ
controller in terms of vibration damping performance.

In previous works by the authors of this book a computationally efficient, subop-
timal constrained MPC approach has been applied to damp cantilever beam vibra-
tions in [128, 127], where stability guarantees have been given a priori. Later
this suboptimal approach has been compared to multi-parametric MPC in [126],
suggesting issues with the implementability of stabilized constrained MPC on lightly
damped systems. The vibration damping performance and implementation proper-
ties of different MPC algorithms with constraints and guaranteed stability have been
analyzed as well. Based on this, the application of constrained stabilized MPC to
lightly damped vibrating structures will be introduced in detail in the upcoming
chapters.

The active vibration control of simple cantilevered beams through various control
strategies other than MPC is discussed in numerous publications. A neural-networks
approach is used in [46], fuzzy control is utilized in [66, 140], genetic algorithms
are used for actuator placement and feedback gain optimization in [105, 148].
Electrorheological fluid-based mounts are used to damp a cantilever semi-actively
in [43]. Several other works examine the different aspects of clamped cantilever
beam vibrations [76, 133].

9.1.2 Plates and Shells

Another article considering an adaptive-predictive control approach based on the
GPC controller concept is aimed at suppressing plate vibrations [27]. Similarly to
the previously introduced works, Eure applied a finite horizon predictive controller
without stability guarantees. The adaptive GPC controller has been able to cover
a bandwidth of several kHz with corresponding high order models, which would
been very difficult to perform with a quadratic optimization-based constrained MPC
algorithm.

The vibration control of plates and shells, especially cantilever plates is also a
highly researched topic. Some of the works focusing on the topic are for example
[20, 98, 101]. Robust vibration control of circular shaped plates is investigated
in [38].

9.1.3 Others

A less traditional active vibration control demonstration device is used by
VandenBroeck at al. in [135, 136]. The authors utilize a two degree of freedom mass-
spring-damper system and apply a novel time optimal MPC approach to this system.
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The two DOF system is actuated by a hydraulic piston. The time optimal MPC
approach of VandenBroeck steers the system into equilibrium in the shortest possible
time [135], without concentrating on the effort of minimizing the cost function.
This novel and alternative interpretation of the MPC law can be beneficial for other
vibrating systems as well.

9.2 Manipulators in Robotics

The increasing efficiency of robots and manipulators demands the constant increase
of operational speeds while at the same time due to cost effectiveness and weight opti-
mization the manipulating arms become increasingly flexible. Due to the increased
flexibility, the vibrational response of such systems cannot be ignored anymore.
Lightweight manipulators are of special interest for spacecraft.

Model predictive control of a flexible link manipulator mechanism is often inves-
tigated in the literature. The problem is recurring and is not strictly limited to manip-
ulators, as these mechanisms have the same generic dynamical behavior as other
lightly damped structures, such as solar panels, antenna systems, truss structures in
space or for that matter simple cantilever beams. Even though the majority of works
dealing with manipulators do not explicitly focus on vibration issues, some do allow
for the attenuation of vibration dynamics or at least consider the possibility to use
an MPC controller for this purpose.

Unconstrained predictive vibration control of elastic manipulators appears as early
as 1996 in [151] by Yim. The author uses an unconstrained formulation of the predic-
tive control law with a slightly modified quadratic cost function to arrive at a closed
control law. The stability of the system is investigated by inspecting pole locations
of the resulting closed-loop system.

An unconstrained MPC method has been applied to the control of vibrations of
a flexible link manipulator in [157] by Zmeu and Shipitko. The closed form of the
controller utilized a model based on an offline artificial neural network learning
process. The work did not treat the stability of the system explicitly.

A multivariable model predictive control based vibration reduction system for
a flexible link mechanism has been introduced in [33]. Much like other available
publications considering predictive vibration control, Hassan et al. assumes a predic-
tive controller based on early formulations such as FIR- or FSR-based methods.
Constraints or stability issues have not been explicitly treated in this work either.

Boscariol et al. considered a constrained MPC control of a flexible link manip-
ulator in [10] and compared control performance to more traditional approaches.
The work is aimed both at position and vibration control and utilizes a linearized
state-space model of the dynamics. Even though the robustness of the controller
is discussed and tested in simulation by introducing uncertainties, a priori stability
guarantees are not ensured in this work, neither is the question of stability thoroughly
discussed. An unstable MPC controlled manipulator arm may pose serious issues in
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many critical applications: both the vibration control and the position control of the
arm may go out of hand, and risk mission objectives and possibly even human life.

The vibration control of flexible link manipulators is discussed, for example, in
[44, 67, 106, 121, 144] with control strategies other than MPC.

9.3 Optical Systems

The vibration control of optical systems enhances image quality that is deteriorated
due to the vibration of the optical system or its components. A well-known example
of optical image stabilizers can be found in high-end photography equipment such
as camera bodies and lenses.

The other good example of vibration control systems in optics is telescopes in
astronomy. It is very difficult to cast mirrors larger than 7 m in diameter from a
single piece of glass, therefore future reflectors shall be constructed from an array
of optical systems [62, 99]. The problem with such a multi-mirror setup is that the
positioning of the individual elements has to be precise enough to mimic the proper-
ties of a monolithic mirror even in the presence of outside disturbances. Moreover,
in ground-based astronomical observatories the source of disturbance of the images
come not only from mechanical sources, but the mirrors are significantly affected by
atmospheric conditions as well.

The application of MPC in the vibration control of optical systems is manyfold and
the need for actuator constraints is important in this situation as well. Unlike with the
lightly damped systems presented before, the actuator and disturbance asymmetry
is small in optics, therefore the need of long horizon MPC to ensure a proper sized
region of attraction is not likely. The implementation potential of constrained MPC
with stability guarantees as a vibration reduction technique in optics is high and
only limited by the bandwidth of the disturbance and computational efficiency of the
algorithm, and not the region of attraction.

Optical jitter has been attenuated experimentally by a real-time implementation
of an adaptive GPC algorithm in [78]. The sampling rate has been set at 600 Hz
citing that the jitter occurs at half this frequency. While it is questionable whether a
sampling speed which is the double of the upper bandwidth is satisfactory enough,
an unconstrained predictive controller could surely do better than this speed.

Model predictive control has been suggested to control the vibrations of rear-view
mirrors in luxury or heavy vehicles by Larchez in [58]. The image quality of rear-
view mirrors affects driver comfort due to increased eyestrain and blurred images may
cause a road safety hazard as well. Disturbances contributing in increased blurriness
due to vibration are limited to the 5–200 Hz frequency range. The need for predictive
control has been justified because of the delays in the hardware loop. Larchez utilized
a type of a simple adaptive-predictive controller, based on the filtered-x least mean
square approach. The work demonstrated a significant vibration attenuation capa-
bility in experimental tests, nevertheless lacked system constraints. Even though the
sampling frequencies were relatively high, there was no need to use long prediction
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horizons since neither stability, nor feasibility guarantees have been given. From
the control engineering viewpoint, the lack of system constraints removes most of
the implementation difficulties. Because real actuators are always constrained by
saturation, this kind of approach also introduces questions on the stability or the
real optimality of the algorithm. To be fair, a simpler algorithm requires simpler and
cheaper hardware, which is essential in the cost sensitive automotive industry. In this
setting, the theoretical questions of stability or optimality are irrelevant as an actively
attenuated rear-view mirror can pose a significant image improvement, and thus a
competitive advantage over a conventional one.

The majority of works in active vibration control of optical systems utilize feed-
forward approaches such as digital filters. A digital filter-based system has been
introduced in [90] to correct the tracking error in automotive DVD drives due to road
vibrations, while sliding mode control is used in [155] for a similar task. Another
field of application for AVC in optics is the stabilization and tracking control of scan-
ning probes in atomic force microscopes [18, 23]. An active vibration control system
for an airplane mounted optical bench effectively attenuating sub 0.1 Hz frequencies
is presented in [92]. Other works concerned with AVC in optical systems are, for
example, [15, 62, 71, 86].

9.4 Active Noise Control

Active noise control (ANC) is a closely related field to active vibration control and it
is concerned with attenuating sound waves. Sound is a pressure wave which may be
actively attenuated by structure-integrated actuators or noise-cancellation speakers.

From the viewpoint of model predictive control, ANC is a field where the practical
implementation of predictive controllers is very difficult. This is caused by the high
frequency and wide bandwidth excitation that is usually encountered in acoustics.
Audible sound is limited to frequencies between 20 Hz and 20 kHz. The sampling of
the MPC algorithm covering acoustic frequencies has to exceed the highest expected
frequency by approximately ten times. The implementation of a constrained MPC
controller with online QP optimization in the range of the upper limits of the human
hearing is burdensome with currently available hardware. However, an unconstrained
controller is more likely especially if the disturbance is only limited to narrow band-
widths, thus requiring small model orders.

The situation is somewhat relieved by the fact that the sound energy of acoustic
disturbance is unlikely to exceed actuator capabilities. Unlike in the case of lightly
damped structures, a constrained MPC controller with stability guarantees does not
require excessive horizons to ensure a region of attraction (a feasible set of states)
covering all conceivable disturbances.

Adaptive dynamic matrix control, an older form of model predictive control based
on the finite step response of the controlled system is utilized in [154]. As with other
publications using simple predictive control formulations, Zhang and Gal did not
consider the inclusion of system constraints into their formulation. The approach
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utilized in [154] seems to be both practical and as the results show functional, however
not up-to-date with the modern findings of model predictive control theory such as
constraint inclusion, state-space models or stability and feasibility guarantees.

The adaptive GPC predictive control strategy has been utilized in [77, 78] to mini-
mize sound pressure in a closed experimental noise control test bed. Compared with
the unattenuated system, the adaptive GPC algorithm was effective up to approxi-
mately 200 Hz. This has been reached by the implementation of a predictive controller
without system constraints, essentially avoiding the usual implementation issues
related with sampling speeds in MPC.

One of the applications where noise is not merely a comfort factor is submarines,
where increased noise levels may cause the detection and elimination of the vessel
by the enemy. Piezoelectric stack actuators configured counter phase in a T-shaped
active stiffener have been considered in [91] and subsequently in [92]. The control
strategy used in these works is not MPC based; rather it is founded on the equation of
motion of the hull at the stiffeners, where the control moment is essentially calculated
from minimizing the undesired deflections or pressures. While both displacement and
radiated pressure minimization is considered in numerical examples with 40–90%
noise level reduction [92], the inclusion of a state-space model-based MPC control
approach could be certainly beneficial. The calculated resonant modes are located
at 12, 24 and 35 Hz [91], therefore the real-time application of a MPC controller
is feasible. Although the displacement effect of the piezoelectric actuators is still
somewhat smaller than the expected deformations of a large submarine hull, the
region of attraction in stabilized and feasible MPC is not a similarly serious issue as
it is with cantilever beam-like structures. This in practice means the use of shorter
horizons and the possibility to apply a broader range of MPC algorithms.

There are several works investigating the active control of acoustic noise using
various traditional feedback control strategies. Active noise control in acoustic cavi-
ties such as trains or aircraft fuselages is presented using positive position feedback
control techniques in [17]. A distributed control approach has been chosen in [35]
to drive piezoelectric actuators anti-phase to minimize sound radiation. The posi-
tioning of control sources in three-dimensional noise control settings is discussed in
detail in [56]. Li et al. performed a simulation study investigating active noise control
of a medical MRI scanner in [63]. There is a wide selection of available publica-
tions discussing active noise control using different traditional control strategies, for
example [12, 49, 54, 60].

9.5 Automotive Industry

Because the suspension transfers the force between the vehicle body and the road,
a well-designed active suspension may enhance driving comfort, handling, vehicle
service time and road safety. For commercial heavy vehicles, the aim of active or
semi-active suspensions is to lessen dynamic tire forces to protect road surfaces
and to protect cargo integrity. These objectives can be effectively met by the use
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Fig. 9.2 Body vibration of a passenger car due to road excitation, measured by FKFS, Stuttgart,
Germany [34]. The darker shades denote less vibration, while the lighter shades found mostly at
the center of large panels indicate increased vibration levels

of MPC [75]. The body vibration of a passenger car resulting from typical road
excitation is illustrated in Fig. 9.2, where the darker shades indicate lower vibration
levels, corresponding to the stiffer areas of the body. The higher vibration levels are
indicated by the lighter shades, those tend to be the areas inside large panels and
surfaces.

Vehicle suspension systems essentially consist of a fixing mechanism (usually a
wishbone or similar), a spring and a damper. This damper may be exchanged to a
semi-active device, which provides a variable damping force based on the decisions
of some control algorithm and feedback measurements. The (semi-)active dampers
provide the variable damping force based on viscosity change as in MR dampers, or
through a variable orifice valve, which can set the fluid flow conditions inside the
damper. Model predictive control-based “preview” enhanced semi-active suspen-
sions have been already considered for the HMMWV military vehicle [75].

A modified constrained model predictive control algorithm is proposed to control
switching shock absorbers on a trailer semi-truck in [51]. The controller applied by
Kok et al. is not predictive in a classical sense; however, it preserves most of its
characteristic properties. The predictions in this work are generated by the observed
disturbances measured at the front axle, while the control inputs are applied on the
rear axle of the semi-truck—referred to as a control preview. In spite of a relatively
powerful hardware configuration for the time, the real-time experimental implemen-
tation of this system was not feasible. A similar approach is featured in simulation
in [75], where the optimization horizon was 16 steps with a 100 Hz sampling.
Neither of the aforementioned works treated the question of stability arising from
the nonlinear control law.

The MPC-based controller design for an electromagnetic motor-driven suspension
actuator is presented in [39]. The controller is responsible for supplying current to
the coil of the electromagnet and thus ensuring a given position. The constraints
arise from both the available current limits (input) and the useful working space as
well (output). A sampling speed of 100 Hz has been used with a relatively long
nc = 40 steps prediction horizon, given a system with three states. These parameters
are within the limits of feasible implementation on current hardware, using generic
QP algorithms. The work arrives at the conclusion that vibration damping capability
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of the constrained MPC system exceeding saturated LQ. Stability of the constrained
MPC control law is not treated by Huang and Zhang.

The difficulty in designing a semi-active suspension is the hysteretic nonlinear
behavior of MR dampers. Some authors employ soft-computing techniques such
as neural networks to overcome this difficulty [152]. Other authors utilized a
hybrid fuzzy—sliding mode controller for an ER-based automotive suspension
system [124]. Classical feedback and various feedforward control-based semi-active
and active vehicle suspension systems are discussed by many works, for example
[26, 29, 74, 150, 152].

Other vibration control applications closely related to the automotive industry
are for example the active vibration damping of seat suspension systems [123], to
increase ride comfort and eliminate certain health concerns. The controller applied by
Sun et al. is a H∞ with a finite frequency response. The bandwidth of the controller
is tuned to human comfort, around 4–8 Hz or the resonant range of internal organs.
Sun et al. discusses the need to adjust for finite actuator stroke, therefore both the
implied discrete sampling frequency and the requirement for constraints suggests the
use of model predictive control for the vibration control of active seating systems.

Semi-active engine suspensions based on squeeze-mode ER fluid actuators are
suggested in [141], while an electromagnetic inertia-mass actuator is utilized in [9]
for the same task. A review of active vibration and noise canceling techniques is
given in an earlier work by Shoureshi and Knurek in [109] and later in [110]. Since
the advent of cheap microcontrollers, a wide spectrum of publications have appeared
on the active vibration control and noise suppression in the automotive industry
including works such as [41, 52, 122] and others.

In addition to the automotive industry, the vibration control of railway cars is
considered by Kozek et al., where a heavy metro railway car is actuated by piezo
stack actuators [53]. The combined artificial neural network and PI controller-based
vibration control of magnetic levitation (MAGLEV) trains is investigated in [149].

9.6 Civil Engineering

Active control technologies are valuable as they may save human life and financial
property during earthquakes. The integrity of civil engineering structures such as
high-rise buildings, bridges, towers and infrastructure is not only jeopardized by
seismic activity but by wind as well. Aerodynamic forces may induce vibrations
similar to the case of wing flutter in aviation and severely disturb or destroy struc-
tures. The case of the infamous Tacoma Narrows Bridge collapse1 still remains as a
cautionary tale on the power of mechanical vibrations [7]. In addition to optimizing
the structural design of buildings in areas of high seismic activity, passive means
of damping are often employed, such as tuned mass dampers (See Figs. 9.1 and 9.5
for an illustration.), lead rubber bearings, friction pendulum bearings and others.

1 See the Fig. 1.2 on p. 3 for an illustration.

http://dx.doi.org/10.1007/978-1-4471-2333-0_1
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DamperStackReactor building

Fig. 9.3 A passive vibration control device is implemented at a stack of the Kashiwazaki Kariwa
Nuclear Power Station located at a seismically sensitive area of Japan [146]. The image shows the
cross-section of the reactor buildings, a detail of the stack and the passive vibration isolation device

In addition to passive technologies, semi-active and active seismic isolation systems
have started to appear both in academic studies and in real buildings as well.

Although the major nuclear disaster at the Fukushima Daiichi power plant
following the Mw = 9.0 magnitude [134] Tōhoku earthquake has not been the direct
result of vibration phenomena but rather of equipment failure due to the tsunami
wave [129, 145], engineers and safety experts are pushed even more to imple-
ment additional safety measures. The reactor buildings withstood the earthquake
with an acceleration magnitude somewhat above their design limit, but the critical
external power supply infrastructure that could potentially power the cooling equip-
ment of the reactors was destroyed [107]. Figure 9.32 illustrates the passive seismic
control system implemented for a stack of the reactor buildings six and seven at the
Kashiwazaki Kariwa Nuclear Power Station in Japan [146], prior to the more recent
Tōhoku earthquake. Because this power station has been previously affected by an
earthquake in 2007, vibration insulation systems are steadily implemented as a way
to enhance the seismic safety of this highly sensitive building. Active systems can
improve on seismic safety even further; however, precautions must be made to ensure
closed-loop stability.

In addition to input constraints arising from the physical limits of actuators,
another set of constraints may be essential for an earthquake prevention technology.
Output constraints in a form of maximal horizontal deflections in the building directly
relate to the preservation of structural integrity. Model predictive control could be
effectively used to incorporate these needs into the control law, while stability guar-
antees are also essential in this application field [50, 103]. As a potentially unstable
controller may render the controlled plant unstable in the presence of a distur-
bance, so could an unstable control algorithm make the effects of a minor earth-
quake even worse by exciting the building into its resonance. This is mostly true for

2 Courtesy of the Japan Society of Maintenology.
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Fig. 9.4 Building models on a shake table at the testing facility of the University of California,
San Diego. The left building is fixed directly to the table surface, while the one on the right is
equipped with passive vibration insulation [111]

earthquake systems with active actuators. Since the physical effect of an actuator
used in earthquake vibration control is small compared to the expected disturbance,
an MPC controller with guaranteed stability utilized in such an application could
possibly require a very large region of attraction. This actuator-disturbance asym-
metry suggests implementation problems, which are similar to the case presented in
the following chapters.

A semi-active magnetorheological damper-enabled earthquake control system is
suggested in [147]. The response of the simulated high-rise building is nonlinear,
however for design purposes Yan et al. considered linear MPC. The MPC control
law featured in this work is unconstrained and has been expressed in its closed form.
The authors debate the inherent stability of this system; however, this is not due to
the controller design. On the contrary, even if the stability of an unconstrained MPC
law could be expressed, here it is implied by the use of MR dampers that cannot add
energy to the system, thus cannot render it unstable. This is up to debate, as the control
system and even a badly designed passive system can still indirectly alter the resonant
frequencies of a structure and shifting them closer to disturbance. The performance
advantage of the closed form MPC law in comparison with LQ and saturated LQ
was inconclusive, as different controllers performed better in different aspects and
situations. Figure 9.4 illustrates the models of multi-story buildings tested on a shake
table, while Fig. 9.5 shows the passive tuned mass damper of the Taipei 101. Both of
these methods are designed as earthquake protection measures—their passive nature
guarantees that no energy can be introduced to the building via improperly designed
active control systems.

Active vibration damping systems with traditional industrial control methods are
suggested by many publications, for example [13, 31, 32, 61, 68, 146]. Marzbanrad
et al. essentially combines a classical LQ feedback loop with a feedforward loop
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91st floor (390.6 m)

89th floor
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Fig. 9.5 Illustration of the scale of the tuned mass damper in Taipei101 [118]. To achieve better
damping performance with smaller devices, passive tuned mass dampers may be replaced by active
vibration control systems. Controllers must guarantee system stability and constraint feasibility at
all times

acting as a sort of preview for the excitation to come [73]. In addition, residential
and commercial buildings, vibration damping technologies have been suggested for
bridges as well [89, 100]. State-feedback H∞ optimal control is described in [45,
100] to implement earthquake protection in buildings. Asymptotic stability of the
controllers is investigated and guaranteed in the work of Karimi et al. Piezoelectric
actuators are uncommon in seismic vibration control because of the questionable
range, however they are featured with a positive position (acceleration) feedback
strategy in [103]. A SMA-based earthquake protection system is suggested in [130]
by Torra et al. Fuzzy control with stability guarantees is considered in [50] suggesting
that researchers in earthquake engineering do acknowledge the importance of a priori
stability guarantees as well.

Other civil engineering applications include the vibration control of disturbances
created by impulsive loads such as blasts and explosions. El Wahed et al. proposed
both an ER and an MR fluid-based blast resistant structure for applications in struc-
tures such as offshore drilling platforms in [137]. According to the abstract, the
vibration control of an elevator is solved by multi-parametric progamming in the
Chinese language paper by Ping and Ju [94].

9.7 Manufacturing, Machinery and Tools

Vibration in manufacturing and machinery contributes directly to financial losses and
products with decreased quality. For example, the lateral vibration of the spindle in
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high-speed lathe machines causes manufacturing errors and significantly contributes
to machine failure.

This section reviews active vibration control applications in the field of rotor
systems, active mounts and power tools. Of these works by Bai and Ou and Shi et al.
utilizes traditional predictive control formulation in a closed form [6, 108], while [19]
utilizes a constrained explicit MPC control scheme. Another interesting application
of MPC in machinery is the low frequency load-sway attenuation in cranes presented
by Neupert et al. in [87]. Neither active vibration isolated platforms nor machines
have a known use of the model predictive control strategy yet.

9.7.1 Rotor Systems

Vibrations in rotating systems such as shafts may appear due to imbalance, misalign-
ment and outside disturbances. Linear voice coil motors are utilized in [6] to attenuate
the transverse vibrations of a shaft. The work of Bai and Ou utilizes older FIR-based
predictive control and GPC concepts without constraint handling. Because of the
lack of constraints, the predictive control law is derived directly in a close form. The
question of stability is treated by the experimental variation of tuning parameters;
however, an a priori stability guarantee is not given. The authors pointed out that the
GPC algorithm outperformed the FIR-based predictive controller.

Dynamic matrix control—a traditional step response-based algorithm—is used
in [108] in cascade with a PI controller for the control of a two-mass rotational drive
system. Although this work is not specifically for vibration control, its results apply
to this field as well. The unconstrained MPC control law in a closed form does not
utilize the full potential of the contemporary results of predictive control theory.

A considerably more up-to-date approach is utilized for the same physical problem
by Cychowski and Szabat in [19]. The work implements an explicit, MP-based
MPC controller in real-time on a two-mass drive system with good results. The
implemented MPMPC control law is constrained, however stability guarantees are
not given and the subject is not treated in this work. The sampling time selected for
this work is 500 μs and with the number of regions not exceeding 90 the worst-case
computational time is less than the half of the sampling period. We have to note that a
potentially larger region of attraction and a resulting longer prediction horizon would
be needed with stability guarantees—resulting in a MPMPC controller with more
regions. Given the nature and dynamics of the two-mass drive system, an explicit
MP-based MPC approach is a good choice.

In addition to practically eliminating friction, active magnetic bearings (AMB)
also control the vibration levels of rotating machinery. Such a system is discussed
for example in [42], where the prevailing control strategy to use is H∞. AMB
systems can be regarded as hard to control because the underlying dynamics is
unstable, multivariable, coupled and nonlinear with uncertainties [42]. Moreover, due
to the general physical configuration of such rotor systems, often resonant frequen-
cies over 500 Hz are to be expected, which make MPC implementation difficult.
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The asymmetry between actuation capabilities and disturbances is not significant,
therefore much shorter prediction horizons are expected than in the case of flexible,
lightly damped systems. Magnetic systems are not the only way to damp rotor vibra-
tions: a magnetorheological fluid-based semi-active system is featured in [156] while
an ER fluid-based rotor vibration damper is presented in [11].

9.7.2 Active Mounts and Production Systems

The increased interest of the scientific and manufacturing community on micro-
electromechanical systems (MEMS) demands manufacturing platforms, which are
virtually free of vibrations. Such outside disturbances include micro-vibrations from
the ground, instrument movement in the laboratory, people etc.

An effective way to overcome these vibrations is again active or semi-active
vibration control. Various traditional control strategies are common for platforms,
however to the knowledge of the authors no MPC-based vibration insulation platform
has been presented to this date.

Magnetorheological damper-based semi-active vibration control mount platforms
are presented in [16, 43]. Even though such a physical system is inherently stable
because of the inability of the MR damper to inject energy into the structure, the pres-
ence of constraints may warrant a control system with stability guarantees. In other
works, magnetostrictive actuators are used for the vibration control of a microma-
chining platform [153]. The use of piezoceramics is also very common for vibration
damping in micromachining platforms.

Automatic manufacturing and production systems have an advantage over other
applications mentioned here because the source of disturbance causing oscillations
and vibrations is constant, periodic and well defined. Moreover, the source of distur-
bance is usually limited to the drive system and intermediate mechanisms [40, 97],
therefore an active vibration control system is not necessary nor is it recommended.
As the feedback sensing of these systems is often very expensive or not practical,
traditional approaches may be recommended instead of MPC. Control strategies
without feedback for systems such as filling of open containers with liquids in a
production cycle may be very effective in reducing spillage [96]—as it has been
demonstrated by experiments with liquid filled containers, displaced by a strategy
with acceleration input shaping [40, 95].

9.7.3 Anti-Sway Control for Cranes

To make the operation of boom cranes more efficient, the loading and unloading time
of cargo has to be shortened. This can be achieved by performing faster maneuvers
by the crane operator, which in turn may result in significant unwanted oscillation of
the load. This load oscillation is referred to as sway and it is easy to find the analogy
with vibrations. Traditionally the load sway is compensated by the operator, however
due to the need for the further decrease of loading times, automatic compensating
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techniques have found their way into this industry as well. Such commercial systems
are already implemented: offering reduced sway, increased velocity, turnover and
safety [64].

Hubinský proposed a strategy to control load sway and residual oscillations
in cranes by feeding the drive system with acceleration signals subject to an
input shaping strategy [40]. The slow oscillation times of loads in this application
suggest that the sensing of the vibration levels cannot be realized by piezoceramic
transducers [40], instead in the interest of simple practical realization a direct
approach without feedback has been suggested. Because the load sway in cranes
is caused mainly by the movement of the drive system itself, input shaping of drive
acceleration profile may reduce load oscillations dramatically [40]. We have to note,
that this strategy does not take into account outside disturbances such as wind, imbal-
ance of the load due to non-uniform mass distribution and dynamic changes in inertia.

To tackle the load swaying issue, an MPC-based concept controller has been
proposed by Neupert et al. in [87]. After creating a simplified linearized model
of the load and crane dynamics, the tracking controller is formulated as a finite
horizon, constrained, linear3 MPC control problem. Natural constraints also arise
by the configuration of the physical space, in which the load can be manipulated
and transferred safely. These boundaries are then transferred and defined as actuator
constraints in the predictive control problem. Additionally, the controller features
velocity and acceleration (in other words rate constraints), which have been designed
to prevent resonance created by over-aggressive actuator action.

The physical problem on which this concept controller has been evaluated is a
large harbor crane, the LIEBHERR Harbour Mobile Crane LHM 400, illustrated4 in
Fig. 9.6. Since the crane features a rope length of up to 90 m, the swaying periods can
extend to 19 s or roughly 0.05 Hz. In terms of vibration attenuation, this is a system
with very slow dynamics. Referring to practical experience, a control horizon of
nc = 10 steps has been utilized in [87], with a sampling of Ts = 1 s.

The problem of controller stability in the work by Neupert et al. has been treated
by a zero state terminal constraint. This fixed equality constraint eventually has been
discarded and replaced by an extension of the quadratic cost function with a terminal
penalty term. Neupert et al. has abandoned the idea of using terminal constraints
because under non-nominal conditions such as plant-model mismatch and with short
horizons these constraints would render the MPC problem infeasible.

Instead of the above-mentioned solution, the feasibility and stability of the MPC
controller could be ensured by using the well-known dual-mode infinite horizon MPC
formulation with a polytopic terminal set. Feasibility of the constraints and stability
beyond the prediction horizon is ensured by the addition of additional constraints
determined by the length of a constraint checking horizon. However, this formulation
would also create a problem similar to the one already discussed: states would be

3 Due to the nonlinearity of the load behavior, the authors utilize linearization of the actual
dynamics.
4 Courtesy of Liebherr.
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(a) LHM 400 crane (b) LHM 400 in operation

Fig. 9.6 LIEBHERR Harbour Mobile Crane LHM 400 [65]. A drawing of the crane is shown in
(a), while (b) illustrates the LHM 400 in operation

contained within the region of attraction, while the size of this region has to cover all
the expected conditions, otherwise the optimization problem may become infeasible.

Let us look at the given harbor crane problem in detail and assess whether there
is an analogy between lightly damped and under-actuated vibrating systems: The
controller should cover the highest resonant frequency of the system, which has
considerable effect on dynamics. For a vibrating mechanical system it is often enough
to consider the first dominant resonant frequency to approximate the dynamics.
However, in the case of a boom crane, we have parametric vibrations—with the cable
length lc being our governing parameter. Let us represent the swaying load with a
mathematical pendulum. For small amplitudes the oscillation frequency approxi-
mated by

f = 1

2π

√
g

lc
(9.1)

where f is the approximate oscillation frequency, g the local gravitational constant
and lc the rope length. A maximal rope length of 90 m produces a very slow 0.05 Hz
oscillation, but as the rope gets shorter, this oscillation frequency increases. For a 10
m rope the oscillation increases to 0.16 Hz, while a 1 m rope causes swaying motion
with 0.5 Hz motion (Fig. 9.7).

A boom crane actuated by powerful hydraulic pistons and motors is nowhere near
as underactuated as a mechanical structure damped by piezoelectric patches. In the
case of a crane we may safely assume that for the slowest sway motion of 19 s it
takes about the whole period to return the system near to its equilibrium, that is to
get the system state back to the target set. To account for the shorter end of the rope
length spectrum, one would require 10 Hz sampling, that is 0.1 seconds. To create



342 9 Applications of Model Predictive Vibration Control

10
−2

10
−1

10
0

10
1

10
2

0

1

2

3

4

5

Rope length lc (m)

Fr
eq

ue
nc

y 
f 

(H
z)

Fig. 9.7 Resonance frequency depending on actual rope length lc on a crane

a controller capable of keeping up with the fastest resonance, while having a safely
exaggerated volume of the region of attraction we would need a prediction horizon
in the order of nc = 100–200 steps. To compute such a controller online with a 0.1 s
sampling may, or may not be an issue—that depends mainly on the model order.

From the above consideration, it is clear that implementing a model predictive
controller with polytopic stability and feasibility guarantees may not be trivial for this
system, which resembles many of the characteristic issues of under-damped flexible
systems.

9.7.4 Machine Tools

Chatter suppression is solved by using an ER fluid based semi-active system for a
boring machine in [138]. Albizuri et al. solves the chatter suppression of center-
less grinding machines in [3]. Certain common household items such as washing
machines can also benefit from semi-active or active vibration control [119]. The
authors of this book have not been able to find an example of an MPC strategy-based
vibration reduction application for industrial or household machines.

The power tool manufacturing company DeWALT markets its line of power
tools—mainly rotary hammers and demolition hammers—with the (marketing) state-
ment that they are enabled with “Active Vibration Control”. Although these tools do
have a form of vibration control, it is certainly not active: currently a spring loaded
tuned mass is utilized for damping in the aforementioned product line [21]. According
to the company, this passive approach decreases handle vibrations in the work axis
by 70% while the overall vibration levels are decreased by 30% thus increasing
work comfort and component lifetime. Another power tool manufacturer Hilti also
markets some of its products with “Active Vibration Reduction” since 1998. Again,
while this technology can effectively improve working conditions and prevent hand-
arm vibration related injuries, it is not active in the scientific sense. The approach
in Hilti products rests on mechanism and tool shape optimization, passive vibration
isolation and tuned mass dampers [36].
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9.8 Vibration Control in Aircraft and Spacecraft

Increased government spending in the military and space sectors has always fueled
active research of new technologies. This desire for military and scientific superiority
ensures that new ideas are readily implemented and accepted in highly specific fields
such as space flight and military aviation.

To the knowledge of the authors, there are currently no implementations of model
predictive control for spacecraft or aircraft vibration control. This holds true for both
(known) practical implementations and for academic literature. This section will
briefly characterize some of the currently available works on the vibration control
of spacecraft and aircraft and introduce some basic concepts and terms used in the
application field.

9.8.1 Aircraft Vibration

Active vibration control may enhance the flight properties of fixed and rotary wing
aircraft, reduce weight and increase passenger comfort. Since structures in aviation
are not completely rigid, some interactions will always occur between the inertial and
elastic properties of aircraft structures and aerodynamic forces. This phenomenon in
short is referred to as aeroelasticity. In the presence of outside aerodynamic forces,
the aircraft structure will deform. This deformation is then a ground for increased
force interactions, thus creating a self-feeding deformation and disturbance cycle.
In other words, the aeroelastic phenomena may be understood as a type of unin-
tentional positive feedback process. There are two types of aeroelasticity: static
and dynamic, of which the latter much resembles the characteristics of vibrating
structures.

The aerodynamic forces may excite the structure to vibrate in one or more of its
resonant modes, creating a potentially dangerous and destructive situation. This effect
is referred to as flutter in aviation and although it is not identical to the forced resonant
phenomena presented in Sect. 2.3—its attenuation requires similar tools and methods.
Another common dynamic effect is called buffeting and it refers to the excitation of
the structure by random impulse-like forces due to the separated flow surfaces. The
periodic vibration of aircraft structures is undesired and can be effectively damped
using active technologies. Active aeroelastic control of fixed-winged aircraft through
a transfer function based approach is considered for example in [14]. The control
systems of aircraft responsible for setting control surfaces may also contribute to
flutter; this is referred to as aeroservoelasticity. Unlike the control strategies utilized
currently, MPC may enhance flutter avoidance by explicitly handling constraints
arising from actuator limitations and the mechanical properties of the structure.
Active aeroelastic surfaces in fixed wing aircraft are have been actively researched

http://dx.doi.org/10.1007/978-1-4471-2333-0_2
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(a) Modified F/A-18A with visible accelerometers (b) Shaker test of the active aeroelastic wing

Fig. 9.8 The upper wing surfaces of the Active Aeroelastic Wing F/A-18 test aircraft are covered
with accelerometers and other sensors during ground vibration tests at NASA Dryden Flight
Research Center in (a) [132], while (b) shows a large shaker connected to the instrumented wing
surface in a dynamic test [131]

in the not so distant past: Fig. 9.85 shows the modified F/A-18A research test aircraft
with an active aeroelastic wing developed by NASA [57, 131].

As the dominant resonances occur near 20 Hz in aerospace applications, from
the viewpoint of computing efficiency it is likely that model predictive control is a
feasible implementation choice. Wing tip surfaces are flexible and embedded actua-
tors such as piezoelectric patches cannot effectively match the energy introduced by
the disturbances. This in practice means, that a controller with stability guarantees
must have a large region of attraction—as it will be demonstrated in the next chapters
using the simple cantilever beam demonstration system.

The vibration control of the tail section of military fighter aircraft are of special
importance. Fighter aircraft spend a substantial amount of the flying hours in high
angles of attack, in which the dynamic loads on the tail are especially high [25].
Vibrations of the twin-tail section of an F-15 military aircraft have been damped by
a velocity based feedback control law in [25] using piezoelectric actuators. Another
work employing the velocity feedback strategy for aircraft tail sections is featured in
[24] also providing stability analysis of the suggested system. Parametric stability of
a nonlinear dynamic model of a twin aircraft tail has been investigated with a closed-
loop feedback controller later in [4]. In addition to the control of wing surfaces to
prevent flutter and other aeroelastic effects, similarly to the automotive industry there
is an interest in the application of MR dampers in landing gear [5].

The noise from civilian and military aircraft is also a problem, especially in densely
populated areas. Jet engines produce two types of noise: a low-frequency component
dominates at takeoff and climb, while a higher pitched sound is audible at landing
maneuvers [104]. Passive counter-measures like high-bypass-ratio jet engines offer
a significant noise reduction, which could be further improved with active strategies.

5 Courtesy of NASA.
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(a) Shaker test on a helicopter tail (b) Force actuators shown in the fuselage

Fig. 9.9 Electrodynamic shakers are connected to the tail section of a military helicopter in (a),
while (b) shows the magnetic force actuators mounted in the fuselage [88]

In addition to the jet engine noise, passenger comfort may be increased by using
active panels and linings inside the fuselage.

Fixed-winged aircraft is not the only area of application of active vibration control
in the aviation industry. Rotary wing aircraft—or helicopters are subject to strong
dynamic disturbances as well. Vibration damping in helicopters can be divided into
three basic approaches [8]:

• Vibration control of the fuselage, actuators on the fuselage
• Vibration control of the fuselage, actuators on the rotor system or individual blades
• Vibration control of the rotor system or individual blades

An illustration of a dynamic test performed on a helicopter tail section is featured
in Fig. 9.9.6 Here the outside disturbance caused by the tail rotor is simulated by
large shakers and the vibration levels inside the fuselage are attenuated using force
actuators.

The flight speed record in helicopters has just recently been broken by the Siko-
rsky X2 helicopter prototype [117]. The enhanced horizontal flight and hovering
capabilities and the flight comfort of the aircraft is partly due to the implemented
active vibration control system [116, 117]. Other commercial aircraft, for example the
Sikorsky 76D or the Sikorsky S-92 already features a type of active vibration control
system, implemented through a nose or rotor hub mounted pair of force actuators
[113, 114]. Military aircraft like the Sikorsky UH-60M (Blackhawk) technical sheets
also list active vibration suppression systems, however implementation details of
these technologies are proprietary [115]. The upcoming active rotor hub mounted
vibration system may feature semi-active magnetorheological actuator based
damping. Although there is not much information on the technology, recent press
releases suggest the involvement of an outside contractor specialized in magnetorhe-
ological dampers [112].

6 Courtesy of the Noise & Vibration Control Ltd.



346 9 Applications of Model Predictive Vibration Control

Other major helicopter manufacturers and airspace or defense contractors have
also successfully implemented experimental vibration reduction systems. Vibrations
are reduced below 0.05 G at 4/rev and 8/rev speeds in a Kawasaki BK117 helicopter
[47]. Fuselage vibrations are semi-actively damped in the HAL Dhruv Advanced
Light Helicopter, where four isolation elements are mounted between the main
gearbox and the fuselage [30, 70]. The same magnetorheological damper based
technology is used in the Eurocopter EC225/EC725 [70].

Shape memory alloy materials have been used in experimental rotor blade systems
to control stiffness, blade angle twist, natural frequency and damping properties
in [59]. Vibration control of individual rotor blades is discussed in [8]. Coupled
fuselage-rotor modes are damped in a rotary wing unmanned aerial vehicle (UAV)
using positive position feedback in [2]. A very interesting idea is presented by Lu and
Meng in [71], where the authors suggest the use of an ER fluid filled composite plate.
Such novel materials can possibly shift frontiers on the active vibration insulation of
air and spacecraft.

The flutter control of helicopter rotors has a related problem area in the field of
power generation: TingRui and YongSheng have investigated the aerolastic behavior
of wind turbine blades in [69].

9.8.2 Spacecraft Vibration

The vibration resistance of space structures ranging from rockets, orbiters, satel-
lites, space telescopes is an important design factor. These engineering structures
are subjected to rigorous vibration testing at their design stage to investigate their
dynamic response. For example Fig. 9.107 shows the now retired space shuttle and
its components undergoing vibration testing [79, 83, 84], while Fig. 9.118 shows a
space station component and a probe in vibration testing as an illustration [82, 85].
Spacecraft undergo weeks of intensive thermal and vibration testing to imitate the
temperature and dynamic forces encountered at launch and spaceflight [85]. Any
measure increasing the vibration resistance of spacecraft can improve the safety of
both manned and unmanned spaceflight and decrease the cost of cargo transportation
into space. Active vibration control may have a role in the design of future economic
and reusable spacecraft, which became an actual issue after the recent termination
of the space shuttle program and the last flight of the orbiter Atlantis STS-135 into
outer space.

The worst-case loading scenario for a payload such as a satellite is its launch.
Payloads, for example the previously mentioned satellites, have to be designed for this
worsened condition, adding considerable cost to both the manufacturing process and
the launch itself. This cost increase is mainly due to the passive vibration insulation
and damping precautions, which add weight to the space vehicle and the payload.

7 Courtesy of NASA.
8 Courtesy of NASA.
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(a) Orbiter Enterprise in test
stand installation

(b) Removal of orbiter Enter-
prise from test stand

(c) Mobile launcher platform
and solid rocket boosters

Fig. 9.10 The photograph (a) shows the now retired orbiter (space shuttle) Enterprise in its liftoff
configuration undergoing a dynamic vibration test, its removal from the stand in (b) and the ground
vibration test of a mobile launcher platform with the solid rocket boosters in (c) [79, 83, 84]

(a) Apollo telescope mount (b) Cassini Saturn probe

Fig. 9.11 The Apollo telescope mount, one of four major components is undergoing horizontal
vibration test in (a), while (b) shows the Cassini Saturn probe in a similar vibration and thermal
testing scenario [82, 85]
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(a) Space truss under vibration test (b) Passive damping element in space truss

Fig. 9.12 A space truss undergoing vibration tests on a trust-boom test hardware is presented in
(a) [80] while (b) [81] shows a passive damping element within the space truss

The payload within the capsule is secured using the so-called payload adapter
fitting (PAF). Traditionally PAF have been predominantly rigid structures absorbing
little of the launch vibrations. Recently passive approaches have emerged and
successfully flown to space, considering vibration damping when designing PAF.
The other approach is to replace the PAF with an actively controlled structure.

A whole spacecraft-based active vibration isolation scheme is proposed in [28],
where MPC is used to track pressure for a pneumatic actuator. In fact, this approach
uses MPC not to directly control the vibration levels, but as an inner loop of a two-
controller cascade—therefore cannot be considered as an example of MPC-based
vibration suppression scheme. The MPC law is responsible to track desired pressure
levels in the actuator, while the vibration control itself is taken care of by a simple
rate-feedback controller. The MPC law used in [28] does not assume constraints;
therefore, it has been expressed as a closed feedback law. No computational issues
arise from such an implementation, which essentially ignores real actuator limits and
the question of controller stability.

The vibration of a smart grid structure resembling the configuration and dynamic
behavior of solar panel structures is actively controlled using simple position feed-
back in [55]. Similarly, classical position feedback control is utilized in [37] for the
vibration control of flexible spacecraft. The vibration suppression for inter-satellite
communication links is presented in [72].

An application field closely related to space flight are robotic manipulators
discussed in Sect. 9.2. In addition to the manipulators discussed earlier without an
explicit intention to use in microgravity environment, for example [139], deals with
a fuzzy controlled manipulator with piezoelectric patches for space.

The vibration attenuation of space borne optical interferometers is a great interest
of the scientific community [99] as well. Such systems are based on large flexible
systems in the range of 10 m while the optical stabilization has to be carried out at a
10 nm level. Such a vibration attenuation system is presented, for example, in [86].
The vibration attenuation of any space borne truss structure is of great interest in
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aeronautics. Figure 9.129 shows a trust-boom structure undergoing vibration testing
with a passive damping element [80, 81].

Large flexible antenna systems in space are also an exciting field for novel MPC
applications. A vibration control system for such an application has been suggested by
Agrawal and Bang in [1]. The wind-induced vibrations of a ground-based parabolic
radio telescope are damped by ER fluid-based actuators in a simulation study by Su
et al. in [120].
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Chapter 10
MPC Implementation for Vibration Control

This chapter introduces the implementation details of three different model
predictive control (MPC) strategies applied to active vibration control (AVC). All
methods have their own advantages and disadvantages; therefore, it is difficult to
recommend just one strategy for AVC. The implementation of predictive control
strategies without constraints is not different from the implementation of the very
common linear quadratic controller (LQ), therefore will not be considered here. An
MPC strategy without constraints is a fixed feedback law in a closed form and its
software implementation only takes a formulation of a state observer and a matrix
operation to evaluate inputs. MPC strategies without constraints have known imple-
mentation examples in AVC; however, the lack of system constraints raises the ques-
tion of their advantage and justification over a simple LQ strategy [3, 13, 21, 45, 46,
56, 58, 75–78]. The inclusion of constraints requires a completely different approach
in implementation, as online optimization or its equivalents are needed to compute
control inputs. The use of constrained MPC in active vibration control is much less
common due to this difficulty and existing implementations are few [6, 11, 22, 27, 44,
73, 74]. None of the MPC-based AVC strategies available in the literature consider
the question of algorithm stability. As the authors believe that an MPC strategy shall
incorporate a priori stability guarantees, all the model predictive vibration control
strategies introduced in this chapter and the subsequent ones will consider this fea-
ture. To the knowledge of the authors, currently the only known implementation of
constrained, stable MPC algorithms in AVC are the articles that inspired the writing
of this book [63–65].

Traditional stabilized infinite horizon dual-mode quadratic programming based
model predictive control (QPMPC) is the basis and benchmark of all MPC algo-
rithm variations; therefore, we will use it as a base of comparison to evaluate
the performance and computational efficiency of other algorithms. Its merits are
clear: it provides optimal response, but with a price of intense online computational

G. Takács and B. Rohal’-Ilkiv, Model Predictive Vibration Control, 361
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Fig. 10.1 The image illustrates a signal rendered on a virtual scope of the xPC Target rapid soft-
ware prototyping system. In order to assess the timing properties of MPC algorithms correctly, all
strategies used identical experimental implementations in the xPC Target environment

requirements. It can be recommended to those AVC applications which do not require
fast sampling times.

More typical is the AVC application with fast sampling times. If the discrepancy
between actuator capabilities and expected disturbance levels is not large—that is
the structure is either well damped or with aggressive actuation—multi-parametric
programming based MPC (MPMPC) can be recommended. Examples of such sys-
tems are among others narrow-band optical systems, manipulators, automotive
dampers and others. This recommendation holds only in the case if the system
dynamics are to be modeled in a very narrow band, containing one or at most
two resonant modes thus restraining the size of the prediction model. The MPMPC
controller can provide optimal performance just as QPMPC, but it also may gain
some off and online computational advantage by sacrificing performance. One of
the common examples of such a suboptimal MPMPC method is minimum-time
MPMPC. According to the experience of the authors, the performance loss is not jus-
tified by the modest computational advantage gained using this suboptimal MPMPC
implementation.

Flexible systems with weak actuation such as piezoelectric patches, electrochemi-
cal actuators, electrostrictive actuators and others have a large difference between the
static effect of the actuating elements and the expected range of disturbances. As it
has been previously noted, examples of such systems are helicopter rotor beams, wing
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Fig. 10.2 Schematic representation of the model predictive control algorithm. The illustration
shows the conceptual connection between distinct parts of the control scheme, such as analog-
digital and digital-analog conversion, state observation and the MPC algorithm itself

surfaces, large manipulators, antennae, etc. To ensure the stable constrained model
predictive vibration control of these systems a method such as Newton–Raphson
MPC (NRMPC) can be recommended. Its merits are computational efficiency and
the large region of attraction; however, this comes with a price of efficiency reduction,
especially with larger model orders.

All MPC algorithms—in fact all state-based control schemes—require some com-
mon basic building blocks to create a working real-time implementation (Fig. 10.1).
Such control schemes need to read the analog data from the sensors using an analog to
digital (A/D) converter. This signal or signals are then processed by a state observer,
usually a Kalman filter, and the states of the system are estimated. The states are fed
into the MPC algorithm or any other state-based algorithm, which then computes
the inputs. The inputs are passed to the controlled system and digital signals are
converted back to analog with a digital to analog converter (D/A). The conceptual
connection of these basic elements of a control system is illustrated in Fig. 10.2.

Section 10.1 introduces the implementation basics of traditional quadratic
programming-based MPC with stability guarantees. Both the overall control loop
and the quadratic programming solver are featured in this section with a recom-
mendation on solver software. The next section, that is Sect. 10.2 presents a simple
practical implementation of both optimal and minimum-time MPMPC through an
off-the-shelf and readily available software toolbox. Properties of both the optimal
MPMPC controller and its suboptimal minimum-time implementation are discussed.
The controller implementation for the AVC demonstrator is used to illustrate the
MPMPC controller law for lightly damped systems including the controller regions,
inputs in three dimensions and the cost function. The final section of this chapter
introduces the implementation details of the Newton–Raphson MPC approach. As
this model predictive control strategy is not as widely known as the previous two,
the most attention will be devoted to it. The offline SDP optimization problem
is discussed in Sect. 10.3.1. The important cost transformation procedure is intro-
duced next which is followed by some considerations on the Newton–Raphson root
search routine in Sect. 10.3.3. A brief review of the implementation of the NRMPC
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extension is given in Sect. 10.3.4 while the section is finished by a few passages on
code implementation details.

Appendix B is an important addition to this chapter for those who are seek-
ing details on the code implementation properties of various MPC strategies.
Appendix B contains well-commented code segments for the QPMPC, MPMPC and
the NRMPC implementation. Offline QPMPC problem setup in Matlab and simula-
tion pointers are discussed in Sect. B.1 while Sect. B.2 is devoted to the implementa-
tion of MPMPC through the MPT Toolbox. Since the implementation of NRMPC is
not commonly available in the literature, the final Sect. B.3 discusses both the offline
and the online code in detail.

10.1 Implementation of the QPMPC Algorithm

The quadratic programming based MPC controller considered in this book rests on the
traditional infinite horizon dual-mode MPC formulation with stability and feasibility
guarantees via terminal constraints. The theoretical basis for this particular type of
MPC strategy has been introduced earlier in Chaps. 6 and 7 with the a priori stability
guarantees presented in Sects. 7.3 and 7.4. Further reference for those interested in
the theoretical particulars of traditional QPMPC formulation can be found in the
books by Maciejowsky and Rossiter [42, 57] or other books written on the general
topic of model predictive control, for example [4, 7, 23, 72] and others.

The problem setup, creating prediction and cost prediction matrices is carried
out in the Matlab scripting environment. Stability in the QPMPC formulation is
guaranteed through suitably formulated state feedback and terminal cost function
matrices. The deployment of dual-mode predictions is the part of the formulation as
well: the first mode considers nc free control moves, while the second mode assumes
the LQ control law [10, 43]. The feasibility of process constraints is ensured beyond
the prediction horizon by the inclusion of a constraint checking horizon.

All controllers featured in the simulation and experimental studies of this book
utilized identical settings. The QPMPC controller, which is implemented on the
AVC demonstrator, uses a Ts = 0.01 s sampling, roughly 10 times faster than the
highest measured and modeled frequency, thus avoiding aliasing effects and taking
into account Shannon’s sampling theorem [26]. Input penalty is set at R = r = 1E-4,
state penalty matrix is Q = CT C. Input constraints u = u = ± 120 V are identical
to the other cases as well, while state constraints have been inactive.

Note that we have characterized the MPC problem in the previous chapters in
general: that is, we have included both input and state constraints in the formula-
tion. In fact, one of the enormous advantages of MPC is the possibility to create
and enforce state constraints, which in turn can be easily transformed into output
constraints. Nevertheless, it is very important to keep in mind that state or output
constraints are not the only reason to choose the constrained MPC formulation over
other alternatives. As it has been briefly explained in Sect. 6.7.1, input saturation
limits are not the same as the advanced constraint handling ability of MPC. The
simulation studies and experimental tests featured in the upcoming chapters of this

http://dx.doi.org/10.1007/978-1-4471-2333-0_6
http://dx.doi.org/10.1007/978-1-4471-2333-0_7
http://dx.doi.org/10.1007/978-1-4471-2333-0_7
http://dx.doi.org/10.1007/978-1-4471-2333-0_7
http://dx.doi.org/10.1007/978-1-4471-2333-0_6
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book will not include state or output constraints, but their inclusion is not a fundamen-
tal problem and is not essential in discussing the issues related to the implementation
of MPC in active vibration control. Even if only input constraints are included, a
saturated LQ controller is very different from a constrained MPC controller, which
unlike the clipped LQ, ensures optimal and stable closed-loop control.

The only remaining yet important setting is the prediction horizon. In simulation
studies the horizon has been set at very high values, in the order of nc = 150 steps to
match the region of attraction of the NRMPC controller. However, in experimental
tests the QPMPC acted as benchmark and was the weakest link from the viewpoint of
computational power. The prediction horizon therefore was set at lower values, which
produced a computational period almost on the verge of crashing the controller and
close to the sampling period. With a second order example and the given prototyping
PC this horizon was in the order of nc = 70 steps which allows only a beam tip
deflection of ±10 mm.

Online quadratic programming optimization is performed via the 2.0 version of
the qpOASES1 open-source C++ active set strategy by Ferreau et al. [14, 15, 18].
This quadratic programming solver implements numerous theoretical features, which
make it especially suitable for MPC applications. qpOASES has been chosen as a
comparison platform used in the upcoming chapters for its convenient implementa-
tion and the fact that unlike generic QP solvers, it has been fine tuned for predictive
control applications. Note that although the QPMPC algorithm has been considered
as the slowest of all the approaches considered here, the qpOASES active set imple-
mentation is still an efficient MPC strategy. Unlike in the other cases, computational
efficiency lies in the online algorithm and not in the MPC formulation.

qpOASES has been considered for the time optimal MPC control of mechatronic
systems by Van den Broeck et al. in [69, 70]. Van den Broeck et al. [69] utilized a
novel time optimal MPC approach to control a two DOF mass-spring-damper sys-
tem, using a fifth order state-space system sampled at Ts = 0.01 Hz containing two
pairs of complex conjugate poles. The average computational time for this system
was 6–7 ms while the mean time was approximately 1 ms.2 The qpOASES active
set solver has also been used successfully for the control of the exhaust gas recir-
culation (EGR) valve and variable turbocharger geometry in diesel engines with an
50 ms sampling and five step horizon by Ferreau et al. in [17]. An MPC-based trajec-
tory optimization for boom cranes3 using qpOASES has been suggested by Arnold
et al. [2], while the control of robotic arms has been solved via a qpOASES supported
solution as well [47, 55].

The qpOASES quadratic programming solver is loaded and compiled via its
Simulink interface, then prediction and constraint matrices are passed on to it from
the Matlab workspace. The QPMPC controller algorithm is included in the same
block scheme as used for the other investigated controllers.

1 Download at http://www.qpoases.org.
2 Van den Broeck et al. used a computer with a Mobile Pentium 2 GHz processor with 2 GB of
RAM.
3 See more on the topic of Sect. 9.7.3.

http://www.qpoases.org
http://dx.doi.org/10.1007/978-1-4471-2333-0_9
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Fig. 10.3 Block scheme of the QPMPC controller in Simulink, for the application of model
predictive vibration control on the demonstrator hardware

The QPMPC controller loop, which is identical to the MPMPC and NRMPC
case except for the controller strategy itself, is featured in Fig. 10.3. The controller
loop contains means for A/D and D/A conversion, state observation, data logging
and others. The block containing the QPMPC controller takes the actual observer
state xk as an input, and outputs controller voltage uk . For diagnostics and design
purposes, it may be required to output variables such as iteration data or the value of
the cost function.

The Simulink scheme implementing the controller gains its feedback signal
directly from a block reading the analog input of the measuring card. The out-
put from this block is scaled according to the current settings of the laser head,
so it is expressed directly in millimeters. Practical measurements mostly involve a
1.5 mm/V gain. This signal can be compensated for drift and reference imprecision
manually. The measurement results are saved to a file, thus the feedback signal is
connected to the File Scope block. The File Scope block ensures real-time data log-
ging onto the xPC Target PC hard drive, which can be later re-used for measurement
processing.

The reference feedback is then compared to the desired setting, which of course
in the case of vibration damping is zero. The feedback measurement passes through
a product default Kalman filter, a part of the Signal Processing Toolbox [67].
The Kalman filter is always enabled, and the number of filters is set to one. Ini-
tial condition is assumed to be zero. The state transition matrix and measurement
matrix is read from the script file, making use of the state transition and measure-
ment matrices A and C also used for controller computation. Initial condition for
estimated covariance is set to the identity matrix I, measurement covariance is set
to one.
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The subsystem marked as QPMPC in Fig. 10.3 is featured in its full detail in
Fig. 10.4. Here it is visible how the predicted cost matrices and constraints4 calculated
in the problem setup stage are parsed onto the qpOASES interface. The qpOASES
solver block5 takes the cost prediction matrices H and G as its input and in addition
to that, the reformulated constraints combined with the actual state measurement xk .
The main output of this block is the vector of predicted inputs of which only the first
element is required and selected. The qpOASES solver block outputs diagnostics
values such as the cost function value Jk , a status indicator containing information
whether the optimization was feasible and the number of iterations. For further details
on the use of qpOASES one shall refer to the documentation [16].

4 The illustration in Fig. 10.4 shows the variable naming conventions familiar from earlier chapters.
The code implementation in Appendix B uses the following notation for variables: H = Hqp, G = F,
Bx = BxQP, b0 = b0QP and Ac = AcQP.
5 The particular solver module featured in Fig. 10.4 is qpOAES_QProblem, which is recom-
mended for problem formulations assuming nominal systems and fixed constraints. In case a
sequential quadratic programming problem is required by the MPC formulation (e.g. in adap-
tive systems), the resulting optimization task can be solved more efficiently by using the sequential
qpOAES_SQProblem module of qpOASES [16]. The timing analysis featured in Sect. 12.5 utilizes
the sequential qpOASES solver, but with constant parameter and constraint matrices.

http://dx.doi.org/10.1007/978-1-4471-2333-0_12
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A detailed description of the offline QPMPC controller computation is given
in Sect. B.1 of Appendix B. This section lists working code with comments and
concentrates on the offline formulation details, such as the computation of prediction
matrices, constraint formulation and offline simulation. By the aid of the qpOASES
solver the online part can be easily realized in the Simulink simulation and rapid
prototyping environment.

10.2 Implementation of the MPMPC Control Algorithm

The multi-parametric programming based model predictive control strategy intro-
duced in Sect. 8.2.1 of Chap. 8 is an excellent candidate for the predictive control of
vibrating systems. This is mainly valid in the case of strong actuation and narrow-
bandwidth disturbance, not so much for lightly damped systems or broadband actu-
ation. The use of MPMPC as an AVC strategy seldom appears in the academic
literature, there are only a few examples [11, 50]. An MPMPC controller has been
considered in simulation for the AVC demonstrator by Polóni et al. in [54]. Later a
more detailed simulation example followed by a practical implementation has been
featured in Takács et al. [64], along with an investigation into the properties of the
offline controller computation process. For those interested in a more detailed treat-
ment of the theoretical and practical properties of multi-parametric programming
based MPC we may recommend the books by Pistikopoulos et al. [51, 52] or by
Kvasnica [31].

The simulation and experimental studies featured in the upcoming chapters make
use of both optimal MPMPC and suboptimal minimum-time MPMPC to test the
performance, off and online computational requirements and other properties of this
strategy for lightly damped structures. Keeping in mind the need of engineering
practitioners for readily available solutions, the authors have decided to utilize an
off-the-shelf solution for the formulation of the MPMPC controllers. This section will
briefly introduce some of the implementation properties of MPMPC controllers in
the AVC of lightly damped structures through the Multi-Parametric Toolbox (MPT)
by Kvasnica et al. which is a freely available Matlab toolbox for the design, analysis
and rapid deployment of piecewise-affine (PWA) controllers [31, 33–35]. In addition
to this, the MPT toolbox provides software tools for visualization, computational
geometry and parametric optimization—all closely related to the problem area.

MPMPC controller computation can be set up using linear, quadratic or minimum-
time performance objectives or custom objective functions. In addition to the typical
constraints such as input, output or state, it is possible to add custom ones: contraction,
collision avoidance and others. The resulting multi-parametric control laws are not
only usable in Matlab: it is possible to deploy them onto rapid software prototyping
platforms using the Real-Time Workshop. A stand-alone C code can be generated
and implemented on custom control hardware. It is possible to use the MPT Toolbox
through command line, although a user-friendly graphical interface is also available.
The overall experience with the toolbox has been extremely pleasant. With a general

http://dx.doi.org/10.1007/978-1-4471-2333-0_8
http://dx.doi.org/10.1007/978-1-4471-2333-0_8
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knowledge of MPMPC basics, one may become familiar with the toolbox in hours.
Building up a working practical knowledge with multi-parametric controllers and
conducting simulations is possible in a short time. Likewise, exporting controllers
into stand-alone C and deployment onto hardware has been a hassle free process.
A detailed account of multi-parametric MPC controllers with a particular focus on
the utilization of the MPT toolbox in engineering practice is given in the book by
Kvasnica for those interested [31].

This work assumes the latest available release (Version 2.6.2) of the toolbox,
available online.6 Release 7.5.0.3427 of Matlab used throughout this work proved to
be incompatible with the latest release of MPT toolbox, therefore an earlier version
7.2.0.2328 of Matlab was utilized for multi-parametric controller calculation and
simulations. However, after the experimental controller has been calculated, it has
been implemented under the newer Matlab release and its corresponding tools such
as Simulink and xPC Target kernel. Similarly to the controllers used in simulations
assessing offline calculation times and other properties of the MPMPC method in
Sect. 11.2, the experimental multi-parametric MPC controller deployed in real-time
has been computed using the MPT Toolbox as well.

A detailed account of the MPMPC controller implementation is given in Sect. B.2
of Appendix B. Here systematic instructions are given for the implementation of
multi-parametric MPC through well-commented code segments. In addition to offline
and online controller deployment, a short account is given on the computation of
minimum-time MPMPC controllers through the MPT Toolbox.

10.2.1 Optimal Multi-Parametric Programming-Based MPC

A second order linear time-invariant state-space model of the AVC demonstrator
with a sampling rate of 100 Hz (0.01 s) has been used to calculate the experimental
MPMPC controller [64]. In fact, this model is identical to that used for the QPMPC or
NRMPC controller. The control objective was set to regulation toward origin, since
the beam equilibrium is located at the origin of the state-space. The cost function
was set to quadratic (2-norm).

To approximate the region of attraction offered by the experimental NRMPC con-
troller presented as a simulation example in Sect. 11.6 and in order to cover a sufficient
allowable deflection range, the prediction horizon was chosen as nc = 152 steps. This
horizon allows an approximate maximal deflection of ∼ ±18 mm at the beam tip.
Guaranteed feasibility of constraints and controller invariance was a requirement just
as with the other MPC strategies. Due to the long prediction horizon, this controller

6 Software package and extended documentation is available at: http://control.ee.ethz.ch/~mpt/.
7 Also known as R2007b.
8 Also known as R2006a.

http://dx.doi.org/10.1007/978-1-4471-2333-0_11
http://dx.doi.org/10.1007/978-1-4471-2333-0_11
http://control.ee.ethz.ch/~mpt/
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contains a very large number of regions, that is exactly 46,849 polyhedral parti-
tions with the corresponding control laws. Offline computational time was matching
the complexity of the controller, exceeding 18 h. Region merging or binary table
calculation [20, 37, 68] was not performed, due to the expected heavy—possibly
intractable—computational load. Experimental tests utilized MPMPC controllers
with shorter nc = 70 steps long horizons and the corresponding smaller number of
controller regions.

To create a basis for a fair comparison of different MPC controller strategies,
penalization and constraints shall be identical to the QPMPC or NRMPC case: input
penalty has been set to R = r = 1E-4, state penalty matrix was set to Q = CT C.
Input constraints were set to u = u = ±120 V and output or state constraints were
not engaged.

The MPT Toolbox features rapid code deployment functionality [36, 38]. The
controller stored as a Matlab multi-field variable can be exported as a standalone
C code by using the command mpt_exportc(ctrl), where ctrl is the controller name.
This C code can be then integrated into a given application. The size of the result-
ing C source code for this particular example is 10 MB. Aiding the simple use of
MPC in practical applications, future versions of the MPT Toolbox will feature a
command to automatically generate the MPMPC code for industrial programmable
logic controllers (PLC) [36, 38].

The experimental MPMPC algorithm has been implemented in Matlab Simulink,
and loaded onto a target computer running the xPC Target kernel. Software versions
and control hardware was identical to that used during the NRMPC tests, in order to
allow for an unbiased comparison of results. Except the MPMPC block, the control
loop is in fact identical to the one presented for the QPMPC controller and it is illus-
trated in Fig. 10.5. For the interest of rapid code deployment, the MPMPC controller
has been integrated into a custom S-Function block in this work.

The straightforward online controller logic presented in Sect. 8.2.1 simply involves
finding the region index corresponding to the actual state measurement, then calculat-
ing the feedback according to the fixed feedback law associated to it. This is repeated
at each sampling interval and implemented in the source file mpt_getInput.c, a part
of the MPT Toolbox. The controller look-up tables are included in a separate file
declared within the function source itself.

Despite the large number of regions and file size, the MPMPC controller performs
remarkably well on the given hardware. Considering this hardware performance, the
average execution times achieved with this complex MPMPC controller are notable.
The C code export feature of the Multi-Parametric Toolbox proved to be a valuable
and excellent tool, making possible the implementation of the controller an easy and
problem free process.

10.2.1.1 Properties of the Optimal MPMPC Controller

A very important controller analysis tool offered by the MPT Toolbox is the extended
plot(ctrl) function, where ctrl is the Matlab variable containing the controller

http://dx.doi.org/10.1007/978-1-4471-2333-0_8
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Fig. 10.5 Block scheme of the MPMPC controller in Simulink, for the active vibration cancellation
application. Other than the controller itself the scheme is identical to the QPMPC or NRMPC
implementation

structure. This command plots the regions of polyhedral partition defining the PWA
control law [32]. The toolbox also assesses stability and invariance properties for
the given controller. Values of control actions in relation to polyhedral regions can
be plotted by the plotu(ctrl) command. Cost function in relation to the PWA con-
troller regions may be plotted using the command plotj(ctrl). Among many other
excellent analysis tools, visualization of reachable sets and set of initial conditions
is implemented as well.

Figure 10.6 shows multi-parametric MPC controller regions plotted in two-
dimensional state-space. Controller partitions shown on the image belong to a con-
troller based on the second order model of the AVC experimental device. Prediction
horizon here is 140 steps, the region of attraction does not allow initial deflection
levels over ∼ ±16 mm. The region of attraction is divided into 39,777 polyhedral
regions with associated control laws, showing partitions before merging.

MPMPC controller action expressed in Volts is plotted against the state-space in
two dimensions in Fig. 10.7a. This plot shows the control output for the same second
order controller producing 39,777 partitions for a 140 steps long horizon. From a
practical engineering standpoint, there is one very important aspect to look for in
this graph. One would logically expect an almost pure switching behavior from the
controller, if the deflections exceed the maximal static effect of the piezoelectric
transducers. As it will be later demonstrated, this is precisely how the exact MPC
controllers generate their output signal. Figure 10.7a shows two major regions for
either extreme case: the controller produces the upper or lower constrained value,
depending on the combination of states. In between the two outermost possibilities,
there is only a minimal transition—sharply dividing the state-space to two major
regions.
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Fig. 10.6 MPMPC controller regions plotted in two-dimensional state-space. Figure shows 39,777
polyhedral regions for second order model with a nc = 140 steps long control horizon

In fact, this essential phenomenon is applied and made use to create controllers in
many active vibration damping applications. Examining the explicit optimal solution
of this problem presents possibilities to approximate exact solutions with much sim-
pler interpretations. Mechanical vibration damping based on heuristic shunt switch-
ing usually exploits properties of the state-space, where for example the sign of the
state variables serves as a decision basis for the control actions. In a more sophis-
ticated approach, D. Niederberger calculated and analyzed the explicit solution for
the MPC control problem of a vibration damping system similar to the one used in
this work [49]. Then the author designed an electrical, logical circuit emulating the
MPMPC control law. Here the transition line between the two extreme switching
positions as seen in Fig. 10.7a served as a basis to create hardware implemented
control logic. A real-life practical application could benefit from this method by
eliminating the need of relatively expensive computational equipment.

Figure 10.7b shows the plot of the quadratic cost function value J (x), related
to the polytopic controller regions in state-space. This plot has also been created
using the controller example used later in experiments, but with a slightly shorter
prediction horizon. The optimal controller utilized in the experimental comparison of
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Fig. 10.7 Optimal MPMPC controller action in Volts is plotted in relation to states in two dimen-
sions in (a), while (b) illustrates the MPMPC cost function J (x) over the two-dimensional state-
space

MPC methods uses a much shorter nc = 70 step long horizon. The controller has
been computed in 2818 s, which is over 46 min. This stable and invariant controller
is defined over 10,099 polytopic regions.
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10.2.2 Multi-Parametric Programming-Based Minimum-Time
Suboptimal MPC

The suboptimal, minimum-time multi-parametric programming based MPC con-
troller has been computed utilizing the Multi-Parametric Toolbox as well. The only
difference between the optimal explicit controller is a setting enabling minimum-time
controller computation and an inclusion of an output constraint. This additional sym-
metric output constraint −y = y is necessary for the offline algorithm to converge
on the same horizon and region of attraction as the optimal controller.

In case the minimum-time controller is compared to other stabilized constrained
MPC strategies, the regions of attraction can be matched through a simple loop.
Given a maximal implied deflection |ymax|, the prediction horizon in optimal multi-
parametric MPC or QPMPC is increased until the desired deflection level is reached.
The online implementation of the minimum-time MPMPC controller is identical to
the optimal MPMPC law introduced previously.

The explicit minimum-time controller featured in the experiments of Chap. 12 is
defined over 1000 regions in two dimension, and required an offline computation time
just over 65 s. This is a controller which ensures a region of attraction equivalent
to those used with the optimal MPMPC and QPMPC controllers with the given
horizon nc. As it is evident, the minimum-time controller contains over an order of
magnitude smaller amount of controller regions than its optimal counterpart and has
been computed in a 40 times shorter time. This controller is also stable and invariant.

The regions defining the minimum-time controller are plotted in Fig. 10.8. The
regions in the controller look different from the ones plotted for the optimal controller.
It is interesting to see the two diagonal lines in the middle, which denote the sharp
jumps in between the two extreme output levels. One portion is for the upper input
level limit u, while the other is for the lower u. The band of regions stretching in the
middle is the actual transient region with non-extreme input values. A better view of
this effect is presented in Fig. 10.9a where the regions are plotted against the voltage
input of the system as provided by the controller. Here the upper surface is the upper
input constraint of u = 120 V while the lower is u = −120 V.

Finally, Fig. 10.9b shows the plot of the cost function. Comparing this plot to the
optimal MPMPC cost function, one may see a significant difference. As it has been
explained earlier in Sect. 8.2.2, the cost function is not the weighted sum of state
and input contributions, rather the number of steps it takes to reach a terminal set.
Therefore, the upper and largest area is the set of states from which it takes J = nc

steps (or less) to reach the terminal set. Of course, if there is a lower cost layer for the
given state, the corresponding law will be evaluated accordingly. One may refer to
the book by Kvasnica for details on minimum-time MPMPC and its more advanced
extensions [31].

http://dx.doi.org/10.1007/978-1-4471-2333-0_12
http://dx.doi.org/10.1007/978-1-4471-2333-0_8
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Fig. 10.8 Regions defining the minimum-time MPMPC controller for the vibrating system

10.3 Implementation of the NRMPC Control Algorithm

The Newton–Raphson MPC approach (NRMPC) has been selected as the third major
predictive control strategy to be implemented on the AVC demonstrator. This par-
ticular MPC method has been first introduced by Kouvaritakis et al. in [28] and in
addition to the brief review featured in Sect. 8.1 of this book one may find additional
theoretical details in the publications by Kouvaritakis and Cannon et al. [28–30],
Cannon and Kouvaritakis [8], Li et al. [39] and Imsland et al. [24, 25].

Up to now, NRMPC has not been implemented on any physical system9 and its
performance and timing properties have only been tested on randomly generated
examples. The NRMPC algorithm has been first suggested for the active vibration
control of lightly damped mechanical systems in [61, 62], later experimental studies
confirmed its functionality in [63–66].

The inherent computational efficiency of NRMPC and the increased volume of
the region of attraction by the additional optimization introduced by Cannon and
Kouvaritakis in [8] render it as a very good controller candidate for the model pre-
dictive vibration control of lightly damped systems and this particular demonstration

9 At the time of writing the book manuscript and according to the literature research performed
by the authors.

http://dx.doi.org/10.1007/978-1-4471-2333-0_8
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Fig. 10.9 Minimum-time MPMPC controller action in Volts is plotted in relation to states in two
dimensions in (a), while (b) illustrates the minimum-time MPMPC cost function J (x) over the
two-dimensional state-space

hardware. As described in Sect. 8.1, NRMPC provides unmatched online compu-
tational savings by transferring time intensive operations into the offline stage.
Although Monte Carlo simulations performed with the NRMPC algorithm in [29]
showed that the theoretically suboptimal algorithm could be on par with truly opti-
mal infinite-horizon dual-mode quadratic programming based MPC, flexible vibrat-
ing systems proved to be a more difficult case. The reader is kindly referred to the

http://dx.doi.org/10.1007/978-1-4471-2333-0_8
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simulation results in Sects. 11.3, 11.4 and 11.5 for more details on the possible issues
with the use of NRMPC for vibration control.

In addition to the information presented in this section, Chap. B contains a detailed
account on the implementation details of NRMPC with well-commented code seg-
ments for both the problem setup and the real-time deployment. A summary of
the offline portion of the NRMPC code implemented as a Matlab m-file is given in
Sect. B.3.1 while the C language online code and a method of running a pre-compiled
matrix algebra library on the real-time rapid prototyping software is discussed in
Sect. B.3.2. The section devoted to NRMPC in Appendix B is finished by a treat-
ment of different SDP optimization software choices suitable for the offline NRMPC
optimization task in Sect. B.3.3.

10.3.1 SDP Problem Formulation and Solution

Generally speaking, a semidefinite optimization problem minimizes or maximizes
a linear objective function, subject to linear equality or inequality constraints on
the symmetric variable matrix Z and positive semidefinite constraint on Z. These
inequality constraints are known as linear matrix inequalities. The objective function
in NRMPC is defined as the maximization of the volume of an invariant hyper-
ellipsoid projection and intersection, constrained by the feasibility and invariance
conditions. This is in fact a semidefinite programming problem and has to be solved
utilizing a suitable SDP solver. In addition to the application of SDP in control theory,
it is also used in combinatorial optimization, operations research, quantum chemistry
and financial applications. Many problems may be modeled or approximated as a
semidefinite programming problem. It is a relatively recent field and subject of active
research. The general mathematical definition of the SDP can be summarized as
follows [48]:

SDP :
⎧⎨
⎩

minimize
∑m

i=1 Gi wi

s.t. Z = ∑m
i=1 Aei wi − be

Z ≥ 0
(10.1)

where
∑m

i=1 Gi wi is the linear cost function of a variable wi in general form and
Z = ∑m

i=1 Aei wi −be expresses optimization constraints in a linear matrix inequality
form with the additional requirement that Z is to be positive semidefinite [71].

The semidefinite programming problem formulated by offline NRMPC optimiza-
tion requirements is passed to the solver through YALMIP toolbox [40]. YALMIP is
a freely available and distributed modeling language for defining and solving opti-
mization problems in Matlab. Although most of the SDP solvers are also directly
callable in Matlab, the main advantage of YALMIP is its ease of use. The objec-
tive function and constraints defined by LMI can be set up in a syntax and for-
mulation conventions similar to that normally encountered in Matlab. YALMIP
implements many modeling tricks that allow the user to concentrate on high-level

http://dx.doi.org/10.1007/978-1-4471-2333-0_11
http://dx.doi.org/10.1007/978-1-4471-2333-0_11
http://dx.doi.org/10.1007/978-1-4471-2333-0_11
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modeling instead of taking the time to set up intricate problem definitions for a given
solver [41]. For the interest of rapid code development and easy problem reconfigu-
ration, the YALMIP interface has been considered throughout this work.

Although invoking solvers through a parser decreases computational efficiency,
the scale of problems considering the usual complexity of NRMPC allows for the
use of YALMIP without noticeable increase in evaluation time. However, in case
the fast reconfiguration of the offline algorithm is not necessary anymore, parsing
the problem directly to the SDP solver is a more desirable option. Furthermore, a
possible adaptive implementation of the NRMPC algorithm, or a version where the
constraints are to be re-set and changed on the fly, would benefit from an offline
process and solver callable directly through as a C language routine.10

Several SDP solvers were evaluated as candidates for obtaining a solution for the
optimization problem in the offline NRMPC algorithm. This work utilized YALMIP
for problem formulation: thus, only solvers compatible with this parser were consid-
ered. Program efficiency was not an issue because of the problem scale; therefore, the
solvers were not selected according to this criterion. Optimality of the solution was of
much greater importance. Certain solvers were incompatible with the given Matlab
release, while others encountered unknown errors or crashed during optimization.
No exact measures of optimality have been used, since with certain optimization
software the provided solution was so far from optimal that even constraints were
violated at the online simulation stage. According to the analysis given in Sect. B.3.3,
finally SeDuMi by Sturm et al. [59] has been chosen as the ideal candidate for the
NRMPC offline optimization task. SeDuMi is a second order cone and semidefinite
programming solver commonly used with the YALMIP parser. The development of
SeDuMi is ongoing with many platform versions and a freely distributed source.
The tests of the offline NRMPC code performed with SeDuMi showed no serious
numerical issues and the resulting controller parameters were suitable for the real-
time code implementation. For those interested, the offline problem formulation is
explored in detail in Sect. B.3. One may find information on the use of Yalmip and
SeDuMi in [40, 41, 53, 59, 60].

10.3.2 Cost Transformation

The cost to be minimized in the online NRMPC run has been expressed in (8.23)
as JNRMPC = fT f which can be only true in the case the augmented states are
transformed to make the cost equivalent with the original MPC formulation. To
express this mathematically in a simple way, one may state [8]:

10 See 12.7.2.6 for details.

http://dx.doi.org/10.1007/978-1-4471-2333-0_8#Equ16
http://dx.doi.org/10.1007/978-1-4471-2333-0_12
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J∞ = JNRMPC =
∞∑

i=0

(
xT

k+i Qxk+i + uT
k+i Ruk+i

)
(10.2)

= zT
k Lzk

=
[

xk

fk

]T [
Lx Lxc

Lcx Lc

] [
xk

fk

]

where xk is a vector of states uk
11 is generally a vector of inputs, Q is a state

penalization matrix, R is an input penalization matrix, zk is augmented state fk is a
perturbation vector and L is the cost transformation matrix.

In case shift matrix C0, penalization Q, R and the closed-loop fixed feedback K
are known, the transformation matrix L can be calculated as follows:

L − Ψ T LΨ T =
[

Q 0
0 0

]
+

[
KT

CT
0

] [
Lx Lxc

Lcx Lc

] [
K C0

]
(10.3)

where Ψ is the closed-loop matrix of the augmented system. Individual partitions
Lx and Lc of the cost matrix may be computed using the following relations:

Lx −ΦT LxΦ = Q + KT RK (10.4)

where Φ is the closed-loop matrix Φ = (A + BK) and

Lc − AT
0 LcA0 = CT

0 BT Lx BC0 + CT
0 RC0 (10.5)

The previous two Lyapunov equations are solved successively in the offline code, to
obtain the partitions of the cost transformation matrix.

NRMPC formulation expects to minimize the function fT f at each sampling
instant with respect to constraints. This simple minimization criterion is essential in
formulating the efficient structure of this algorithm. In order to minimize an equiva-
lent transformed cost and still having the same simple function, the augmented states
zk have to be transformed in the online optimization task. This can be expressed by
the following equation:

z̄k =
[

I 0
0 L−1/2

c

]
zk (10.6)

where z̄k is the transformed augmented state vector and I is an identity matrix of
conforming dimensions.

To prevent numerical problems occurring at the stage of creating a negative matrix
square root of Lc, as defined in (10.6) an alternative approach is utilized in practice [8].
An eigenvalue–eigenvector decomposition of the cost transformation partition Lc is

11 Remember that these are in general vectors, the boldface type is reserved for the vector of
predicted inputs uk to simplify notation.
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Fig. 10.10 Illustration of the Newton–Raphson procedure, deployed to find the root of the function
χ(λ)

computed, and the maximum diagonal element is selected.12 The final transformation
matrix is calculated according to the procedure described in Sect. B.3.1.5.

10.3.3 The Newton–Raphson Procedure

Compared to the classical quadratic programming approach, the online optimization
task performed in NRMPC is significantly simpler. In practice one can simplify the
performed operations further, thus saving as much time as possible. The first problem
is to find λ according to Eq. (8.26). This is actually the part when one needs to use
the Newton–Raphson procedure. The underlying concept is very simple and in case
of the NRMPC is [1, 9, 19]:

dχ(λ)

dλ
= 0 − χ(λ)

λn−1 − λn
(10.7)

The procedure itself is also trivial and is represented by the following algorithm:

Algorithm 10.1 At each sampling instant initialize with λ = 0 and perform an
iteration which calculates:

λn+1 = λn − χ(λ)

dχ(λ)dλ
(10.8)

until the change in λ is smaller than the pre-determined tolerance.

12 There is an additional tolerance value. L is supposed to be positive definite, although sometimes
may contain negative elements too.

http://dx.doi.org/10.1007/978-1-4471-2333-0_8
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Subscript n denotes the iterations of the Newton–Raphson procedure and the process
itself is illustrated in Fig. 10.10. According to this geometric representation at ini-
tialization time the algorithm computes a tangent line to the function χ(λ) and the
intersection of this tangent line with the λ axis. This is the next iteration point where
the process is repeated. The algorithm will eventually close in on the root of the
function and terminate.

One may take advantage of expressing the matrixΓ f as an eigenvalue/eigenvector
decomposition. Fortunately, in addition the decomposition is also valid for the powers
and inverse of Γ f [29]:

Γ i
f = ΔΛiΔT (10.9)

where Δ, Λ is defined by the eigenvalue–eigenvector decomposition of Γ f and i is
the i-th power or inverse. Equation (8.26) contains the expressionΘ = (I − λΓ −1

f ).
Using the decomposition (10.9) we may denote this as [29]:

Θ = 
diag(1./(1 − λSv))Δ
T (10.10)

where “diag” denotes a diagonalization operation, Sv is a vector of eigenvalues
gained fromΛ and ./ denotes the piecewise division operation. This is a very useful
feature for the online computation since it substitutes the inversion of the full matrix
expression (I − λΓ −1

f ). Furthermore, this expression occurs not only in evaluating
the perturbation vector fk , but also in the function χ(λ) and its first derivative. Let
mv = (1 − λSv) and mi = diag(1./m(−i)

v ), then we may express the function (8.26)
and its derivative as:

χ(λ) = xT
k W1m2W2xk + W3 (10.11)

dχ(λ)

dλ
= 2xT

k W4m3W2xk (10.12)

Equation (8.25) yielding the perturbation vector fk will successively transform to

f = λΔm1W4xk (10.13)

Matrices W1,W2,W3 can be calculated offline, therefore saving some time avoiding
unnecessary multiplications at every NR iteration and sample time. Matrix W4 can
be calculated before the NR process for the actual sample time initiates:

W1 = Γx fΔ

W2 = WT
1

W3 = W1Λ
−1

W4 = −xT
k W3W2 + xT

k Γx xk − 1

When initialized with λ = 0 the algorithm shall converge after a finite number of
iterations. Just to be on the safe side, one shall implement a safety feature, which will

http://dx.doi.org/10.1007/978-1-4471-2333-0_8
http://dx.doi.org/10.1007/978-1-4471-2333-0_8
http://dx.doi.org/10.1007/978-1-4471-2333-0_8
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detect too many iterations, or iterations that would result in exceeding the sample
time. In this case, the calculated control input should somehow make up for the
error. One may take for example the control input calculated at the previous instant,
or the prediction for the actual time step. Another choice would be the use of a
suboptimal λ. Further details on the Newton–Raphson operation can be found in
Sect. B.3.2.3.

10.3.4 NRMPC Extension

To search outside the augmented invariant ellipsoid described in Sect. 8.12, we have
to perform the optimization problem described by (8.30) while still fulfilling the
input constraints. If after evaluation of the quadratic equation (8.30), the determinant
is negative, the optimization failed and μ = 1. The perturbation values shall remain
unchanged. In case the equation yields two values, the lower one μL and the higher
one μH there are two possibilities for a failed optimization:

• If μH < 0 then the lower one is also negative. Optimization failed, set μ = 1.
• If μL > 0 then the higher value is also larger than one. Optimization failed, set
μ = 1.

In case there are two real roots of whichμL ∈<0, 1>, then it will be true thatμH > 1.
The possibility thatμH is betweenμL and 1 is outruled, since the quadratic equation
already defines that the problem shall be feasible at k + 1, therefore μ = 1 in the
worst case. The optimal μ∗ = 1 has to be from the interval <μL , 1>. To fulfill the
symmetric input constraints we evaluate

μ̄L = −
(

u

|Ef | + Kx

Ef

)
(10.14)

Out of all the values μ̄L we select the maximal one to get the desired optimal μ∗.
This extension has not been utilized in the simulations or the experiments featured

in this book. The increased computational complexity is not justified by the negligible
performance gain for this particular application.

10.3.5 Code Implementation

The offline part of the NRMPC controller has been implemented using the Matlab
high-level scripting language, m-scripts. Controller structure is obtained by evalu-
ating linear matrix inequalities defined by the invariance and feasibility conditions.
LMI are parsed using YALMIP [40] to the SeDuMi [59] optimization software,
capable of evaluating the semidefinite programming problem defined in the offline
NRMPC algorithm.

http://dx.doi.org/10.1007/978-1-4471-2333-0_8
http://dx.doi.org/10.1007/978-1-4471-2333-0_8
http://dx.doi.org/10.1007/978-1-4471-2333-0_8
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Matlab scripting environment has been chosen for the offline code because of
its simplicity, fast reconfiguration and the possibility of concentrating on the high-
level problem instead of programming details. This is sufficient for a laboratory setup,
however in a conceivable practical application tuning parameters and constraints need
to be often reconfigured on site. A version of the offline NRMPC code applicable to
mass produced hardware or even suitable for adaptive applications is not considered
in this book.

As in the case of the QPMPC and MPMPC controllers, the real-time implemen-
tation of the online NRMPC algorithm is realized in Matlab Simulink, utilizing
software tools provided by the Real Time Workshop toolbox and custom coding.
In addition to the S-Function containing the C code of the NRMCP algorithm, the
controller scheme contains essential blocks for input/output and other functions. The
real-time control application is running on a dedicated machine under the xPC Target
kernel.

Fortunately, the online part of the NRMPC controller is simple and does not even
contain full matrix inversions, only essential piecewise inversions. This is not only
desirable because of computational efficiency, but it also made the implementation
straightforward. Not much more is required to transcribe the algorithm than basic
matrix algebra, program decision points, cycles and other fundamental operations.
The code is introduced in Sect. B.3.2 for those interested in a detailed explanation of
the implementation steps.

The online part of the controller code requires matrix–matrix, matrix–vector and
other mathematical operations not implemented as default in the C programming
environment. Although it would be possible to create custom written subprograms for
these procedures in C, readily available universal solutions exist. Basic linear algebra
subprograms (BLAS) can be used as basic programming units in algorithms requiring
mathematical processing [12]. BLAS operations may be divided into different levels:

• Level 1—scalar, vector and vector-vector operations
• Level 2—matrix vector operations
• Level 3—matrix-matrix operations

The implementation of the NRMPC controller requires all of the above. BLAS rou-
tines may be divided also according to required precision levels to single, double,
complex and double complex. There are also different routines for the same math-
ematical task, making use of the properties of matrices—for example simmetricity.
These properties help to maximize computational efficiency of these operations.

In addition to the fact that there is no need to make custom subprograms for each
matrix algebra operation, these packages have been developed and perfected over the
years by researchers in academia and industry.13 Another very important aspect of
this collection of algorithms is that they are available optimized for platform specific
environments. Shared memory and multi-threading versions are also accessible.

13 Matlab is in fact based on BLAS and LAPACK.
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Fig. 10.11 The block scheme of the NRMPC controller in Simulink. Except the controller itself,
this block is identical to the ones presented earlier

The BLAS package has been originally developed in the FORTRAN77 program-
ming language. Although a C interface is available for BLAS [5], it is possible to call
FORTRAN77 subroutines directly from C. This is utilized in the online implemen-
tation of the NRMPC algorithm. Pre-compiled versions of the BLAS package are
available online for different platforms and BLAS is included in distributions of Mat-
lab. In fact, all the essential algebraic operations are performed via BLAS in Matlab:
the command multiplying two matrices is translated into the proper BLAS routine for
full efficiency. All mathematical operations in the online code have been reviewed,
unnecessary operations merged or concatenated to further increase efficiency.

The NRMPC controller code is implemented within a custom S-Function block.
The feedback control system implemented to the AVC demonstrator is in other
aspects identical to the one used with the QPMPC or MPMPC controllers. The
controller loop is shown in Fig. 10.11. The estimated state, conforming to the
dimensions of model considered when creating the offline NRMPC controller, is
passed onto a custom S-Function block implementing the online NRMPC code in
C language. This block takes�,T,Sm, Γx f , Γx ,K and C0 as its working parameters
in addition to the observed state. All of these parameters are the result of running the
Matlab script responsible for initialization and offline NRMPC algorithm evaluation.
The S-Function block has the core C program and two custom functions specified as
modules. The C program is contained within this S-Function, which has been created
using the S-Function Builder as shown in Fig. 10.12. In addition to the specified para-
meters including their data type, input and output ports are declared. Here the input is
the estimated state, and output the scalar controller variable. Discrete sampling time
depends on the application. The output of this block is also passed onto monitoring
and data logging blocks. Obviously, the controller output is connected to the physical
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Fig. 10.12 Screenshot from the S-Function Builder implementing the online NRMPC code. The
figure features a tab showing a portion of the output code in C

analog voltage output of the measuring card. The NRMPC block provides voltage
output directly, therefore has to be compensated by the amplifier gain. In this case,
this is a 20× decrease.
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Chapter 11
Simulation Study of Model Predictive
Vibration Control

This chapter presents the results of simulations performed with various model pre-
dictive control (MPC) strategies applied to the state-space model of the active vibra-
tion control (AVC) demonstration device, representing a class of lightly damped
mechanical systems. The simulations have been aimed at evaluating the implemen-
tation properties of MPC algorithms and investigating the issues caused by the lightly
damped nature of the controlled plant, numerical limitations, optimality problems
and others.

The active vibration suppression of lightly damped flexible mechanical systems is
a uniquely difficult control task, in case model predictive control is considered with
stability and feasibility guarantees. As the numerical study in Sect. 11.1 implies, this
is caused by the long horizons necessary to create a sufficiently large region of attrac-
tion for the control law. Using the state-space model of the AVC demonstrator, min-
imal necessary horizons are compared with the largest achievable deflections at the
tip under stabilized infinite horizon dual-mode quadratic programming-based MPC
(QPMPC). Because of the several hundred steps long prediction horizons—necessary
to drive the system state from an initial state caused by a large deformation—the
application of classical QPMPC on lightly damped mechanical systems with fast
sampling is very unlikely. Although multi-parametric MPC is computationally more
efficient than QPMPC, the long prediction horizons may prohibit practical imple-
mentation because of the intractable offline computation times. Amongst others, the
time required to evaluate an MPMPC controller is related to the achieved horizon
length in Sect. 11.2. The number of polyhedral regions in the controller and the size
of the executable to be loaded onto the hardware running the online MPMPC routine
is also evaluated here.

Simulation evaluation of the Newton–Raphson MPC (NRMPC) algorithm shed
light on some serious numerical problems, which may occur in real-time implementa-
tions. Imprecision at the offline optimization stage caused violation of the invariance
condition and by that indirectly the violation of system constraints as demonstrated
in Sect. 11.3. In addition to exhibiting the nature of this difficulty, the effects of
imposing a prediction performance bound are evaluated. As the simulation results
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imply, invariance condition violation is clearly caused by numerical obstacles and
can be partly remedied by increasing solver precision.

Suboptimality is a natural drawback of the NRMPC approach. However, it is well
illustrated in Sect. 11.4 that simulations performed with higher order lightly damped
state-space models are suboptimal beyond all expectations. Both the evolution of
controller outputs in the time domain and state trajectories point out the deficiencies
of NRMPC in comparison with optimal methods. As the trials indicated in Sect. 11.4
suggest, lowering controller output penalization may improve the situation slightly
and allows the actuators to use their full potential. The use of a certain penalization
value is rationalized for second order models of the vibration attenuation example
in this work, and compared to the much lower settings suitable for higher order
examples.

To see the optimality improvement promised by the discussion in Sect. 8.1.2.1,
simulation trials were performed with the alternate NRMPC extensions. Closed-loop
costs are compared for a simple example in Sect. 11.5, and despite their drawbacks,
the several steps ahead extensions show significant improvement in process opti-
mality for certain problem classes. The evolution of perturbation scaling variables
acquired via evaluating for the future membership and feasibility conditions are also
shown. Although promising for certain applications, the simulation carried out with
a fourth order model of the vibrating system shows no significant improvement in
closed-loop cost and performance. The use of alternative NRMPC extensions is not
justified for the problem considered in this work.

Finally, Sect. 11.6 compares the vibration damping performance of quadratic pro-
gramming, multi-parametric programming and based MPC strategies. The results
of this trial show no surprising facts which could not have been deducted from the
theoretical discussion. The NRMPC algorithm respects constraints and behaves as
expected while the QPMPC- and MPMPC-based controllers provide a faster and
better damped response to the same initial condition.

11.1 On the Horizon Length of Stable MPC

A simple second order prediction model for the experimental demonstration device
described in Chap. 5 with a 100 Hz rate would be suitable to use with a quadratic
programming based MPC controller. The optimization task is likely to be tractable,
as higher sampling rates have already been successfully implemented for vibration
control [71, 72]. Neither the model order, nor the sampling rate requires algorith-
mic or special hardware requirements. However, this is only true if constraints are
considered—but no guarantees on stability or feasibility are given.

If system constraints are considered, the set of allowable states or initial conditions
is generally limited to a subset of space given by those constraints—for example box
constraints on the state. The use of an MPC formulation with an a priori stability
guarantee further limits the size (volume) of this set of allowable states. This limited
subset of state-space is called the region of attraction. If the disturbance takes the
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Fig. 11.1 Conceptual illustration of the time tm required to enter the target set, when starting from
a given initial condition in the region of attraction

system state outside this region, the optimization is simply infeasible. Therefore, the
volume of the region of attraction shall be made as large as possible.

Amongst others, the size or volume of the region of attraction depends on the
given MPC strategy. In case it is an optimal strategy such as dual-mode stabilized
QPMPC or optimal MPMPC, the region is a polyhedral set in hyperspace. In case
it is a suboptimal MPC strategy such as NRMPC, or target sets like the ones in
Sect. 7.5 or 7.6 are used, the region of attraction is only a subset of the maximal
possible region of attraction. In addition to the type of MPC strategy, the volume of the
region of attraction is impacted by the choice of state and input penalization matrices
Q and R, the character of the controlled system itself and the length of the prediction
horizon.

The dynamic properties of the controlled system have a great influence on the
relative size of the region of attraction and the target set. For certain systems with
very light damping, such as the AVC demonstrator example, the effect of the actuators
is very small compared to the range of disturbances one might reasonably expect.
In other words, a large region of attraction has to be computed to allow the state to
migrate inside the target set by the end of the prediction horizon. In this light we
may alternatively state that the necessary horizon length for stabilized MPC control
may be understood as the number of steps necessary to drive the system state from
a given initial condition into the terminal set.

This concept is graphically illustrated in Fig. 11.1. The slowly decaying waveform
suggests a lightly damped behavior of the beam tip or possibly other systems where
the settling time is very long in comparison with sampling rate. Such systems have
been discussed earlier in Sect. 5.1.1, where it has been suggested that a class of engi-
neering problems such as manipulators [8, 19, 26, 42, 61, 63, 73, 74, 76], helicopter
rotors [7, 40, 43], wing surfaces [1, 14, 15] and space structures [20, 39, 44, 51, 57]
may have very similar dynamic behavior to the simple vibrating cantilever from the
viewpoint of predictive control.

The initial condition of these systems has to be contained within the region of
attraction, shown in a conceptional manner as the large polyhedron. There is a certain

http://dx.doi.org/10.1007/978-1-4471-2333-0_7
http://dx.doi.org/10.1007/978-1-4471-2333-0_7
http://dx.doi.org/10.1007/978-1-4471-2333-0_5
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point in the course of behavior, where the state of the system enters the given terminal
set—illustrated as the smaller polyhedron on the figure. The minimal necessary
prediction horizon for stable MPC with constraint feasibility guarantees is then the
time tm in samples. Note that here the invariant sets are only for illustration purposes,
and the concepts of state-space and control output course in the time domain are
mixed purely for demonstration.

This indeed suggests that all systems where the effect of the control action is
limited in comparison with the effort necessary to drive the trajectory into equilib-
rium will require lengthy control horizons. The displacement effect of piezoelectric
actuators is small compared to the range they need to cover, when used for the vibra-
tion suppression of very flexible structures. This effect is not limited to piezoelectric
actuators as active vibration attenuation through electrostrictive or magnetostrictive
materials [4, 9, 49, 56, 69], electrochemical materials [2, 30, 46, 58] and possibly
other actuators would create dynamic models with similar properties and issues for
MPC implementation.

The number of samples required to settle the system from its initial condition
gives an indication of extremely long control horizons. In the case of the labora-
tory demonstration model running saturated linear quadratic (LQ) control—the time
necessary to reach near equilibrium from an initial deflection of 15 mm is approxi-
mately around 2 s. This divided by the sampling rate suggests a necessary minimal
prediction horizon of 200 steps if dual-mode QPMPC with polytopic terminal sets
is considered as a controller. The issue is the same with MPMPC, only instead of the
online computational issues, the implementation difficulties would be transferred to
the offline controller computation stage. The majority of the MPC implementations
available in the literature considered no constraints, which neither limits the available
state-space nor creates computational issues [16, 19, 50, 59, 75]. Other researchers
considered constrained MPC that requires online optimization, thus creating certain
implementation issues, however failed to address the question of stability [8, 13, 21,
27, 48, 71, 72]. Unlike these cases the authors of this book considered MPC imple-
mentations with stability guarantees in preliminary works such as in [64–67] and this
will also be the assumption throughout the simulations and experiments presented
in this and the upcoming chapter.

Let us get back to the case of vibrating systems and estimate the necessary pre-
diction horizon based on the settling time of the system. If an exponential decay of
vibration amplitudes is presumed due to the damping, we may easily approximate
the prediction horizon necessary to ensure a feasible and stable MPC run. In case the
system has been let to vibrate freely starting from a given initial condition, ampli-
tudes dt at a given time can be approximated by the following relation [6, 17, 23]:

dt = d0e−ζωn t (11.1)

where d0 is the initial deflection, t is the time in seconds since the initial conditions
had affected the system, ζ is the damping ratio and ωn is the first or dominant natural
frequency of the vibrating system. If MPC control of the system is presumed with
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guaranteed stability, there must be an amplitude level under which the system enters
the target set. In case we denote this level with dts, then by utilizing relation (11.1),
the minimal prediction horizon nmin for initial deflection d0 and smaller can be
approximated by:

nmin = − lg( dts
d0
)

2πζ f0Ts
(11.2)

where f0 is the first or dominant mechanical eigenfrequency, Ts the sampling rate
considered for control and the rest of the variables as defined for (11.1).

11.1.1 Simulating Necessary Horizon Lengths

Two simulations have been designed to determine the relationship between max-
imal allowable deflection at the beam tip and minimal associated prediction hori-
zon. The first algorithm is based on the traditional dual-mode QPMPC formulation
[3, 45, 60, 70], with stability and feasibility guarantees ensured by terminal con-
straints [12, 47]. The mathematical model used in the simulation and its settings
corresponded to the physical laboratory device and the implementation has been
carried out assuming the general workflow introduced earlier in Sect. 10.1.

The choice of method to resolve the minimal control horizon for a given deflection
was to evaluate the online quadratic programming problem. In case the QP problem
was infeasible at any of the steps, the horizon has been increased until a full successful
run has been achieved. This has been repeated for increasing values of tip deflection
and corresponding states. The summary of the algorithm goes as follows:

Algorithm 11.1

1. Increase initial deflection d and corresponding state xk .

2. Perform the minimization minu J (uk, xk) subject to input and terminal con-
straints.

3. If the minimization is infeasible, increase prediction horizon nc and repeat algo-
rithm from step 2.

4. Else note deflection value d and corresponding horizon nc and repeat algorithm
from step 1.

This method is inexact, though it is time efficient compared to the computationally
more intensive search for the extreme points of the maximal admissible set given the
expected horizon lengths.

An alternative algorithm to determine the minimal horizons to ensure a given beam
tip deflection is based on utilizing successive computations of multi-parametric MPC
controllers with varying deflection constraints. The multi-parametric controllers have
been iteratively computed using the MPT Toolbox [31, 34, 35]. This method is slightly
more computationally intensive than Algorithm 11.1, but also more exact:

http://dx.doi.org/10.1007/978-1-4471-2333-0_10
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Algorithm 11.2

1. Increase initial deflection d and set deflection constraints to y = −y = d.
2. Compute minimum time multi-parametric MPC controller.
3. If the computed horizon nc is equal to the one in the previous step, repeat from

step 1.
4. Else denote prediction horizon nc and the corresponding deflection d, then repeat

from 1.

Results of simulating minimal prediction horizon lengths using the formerly intro-
duced Algorithms 11.1 and 11.2 are featured in Fig. 11.2. As it is evident from this
analysis, a fairly small deflection measured at the beam end requires a very long
prediction horizon. For the second order prediction models with a 100 Hz sampling
and a modest ymax = 15 mm maximal allowable deflection is approaching nc = 150
steps. If one includes an excess range reserve in order to prevent infeasible states
to enter the optimization procedure, this value is even higher. Considering a higher
order prediction model allowing the control of faster dynamics, one requires a faster
sampling rate. As an example we demonstrate that a 500 Hz sampled model of the
beam would require approximately a nc = 500 steps ahead prediction horizon to
include states resulting from the same deflection.
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11.1.2 NRMPC and Horizon Length

The original development of the NRMPC algorithm presented by Kouvaritakis et al.
in [28] and [29] assumes a fixed shift matrix T and E.The role of vector E is merely to
select the first perturbation value from the vector of perturbations. This development
of NRMPC assumes a fixed and pre set prediction horizon. Naturally, enlarging the
horizon here implies a larger region of attraction, too.

While it is possible to use NRMPC in its original formulation on certain systems,
this may not be the case with the given active vibration attenuation example and
possibly other under-damped physical systems. The size of the region of attraction is
very small for typical prediction horizons—in fact beyond the point of practical use.
This is clearly illustrated in Fig. 11.3. A second order model of the physical system has
been used to plot the region of attraction of the NRMPC law for different horizons.
The intersection of the augmented ellipsoid with the state-space, the target set is
shown as the shaded area.1 The volume of the augmented set projection—which is
actually the region of attraction is shown as the ellipse outlines with growing volume.
The innermost ellipse shows projection assuming 4 steps ahead prediction. Horizon
length was then increased by a factor of two, up to the value of 32 steps shown as
the outermost ellipse. Even the relatively large 32 steps horizon would only allow a
maximal initial beam tip deflection of ±0.5 mm, which is indeed unreasonably small.

1 Simulations show that the intersection (target set) size shrinks with increasing prediction horizon,
although in this case with a visually indistinguishable rate—thus not shown on the figure.
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In the case of NRMPC, the region of attraction can be only the approximation of
the polytopic set created by the exact QPMPC control law. The volume of the set
of stabilizable states will be actually smaller than that of QPMPC. As it has been
demonstrated in Sect. 11.1.1, very long horizons are needed to include the necessary
range of deflections into the vibration control problem, which is also true for the
NRMPC controller.

The volume of the region of attraction can be maximized by optimizing prediction
dynamics as suggested by Cannon and Kouvaritakis in [11] and in a slightly different
approach by Imsland et al. in [22]. In the method also introduced in Sect. 8.1.3 the
matrices T and E will be full and unknown variables in the offline optimization
problem. The horizon will be fixed and equal to the system order. However, this
approach may cause numerical problems when calculating the ellipsoids acting as
parameters for the online algorithm. This effect has been noted when using under-
damped systems, such as the model for the experimental device.

11.2 Properties of MPMPC for Active Vibration Control

A promising stable and computationally efficient MPC control strategy for vibrating
systems is the proven and actively researched MPMPC method [5], briefly introduced
in Sect. 8.2.1. In MPMPC, the controller is formulated as a set of regions in the
state-space with associated affine and fixed structures stored in a lookup table [53].
However, it has been suggested by the simulation results presented in the previous
Sect. 11.1 that the size of the necessary region of attraction for this application may
require very lengthy prediction horizons. As the computational burden of MPMPC is
transferred into the offline computation of the controller regions, generally speaking
systems with more than four states and horizons in the range of ten steps cannot
be recommended for MPMPC. Although numerous efforts have been made to limit
the size of the online lookup table and to shorten search times [24, 36], the offline
computation effort required to realize the simplification procedures themselves may
be prohibitive in some cases.

Narrow-band excitation and small discrepancy between the capabilities of actua-
tors and the disturbance render MPMPC as a good controller choice. Nevertheless,
one must not forget that lightly damped vibrating systems with weak static actuation
are very different. MPMPC has been suggested to use for a vibrating cantilever by
Polóni et al. without stability guarantees in [55] while this work was later expanded to
include a priori stability guarantees in [65] shedding line on the inconvenient offline
properties of MPMPC with lightly damped systems.

It has been long known that the main drawback of the MPMPC approach is its
extensive offline computational need [31, 52]. In this section, several simulation tri-
als are introduced using the MPMPC approach to evaluate the offline computational
properties of the algorithm. Instead of using generic systems with “nice” dynam-
ics we rather assume the characteristic dynamics of lightly damped underactuated
vibrating systems. Since this work is focused on the application of efficient and
stable MPC on systems of vibration suppression, practical questions like whether

http://dx.doi.org/10.1007/978-1-4471-2333-0_8
http://dx.doi.org/10.1007/978-1-4471-2333-0_8
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the offline calculation time is tractable using current computer hardware were ana-
lyzed. In addition to the very important issue of offline calculation times, this section
investigates the number of regions and controller executable sizes necessary to deploy
stable MPMPC on a real system subject to narrow-band excitation.

11.2.1 MPMPC Computation Time

As it has been implied in Sect. 11.1, in order to cover a broad range of deformations
on a flexible structure, the computationally efficient MPMPC formulation will still
require the same long horizons as QPMPC. While the online computational time
is significantly reduced by the use of the MPMPC formulation, large horizons are
prohibitive for other reasons. Several hundred steps long prediction horizons make
the calculation of the controller intractable, especially with higher order models.
Real life applications necessitate eventual system reconfiguration; changes in the
constraints also call for repeated and extensive controller recomputation.

Simulations have been carried out to determine the properties of MPMPC control,
using a second and fourth order state-space model of the laboratory device. Controller
parameters and requirements have been identical to the QPMPC case presented in
Sect. 11.1. Most importantly the region of attraction of MPMPC matched that of the
QPMPC set. In other words, the controllers were required to cover the same range and
produce the same online response, however with a different method of algorithmic
implementation.

Explicit controllers with growing prediction horizon were evaluated using the
MPT Toolbox [31–33], on a personal computer conforming to current hardware
configuration standards.2 The maximal prediction horizon that could be reliably
computed for a second order system in the offline procedure was 162 steps. Over
this horizon, the solver ran into problems, most likely due to memory issues. The
offline computational times required to perform various tasks in MPMPC controller
evaluation are shown in Fig. 11.4. A real-time implementation necessitates the calcu-
lation of the controller and its compilation from source code; therefore, the minimal
realization time is the sum of these. Using extrapolation from the simulation data, the
time required to evaluate an explicit controller allowing maximal deflections would
take approximately 7 days.

Figure 11.4 also shows the time necessary to perform two non-essential tasks
aimed at complexity reduction in MPMPC. One of them is merging, used to simplify
the controller in order to reduce the number of regions, thereby lowering file size and
search times. This merging procedure is implemented in the MPC Toolbox [38] based
on the optimal region merging method of Geyer et al. [18]. It essentially involves
a complexity reducing procedure, where the regions defining the same control law are

2 AMD Athlon X2 DualCore 4400+ @ 2.00 GHz, 2.93 GB of RAM.
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unified. Using simulation results to extrapolate to higher initial deflections, the time
to simplify regions for a maximal allowable deflection of ±30 mm is estimated to
500 days. In fact, it is well known that optimal region merging performed as a post-
processing operation is prohibitive for systems with state dimensions above nx = 2
due to excessive offline computational demands [35, 37].

The other non-essential task is to use a binary search tree, instead of direct region
searching algorithms [25]. This approach has an advantage of decreasing online
search times, albeit it requires additional memory to store the precompiled binary
search tree and data structure. As pointed out previously, the significant offline com-
putational load is the main drawback in this case—not the online performance. The
MPT Toolbox utilizes the method of Tøndel et al. [68] to generate the binary search
tree. The calculation of this tree proved to be the most computationally intensive
task, therefore it has been evaluated only up to horizons nc = 46 steps ahead, taking
over 70 h to complete. Figure 11.4 also illustrates the time necessary to generate this
search tree for different horizons and corresponding maximal deflections. Extrap-
olation suggests extreme calculation times necessary to cover the whole operating
region, similarly to the case of merging.

When a fourth order system has been considered, the multi-parametric calcu-
lation of the controller regions failed when the horizon exceeded a mere nc = 16
steps forward. With this relatively short horizon and low model order, the controller
computational time combined with the executable compilation time approaches 20 h.
An MPMPC controller is clearly intractable for model predictive vibration attenua-
tion applications with broadband excitation.
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11.2.2 MPMPC Regions

The explicitly computed MPC controller will contain a significant number of poly-
topic regions, thus implying issues with on the memory requirements of the controller
hardware and increased search times. Region simplification (merging) reduces the
number of regions and the controller executable size, but also adds to the computa-
tional time.

Figure 11.5 relates the control horizon and thus the maximal allowable tip deflec-
tion to the number of controller regions, which increases at an exponential rate. As
illustrated in the figure, the number of regions is even more rapidly increasing in case
a fourth order system is used. Merging reduces the amount of polytopic controller
regions; however, with increasing horizons computation times become intractable as
illustrated before.

If one considers covering the second eigenfrequency by the controller, the model
order changes to four and at the same time sampling rates will have to increase to
include higher frequency dynamics. Faster sampling requires even longer horizons,
and this in fact will show the drawbacks of MPMPC in such and similar applications.

Simulations performed using the fourth order state-space model of the laboratory
device confirmed this. While the computation of the controller already fails over
nc = 16 due to a solver crash attributed to memory issues, this horizon only yields
a largest allowable deflection of a little over 1 mm. To allow ±20 mm deflections a
400-step ahead horizon is required. This clearly is intractable considering the given
conditions.
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11.2.3 MPMPC Controller Size

The quantity of regions has a direct effect on the controller size as well. The size
of the file containing the raw controller and the C source code of the search tables
is indicated in Fig. 11.6 for a second and fourth order system. When considering a
fourth order system with a horizon length of nc = 16 steps, the executable size grows
up to 60 MBytes.

11.3 Issues with NRMPC Invariance

The dual-mode control law assumes that a fixed feedback law will steer the state into
equilibrium beyond the prediction horizon. Both the feasibility of process constraints
and from this indirectly the stability of the process is guaranteed by enforcing process
constraints beyond the horizon. Enforcing process constraints beyond the horizon
will create a target set which in nature will be invariant, or self-contracting.

In simple terms, invariance of the target set in an MPC strategy with guaranteed
stability means that once the system state enters the target set it cannot leave it
again. This is assuming the state is steered into equilibrium without further outside
disturbance. Naturally, in a real MPC implementation the state may leave the target set
since disturbances may occur at any point of the control course, and thus the controller
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strategy never “switches” permanently to the LQ mode. Given that the formulation
of the MPC strategy and its implementation is correct, the violation of the invariance
condition in simulation may indicate numerical errors in the implementation. These
problems appear in the state-space representation as the state trajectory entering and
subsequently leaving the target set, but from the viewpoint of input sequences and
possibly outputs, this may materialize as a violation of system constraints.

Violation of both the invariance condition and process constraints has been
observed in numerous simulations involving the NRMPC algorithm with optimized
prediction dynamics. Figure 11.7 shows the evolution of control outputs for a sec-
ond order linear time-invariant state-space model of the active vibrating beam. Here
too the constraints were set to the physical limits of the transducers, ±120 V. Input
penalization was set to R = r = 1E-4, which is based on simulations involving sim-
ple LQ controllers. State penalty has been fixed as Q = CT C. An initial condition
emulating the deflection of the beam has been set, as a disturbance at the beginning
of the simulation. No further disturbance has been assumed in this test.

To illustrate the issues with invariance better, this NRMPC algorithm implemen-
tation was slightly atypical. Normally the algorithm would decide between engaging
NRMPC portion or pure LQ code according to whether current state at sample
k is part of the target set3 or not. Here however, following the essential principles of
invariance, the controller switched permanently to LQ mode in case the state entered
the target set. This approach assumes that simulations involve initial conditions and
no other disturbances are present during the control course. Naturally, this assump-
tion is unacceptable in an experimental implementation, although it serves a clear
diagnostic purpose if invariance is questionable.

The evolution of outputs in Fig. 11.7 seems to be normal until a certain point,
where the lower process constraints are clearly violated. After this, the output diagram
seems to be ordinary again, albeit serious issues are suggested by the fact that the
LQ controller produced outputs exceeding preset limits. Constraint violation occurs

3 Coincident with the intersection of the augmented ellipsoid with original state-space.
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after the LQ controller is engaged, but for some reason the states do not remain in
the target set where a pure linear-quadratic controller could take care of the rest of
the control course.

Figure 11.8 shows a clearer picture on the nature of the problem. Here state-space
is depicted in two dimensions, along with the evolution of the state trajectory. States
are spiraling towards the origin from the initial condition. This is how oscillations
at the output are represented using the state variables. At a certain point, the state
trajectory enters the target set, depicted as the gray shaded ellipse in the middle of
the figure. There is a problem though, after the state entered the target set it leaves
it, which is a clear violation of the invariance condition.

This behavior has been only observed when the dynamics optimization principle
as presented by Cannon and Kouvaritakis in [11] is implemented into the NRMPC
offline optimization algorithm. In case the original NRMPC formulation is consid-
ered, none of these peculiar problems occur. Many signs point to the fact that this
problem is of numerical nature, and can be solved by modifying the offline opti-
mization algorithm or solver settings. Variables of the offline NRMPC optimization
contain both extremely large and small numbers; simple matrix multiplications may
be erroneous and are prone to numerical problems. The optimization process itself
may also cause issues with invariance.
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11.3.1 Performance Bounds

Optimized prediction dynamics in NRMPC makes it possible to recover the maximal
region of attraction under any given fixed feedback law, while only requiring the
horizon equal to that of the model order [11, 22]. While this is theoretically possible,
the previous example demonstrates the practical limits of this approach.

A partial remedy to the issue with invariance violation is setting a boundary on
the cost function value [11]. This unfortunately also directly affects the projection
size, thus limiting the region of attraction. There is a performance boundary or cost
limit, which redefines the invariance condition according to (8.57).4 The bound of
the predicted cost is then set by γ, which is enforced for all initial conditions of the
autonomous system in Ez:

J̃ ≤ γ (11.3)

Sacrificing the size of region of attraction may not be an issue with certain model
classes. However, simulations performed using the LTI model of the vibration damp-
ing application showed that the range of allowable vibration deflections was severely
compromised in the interest of numerical stability. A performance bound, deemed
low enough to ensure numerical integrity of the optimization limited the deflec-
tion range under ∼10 mm. This clearly defeats the purpose of optimizing prediction
dynamics, and makes the practical use of NRMPC in this application questionable.

Using a second order model of the physical system, several tests were performed
to approximate the ideal compromise between the size of augmented ellipsoidal set
projection and numerical stability. For a given performance bound γ these tests
varied the initial condition, changing the first element of the state vector from 0 to
decreasing negative values according to x0 = [x11 0]T . For each initial condition,
the evolution of control outputs was calculated, and its maximal value plotted against
the given starting state. The tests utilized penalties R = r = 1E-4, Q = CT C and
output has been constrained within u = −u = 120 V.

As visible in Fig. 11.9, the unrestrained cost bound and maximal region of attrac-
tion produces erroneous results for certain initial conditions, while others involve
evolution of controller output where the maximal value stays within constraints.
This approach is a rough estimation, and has its obvious limitations. Naturally it
does not imply that a given γ necessarily ensures a numerically stable controller for
all initial conditions, but only for the given search direction. The resolution of this
simulation is an additional weak point, where it is possible to imagine a situation
where invariance violation occurs exactly between steps changing initial condition.

Despite the shortcomings of this approach, Fig. 11.9 shows that the given con-
troller is numerically adequate below a γ = 1E5 performance bound, and suggests

4 For detailed mathematical description please refer to [11] or the relevant section in this work:
See: Sect. 8.1.3

http://dx.doi.org/10.1007/978-1-4471-2333-0_8


406 11 Simulation Study of Model Predictive Vibration Control

−24 −22 −20 −18 −16 −14 −12 −10 −8 −6 −4 −2
90

95

100

105

110

115

120

125

Element of x
11

 (−)

A
bs

ol
ut

e 
m

ax
. o

ut
pu

t |
u|

m
ax

 (
V

)

Constraint

=  (off)
=1E6 (−)
=1E5 (−)
=7E5 (−)

Fig. 11.9 Maximal absolute controller output for a simulation run with different performance lim-
its γ, related to the initial condition. Maximal output values exceeding the constraints indicate
invariance issues

that the optimal value might be somewhere around γ = 7E5 which provides a con-
trol process preserving invariance, but still maximizing the range of allowable initial
conditions. Therefore, there must be a performance bound gamma γ over which the
numerical integrity of the offline process is optimized.

An approximate method to estimate this level and to ensure a large region of
attraction let us consider the following algorithm:

Algorithm 11.3
To estimate the maximal level of performance bound γ where the offline NRMPC
optimization remains numerically viable, perform the following algorithm:

• Create a prediction model and evaluate offline NRMPC problem for the cur-
rent performance bound γ. Determine bounds on the set defining the region of
attraction.

• For a given direction in state-space, choose an initial condition and run a simula-
tion. If no constraint violation is detected, repeat with a given resolution of initial
conditions until the edge of region of attraction is reached.

If constraint violation is detected decrease γ and start over, otherwise increase γ.
Stop if pre defined resolution is reached.

In this case, invariance problems were detected according to the previously intro-
duced method: by checking for constraint violation during a given simulation run.
A more sophisticated technique could be determining whether the state trajectory
leaves the target set after entering. Despite the approximate nature of the algorithm,
a good estimate on the performance bound ensuring the maximal safe region of
attraction may be computed.
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Fig. 11.10 Approximate maximal performance bound γ before invariance violation occurs,
depending on solver precision settings

11.3.2 Solver Precision and Invariance

The violation of the invariance condition experienced throughout simulation trials of
the NRMPC algorithm clearly has a numerical character. This suggests opportunity to
fine-tune the SDP solver parameters in order to increase precision. Although several
possible SDP solvers were considered for the implementation of the offline NRMPC
problem in Sect. 10.3.1 none of them was deemed to be suitable5 for this application
except SeDuMi.

It is possible to redefine some of the default solver parameters in SeDuMi [62].
There are three variables controlling numerical tolerance, although the exact role
of these is unlisted in the manual and customizing them is not recommended [54].
The desired solver accuracy is influenced by setting the pars.eps command structure
to a smaller value. The default numerical accuracy is set to eps = 1E-9, when
this value is reached the optimization terminates. Setting this value smaller means
more precision, although optimization will take longer. Fortunately, given the typical
problem dimensionality in NRMPC, this is not an issue. Setting parameter eps to 0
means that the optimization will continue as long as the solver can make progress.

Figures 11.10 and 11.11 show the results of simulations searching for the connec-
tion between solver precision settings and the size of region of attraction. The simula-
tions have been performed using the NRMPC algorithm, utilizing a second order LTI
model of the laboratory device. Input penalty was maintained at R = r = 1E-4 and
state penalty has been set to Q = CT C. Inputs were constrained to u = −u = 120 V,
which agrees with the piezo transducer physical limits of ±120 V. Algorithm 11.3
has been used to approximate the maximal possible performance bound and the
corresponding volume of the region of attraction before violation of the invariance
condition occurs.

5 See B.3.3 for details.

http://dx.doi.org/10.1007/978-1-4471-2333-0_10
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Fig. 11.11 Approximate maximal volume of the region of attraction depending on solver precision
settings

Solver precision is plotted against the approximate maximal safe performance
bound γ in Fig. 11.10. The corresponding volume of region of attraction for the
given example and settings is shown in Fig. 11.11. The default precision is indi-
cated on the figures as the vertical line at the 1E-9 mark. Superseding the default
tolerance settings and algorithm precision to the obtainable maximum in SeDuMi
increased the level of performance bound γ by more than two orders of magnitude.
The resulting growth in the volume of the region of attraction has been similarly more
than two orders of magnitude. In the light of the practical application, the allowable
deflection range increased about an order of magnitude. A maximal tip deflection
of ±3 mm on the laboratory device is hardly exploitable, however increasing
this to ±30 mm allows the controller to perform its task under any mechanically
viable situation.

These simulation and findings refer to the case with a second order model of the
vibrating beam. We have to note that with other examples, especially higher order
models, this improvement was not so significant. To preserve invariance and prevent
numerical problems, the size of the initial stabilizable set was sacrificed significantly.

11.4 Issues with NRMPC Optimality

Simulations performed using a second order mathematical model of the vibrating
structure showed the viability of using NRMPC for the model predictive vibration
control of lightly damped structures. The optimality difference between the perfor-
mance of QPMPC experienced both in simulations and experiments proved to be
minor enough to produce an indistinguishable vibratory response. In fact, the Monte
Carlo simulations described by Kouvaritakis et al. in [29] showed no more than
2% increase in closed-loop cost when compared to QPMPC. The paper suggests
that for randomly generated examples with second and fifth order examples and the
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NRMPC extension implemented, closed-loop cost remained only 1% worse in 97%
of the cases.

Unfortunately, the lightly damped example used in this work proves to be a more
difficult case for NRMPC. This is especially evident if the model order is increased
anything above nx = 2.Although from a practical engineering standpoint prediction
dynamics and a controller based on a second order model is satisfactory, one might
argue that a more complex prediction model could also explicitly include higher
order dynamics. This is valid in particular for controllers covering more than one
vibratory modes and a broadband excitation.

A fourth order model considered for the application on the vibrating beam could
explicitly include first and second mode dynamics, thus in this case cover the band-
width of approximately 0–80 Hz. Such a model has been prepared by using the
experimental identification method described in Sect. 5.2. Simulations examining
optimality were performed with this model using 250 Hz sampling, and character-
ized by the following linear time-invariant state-space system:

A =

⎡
⎢⎢⎣

0.97778 −0.52189 −0.13501 0.60563
0.069689 0.94384 −0.4819 −0.45066

−0.0027596 0.10094 0.29177 1.2812
−0.0098709 −0.047971 −0.66151 0.33772

⎤
⎥⎥⎦

B = [
0.00061339 −0.00046246 −0.00043512 −0.00015075

]T

C = [−0.38171 −0.5632 −0.48193 0.40628
]

(11.4)

and with D = 0.
The problems caused by suboptimality of the NRMPC method are clearly illus-

trated in Fig. 11.2, where the evolution of ENRMPC and NRMPC controller outputs
uk are plotted in time domain and compared to the truly optimal QPMPC controlled
system. Here an initial condition x0 = [0.75 0 0 0]T has been considered, which
is equivalent to an initial deflection 1.5 mm at the beam tip. Every effort was made
to create similar circumstances for both controllers. The prediction horizon of the
QPMPC controller was set to nc = 36 steps, the smallest possible for the considered
initial condition. The horizon allowed engaging constraints without requiring too
lengthy computations. Input penalty has been set to R = r = 1E-4 and this time the
state penalty Q was equivalent to the identity matrix of conforming dimensions for
both QPMPC and NRMPC controllers. Process constraints have been engaged only
on inputs, restraining them to ±120 V. Simulations showed no significant improve-
ment when using the extension with the NRMPC controller; neither did optimized
prediction dynamics greatly affect the control outputs.

It is evident that a QPMPC-based controller evolution produces the expected
switching behavior, while NRMPC outputs resemble a smoother sinusoidal curve.
What is more important, the NRMPC controller outputs are far from the constraints
thus not utilizing the full possible potential of the actuators. This is obviously notice-
able in the damping performance of the controller too, although tip vibrations are
irrelevant to the point and not shown here. Using the extension (ENRMPC) as sug-
gested by Kouvaritakis et al. in [29] does not provide satisfactory improvement

http://dx.doi.org/10.1007/978-1-4471-2333-0_5
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Fig. 11.12 Evolution of controller outputs for QPMPC and NRMPC controlled vibrations on a
fourth order system model. Note the high degree of suboptimality for NRMPC

either. This simulation did not make use of optimized prediction dynamics, however
it would not affect the outcome in any way. Due to the minimal difference between
the ENRMPC and NRMPC control outputs, the following state trajectories will not
differentiate between them. The trajectory marked as NRMPC utilizes the extension,
thus presenting the slightly better case.

Figure 11.3 illustrates the projection of the control trajectory in state-space into
the two-dimensional plane defined by x1, x2 and x3 = 0, x4 = 0.Here the cut of the
NRPMPC target set is shown as a shaded ellipsoid, and the cut of QPMPC target set
as the slightly larger polyhedral region. Intersection of the multidimensional plane
defined by constraints with the above-mentioned coordinate system is also depicted.
As suggested by the development of control outputs in Fig. 11.12, the QPMPC control
trajectory is spiraling toward desired equilibrium at a much faster pace than NRMPC.
Furthermore, it is important to note that the NRMPC target set is significantly smaller
than that for QPMPC. In addition, the set is not approaching the region bounded by
the half-spaces defined by constraints close enough.

Given the difficulties visualizing state behavior in a multidimensional system,
projections of trajectories and cuts of target sets defined by the rest of the state
coordinates are also depicted in Fig. 11.14. The volume difference of QPMPC and
NRMPC target sets is significant in each view. It is worth noting that states x1 and x2
are most dominant in the trajectory, the rest of the components play a less vital role
in the overall outcome of the trajectory. This also indicates the dominance of the first
vibration mode in the overall dynamic response.
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11.4.1 Penalization and Optimality

The majority of simulations and experiments in this work assumes identical input
penalty R. The choice of this tuning parameter is in most cases R = r = 1E-4, which
is based on the physical system model behavior using an LQ controller. A simple
simulation6 has been designed to determine ideal input penalization value R, where
a fourth order model with 250 Hz sampling was utilized. State has been penalized
using the identity matrix of conforming dimension; initial condition has been set to
be the equivalent of a 1.5 mm deflection at the beam tip. The physical limits of the
piezoelectric transducers have been kept in mind when determining a suitable R.

Figure 11.5 shows evolution of controller outputs using LQ controllers with dif-
ferent input penalization values. Fixing R at very low values, for example R = r =
1E-7 produces a very aggressive simulation, where output voltages exceed 2500 V.
This is not shown in the figure for clarity; only the range of ±300 V is indicated.
Setting R = r = 1E-4 exceeds the constraints, but if one considers using a saturated
controller, produces a reasonably lively output. On the other hand, with setting an
input penalty of R = r = 7E-4 one will not even reach the constraints, producing a
conservative and slow controller.

Taking into account the previously introduced simulation and weighing, it is easy
to see that R = r = 1E-4 seems to be an ideal setting for the MPC control of
this particular system. With an unspecified constrained MPC controller the same
simulation run would hit the upper, lower and upper constraint again while avoiding
constraints for the rest of the simulation run. This in fact implies an ideal setting, not
sacrificing performance but maintaining a reasonable level of aggressiveness.

Determining controller output penalization has many other implications for both
constrained and unconstrained MPC, although its most visible effect will still be per-
formance. Amongst others, if constrained stable MPC control is considered penalty
settings directly influence the volume of region of attraction and target set. In the
case of NRMPC, these volumes are determined by the volumes of multi-dimensional
augmented ellipsoid projections and intersections with the original state-space.

To better illustrate this fact, Fig. 11.6 shows the relationship between input penalty
R and the volume of region of attraction and the target set. The most noteworthy part
of the diagram is the two volumes converging to the same value, after exceeding a
certain penalization level. After this, the size of the region of attraction is limited to
the size of the target set and the NRMPC controller becomes a simple LQ controller.

As experienced during numerous trials with the NRMPC controller, the level of
input penalty R has a surprisingly considerable effect on optimality and general
usability of NRMPC using a fourth order model of the vibrating system. Initial
conditions have been identical in all cases, emulating a tip deflection of 1.5 mm.
To minimize the chance of encountering numerical problems, performance bounds
were set to γ = 0.5E5 in all cases. States have been penalized by the identity matrix,
actuator limits were constrained to the typical u = −u = 120 V.

6 See 12.1 for an experiment with different input penalty values R.
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attraction for a second order model of the physical AVC demonstrator system

Figure 11.7 shows the evolution of inputs uk for simulations utilizing the NRMPC
algorithm with different settings of R. This simulation utilizes a fourth order predic-
tion model to demonstrate the connection between suboptimality of the controller
and penalization. For a fourth order model of the physical system the seemingly ideal
R = r = 1E-4 produces particularly suboptimal outputs. In this case, constraints
are not even invoked and the controller does not make use of the full potential of
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Fig. 11.17 Comparison of controller outputs produced by the extended NRMPC algorithm with
various input penalty settings R = r.A fourth order model demonstrates considerable suboptimality,
although extremely low penalization seem to invoke constraints

actuators. Decreasing the level of R however brings an improvement, at a certain
point even constraints are invoked.

Contrary to the earlier presented simulation results using LQ controllers, results
demonstrated in Fig. 11.17 imply that much smaller penalization values are required
for higher order examples. Penalization R = r = 1E-4 produces a remarkably
abnormal output while the seemingly too aggressive diminutive penalization at least
make use of the full potential of the transducers. However, the built-in suboptimality
of NRMPC is still significant, further lowering R does not significantly decrease
closed-loop cost.

11.5 Alternate NRMPC Extension

The extension of the NRMPC algorithm introduced in Sect. 8.1.2.1 building on the
optimality improvement of Kouvaritakis et al. in [29] took the concept further by
using several steps ahead extrapolations the augmented state in the hope of a per-
formance improvement. The aim of the NRMPC extension proposed by Li et al.
in [41] is similar, that is to improve the optimality and thus the performance of the
algorithm. Instead of iterating the augmented state zk+1 = Ψ zk several steps forward
and constraining it to the invariant set Ez, Li et al. chose a one step forward iteration
of the state xk which was then constrained to the x-subspace projection Exz of the
invariant ellipsoid Ez .

Simulations have been performed to assess optimality of the NRMPC algorithm
using the modified extension of applying several steps forward iterations of the
augmented state zk constrained into the augmented invariant ellipsoidal set Ez .

A simple second order state-space model has been assumed for each simulation,

http://dx.doi.org/10.1007/978-1-4471-2333-0_8
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Fig. 11.18 Controller output in simulation, showing different NRMPC extensions compared to
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having the following structure [10, 28]:

A =
[

1 0.1
0 1

]
B =

[
0

0.0787

]

C = [1 0] (11.5)

States have been penalized by matrix Q, set equal to the identity matrix of con-
forming dimensions. Controller outputs have been penalized by R = r = 1E-4.
Prediction horizon for the QPMPC-based controller has been set to nc = 4. The
initial condition of x0 = [−0.5 0] was located on the boundary of the region of
attraction. In the case of NRMPC with fixed prediction matrices, the same require-
ment calls for a horizon of nc = 25 steps forward. State constraints have not been
considered and controller outputs were limited to |u| ≤ 1. In order to make sure that
the invariance condition is not violated due to numerical difficulties, performance
bound has been set to γ = 1E5.

Figure 11.8 shows the evolution of controller outputs for different versions of
the NRMPC controller compared to truly optimal QPMPC. All simulations shown
here use algorithms with optimized prediction dynamics. Understandably, QPMPC
produces the best result, along with the smallest closed-loop cost. The worst evolu-
tion of outputs is acquired trough using the original NRMPC code, since constraints
are not even reached. Simulation marked as NRMPCk+1 is actually an algorithm
implementing ENRMPC—the original extension introduced by Kouvaritakis et al.
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Table 11.1 Comparison of closed-loop costs for the same simulation, using different NRMPC
controllers. Closed-loop cost using QPMPC is JQPMPC = 97.00, OD marks the use of optimized
prediction dynamics

Extension –a 1b 2 3 4

JNRMPC (-) 105.42 105.15 103.81 99.72 -
JNRMPC (OD) (-) 103.69 97.92 97.05 97.04 97.00
a NRMPC—no extension
b ENRMPC—original extension of Kouvaritakis et al.

in [29]. It provides an improvement relative to NRMPC without the extension, how-
ever there is still a possibility approaching optimal QPMPC more closely.

The remainder of simulations indicated in Fig. 11.8 implement extensions to the
NRMPC algorithm, where membership of the augmented state z is assumed not at
the next step (k + 1), but at steps (k + 2) and (k + 3). Improvement in the evolution
of controller outputs is visually distinguishable, where (k + 3) produces nearly the
same output as optimal MPMPC.

To quantify the level of suboptimality in comparison with QPMPC better, closed-
loop costs are indicated in Table 11.1. Costs for the different adaptations of NRMPC
have been calculated using the formerly introduced example and assuming the
same conditions. The truly optimal closed-loop cost obtained via using QPMPC
is JQPMPC = 97.00, the NRMPC costs should ideally be as close to this as possible.
NRMPC algorithms with and without optimized dynamics were evaluated where
OD marked the use of optimized prediction dynamics at the offline stage. From
this, it is implied that optimizing prediction dynamics not only enlarges the size of
region of attraction, but also improves the optimality. The original formulation of
NRMPC [28] produced the worst results. Using the extension and several steps ahead
variations on the extension the costs gradually improve. In fact, the (k + 4) steps
extension ensures the same cost as the QPMPC controller up to numerical precision
differences.

Scalersμ resulting from different membership and feasibility conditions are plot-
ted for the previously discussed example in Fig. 11.19. The original extension calcu-
lates scalers from the membership function for (k + 1) and ensures the feasibility of
constraints at step (k). For each step, the higher of the two scaler values is selected.
On the other hand, much less conservative scalers μ are computed for several steps
ahead alternative extensions. Membership in the previous steps is not regarded, how-
ever the algorithm has to check for the feasibility of constraints for each step ahead.
Thus, for an extension assuming membership at (k + i) steps, scalers are compared
for membership and feasibility from (k) up to (k + i − 1) and the highest value is
used to scale the perturbation vector.

The optimal QPMPC controller output has been compared to the original and
alternate NRMPC extensions for a vibration suppression example. Higher order
models provide better conditions to assess optimality differences, therefore a fourth
order state-space model of the vibrating beam has been considered for each trial.
Figure 11.20 demonstrates the results of these simulations. A very low input penalty
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Fig. 11.20 Controller output for different alternate NRMPC extensions, using a model of the vibrat-
ing beam

has been used for the NRMPC controllers, according to the findings presented in
Sect. 11.4. Controller output was constrained to ±120 V.

As implied from the figure, alternate extensions of the NRMPC algorithm do
not provide significant improvement in comparison with the original one. Two- and
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three-step ahead alternate extensions (k + 2) and (k + 3) produce slightly higher
output voltages, theoretically being better than their original counterpart. The level
of improvement is visually indistinguishable. For this reason the system output,
in this case beam tip vibration is not presented here. Closed-loop costs quantify
minor improvements in process optimality, where the strictly optimal QPMPC cost
is J = 133.48. Original extended NRMPC produces a cost of J(k+1) = 195.76, a
two-step ahead modification J(k+2) = 191.09, while three steps lowers the cost to
J(k+2) = 187.66. Two-steps ahead extension provides an optimality improvement
compared to the original extension of only 2.4%, and still remains far from ideal.
Even the three steps ahead alternate extension NRMPC code produces 40% worse
closed-loop costs than QPMPC.7

Considering the formerly introduced simulation results, we may state that given
the typical models used in the problem area of active vibration suppression, alterna-
tive extensions to the original NRMPC problem do not present a viable method of
optimality enhancement. The gain in optimality does not justify questionable invari-
ance properties, and the likely issues connected with model uncertainty. Although
speed decrease is slight and the algorithm remains computationally efficient, several
steps ahead extensions do require more computational time because of the additional
feasibility conditions.

Alternate NRMPC extensions may not be suitable for improving optimality in
vibration suppression, however it is possible to imagine certain models and appli-
cations where even the small optimality increase is advantageous. The simulation
results presented by Li et al. in [41] suggest a similar conclusion from the viewpoint
of the AVC of lightly damped systems: the optimality improvement is mainly sig-
nificant with models where the effect of actuation is large, those with large input
penalties R. Although the improvement of Li et al. does match the optimality of this
modified NRMPC algorithm to QP-based MPC under a percent for the majority of
randomly generated models, the results are valid for large R. Neither the iterated
augmented state Ψ zk nor the iterated state-based algorithm of Li et al. has been later
considered for the active vibration attenuation trial on the demonstrator hardware.

11.6 Comparison of QPMPC, MPMPC and NRMPC
in Simulation

Beam tip vibration suppression performance through various MPC strategies has
been compared in simulation and contrasted to the free response. The strategies were
QPMPC, optimal MPMPC and NRMPC all with a priori stability guarantees. For this
simulation study, an initial deflection of 5 mm has been considered to allow a tractable
computation of the MPMPC controller structure, and shorter QPMPC simulation
times. This simulation pointed out latent issues with the implementation of QPMPC

7 This is a quite significant suboptimality especially that [29] states that for randomly generated
examples, the error never rose above 2% and remained under 1% for 97% of the examples.
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Fig. 11.21 Comparison of the vibration response in millimeters, measured at the beam tip (a) and
the controller output (b) generated by the QPMPC, MPMPC and NRMPC algorithms in Volts.
Simulated disturbance is identical initial deflection of the beam tip

and MPMPC on the real system, while at the same time validated functionality of the
NRMPC algorithm. All necessary steps were taken to create as identical conditions
to all three controllers as possible.

A second order model of the vibrating system has been assumed to generate
predictions, sampled by 100 Hz which sufficiently includes the first vibration mode
and exceeds the requirements of Shannon’s theorem [23]. All simulations started with
the same initial condition of x0 = [− 7 − 1.6073]T , emulating a 5 mm deflection at
the beam tip. The system response was simulated by the same state-space model,
thus not considering model uncertainty. To avoid numerical difficulties, performance
of the NRMPC controller has been bounded to γ = 1E5—affecting the size of the
region of attraction. Inputs have been penalized by R = r = 1E-4, while states used
the identity matrix for Q. System constraints were set to the typical physical limit
of transducers, a maximal ±120 V. No other process constraints were engaged. The
minimal QP-based stable MPC horizon to ensure the inclusion of the given initial
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Fig. 11.22 Detail of the input and output of the MPC controllers contrasted to the free response
between samples 10 and 30. The detailed beam tip deflections are shown in (a), while (b) shows
the simulation response of the control inputs

condition into the region of attraction required a prediction horizon of nc = 40
steps. This same horizon was also required by the MPMPC controller, implemented
as described in Chap. 10.2.

Illustrated in the example shown in Fig. 11.21, the best response is ensured by
QPMPC control as it is logically expected. The controller drives actuators hard into
saturation, as assumed from the physical properties of the system. QPMPC provides
a strictly optimal control run with a closed-loop cost serving as an ideal lowest in
comparison with suboptimal NRMPC. The QPMPC controller assumes the same
quadratic cost function as the rest of the controllers, and safeguards for constraint
feasibility using a constraint checking horizon. Despite the best possible response,
the lengthy simulation times forecast issues at the real-time implementation.

In the case of MPMPC control, the tip vibration and the controller output is nearly
indistinguishable. Essentially both controllers produce the same output, since they
only differ with QPMPC only in the method of implementation. The response is
very favorable, driving actuators to saturation as expected. Online simulation times
are surprisingly short, however offline precomputation of the controller has been
somewhat lengthy even for the limited region of attraction. Details of this example
are shown in Fig. 11.22, illustrating the input and output responses between samples
10 and 30 (0.1–0.3 s).

Due to the built-in suboptimality of the formulation NRMPC performs slightly
worse than the former two. This is an expected behavior, and it is visible on both
figures. Increase in cost function value in MPMPC is insignificant and only due to
numerical effects, while the drawback of NRMPC is a quite significant cost increase
of ∼15% when compared to both QPMPC and MPMPC. As discussed in Sect. 11.4,

http://dx.doi.org/10.1007/978-1-4471-2333-0_10
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higher order models perform worse, the optimality difference can reach 40% even
with the NRMPC extension8 implemented and enabled.

Although there are some minor differences in performance, all the investigated
MPC methods decrease the settling time of the beam into equilibrium significantly,
ultimately improving the natural damping properties of the structure. The simula-
tion results also suggest that the piezoceramic actuators, which contribute only very
modest deflections in the static mode, considerably increase the natural damping
near resonance.
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Chapter 12
Experimental Model Predictive
Vibration Control

This chapter presents the results of experiments comparing different model predictive
control methods applied to the active vibration control laboratory device. The main
aim of the experimental trials presented here is to compare damping performance
and online timing properties of the different model predictive controllers. Traditional
infinite horizon dual-mode quadratic programming-based MPC (QPMPC) [14, 64],
optimal multi-parametric programming-based MPC (MPMPC) [4, 5], minimum-
time suboptimal MPMPC [8, 43, 49] and the suboptimal Newton–Raphson MPC
(NRMPC) [10, 45, 46] are included in the trials assessing the practical damping
effect and task execution timing of these algorithms.

The laboratory demonstration device featured in the experiments has been intro-
duced earlier in Chap. 5 and it conforms to this description (Fig. 12.1). As it has
been earlier noted, the use of a clamped cantilever beam to demonstrate and compare
damping capability of both actuators and algorithms is very common in academic
literature [9, 30, 42, 56, 76, 79, 92–94]. Moreover, a simple laboratory hardware
like the AVC demonstrator considered here may represent the dynamic behavior of a
class of lightly damped mechanical systems1 such as rotary or fixed wings in aircraft
[3, 6, 18, 19, 53, 58], solar panels and antenna masts [1, 36, 51, 59] and others [69, 72].

Established control strategies like position, velocity or acceleration feedback
[3, 7, 18, 19, 40, 54, 76], PID [2, 11, 20, 27, 29, 41, 42, 88] or other transfer func-
tion or filtering-based methods are commonly and successfully applied to vibration
control systems. However, these traditional controllers have not been implemented
here for the interest of preserving a fair basis of comparison with MPC. Match-
ing PID or position feedback control to reasonably more sophisticated algorithms
based on constrained online optimization would provide biased results. For example,
trials involving saturated PID would not take into account the undeniable advan-
tages of stable constrained predictive control, like preserving optimality and guar-
anteed stability at all times. Furthermore, a simple saturated PID controller does not
require complex computational operations like the more advanced MPC, therefore

1 See Sect. 5.1.1 for more details.

G. Takács and B. Rohal’-Ilkiv, Model Predictive Vibration Control, 427
DOI: 10.1007/978-1-4471-2333-0_12, © Springer-Verlag London Limited 2012

http://dx.doi.org/10.1007/978-1-4471-2333-0_5
http://dx.doi.org/10.1007/978-1-4471-2333-0_5


428 12 Experimental Model Predictive Vibration Control

Fig. 12.1 The aluminum blade of the AVC laboratory demonstrator is vibrating violently as a test
signal close to the first resonant frequency is supplied to the piezoceramic actuators

the direct comparison of the implementation particulars of these methods is simply
meaningless.

The most straightforward controller, which is comparable to the underlying idea
behind optimization-based MPC algorithms, is saturated linear quadratic (LQ) con-
trol. An LQ controller has been implemented on the demonstration device to serve as
a basis of comparison for the damping effect and timing properties of MPC strategies.
The saturated LQ control strategy is often preferred by researchers [13, 17, 26, 33,
34, 44, 48, 63, 67] for active vibration control applications, although often ignoring
the ultimate effects of saturation on optimality and stability. LQ provides an unde-
niably good vibration suppression performance, since constraints are respected only
by enforcing a software saturation limit and possibly a hardware limit setting at the
amplifiers. Nevertheless, simple implementation and low computational costs shall
not steer the attention away from the advantages gained by stability and constraint
handling features of MPC methods. Trials with the LQ controller are introduced in
the first section of this chapter.

The majority of the experiments have been motivated by evaluating the damp-
ing performance and functionality of the less known NRMPC, also in contrast with
other methods [80–83]. Stable, constrained infinite horizon dual-mode QPMPC is
an excellent choice in this comparison, since it is a well-known and accepted method
providing optimal results [61, 74]. The computationally efficient methods are repre-
sented in this analysis by the optimal and suboptimal MPMPC controllers [49, 50, 71]
and NRMPC [10, 37, 45, 46, 55]. Note, that although QPMPC represents the
weakest link of all four MPC algorithms in terms of computational requirements,
here it can be still regarded as a computationally efficient MPC implementation.
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This is because all experiments assume the use of the qpOASES solver [22], which
has been designed specifically for the use with MPC algorithms [21, 23, 25].

The most straightforward way to evaluate damping properties is to create an initial
deflection at the tip and measure decay of vibrations without further interaction,
which is presented in Sect. 12.2. Exciting the beam using an additional piezoelectric
transducer in actuator mode offers the possibility to visualize system behavior in the
frequency domain. Such a frequency domain test is described in Sect. 12.3, also with
a modal shaker acting as a source of disturbance. This is followed by a trial introduced
in Sect. 12.4, where damping effects were studied using a pseudo -random disturbance
created by a modal shaker and turbulent airflow around the vibrating beam. Finally,
a computational performance analysis is presented in Sect. 12.5, including a short
reflection on possible speed improvements.

12.1 Linear Quadratic Control

The control loop and actuators of the AVC demonstrator have been tested using a
linear quadratic (LQ) controller, in order to assess the improvement on the inherent
natural damping properties of the structure. The LQ feedback evaluation process
assumed a high order model of the structure, the result of the preliminary identifica-
tion process introduced in Sect. 5.2.

A 12th order linear time-invariant state-space model was utilized first, in order
to assess whether a high order model provides significantly better damping than a
much simpler second order one, covering only the first resonant frequency. The high
order model was covering the first five transversal bending modes. Sampling used
during the experiment was 5 kHz (0.0002 s)—much higher than later NRMPC and
MPMPC controllers assumed. Input was penalized with R = r = 1E-4, and state
penalty was set to Q = CT C.

The optimal steady-state feedback gain matrix K, which minimizes a quadratic
cost function has been calculated using the dlqr routine. This is a part of Control
System Toolbox [86]. The quadratic cost function presumed in the dlqr command is
calculated according to the theoretical basics presented earlier in Sect. 4.3. Due to the
safe operation limits of the piezoelectric transducers, amplifier voltage limits were
engaged [65, 66, 77]. Although no saturation limits were directly implemented in the
controller algorithm and software block scheme, this can be regarded as saturated
LQ control. The exact upper and lower symmetric saturation limits are unknown,
and possibly higher than those used in the constrained NRMPC and MPMPC control
experiments. This implies higher damping performance than it is possible with exact
constrained control.

Beam tip was deflected to an initial position of −5 mm away from its equilibrium
position, then without further outside force interaction was allowed to vibrate either
freely or with LQ control. Figure 12.2 shows the free natural and high order LQ
controlled beam tip vibration response. Uncontrolled beam vibrations are visible and
measurable for much longer times than LQ controlled. With the controller engaged,
the tip settles just over a second from this particular initial condition.

http://dx.doi.org/10.1007/978-1-4471-2333-0_5
http://dx.doi.org/10.1007/978-1-4471-2333-0_4
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Fig. 12.2 Controlled and free beam tip vibration response. High order LQ controller, saturated by
the amplifier voltage limit switch

Simulations presented in Sect. 11.4 suggested optimality issues with higher order
models. The choice of input penalization R = r = 1E-4 has been justified by a
balance between aggressiveness of the control moves2 and damping performance.
Counter-intuitively, as described in Sect. 11.4.1, NRMPC control may require much
lower penalization than expected.

In order to assess the effect of different input penalization values on the saturated
LQ control strategy, three different controllers have been implemented on the physical
system with different input penalty values R = r . The LQ gain has been obtained
using the dlqr routine in Matlab, utilizing a second order model of the physical system
with 0.01 Hz sampling. State penalty has been set to Q = CT C and unlike in the
previous example, saturation limits were implemented both at hardware and software
levels. The highest allowable voltage implemented in the controller is corresponding
to the manufacturer provided specifications of ±120 V. States have been observed
using a block default Kalman filter implemented in the Matlab Signal Processing
Toolbox [84].

Figure 12.3 shows different saturated LQ controllers applied to the AVC demon-
strator system in comparison with the free response. As it is evident from the figure,
the LQ controlled vibrations settle significantly faster than the beam using only
its natural damping properties. While the controlled vibration response settles com-
pletely in approximately 4 s, the free response of the beam returns to equilibrium only
after 60 s. This is more one order of magnitude faster settling time. The improved
damping properties not only signalize the efficiency of the LQ controllers, but also

2 Materializing as disproportionately high control moves, severely exceeding constraints.

http://dx.doi.org/10.1007/978-1-4471-2333-0_11
http://dx.doi.org/10.1007/978-1-4471-2333-0_11
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Fig. 12.3 The damping performance of low order LQ controllers with different input penalty values
R = r is compared to the free response of the beam. The improvement is significant, exceeding
more than one order of magnitude shorter settling times to equilibrium under control

validate the use of the relatively weak piezoelectric patches and demonstrate their
significant damping effect in resonant modes.

Figure 12.4 indicates the details of the first 200 samples (2 s) of the same exper-
iment, showing the measured beam tip vibration and controller voltage output as
well. An input penalty set at R = r = 1E-4 seems to be the ideal compromise. The
experiment with the higher penalty value R = r = 1E-3 does not make use of the full
damping potential of the actuators; the decay of vibration could be improved. On the
other hand, the evolution of beam tip deflections controlled by an LQ feedback using
R = r = 1E-5 gives the impression of being overly aggressive. This is especially
visible at lower vibration levels, where the controller amplifies background noise
and can possibly render the system unstable. This experiment confirms the results of
the simulation presented in Sect. 11.4.1, where R = r = 1E-4 has been established
as the ideal input penalty for the given problem.

12.2 Initial Deflection Test

Initial displacement tests have been performed on the experimental device by deflect-
ing the beam tip away from its equilibrium position, and releasing it to settle without
further force interaction. This type of initial deflection or initial displacement is a
common way of testing vibrating mechanical systems such as cantilevers [16, 28, 89]
and plates [15, 32, 70] both in theory and experiment. In case the demonstration sys-
tem is uncontrolled, the vibration resulting an initial displacement is visible and quite
significant even minutes after the disturbance occurs. This is attributable to the low
damping ratio of the structure. The free, uncontrolled response of the structure is

http://dx.doi.org/10.1007/978-1-4471-2333-0_11
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Fig. 12.4 Comparison of a detail of the vibration response at the beam tip (a) and the detail of
the controller output (b) generated by low order LQ controllers with varying controller output
penalization R = r

shown for reference in Fig. 12.5, where the active structure settles back to its equilib-
rium more than ten times faster than without control. The natural damping of the sys-
tem is improved significantly by the effect of the actuators and the control scheme.

In the interest of a meaningful damping performance and execution time compar-
ison analysis, all experiments featured in these tests have common features. Investi-
gated controllers utilize the same state-space model for prediction and (if applicable)
use a nc = 70 steps long prediction horizon. The common nc = 70 steps horizon
has been determined according to the maximal task execution time of the QPMPC
algorithm. As QPMPC is the least computationally efficient of the four considered
methods, this horizon acts as a common basis of comparison. A longer prediction
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Fig. 12.5 Comparison of the free beam tip deflection without control with the MPC controlled
responses. The settling time under control is shortened by more than an order of magnitude

horizon causes the QPMPC algorithm to exceed real-time sampling times and crash
the xPC Target platform on the given computer.3

State penalty matrices in all MPC methods and in the LQ controller computation
have been set to Q = CT C, which in fact just penalizes beam deflections. Input
penalty has been determined to be R = r = 1E-4 through simulation tests with
different LQ controllers. This value seems to be the ideal compromise between
proper performance and stability.

In all cases u = −u = 120 V constraints are enforced on the inputs and sampling
time is set to Ts = 0.01 s. The controllers have been implemented in Matlab/Simulink
and the resulting Simulink block scheme has been transferred onto the same target
computer running the xPC Target environment. The block schemes have been iden-
tical in every case, except the controller algorithm itself. In addition to the controller,
these block schemes contain means for A/D and D/A data conversion a Kalman filter
routine utilizing the same system model, and means for data logging.

Figure 12.6 shows the closer detail of the beam response to this type of excitation.
The beam tip has been deflected 5 mm away from its equilibrium, then left to vibrate
freely. The four MPC methods in question are contrasted to saturated LQ control to
give a basis of comparison both in damping performance and online computation
time requirements.

3 See Sect. 5.5.4.2 for exact target computer specifications and Sect. 12.5 for timing properties.

http://dx.doi.org/10.1007/978-1-4471-2333-0_5
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Fig. 12.6 Response of the beam tip after an initial deflection of 5 mm is shown in (a), while the
corresponding actuating signal is featured in (b)

Vibration of the beam tip is featured in Fig. 12.6a, where one may see that there
is no substantial difference between any of the methods. The worst performance
is associated with saturated LQ, which settles slower than the rest of the group.
The controlled vibration response is not distinguishable, all stable MPC methods
perform very similar indeed. All oscillating control courses decay to a steady-state
output value at a similar exponential rate. Although the conclusion of this experi-
ment is that the damping performance of the different MPC strategies is almost the
same, Fig. 12.7a indicates a detail of the beam tip vibrations. In this figure, it is
clear that QPMPC, MPMPC and mt-MPMPC give the same damping performance
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Fig. 12.7 Detail of the beam tip vibration output is shown (a), while the corresponding actuating
signal is featured in (b). See Fig. 12.6a for a legend of line designations

while NRMPC is slightly worse. The highest displacement peaks, therefore the worst
damping appears with the LQ controller.

A more dominant difference is observable in Fig. 12.6b, where the voltage passed
onto the actuators by the different controllers is featured. Saturated LQ produces
slightly more aggressive control moves than the MPC methods, which is especially
visible after the initial saturated stage has passed. The QP, MP and minimum-time
MP-based MPC methods perform very similarly, the practical differences in this test
are negligible. The artifacts caused by the suboptimality of Newton–Raphson-based
MPC are dominant on the figure: instead of the very saturated switching behavior
resembling a square signal visible at the beginning of the test, NRMPC produces
a less optimal output approximating but never fully reaching the constraints. This
response resembles a sinusoidal signal on the image. Note that by implementing
the one step ahead extension of the NRMPC algorithm [46, 55], the two controlled
responses could possibly match more closely. However, simulation tests suggested
that the extension did not provide the expected performance increase, this is believed
to be caused by the given system model of the lightly damped underactuated system.
Similarly to the previous case, a detail of the first 30 samples (0.3 s) of the control
course focusing near the upper voltage constraint is presented in Fig. 12.7b.

A slight deviation is measurable in the control signal, drifting away from the
equilibrium value of zero volts. This is due to the fact that the reference value of
the laser triangulation system is arbitrary, and also tends to change by the fractions
of millimeter due to deformation during experiments. To compensate for this static
deflection difference, the controller attempts to supply a mean voltage shifted from
zero constantly.

From this test it is evident that there is no substantial difference in the damp-
ing performance for the investigated MPC methods. All MPC methods respect the
actuator constraints as expected and the natural damping properties of the beam are
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significantly improved. It is important to see that while the QPMPC controller was
already at the verge of implementability on the given hardware and the MPMPC
strategies were requiring long computation times, the NRMPC could be applied
with orders of magnitude shorter sampling periods. A similar system with higher
sampling rates could only be controlled by NRMPC of the four investigated MPC
vibration control strategies. Taking into account the damping response of the system,
the suboptimality of NRMPC is not significant in comparison with optimal QPMPC.

Although no significant performance difference has been demonstrated between
the LQ controller and the MPC methods here, this is simply because this labo-
ratory AVC model uses only a single input and a single output. The advantages
of constrained MPC methods over saturated LQ control will mainly manifest with
more complex MIMO vibration control systems. The constrained MPC strategy opti-
mizes its inputs while taking into account the different limits imposed on the system.
The saturated LQ method only clips the outputs to the allowable levels, therefore
its performance will suffer significantly with increasing problem dimensionality in
comparison to MPC.

12.3 Frequency Domain Tests

This section focuses on the behavior of the damped beam in the frequency domain.
Free response is compared to the different investigated MPC methods and contrasted
to LQ control as well. First, the response to a harmonic excitation by an electrody-
namic modal shaker is investigated. This is followed by a brief analysis of the NRMPC
and MPMPC controlled beam, which is excited by a piezoelectric transducer.

12.3.1 Disturbance by Modal Shaker

An electrodynamic modal shaker4 has been connected directly to the beam. This
modal shaker has been utilized as a source of harmonic swept disturbance through the
bandwidth of interest. Swept sinusoidal disturbances are standardly used to perform
frequency domain tests on mechanical structures with AVC using electrodynamic
shakers [39, 52, 57, 60, 62, 78]. The linear nature of the beam dynamics is also an
important assumption in the damping comparison tests performed in the frequency
domain [38].

The modal shaker has been mechanically coupled to the vibrating beam via a thin
copper wire. To prevent mechanical interaction in modal tests, a piano wire is usually
used as the stinger mechanism, which has to be connected perpendicularly to the plane
of movement [12]. The added mass shifts resonant frequencies down, while constrain-
ing the structure (thus increasing stiffness) may increase resonant frequencies [38].

4 See Sect. 5.5.5 for the description of the shaker and shaker amplifier.

http://dx.doi.org/10.1007/978-1-4471-2333-0_5
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As this experiment is not designed as a modal test, it is not essential to prevent all
interactions. The shaker only acts as a source of disturbance. The imperfection of
the connection reveals itself mainly through the shift of the first uncontrolled modal
frequency to slightly higher values: from 8.1 Hz to approximately 8.8 Hz in forced
vibration mode without control.

The simple second order prediction model used in the MPC controllers contains
information about the first resonant frequency. Based on this fact and the sampling
frequency of the controller, a chirp signal with the bandwidth of 0–20 Hz has been
supplied onto the shaker to excite the beam in and around the first resonant frequency.
The amplitude of the chirp signal was ±10 V and was passed to the shaker amplifier.

A manufacturer specified 1.8 A (RMS) current limit was enforced, this however
proved to be redundant. Repeated tests revealed that the amplification gain had to be
significantly lower than the possible maximum. This is because the shaker in its full
power drive conditions excites the beam tip over ±15 mm, which is over the operation
range of the laser triangulation system. The measurement lasted 240 s, which allowed
the first mode to be excited with sufficient resolution. The sampling rate of control
and measurement has been set to 0.01 s.

The same second order state-space model of the vibrating system was used for
generating predictions in both controllers. Just as in the case of other trials, measures
have been taken to ensure the same conditions for all algorithms. Input has been
penalized by R = r = 1E-4 and states by Q = CT C. All controllers covered a
comparable region of attraction. Reference has been set to a zero deflection.

Figure 12.8 shows the result of this experiment. The periodogram of the beam tip
deflection signal is featured in Fig. 12.8a, where both the controlled and free response
is observable. Similarly to the experiment in Sect. 12.2 there is no observable damping
performance difference for the various types of MPC control. Only the undamped
response is distinguishable from the rest. We may state that the four investigated
stable MPC controllers provide a very similar vibration damping performance in the
bandwidth of interest.

Maximal power-frequency signal amplitude with the corresponding resonant fre-
quency and the absolute deflection is given by Table 12.1. As one may judge by the
level of peak beam tip deflections, all four types of investigated controllers reduced
maximal deformations approximately to ymax = 3.3 mm. Resonant frequency of the
controlled response is shifted to higher values than free, since the active beam is
essentially stiffened by the controllers.

The periodogram of the actuator voltage supplied by the controllers into the actu-
ators is shown in Fig. 12.8a. There are three things worth noticing in the aforemen-
tioned figure: first is that there is no substantial difference in the system input for the
QP, optimal MP and saturated LQ controlled experiments. The power of the NRMPC
system input signal is however less powerful, this is due to the fact that NR provides
suboptimal control in comparison to QP or optimal MP-based MPC. Finally it is
worth noting that the minimum-time MP-based MPC system input tends to be noisy
and generally more aggressive for the frequencies above and below the first resonant
mode. Nevertheless, this is anticipated and the reason for it is that the minimum-
time controller is behaving as an aggressive “bang–bang” controller. We may state,
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Fig. 12.8 Narrow band periodogram of the beam tip deflection signal is shown in (a), while the
periodogram of the corresponding actuating signal is featured in (b)

that the minimum-time multi-parametric controller tends to overreact small-scale
disturbances outside the vicinity of the resonant frequency, but this is not significant
in the overall damping response.

As it is clearly visible in Fig. 12.8a, the damping response is somewhat less effi-
cient than in the case of vibrations forced by an additional piezoelectric transducer,
as featured in the next section. The deteriorated performance of both controllers can
be attributed to the fact that the effect of piezoelectric actuators is very limited in
comparison with the level of the forced excitation. Harmonic excitation provided
through piezoelectrics can be compensated significantly better.
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Table 12.1 Summary of the damping performance analysis of the tests performed using both the
chirp and PRB signal excitation

A(dB/Hz) f (Hz) y(mm) A(dB/Hz) f (Hz) y(mm)

Chirp test PRBS test
Free − 2.29 8.82 4.3 8.60 8.67 5.6
QP − 5.82 9.13 3.4 4.76 9.11 4.7
MP − 5.94 9.09 3.3 4.41 9.12 4.4
MPmt − 5.84 9.09 3.4 4.36 9.13 4.4
NR − 6.25 9.08 3.3 4.70 9.14 4.7
LQ − 5.87 9.09 3.4 4.41 9.15 4.3

Amplitude is represented as signal power/frequency and is denoted by A(dB/Hz), first mode reso-
nance frequency is denoted by f(Hz) and the absolute maximal beam tip deflection is marked by y
(mm) in the table

The damping performance of controllers has not been evaluated at higher fre-
quencies, since the computer used for measurement logging is also utilized as the
controller. Although, higher modes are not explicitly included in the controllers, they
are expected to provide a certain level of attenuation.

12.3.2 Disturbance by PZT Actuation

In this experiment, a third piezoelectric actuator PZT35 has been enabled, exciting
the beam through the bandwidth of interest. In addition to introducing external dis-
turbance into vibrating structures through electrodynamic modal shakers, swept sine
excitation can also be transferred to the system via piezoelectric patches [35]. The
efficient suboptimal NRMPC algorithm and the optimal MPMPC algorithm have
been compared to the forced free response without control.

Chirp signal with the maximal allowable amplitude has been used to drive the
actuator with a frequency ranging from 0.1 to 20 Hz. The upper frequency of the chirp
signal passes the first eigenfrequency, while not reaching the second. An additional
test evaluated NRMPC damping performance at the second eigenfrequency around
50 Hz.

The suboptimality of the NRMPC algorithm seems to be more significant and
obvious in this type of frequency domain test, as with the shaker actuated experiment
or the initial deflection experiment in Sect. 12.2. This is clearly illustrated in Fig. 12.9,
where the single sided logarithmic amplitude is plotted for different frequencies. As
expected, the optimal MPMPC controller performs the best, suppressing the first
mode by a factor of ξ = 15.1.6 NRMPC provides a still significant although lower
performance, damping first mode resonance by a factor of ξ = 11.4. Both controllers

5 See Sect. 5.1.4 for the designation and placement of transducers.
6 Note that ξ (xi) is used as a relative factor comparing the peak amplitudes in the periodogram
and is not to be confused with the damping factor commonly denoted by ζ (zeta).

http://dx.doi.org/10.1007/978-1-4471-2333-0_5
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Table 12.2 First mode damping performance summary

Freq. (Hz) Defl. (mm) Damp. ξ (−)

Free 8.18 12.57 −
NRMPC 8.86 1.11 11.4
MPMPC 9.3 0.83 15.1

Table listing shifted eigenfrequencies, maximal deflections and damping ratio ξ
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Fig. 12.9 Uncontrolled, NRMPC and MPMPC controlled beam tip response to a harmonic excita-
tion by bonded piezoceramics in the frequency domain

shift the first mode eigenfrequency to slightly higher values, MPMPC being the
furthest from the original value, followed by the NRMPC damped response. Damping
performance for the first vibration mode can be summarized in Table 12.2.

It is also interesting to note that below a certain vibration displacement level
7 both controllers increase vibrations slightly. NRMPC generated more controller
noise in this nearly undisturbed situation than MPMPC. At a 3 Hz excitation the mean
approximate free vibration level is 0.17 mm, MPMPC is 0.18 mm and for NRMPC is
0.19 mm. Although this effect is quite insignificant, it seems that for very low-level
vibrations the natural damping of the structure is more appropriate than external
control. It would be advised to modify the controller to disengage when the level
of vibrations fall under a given threshold. External effects present at measurement
time, such as road traffic, heat convection and movement of air within the laboratory
may also cause the controllers to excite the system above normal levels of vibration.
Such a dead zone would possibly have an effect on controller stability, therefore its
implementation is not recommended if stability guarantees are necessary.

7 Approximately 0.2 mm, also depending on the frequency.
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Fig. 12.10 Uncontrolled and NRMPC controlled beam tip response to a harmonic excitation in the
vicinity of the second transversal modal frequency

It is worth noting that for a given example and problem parameters MPMPC
differs from QPMPC only in the way of implementation and not the end result.
Therefore, it is evident that this experiment performed with MPMPC has produced
the same response and damping properties as QPMPC. As previously, results apply
for QPMPC as well.

Although the second order model used for response prediction does not allow for
the explicit handling of higher order dynamics, the NRMPC controlled tip resonance
in the second mode is damped by a relative factor of more than ξ = 3. This is
illustrated in the logarithmic amplitude spectrum of beam tip vibrations for a portion
of the bandwidth of interest in Fig. 12.10. The second free vibration eigenfrequency
occurs at 50.9 Hz, producing a top deflection of 1.3 mm. This is not shifted to another
frequency by the NRMPC controller, resulting in a second vibration mode causing
a deflection of 0.4 mm. The self-excitation at low deflections is insignificant.8

The extraordinary offline computational burden imposed by higher sampling rates
and fourth order dynamics prevent direct comparison with MPMPC at and over sec-
ond mode resonance. Given the hardware available at the time of measurement,
the sampling rate of the excitation signal and measurement had to match the sam-
pling rate of control. Therefore, this experiment used a model with higher sampling
rates—which could be regarded as an oversampled model. This could lead to unex-
pected behavior or decremented vibration suppression performance, and has been
considered only for testing purposes.

8 At 40 Hz excitation, the difference between mean uncontrolled vibration and NRMPC controlled
is approximately 0.01 mm. This is below the noise level normally encountered at the given laboratory
environment.
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12.4 Random Excitation

This section deals with the effect of pseudo-random excitation on the model predictive
controlled active structure. First, a test is presented, where random excitation is passed
onto the blade through an electrodynamic shaker. This is followed by a comparison of
MPC methods on the lightly damped structure, where a fan is used to create turbulent
airflow around the blade.

12.4.1 Random Excitation by a Modal Shaker

An electrodynamic modal shaker has been used to generate random vibrations on
the structure. The physical setup of the shaker and amplifier settings for this test
were identical to the arrangement presented for the experiment in Sect. 12.3.1. Modal
shakers are commonly used to introduce random force effects to vibrating mechanical
structures with control [12, 52, 68, 73, 75].

The source of the disturbance was a pseudo-random binary signal with a 0.01 Hz
discrete sampling. This signal assumed two voltage levels, which were adjusted in
order for the shaker to drive system states to levels, where the quadratic programming
MPC algorithm requires execution times closely matching but not exceeding the
sampling period of the controller. The signal has been generated utilizing the System
Identification Toolbox [87].

Care has been taken to ensure the same conditions and settings for all MPC
controllers. Penalization and other settings for this test were in accordance with
those described in Sect. 12.3.1.

Figure 12.11 presents the results of this trial. The uncontrolled, LQ and differ-
ent MPC controlled beam tip vibration power/frequency periodogram is plotted in
Fig. 12.11a. The same measurement is also illustrated in the time domain for all three
cases in Fig. 12.11b.

Although the resolution of the frequency domain plot in Fig. 12.11a is somewhat
limited, it is evident that all controllers performed very well in these situations. As
one may assess, there is no significant difference between the relative damping per-
formance of the featured predictive control methods. The analysis given for the chirp
signal test in Sect. 12.5.2 is essentially valid here as well. Maximal signal amplitudes
and resonant frequencies, including maximal deflections for the individual controller
schemes are featured in Table 12.1.

Controller performance is also illustrated on the time domain signal, where both
the peak and average values of tip deflection were reduced in comparison with the
uncontrolled situation.
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Fig. 12.11 Vibration response of the beam tip in the frequency (a) and time domain (b) to a pseudo-
random excitation generated by an electrodynamic modal shaker

12.4.2 Pseudo-Random Excitation by a Medium Sized Fan

Piezoelectric actuators driven with a high amplitude random signal only trigger small
deflections in the sub millimeter range. Evaluating control performance with this
experimental setting is impractical. In addition to issues with noise and possible
actuator overload, small deflections would prohibit the states governed by the MPC
controllers to leave their terminal set and engage constraints.

Instead of using additional piezoelectric actuators, the beam has been excited
by turbulent airflow produced by a medium sized fan. The fan has been placed
in a stationary, perpendicular position—about 50 mm close to the free beam end.
Although this excitation cannot be regarded as purely random, its effects may show
additional insight in the performance of the NRMPC controller.

To engage constraints actively, the actuator limits have been modified to ±40 V.
The first portion of the graph illustrated in Fig. 12.12 shows the beam tip movement
subject to the airflow with no control. Later NRMPC control was engaged, resulting
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Fig. 12.12 Vibration response of the beam tip (a) and the controller output (b) to an excitation
generated by turbulent airflow around the beam

in an overall improvement in the range of tip movement. The mean absolute dis-
placement of the uncontrolled vibration is 0.37 mm, the controlled 0.07 mm, which
is a more than fivefold decrease, as visible in Fig. 12.12a. The peak uncontrolled
deflection is 1.0 mm, the controlled 0.3 mm, that is a threefold decrease. The control
signal indicated in Fig. 12.12b respects the given constraints, approaches but never
exceeds them. The actual damping performance is significantly better, if the full
voltage range of ±120 V is engaged on the actuators.

12.5 Algorithm Speed

Algorithm speeds for the different MPC implementations have been tested experi-
mentally. All controllers featured here use common settings and are implemented
on the same computer hardware, running the xPC Target rapid software prototyp-
ing platform. The prediction horizon nc has been set according to the traditional
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dual-mode stable QPMPC implementation, since this is the slowest of the tested
methods.9 A nc = 70 steps horizon ensures that the QPMPC controller is usable,
however its top computational times are approaching the sampling instant.

12.5.1 Initial Deflection

Similarly to the experiment assessing the damping performance of the algorithms
featured in Sect. 12.2, the end of the beam has been deflected 5 mm away from its
initial position then left to vibrate without any further outside force interaction.

Computational times for the initial deflection test are featured in Fig. 12.13, where
the horizontal axis denotes time samples and the vertical axis shows task execution
times (TET) [85]. Minimal, maximal and average computational time for both inside
and outside the target set is summarized in Table 12.3 as well.

As expected, this implementation of the traditional quadratic programming-based
MPC [21, 22, 25] utilizes almost all the sampling period to complete its calculations.
The first section of the graph is computationally more intensive, following this system
states move into the target set, where a stable level of computational time is needed
to evaluate the problem. With the given setup and requirements QPMPC is on the
limit of practical implementability.

The rest of the controllers require significantly shorter task execution times.
Optimal multi-parametric MPC achieves more than two orders of magnitude better
computational times than QP even when constraints are active, indicating a substan-
tial reserve in implementability. Minimum-time suboptimal MPMPC provides even
shorter execution times, however, the less than a factor of two difference between its
optimal equivalent is not very significant.

Saturated LQ is also shown in Fig. 12.13, and serves as a basis of comparison.
Since all the featured MPC methods require algorithms for state observation, access-
ing input and output ports and data logging; the TET response of the LQ controller
may be regarded as an absolute minimal computational time floor for the given hard-
ware configuration. The laboratory measurement card manufacturer also lists a 12µs
long time for data transfer, which is included both in Fig. 12.13 and Table 12.3. In this
light, it is interesting to observe the execution time graph for the NR-based controller,
where NR shows no significant increase of computational time when compared to

9 Note that the timing data for QPMPC featured in this section is given for the qpOASES sequential
solver module. The sequential qpOASES_SQProblem module is computationally more efficient
than the constant qpOASES_QProblem, given that the MPC formulation uses variable parameters
[23]. The timing experiments featured here assume fixed prediction H, G and fixed constraint
matrices Ac, b0, Bx . The task execution times shown in the following tables and figures include
only the execution time of the sequential QP solver and do not enclose any additional operation,
thus QPMPC is directly comparable to the other efficient MPC methods. By using the non-sequential
solver (qpOASES_QProblem), in theory the QPMPC method could perform slightly better than it
is suggested by the timing data featured here. Nevertheless, this does not influence any of the
conclusions implied by the analysis featured in the following pages.
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Fig. 12.13 Task execution time (TET) required to compute the previous step in seconds, for an
initial deflection test

Table 12.3 Task execution time summary for the initial deflection test in microseconds. Abbrevi-
ation “t.s.” denotes target set

tmin (µs) tmax (µs) tavg (µs)

Outside t.s. Inside t.s.
QP 715 8975 6815 716
MP 14 77 42 14
MPmt 14 38 26 14
NR 14 17 16 14
LQ 15 16 15 15

saturated LQ. After the observed system state enters the target set, all of the inves-
tigated controllers need shorter execution periods than it is required during control
with active constraints. With inactive constraints, every investigated controller except
QPMPC requires comparable computation time to the LQ controller.

A detail of the TET experiment with the efficient controllers in focus is featured
in Figs. 12.6a, b, where the computational times are shown where the state is outside
the target set and inside the target set.

12.5.2 Chirp Signal

A chirp signal with the bandwidth of 0–20 Hz has been supplied into a laboratory
shaker to excite the beam in and around the first resonant frequency. Computational
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Fig. 12.14 Time required to compute one control step in the frequency domain

times were acquired for all four investigated controllers inside and outside the reso-
nant area.

Task execution times for this experiment are featured in Fig. 12.14, while the
minimal, maximal and average computational times are summarized in Table 12.4
for within and outside the resonant area. The TET values are shown in the area
surrounding the first resonant frequency, as this is the region, where the disturbance
introduced by the shaker may cause the system states to leave the target set. The
conclusions drawn from the former experiment in Sect. 12.2 are valid for this case
too. Quadratic programming-based MPC is running with execution times very close
to the sampling periods of the controller. The rest of the controllers need two orders of
magnitude shorter execution times. In this case, optimal MPMPC requires almost the
same average execution time than its minimum-time formulation counterpart, while
NR-based MPC remains the fastest of them all closely approaching the minimal
possible task execution times set by the LQ controller.10

The task execution time for the computationally efficient algorithms is featured
in detail in Fig. 12.16c, where the frequency of the excitation signal is close to that of
the controlled resonant frequency of the beam. Due to the increased displacement,
the system states are outside the target set and thus a longer computational time is
required by all algorithms. The baseline to the computations is the LQ algorithm.
Figure 12.16d shows the TET analysis for a bandwidth exceeding the first resonant
frequency of the beam, with smaller displacement therefore placing the state inside
the target set with the corresponding faster computational times.

10 Compared to the experiment in Sect. 12.2, minimal execution time given by the LQ controller
is increased by shaker controls and additional data logging.
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Table 12.4 Task execution time summary for the resonant and non-resonant controlled beam
response to the chirp test in microseconds

(μs)→ tmin tmax tavg tmin tmax tavg

Resonance (9.0–9.6 Hz) Outside res.(0–8 Hz)
QP 4925 8739 6405 725 732 728
MP 25 48 32 23 28 24
MPmt 24 41 31 24 28 24
NR 25 30 26 24 28 24
LQ 24 28 24 23 28 24

Constraints are active inside the resonant area, while outside resonance the system state is located
within the target set
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Fig. 12.15 Sample portion of a typical online computational time requirement for a disturbance
initiated by a pseudo-random binary signal

12.5.3 Pseudo-Random Binary Signal

The online timing properties of the MPC methods of interest have been evaluated
using a pseudo-random binary signal supplied to a modal shaker. This signal assumes
two voltage levels, adjusted to drive system states to levels, where the quadratic
programming MPC algorithm requires execution times closely matching but not
exceeding the sampling period of the controller.

Figure 12.15 shows a sample portion of the task execution times for the individu-
ally investigated controllers, running in response to a pseudo-random binary distur-
bance signal. A computational time summary for a 100 s long pseudo-random test is
indicated in Table 12.5 as well. The execution times are very similar to the experi-
ments featured in Sects. 12.2 and 12.5.2, therefore the analysis will not be repeated
here. Moreover, similarly to the previous cases, a detail of the task execution times for
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Fig. 12.16 Details of the task execution time (TET) experiments excluding the slower QPMPC
algorithm and concentrating only on the computationally efficient strategies. The computational
time tests are (from top to bottom): initial displacement (a, b); frequency test (c, d) and random
excitation (e, f). The left column shows the algorithms working with a state outside the target set,
while the right column shows the computational times if the state is inside the target set
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Table 12.5 Task execution time summary for a 100 s long pseudo-random test in microseconds

tmin (µs) tmax (µs) tavg (µs) ±tstd (µs)

QP 722 9789 2784 2603
MP 24 76 26 5
MPmt 24 52 26 2
NR 24 29 25 1
LQ 23 28 24 < 1

the computationally efficient algorithms in response to the pseudo-random excitation
are shown in Figs. 12.16e, f.

12.5.4 Possible Improvements on NRMPC Speed

Although the use of higher order models would increase control bandwidth, this also
necessitates more time-consuming online operations involving matrices that are more
complex. The computational speed achieved in the trials presented in the previous
sections suggests that the sampling rate may be increased.

To achieve this, further optimization and review of online code is necessary. For
the interest of rapid code deployment, the xPC Target platform has been used in this
work with default code portions and blocks. On the other hand, a truly optimized
code shall minimize computational overhead and use custom written functions for
input–output functions, state observation and others. Process monitoring and data
logging facilities also limit algorithm speed. Transcribing the C code directly into
machine language, or as often referred to Assembler, is a time intensive process,
however may yield very desirable results as it has been shown by a QP-based MPC
approach by Wills et al. in [90, 91]. Similarly, Ferrau et al. utilized the active set
QP approach also featured in this work and achieved 50 ms long sampling times11

in [24] also without stability guarantees. Another possibility to speed up quadratic
programming-based MPC is to use a multi-core parallel computing architecture [31].

Along with a more efficient algorithm implementation, the NRMPC code speed is
highly dependent on the type of hardware used. A machine code optimized NRMPC
algorithm deployed on a high-speed digital signal processing board presents the full
potential this approach can yield.

12.6 Conclusions

Based on the experiments presented in this chapter, one might conclude that all MPC
algorithms perform very similarly. Even saturated LQ provides a level of attenuation
comparable to MPC, while all of the strategies significantly improve the natural

11 This is five times longer sampling than the one utilized in this work. Moreover, Ferrau et al.
utilized an 5 step prediction model instead of the 75 step assumed in this work. Note that the model
in [24] has been more complex than the one used here.
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damping properties of the beam. Are we suggesting that if one can afford to use an
MPC control strategy with high computational demand, it does not matter which one
to choose? Are we suggesting that MPC is no better than saturated LQ or any other
control method with simple saturation? Absolutely not.

Let us review the question of comparing different MPC controllers in the applica-
tion scenario discussed here. It is true that the experiments suggest that all algorithms
perform similarly in terms of attenuation performance. However, the main issue is
whether we can implement these at all. Our approach was to use the highest possible
sampling speed and longest horizon, which still allows the most computationally
burdensome QPMPC algorithm to be implemented. In the interest of a meaningful
timing performance analysis the rest of the controllers followed this trend. Even
though the damping performance was comparable, the timing data paint an entirely
different picture:

• The QPMPC algorithm was already on the verge of implementability, even with
the relatively slow sampling period and small model order.

• All efficient algorithms including optimal MPMPC, minimum-time MPMPC and
NRMPC showed very low real-time computational needs.

That would suggest that QPMPC is not ready to be implemented in vibration con-
trol, especially with short sampling period applications or long horizons. This may
change in the future by the evolution of industrial computing platforms. However,
for now, that leaves us with the computationally efficient MPC algorithms. Are these
all suitable for vibration control—especially the vibration control of lightly damped
structures? Again, the answer is no, and this time we may turn to the offline controller
computation time analysis for an explanation. The experiments were based on the
longest horizon, which QPMPC could tackle on a given hardware platform. This
horizon was still suitable for pre-computed explicit MPMPC controllers. Neverthe-
less, by looking at the offline timing data presented in the previous chapter, one may
easily conclude that by increasing the horizon even further, or increasing the model
order, the computation times of the MPMPC controllers become intractable. That
would leave us with the NRMPC controller.

But is the NRMPC controller a clear winner of our tests? The answer is yet again,
no. While NRMPC is indeed the fastest of all algorithms in the online run, moreover,
its offline computation time is absolutely tractable and offers the largest possible
region of attraction, it is sadly not a universal solution for vibration control. The
reason for this is its suboptimality, which is detectable in the experiments comparing
performance, albeit still not prohibitive for the SISO case. For a MIMO system with
comparable properties but with larger model orders, the QPMPC controller along
with the MPMPC controller would not be implementable. Although based on the
timing data presented here NRMPC is expected to be tractable in terms of both
offline and online run, its performance may degrade beyond the level of usability for
increasing model orders.

We could translate the above limitations and properties of different MPC algo-
rithms to other terms. Based on the implications of the simulations and experiments
performed in the previous chapters, NRMPC provides the largest possible region of
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attraction. The question which algorithm may provide the largest prediction horizon
with a fixed sampling period (while still being tractable for implementation) is not
relevant, as this problem is in direct connection with the issue of the volume of the
region of attraction. Moreover, due to the optimization of prediction dynamics, hori-
zon length in NRMPC shall be equal to the order of the prediction model. NRMPC is
also the fastest algorithm of the ones considered here, with execution times compa-
rable to simple saturated LQ. This indicates a large reserve in terms of computational
potential. What NRMPC unfortunately lacks is optimal performance, which may be
a serious issue with high order SISO or more complicated MIMO systems. In case
online or offline computational time and effort is not an issue but a truly optimal
performance is required, the best choice is MPMPC. QPMPC is computationally the
most burdensome method, thus if shorter sampling periods are required, as it is often
the case with AVC, its use is not recommended. Likewise, it is not recommended
to use the minimum-time variant of MPMPC in vibration control, as our simulation
and experimental results did not provide a convincing improvement in off and online
computational load. Thus, in summary we may state that:

• If high sampling speeds are required, NRMPC is recommended.
• If a large region of attraction is required, NRMPC is recommended.
• If the highest level of optimality is required, MPMPC is recommended.
• The use of minimum-time MPMPC or QPMPC is not recommended in AVC.

Since the performance of MPC algorithms contrasted with saturated LQ (or any
other saturated method) is comparable, one might wonder, what is the reason to
use the more complicated and computationally intensive predictive method, if tra-
ditional control strategies perform just as well. This question has been answered by
the thousands of successful industrial users of MPC, who have preferred it to the
saturated methods because of its stability guarantees and performance increase for
more complicated plants. Even though the performance of the saturated LQ method
is similar to MPC in the tests presented here, this property clearly diminishes with
increasing model orders. The ability to handle constraints in MPC is not the same as
simply cutting off the inputs of classical strategies by saturation limits. This is true
both for the possible stability issues created by the non-linear saturated law and the
performance, especially with higher order models with multiple inputs and outputs.
To put it another way: constraint handling is not the same as saturation.

Let us attempt to provide recommendations to those who are seeking the ideal
controller candidate for a vibration control system, which is constrained and medium
to lightly damped:

• If constraints are not present or can be practically ignored, choose a traditional
controller, such as LQ, PPF, etc.

• If constraints are present but their effect is minimal, stability issues are unlikely
and the performance of the controller is not critical, choose traditional controllers
like LQ, PPF and others but with saturated inputs.

• If constraints are present and they are likely to be often engaged, stability issues
are likely to occur and performance is critical, choose an MPC method.
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Fig. 12.17 The flowchart illustrates the line of thought one may follow in order to select the ideal
controller for a vibration control system, which may have to face issues with constraints, stability
and computational load

– If the vibrating system is not very lightly damped and computation speed is not
an issue, choose dual-mode infinite horizon QPMPC.

– If online computational speed is an issue but the offline computation of the
pre-computed explicit methods is still tractable, choose MPMPC.

– If a very large region of attraction is needed (implying a lightly damped sys-
tem), very small online computational times choose NRMPC, but make sure its
performance drop is not too prohibitive.

The line of thought described above is illustrated in the flowchart in Fig. 12.17.
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12.7 Closing Remarks

A multi-disciplinary work has been presented here; involving the advanced topic
of modern control algorithm design in vibration attenuation applications. Our ulti-
mate aim was to successfully deploy, verify and compare computationally efficient
and stabilized model predictive controllers on an experimental AVC demonstrator to
actively cancel mechanical disturbances. As it is often the case with practical engi-
neering tasks, while achieving the objectives new problems have become known.
Numerous examples of the aforementioned unexpected difficulties are investigated
throughout the span of this monograph. Some of these partial problems are solved or
a workaround is proposed, while others were simply pointed out for giving directions
for the future of this type of research.

12.7.1 Summary of Main Points

Let us now give a summary of some of the important aspects of model predictive
vibration control covered in this book:

12.7.1.1 Horizon Length

Model predictive control-based vibration suppression of very flexible structures actu-
ated by piezoceramics requires extremely long horizons, if stability is to be ensured
a priori through terminal constraints. Although this fact is somewhat self-evident,
the actual length of necessary prediction horizons can be surprising, as it has been
presented here. These large horizons prohibit the use of QPMPC due to the heavy
online computations involved. On the other hand, as the simulation data presented
here suggests, the use of MPMPC in such and similar control situations is impractical
especially with increased model orders. This is due to the long offline computational
times required to obtain the controller, high memory needs and possibly excessive
search times.12

12.7.1.2 NRMPC Implementation

The theory on Newton–Raphson-based suboptimal model predictive control has been
established already [10, 45, 46], although the implementation in a certain physical
application brings yet unknown practical aspects to light. Which semidefinite pro-
gramming solver yields the best results, and what are the alternatives? How can one
make the most out of the online controller code by sparing every possible elementary

12 See Sect. 11.1 for prediction horizon lengths and Sect. 11.2 for a simulation results and discus-
sion involving MPMPC properties on the experimental system.

http://dx.doi.org/10.1007/978-1-4471-2333-0_11
http://dx.doi.org/10.1007/978-1-4471-2333-0_11
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operation? How is it possible to link and deploy well established matrix algebra pack-
ages to the rapid prototyping system used?13 Relevant sections of this book propose
answers to these questions and more.

12.7.1.3 NRMPC Simulation Results

It is easy to realize that if a controller fails in simulation, it cannot be counted on
in a real-life application. Simulations performed using the NRMPC controller and
mathematical models of the vibrating system pointed out issues involving viola-
tion of the invariance condition, causing loss of stability. This has been attributed
to numerical difficulties and a possible workaround involving solver precision has
been suggested. Contrary to the results of the simulations using randomly generated
systems presented by Kouvaritakis et al. in [46]; the built-in suboptimality of the
NRMPC algorithm may be quite significant. Unfortunately, this is true especially
with state-space models of very flexible systems, like the experimental demonstra-
tor considered here. Significant suboptimality in controller performance has been
demonstrated in simulation and solution possibilities involving several steps ahead
extensions discussed.14

12.7.1.4 Feedback Estimators

A good match has been observed between model output estimates and measure-
ments in the feedback verification experiments. Free and LQ controlled vibrations of
the beam tip are predominantly governed by the first vibration mode, therefore the
considered second order models provide satisfactory tip position estimates. How-
ever, limitations of low order measurement models were evident from the frequency
domain test.

Capacitive and piezoelectric sensor-based feedback has been utilized in exper-
iments investigating the overall damping effect change due to different control
schemes. Initial deflection tests demonstrated that under equivalent controllers
both capacitive and piezoelectric sensor-based feedback control provide identical
performance to the case of direct measurements. Moreover, the damping perfor-
mance of both estimate-based controllers is on par with direct laser feedback in the
frequency domain even if higher order structural vibration modes are being excited.

It may be concluded that according to the analysis presented here, industrial
grade capacitive proximity sensors are suitable as position feedback sources for
structural vibration control of lightly damped mechanical structures. These devices

13 See Sects. 10.3.1, B.3.2.1 and B.2.3.2 for answers.
14 See Sect. 11.3 for the numerical issues causing invariance condition violation and Sect. 11.4 for
optimality issues.

http://dx.doi.org/10.1007/978-1-4471-2333-0_10
http://dx.doi.org/10.1007/978-1-4471-2333-0_11
http://dx.doi.org/10.1007/978-1-4471-2333-0_11
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present an edge over laser triangulation and laser Doppler vibrometry equipment-
based feedback because of their price, availability and compactness. Since precision
is not necessarily an issue in practical applications, capacitive sensors provide an
adequate signal to the controller. Furthermore, capacitive proximity sensor feedback
possesses the advantage of providing contact-free deformation estimates, in cases
where structural integration of piezoelectric strips is not possible.

12.7.1.5 NRMPC in Experiments

The computationally efficient Newton–Raphson control strategy has been validated
and evaluated in several practical tests, proving its viability in high-speed and
large deformation scale vibration suppression applications. The NRMPC formu-
lation allows recovering the largest possible region of attraction under an ellipsoidal
terminal set, while having a fixed prediction horizon equal to the length of the model
order. Despite of its suboptimality, NRMPC is a viable and attractive choice for the
problem class in question.

Experimental measurements demonstrate excellent vibration suppression capa-
bility in wide deflection ranges, while guaranteeing stability and feasibility of
constraints. NRMPC has been compared to other methods in both simulation and
experiment, indicating the possibility to reach speeds up to 10 kHz without spe-
cially optimized code or hardware. Trials involving large initial deflections, fre-
quency domain disturbances and pseudo-random excitations also proved the worth
of NRMPC in such and similar applications.

12.7.1.6 MPC in Vibration Damping

Results of experiments performed on the laboratory device demonstrated no substan-
tial difference between the vibration damping performance of the four considered
stable MPC algorithms. This not only true for the theoretically identical dual-mode
QPMPC and optimal explicit MPMPC, but also in the case where optimality has
been traded for simplicity and in turn computational efficiency. The damping per-
formance comparison suggests that in practice, the computationally efficient but
suboptimal methods like minimum-time explicit MPC or Newton–Raphson’s MPC
may be implemented without a considerable loss of performance.

As it has been mentioned previously in the conclusion, the main practical dis-
tinction between the four algorithms is the computational time required to complete
one cycle. From the performed tests it is evident that QP-based MPC has been on
the verge of its feasible implementation, even for the fairly simple case presented
in this book. Despite the fact that the solver utilized in this algorithm realization is
specifically designed for the needs of MPC, it is unlikely to be useful for vibration
attenuation problems with increased horizons or shortened sampling periods. The
QPMPC formulation presented here may be regarded as the basis of stabilized MPC,
while all others are alternatives or even approximates of the ideal method. This is why
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it is important to watch the development of both hardware platforms and efficient
algorithms very closely. The rather pessimistic timing results presented earlier in this
chapter may be somewhat alleviated by the fact that the qpOASES solver utilized in
the tests is based on dense linear algebra routines. The computational effort of this
class of QP routines grows quadratically to cubically with increasing horizon length.
However, sparse QP solvers exist as well, allowing the computational effort to grow
linearly with increasing horizon length. Sparse QP solvers may possibly be more
suitable for MPC problems for extensive prediction horizons—such as the model
predictive vibration control of lightly damped mechanical structures.

The optimal and pre-computed explicit MPMPC, which in theory produces equiv-
alent outputs to QPMPC, requires extensive calculations in the offline regime. Prob-
lems of higher dimensionality (both state and horizon) are unlikely to be successfully
implemented due to the likely failure of the offline computations. In short, we may
conclude that given their current algorithmic formulation and hardware support, nei-
ther QP nor MP-based optimal MPC with stability and feasibility guarantees may be
recommended for the active vibration damping of lightly damped structures.

Alternatively, the small loss of theoretical performance does not present prob-
lems in practice, therefore the suboptimal stable MPC methods considered in this
article may be recommended for vibration attenuation purposes. Both minimum-
time MPMPC and NRMPC showed damping capabilities comparable to their truly
optimal counterparts. The online execution times featured in the experimental results
suggest that there is a reserve for either increasing problem dimensionality or short-
ening sampling time.

Nevertheless, let us not forget about the possible drawbacks of these two subop-
timal methods: namely, optimality decreases steeply in Newton–Raphson’s MPC if
the order of the prediction model is increased. This is because in higher dimensions,
the true polytopic region of attraction respectively the target set cannot be effectively
approximated by a hyper-ellipsoidal shape. Then again, the offline computation of
the minimum-time MP-based MPC controller may fail for larger problem dimen-
sions, and although times are significantly less than for optimal MPMPC, they may
be still prohibitive for some applications.

12.7.2 Future Work

Several new ideas emerged during the individual development phases of this work.
Some of them have been realized and are described in this book, while others were set
aside as proposals on new directions this line of research might take, or as possible
minor improvements. Hopefully, some of these initiatives can steer related work
to new directions and eventually yield some interesting results. The following sub-
sections discuss opportunities to carry on work related to this topic and suggest future
applications and research directions:
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12.7.2.1 Practical Applications and Uses for NRMPC

NRMPC has already proved to be a useful tool in the vibration suppression of dis-
turbances in very flexible structures. There is a plethora of possibilities to test and
match different control algorithms in other vibration attenuation applications.

Active sound insulation is a type of vibration attenuation, where the expected
bandwidth of disturbances is much higher than in structural applications. Naturally,
high frequency noise canceling would require much shorter sampling periods than
those considered here. The question remains whether the combination of smaller
disturbance amplitudes and significantly shortened sampling times would still render
NRMPC as a good choice, or other methods could do better. Within the means of
laboratory trials and testing, the simplest possibility is to equip a plate with several
piezoelectric transducers, and use it as a sound insulation barrier. The excitations
could come from a speaker or several speakers covering a wide excitation bandwidth.

12.7.2.2 Sensor Models

Future works shall investigate qualitative increase of beam deflection position pre-
cision estimates using higher order models, and whether the inclusion of higher res-
onant modes in the feedback model has any practical advantages in the model-based
optimal control of lightly damped structures.

Increased sensing range possible with other types of capacitive proximity sensors
could be beneficial for this application, but the extent of improvements needs further
analysis. In addition, the exact useful bandwidth of capacitive sensors in vibration
attenuation remains questionable and shall be the subject of future inquiry.

12.7.2.3 Algorithm Speed

The very low sampling rates on par with simple LQ, even with the un-optimized code
and the relatively low-performance hardware suggest more room for improvement.
It is desirable to investigate the performance limits of the NRMPC algorithm with
different model orders. A computationally more efficient implementation may be
achieved by code optimization, direct implementation into machine code, or the
implementation of AAMPC [47]. Further improvement is to be gained from the use
of specialized hardware—for example digital signal processing boards.

Another important issue is the performance of the NRMPC algorithm both in
practical implementations and theoretically. Future works shall investigate the per-
formance gain obtained by implementing the extension presented in [46, 47, 55] and
experimentally comparing to truly optimal approaches. This extension may provide
room for algorithmic improvement with a minimal increase in necessary computa-
tional time, although the level of actual performance enhancement is questionable
and to be verified. This modification would involve scaling the perturbation value by
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stepping two or more steps outside the intersection instead of one, while verifying
the preservation of invariance and constraint feasibility.

12.7.2.4 NRMPC Optimality

As the performance deterioration is much more obvious with higher order mod-
els, experimental validation has concentrated only on second order models so far.
Experiments with higher order models shall investigate problems with performance,
especially in comparison to other stable MPC methods. It would be interesting to
distinguish whether the inclusion of higher order dynamics in the prediction model
provides a significant improvement in the damping of modes above the first.

12.7.2.5 Multi-Model NRMPC

An application unrelated to vibration control is the NRMPC controlled air-fuel ratio
in an internal combustion engine. Controlling the ideal Stoichiometric mixture in
an automotive engine would require a nonlinear or linearized model of the process.
NRMPC could be therefore involved in a multi-model control process. Conceptually
several NRMPC controllers could be generated for different models, each having its
own parameters. Switching between the controllers depending on engine working
condition shall be realized. In addition, the effect of using NRMPC in a multi-
model environment on stability and feasibility guarantees is questionable and shall
be thoroughly investigated.

12.7.2.6 Adaptive NRMPC

The working version of NRMPC offline code presented in this report has been imple-
mented in the Matlab scripting language. A software and hardware platform inde-
pendent C language version could be also realized. This shall not only make system
reconfiguration easier, but also offers the possibility to create an adaptive version of
NRMPC. The offline optimization process does not have a chance to compete with
online NRMPC sampling times, the adaptive feature could be only engaged every nb

samples. An adaptive readjustment could be performed only in the magnitude of one
or several seconds. Obviously, the effects of such a feature on stability and feasibility
shall be well explored.

12.7.2.7 Asymmetric Process Constraints

The NRMPC formulation introduced by Kouvaritakis et al. assumes symmetric
process constraints. Practical engineering applications often require non-symmetric
constraints on the output, input or states. An interesting development to the NRMPC



460 12 Experimental Model Predictive Vibration Control

algorithm would be therefore the inclusion of asymmetric constraints. This devel-
opment shall influence numerous portions of the original algorithm, starting from
the formulation of the invariance and feasibility constraints to the realization of the
online optimization task. Inclusion of non-symmetric process constraints naturally
must not influence guaranteed stability or constraint feasibility.
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Appendix A
FE Modeling of the Active Structure

This appendix complements the discussion of FEM simulation results in Sect. 5.4
with a detailed account of the code used to generate those results. Thus, it is
recommended to readers who are aiming to create a FEM model of a smart system
equipped with piezoelectric actuators in ANSYS. ANSYS is one of the well-
known commercial finite element analysis software packages available today that
is capable of performing simulations including the electro-mechanical interaction
from piezoelectric sensors and actuators. ANSYS has been used in numerous
works aimed at investigating the vibration and damping behavior of smart struc-
tures equipped with piezoelectric actuators [3, 4, 5, 15 ].

The basis for the code featured here are the demonstration examples found in
the ANSYS manual [1] and using the material data for the PZT actuator and the
supporting aluminum beam from various sources [6, 9, 10, 12, 13, 14]. For more
information about the simulation of vibrating systems in ANSYS the reader may
be interested in the book by Hatch [5] or other similar publications on the topic of
finite element analysis [2, 7, 8, 11, 16]. This appendix is divided into several
sections discussing analysis setup, parameter declaration, creating a solid model,
meshing the model, creating boundary conditions and setting up various simulation
types.

The cantilever beam of the active vibration control (AVC) demonstrator—
featured throughout this work as a comparison benchmark—has been modeled
using the 3D structural solid element SOLID5. The higher order tetrahedral
version of this element is SOLID98, although the usage of this is not justified in
this application. The settings of the element properties allow for a simple
mechanical use, where only the displacement of the nodes is considered.

SOLID5 is defined by eight nodes, each having three degrees of freedom. These
DOF are translations in the nodal x; y and z directions [1]. Material properties
required for this element in this case is Young’s modulus, Poisson’s ratio and
density. The material properties for aluminum were obtained from engineering
tables and by direct experimentation. All units used were SI default, since ANSYS
utilizes the constant value for the permittivity of free space in F/m.
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The piezoelectric material was modeled using a 3D coupled field solid element
SOLID 5. This element was chosen because of its piezo capability. A similar
element SOLID45 has also been featured in studies aimed at vibration control, for
example the work by Dong et al. in [4]. This element has eight nodes with up to
six degrees of freedom. This application utilizes three axial displacements and one
voltage DOF. Polarization direction is assumed to be along the z axis of the
element coordinate system. Required material properties to sufficiently describe
the material properties of the crystal are: density, permittivity at constant stress,
elastic compliance matrix and piezoelectric strain matrix. Material properties are
anisotropic, meaning that it has different stress/strain behavior in x; y and z
directions. The axes of anisotropy coincide with the axes of the element.

The assembly of the material property matrices proved to be difficult because of
the misleading indexing conventions used in practice. Material properties for the
piezoelectric material PZT5A were obtained from the manufacturer and diverse
other sources [6, 12, 13]. Some elements of the matrices were numerically calculated
from other known parameters, as often not all constants are readily available.

Physical dimensions and the placement of PZT patches respect the actual
configuration of the experimental setup introduced in Sect. 5.1. Because the
geometric design of the beam and actuator placement was initially subject to a
frequent redesigning procedure due to the iterative workflow, the geometric model
is working with a millimeter precision. Piezoelectric patches and the aluminum
cantilever beam were meshed separately. Meshing had a uniform 2 mm density.
This ensured sufficient resolution and precision without sacrificing too much
computing time.

The overlapping surfaces provide coincident nodes. These nodes were merged
with the relevant command, to ensure mesh connectivity. Epoxy resin used on the
physical model was assumed to have an effect on the overall dynamic response and
it has been explicitly modeled at first, however this assumption was later removed.
Instead an ideally thin and rigid adhesive layer was assumed in more recent
simulations.

A.1 Analysis Setup

Although ANSYS presents a possibility to use a graphical user interface to create
FEM models and perform simulations; writing command macros has several
advantages. These include the possibility to correct mistakes without tediously
repeating all preceding tasks and easy reconfiguration. This work utilized the built-
in ANSYS macro language ANSYS Parametric Design Language (APDL) to
create models and initiate simulations.

The following sections describe the process of creating a finite element model
of the considered active structure. These steps include simulation environment
initiation, parameter definitions, geometric solid modeling, meshing, establishing
boundary and initial conditions and of course setting up simulations.
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A.1.1 Initializing

Initializing of the modeling and simulation process starts by exiting from the
processor and clearing ANSYS database. The title of the job is stated, while
successive commands suppress extended interpreted data input and place
comments in the output. To begin the modeling phase, the pre-processor is
engaged. To prevent ANSYS from displaying irrelevant warning messages, shape
checking is carried out in silent mode. Shape checking limit is also increased from
the default value:

FINISH
/CLEAR
/title
/nopr
/com
/PREP7
SHPP,SILENT,ON
SHPP,MODIFY,1,40

A.2 Defining Problem Variables and Parameters

Problem parameters and other variables are defined in the following code
segments. These variables mainly describe the geometrical properties of
transducers, support beam, adhesive layer and transducer placement. Material
properties are also stated:

A.2.1 Dimensions of the Piezoelectric Transducer
and its Material

Dimensions of the piezoelectric wafer are stated, along with the electric potential
if needed in the actual simulation. Material properties of the piezoelectric patch are
also declared. This is including density of PZT5A, piezoelectric strain coefficients1

and relative permittivity at constant stress:

L=44e-3
H=0.25e-3
W=20e-3
V=120
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s11=16.4e-12
s22=s11
s12=-5.74e-12
s13=-7.22e-12
s23=s13
s33=18.8e-12
s44=47.5e-12
s55=47.5e-12
s66=44.3e-12
pidns=7700
d31=-179e-12
d32=-179e-12
d33=350e-12
d24=584e-12
d16=584e-12
ept11=1730
ept22=1730
ept33=1700

A.2.2 Support Beam Dimensions and Material

Length, thickness and width of the support beam are declared with millimeter
precision. The material properties for aluminum are stated, including Young’s
modulus,2 Poisson’s ratio3 and density:

Lb=550e-3
Hb=3e-3
Wb=40e-3
EXY=66.70e + 09
POIS=0.35
aldns=2834

A.2.3 Adhesive Geometry and Material Properties

Geometrical properties of the adhesive layer are stated, including length, width
and bonding thickness. The offset from the piezoelectric patch sides is also
declared, this is the dimension the adhesive exceeds wafer geometry.
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Mechanical properties of the adhesive layer are stated. Its Young’s modulus,4

Poisson’s ratio and density are conforming to generic epoxy resin properties:

Ha=0.05e-3
La=L
Wa=W
tmp=0e-3
Lda1=tmp
Wda1=tmp
Lda2=tmp
Wda2=tmp
Lda3=tmp
Wda3=tmp
Lda4=tmp
Wda4=tmp
EXYa=4e09
POISa=0.38
dnsa=1160

A.2.4 Placement of the Piezoelectric Transducers on the Beam

The following code segment states parameters defining the geometric placement of
piezoelectric transducers on the surface of the aluminum support beam. All units
are in meters and referenced from the default coordinate system origin5:

L1=14e-3
W1=10e-3
L2=90e-3
W2=10e-3
L3=322e-3
W3=10e-3
L4=14e-3
W4=10e-3

A.3 Solid Model

The following code segments create a solid volumetric model of the active
structure. Due to the simple shape of the device, practically only block shapes are
needed with the relevant dimensions. Base beam has to be divided into sections for

4 See [14] for details on epoxy resin tensile strength and other mechanical properties.
5 This is the clamped end of the blade.
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practical meshing considerations, while the modeling of transducers and adhesives
is straightforward.

A.3.1 Beam Model

The first command, BLC4 creates a block with the dimensions of the support blade.
Later the beam is divided into sections according to the distribution of the
piezoelectric patches. This is needed for the meshing phase of the work.

Division of the original block is carried out by rotating the work plane with the
WPROTA command and offsetting it to the desired place with the WPOFFS
command. Finally, VSBW subtracts intersection of the working plane from
volumes, effectively dividing volumes.

The very last WPCSYS command in this code segment resets the working plane
into its original location by defining its position based on the working coordinate
system:

BLC4,0,0,Lb,Wb,Hb
WPROTA,,-90,
WPOFFS,,,W1
VSBW,ALL
WPOFFS,,,W
VSBW,ALL
WPAVE,0,0,0,
WPROTA,,,90
WPOFFS,,,L1
VSBW,ALL
WPOFFS,,,L
VSBW,ALL
WPOFFS,,,L2-L1-L
VSBW,ALL
WPOFFS,,,L
VSBW,ALL
WPOFFS,,,L3-L2-L
VSBW,ALL
WPOFFS,,,L
VSBW,ALL
WPCSYS,,0

A.3.2 Solid Model of the Transducers

Piezoelectric transducer geometry is modeled by defining blocks at each respective
location. The three upper and finally the bottom transducers are created using the
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previously defined dimension parameters. All dimensions relate to the particular
command instruction and coordinate reference system:

BLOCK,L1,L1 + L,w1,w1 + W,Hb + Ha,Hb + H + Ha
BLOCK,L2,L2 + L,w2,w2 + W,Hb + Ha,Hb + H + Ha
BLOCK,L3,L3 + L,w3,w3 + W,Hb + Ha,Hb + H + Ha
BLOCK,L4,L4 + L,w4,w4 + W,0 - (Ha), - (H + Ha)

A.3.3 Solid Model of the Adhesive Layer

The geometry of the adhesive epoxy resin layer is modeled similar to the
piezoelectric transducers. Adhesive layer is modeled by defining blocks at each
respective location. All dimensions relate to the particular command instruction
and coordinate reference system:

BLOCK,L1-Lda1,L1+Lda1+La,W1-Wda1,W1+Wda1+Wa,Hb,Hb+Ha
BLOCK,L2-Lda2,L2+Lda2+La,W2-Wda2,w2+Wda2+Wa,Hb,Hb+Ha
BLOCK,L3-Lda3,L3+Lda3+La,W3-Wda3,w3+Wda3+Wa,Hb,Hb+Ha
BLOCK,L4-Lda4,L4+Lda4+La,W4-Wda4,w4+Wda4+Wa,0,-(Ha)

A.4 Assigning Material and Element Types

Materials for the piezoelectric transducer, aluminum beam and epoxy resin
adhesive layer are created by defining a finite element type for each and assigning
material properties. All three materials use the same element SOLID5 with
piezoelectric capability, although only the transducers have this feature enabled.
The ET command inputs element type with the proper switch controlling the
presence of an additional electric potential degree of freedom.

The command MP inputs material properties like density, Poisson’s ratio and
permittivity at constant stress or Young’s modulus if applicable. Command TB
activates a data table for nonlinear material properties or special element input.
Fields in the command control the particular type of data input: ANEL assembles
an elastic compliance matrix, PIEZ a piezoelectric strain matrix:

et,1,SOLID5,3
MP,DENS,1,pidns
MP,PERX,1,ept11
MP,PERY,1,ept22
MP,PERZ,1,ept33
tb,ANEL,1,,,1
tbda,1,s11,s12,s13
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tbda,7,s22,s23
tbda,12,s33
tbda,16,s66
tbda,19,s55
tbda,21,s44
tb,PIEZ,1,,,1
tbda,3,d31
tbda,6,d33
tbda,9,d32
tbda,14,d24
tbda,16,d16 ET,2,SOLID5,2
MP,EX,2,EXY
MP,PRXY,2,POIS
MP,DENS,2,aldns
ET,3,SOLID5,2
MP,EX,3,EXYa
MP,PRXY,3,POISa
MP,DENS,3,dnsa

A.5 Meshing of the Solid Model

The following code segment assigns materials and elements to geometric shapes,
and creates a finite element meshed model. First, a uniform finite element size is
declared by the command ESIZE. Although this is not the only option, successive
volumes defining beam, transducers and adhesives are selected based on their
geometric location using the VSEL command with the LOC option. Material
properties and elements are assigned to geometry using the VATT command:

ESIZE,4e-3
VSEL,S,LOC,Z,0,Hb
VATT,2,1,2,0
VSEL,S,LOC,Z,0,-Ha
VSEL,A,LOC,Z,Hb,Hb + Ha
VATT,3,1,3,0
VSEL,S,LOC,Z,-Ha,-Ha-H
VSEL,A,LOC,Z,Hb + Ha,Hb + Ha + H
VATT,1,1,1,0

All shapes are reselected with the ALLSEL command, and replotted to the
screen using VPLOT. For the SOLID5 element that supports multiple shapes,
MSHAPE specifies the 3D quadrilateral volume element shape to be used for
meshing. Command VMESH initiates the meshing of all volumes:
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ALLSEL
VPLOT
MSHAPE,0,3D
MSHKEY,1
VMESH,ALL

Finally, all nodes are selected after meshing. This is followed by the very
important merging command, using NUMMRG with the node option and given
precision. Neighboring nodes are merged into one. This actually ensures that the
beam, adhesive and transducers are glued together in the simulation and act as one
physical entity, thus mimicking a perfectly rigid bond:

nsel,all
nummrg,node,1e-5

A.6 Defining Boundary Conditions

The following code segments define the boundary conditions of the problem.
Gravitational field or the clamp at the fixed end of the beam are present and
identical to the case of each simulation type. Depending on whether one performs
a modal analysis or a harmonic one, boundary conditions on the piezoelectric
patches may be different.

The vector of gravitational pull is defined perpendicular to the direction of
vibrations, just as in the case of the real system. The gravitational field is defined
with the ACEL command. The left end of the blade identical with the origin of the
coordinate reference system is clamped. First, the nodes at that location are
selected by the NSEL command, then zero displacement degree of freedom
constraints are engaged using the D command. Finally, all the nodes are
reselected:

acel,0,-9.81,0
nsel,s,loc,x,0
d,all,ux,0,,,,uy,uz
nsel,all

Electrodes are defined on the piezoelectric patches by a similar methodology.
First, nodes in the uppermost layer of transducer mesh are selected. Areas are
picked by the ASEL command and then nodes in these areas selected by NSLA. The
lowest index number node is retrieved and stored in a variable. Command CP
defines the voltage coupled degree of freedom at these nodes, and the index node is
supplied with a zero potential. This process is then repeated for all transducers:

asel,s,loc,z,Hb+Ha+H
asel,r,loc,x,L1,L1+L
nsla,s,1
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*get,p1,node,0,num,min
cp,1,volt,all
d,p1,VOLT,V,0
allsel
asel,s,loc,z,Hb+Ha+H
asel,r,loc,x,L2,L2+L
nsla,s,1
*get,p2,node,0,num,min
!cp,2,volt,all
d,p2,VOLT,0,0
allsel
asel,s,loc,z,Hb+Ha+H
asel,r,loc,x,L3,L3+L
nsla,s,1
*get,p3,node,0,num,min
!cp,3,volt,all
d,p3,VOLT,0,0
allsel
asel,s,loc,z,-Ha-H
asel,r,loc,x,L1,L1+L
nsla,s,1
*get,p4,node,0,num,min
!cp,4,volt,all
d,p4,VOLT,0,0
allsel

Electrodes at the lower, bonded side are defined in a similar manner. In this
case, the voltage potential is set to zero, preparing the model for a closed-circuit
modal analysis. A closed-circuit modal analysis presumes that the electrode
terminals are shorted, as opposed to the open state:

asel,s,loc,z,Hb+Ha
asel,r,loc,x,L1,L1+L
nsla,s,1
d,all,volt,0,0
nsel,all
asel,s,loc,z,Hb+Ha
asel,r,loc,x,L2,L2+L
nsla,s,1
d,all,volt,0,0
nsel,all
asel,s,loc,z,Hb+Ha
asel,r,loc,x,L3,L3+L
nsla,s,1
d,all,volt,0,0
nsel,all
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asel,s,loc,z,-Ha
asel,r,loc,x,L1,L1+L
nsla,s,1 d,all,volt,0,0
nsel,all

Finally, the preprocessor stage is left by the FINISH command and the solution
stage entered afterward:

FINISH
/ SOLU

A.7 Setting Up Simulations

Once a properly parameterized finite element model is created by establishing
geometry, meshing and defining boundary conditions, one is presented with a
plethora of analysis possibilities.

Here the setup and initiation of a modal and harmonic analysis will be presented.
In addition to that, the model may be quickly altered to perform transient analyses
with various initial conditions or for example a static deflection test.

A.7.1 Modal Analysis Setup

Setup and initiation of a modal analysis is very simple, given a well-configured
model. First, the analysis type is determined to be modal, by the ANTYP command.
Next, options of the modal analysis are set by the MODOPT command. Here the
block Lanczos mode extraction method is used to retrieve the first ten modes, in
the 0 to 500 Hz bandwidth. All ten modes are expanded by specifying the
MXPAND command. Solution is started with the SOLVE command. Finally, the
pre-solution program stage is left, one may proceed to post-processing:

ANTYP,MODAL
MODOPT,LANB,10,0,500
MXPAND,10
SOLVE
FINISH

A.7.2 Harmonic Analysis Setup

Setting up a harmonic analysis is not a particularly challenging task, given a
properly configured FEM model. One has to consider the desired resolution of the
outputs, since an over-meshed model and very exact required resolution may
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necessitate lengthy computational times. A harmonic analysis with about a
thousand frequency points on this relatively simple example takes several hours to
complete on average hardware.

Solution setup begins with expanding the default number of result sets to a
higher number. Analysis type is specified using the ANTYPE command, and
invoking the harmonic option. Command HROUT determines whether ANSYS
produces real and imaginary or phase angles and degrees in the output. Solution
data written to the database is controlled by OUTRES, which in this case is set to
store everything. Rayleigh damping factors are input using ALPHAD and BETAD
commands:

/ CONFIG,NRES,2500
ANTYPE,HARMIC
HROUT,OFF
OUTRES,ALL,ALL
ALPHAD,0
BETAD,0.001

The bandwidth of interest may be divided into subdomains with differing
resolution of detail. In this particular example, only two portions are considered.
Frequency range is input by the HARFRQ command, while the number of
frequency substeps to be evaluated is determined by the NSUBST command. KBC
specifies whether the load should be ramped or stepped, in this case it is set to be
stepped. The given partial solution is defined to an indexed solution step by
LSWRITE:

HARFRQ,0,70
NSUBST,500,
KBC,1
LSWRITE,1
HARFRQ,70,500
NSUBST,500,
KBC,1
LSWRITE,2

The solution is finally started by the LSSOLVE command, listing the indices of
starting solution step and finishing solution step. Finally, the pre-solution program
stage is left and one may proceed to post-processing:

LSSOLVE,1,2,1
FINISH
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Appendix B
MPC Code Implementation Details

Appendix B of this book is an important extension of Chap. 10 and it is intended
for the reader who is interested in the implementation details of MPC algorithms
for vibration control or other applications. This appendix mainly contains code
segments from the laboratory implementation of various MPC strategies for the
experimental AVC demonstrator considered in this work. After generalization, the
code featured here can be utilized for the feedback control of other dynamic
systems.

This appendix may be divided into three different sections, each devoted to a
certain type of MPC strategy. The first section concentrates on the offline
computation of prediction matrices and formulation of constraints for the QPMPC
controller. In addition to this, it also features a short discussion on simulation. As
the online controller is solved using qpOASES, its parsing and internal structure is
not discussed here. Each quadratic programming solver has a different input
syntax, one may apply the controller to the solver according to the general rules of
MPC or use the brief discussion presented in Sect. 10.1. Section B.2 features the
code segments necessary both to compute an MPMPC controller offline through
the MPT-Toolbox and the real-time application of the MPMPC strategy. Finally,
Sect. B.3 gives a detailed account of the off and online NRMPC code with an
analysis of the possible SDP solvers.

B.1 QPMPC

This section is devoted to the practical implementation of a quadratic
programming-based MPC algorithm, providing constraint handling and a priori
stability guarantees. The material complements the discussion in Sect. 10.1 and is
based on the theoretical knowledge introduced by Chaps. 6 and 7. The theoretical
basis for the formulation of the dual-mode infinite horizon quadratic program-
ming-based MPC algorithm stabilized by a constraint checking horizon is common
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and can be found in many popular works written on MPC, such as [17, 25, 34, 35,
51, 54].

The online portion of the code is parsed to the qpOASES off-the-shelf quadratic
programming solver [29, 32] as discussed in Sect. 10.1. The particular way of
parsing the problem to the solver always depends on the solver choice, therefore
this chapter concentrates only on the problem setup such as the prediction matrices
and constraint formulation. In addition to this, pointers are given to those who wish
to use the algorithm in an offline simulation.

B.1.1 Setup

Let us begin with the setup of the predictive control problem. For this, the code
shall be implemented in the Matlab m-script language [58, 60]. First, it is required
to specify certain parameters for the QPMPC controller. Some of these parameters
are: the sampling period Ts ¼ Ts, if it is an offline simulation6 a stop time is
required as well, and it is also essential to state the prediction horizon nc ¼ nc. In
case symmetric bounds on the input are assumed, the constraints are set using
u ¼ u ¼ umax. In the case of PZT actuation, the system constraint is the
polarization voltage of the piezoelectric transducers

Ts=0.01;
T=0.5
nc=70;
run=T/Ts;
umax = 120;

where run is the runtime in case an offline simulation is needed.
In the next step, it is required to load and specify a prediction model and

possibly an initial state for Kalman filtering or simulation purposes. In this
example, the model is loaded from a saved system identification file:

load n4s2A;
A=n4s2.A;
B=n4s2.B;
C=n4s2.C;
nx=length(A);
X1(:,1)=zeros(1,nx);

Penalization for the inputs and states needs to be stated as well. The input
penalization can be determined by direct experimentation with the algorithm, or
simply evaluating different linear-quadratic controllers in simulation and
determining a good balance between controller performance and aggressiveness.
In this case, the input penalty has been found using an LQ controller with the

6 Like those featured in Chap. 11.
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settings R ¼ r ¼R=1E-4 and Q=Q=C0*C, while balancing the input somewhat
above the constraints.

R=1E-4;
Q=C’*C;

B.1.2 Prediction Matrices

To simplify the program structure it is possible to pass the information to a stand-
alone function. This custom function uses the system model, penalty matrices, the
constraints, a horizon and possibly system order information. Its outputs are the
properly formulated prediction matrices and possibly the re-formulated
constraints, which have been defined in Sects. 6.2, 6.3 and 6.7. The function
creating the MPC structure including can be formulated as follows:

[H,F,G,Ac,b0,Bx,Ki,Nc] = predmodelqp(A,B,C,R,Q,umax,nc,
nx);

Now let us begin with examining what such a function may do, in order to
generate the prediction matrices and cost function prediction matrices for the
online run. As in most vibration damping applications, this implementation
assumes a symmetric constraint on the input:

ul=-uh;

This is followed by calculating the unconstrained linear-quadratic (LQ) optimal
gain, along with the terminal weighting matrix:

[K,S,e]=dlqr(A,B,Q,R);
K=-K;
Qe = dlyap((A+B*K)’,(Q+K’*R*K));

The forced and free state prediction matrices from 6.2 are calculated through a
set of nested loops according to the following script:

N=zeros(nc*nx);
for n = 1:nc;

M(n*nx - nx + 1:n*nx,:) = [(A^n)];
for na = 0:nx:(nc*nx);

N(nx*(n - 1) + (na + 1):nx*(n - 1) + (na + nx),n)=
[(A(na/nx))*B];

end;

end;
N=N(1:nx*nc,:);

where several other possible solutions may exist. These solutions can be
equivalently good, and while their runtime may differ this should not be an issue in
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an offline problem setup process. The last nx block row of the matrices M ¼M and
N ¼ N is also selected:
M1 = M(nx*nc-(nx-1):nx*nc,:);
N1 = N(nx*nc-(nx-1):nx*nc,:);
The next step is to create the cost prediction matrices as defined in Sect. 6.3.

One has to begin with an initialization procedure:

H1=0;
F1=0;
G1=A^0*Q;

This is then followed by creating the cost prediction matrices H;F and G first
by running the following loop to get partial results:

for i=0:nc-2

H1t=N(1?i*nx:i*nx?nx,:)’*Q*N(1?i*nx:i*nx?nx,:);
H1=H1?H1t;
F1t=N(1?i*nx:i*nx?nx,:)’*Q*M(1?i*nx:i*nx?nx,:);
F1=F1?F1t;
G1t=M(1?i*nx:i*nx?nx,:)’*Q*M(1?i*nx:i*nx?nx,:);
G1=G1?G1t;

end

and then finally assembling cost prediction matrices H ¼ G, F ¼ F and G = G:

H=H1?N(1?(nc-1)*nx:(nc-1)*nx?nx,:)’*Qe* N(1?(nc-1)*nx:
(nc-1)*nx?nx,:)?R*eye(nc);

F=F1?N(1?(nc-1)*nx:(nc-1)*nx?nx,:)’*Qe*M(1?(nc-1)
*nx:(nc-1)*nx?nx,:);

G=G1?M(1?(nc-1)*nx:(nc-1)*nx?nx,:)’*Qe*M(1?(nc-1)
*nx:(nc-1)*nx?nx,:);

To ensure feasibility and stability beyond the prediction horizon, the constraint
checking horizon is calculated as well. This process has been described in
Sect. 7.4 and in practice is started by an initialization procedure:

Ki=K;
Ki(2,:)=K*(A?B*K);
i=1;
Nc=0;
u=uh?1;

The length of the constraint checking horizon is then computed in the following
loop7:
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while (u[uh);

Ki(i?2,:)=K*(A?B*K)^(i?1);
f=Ki(i?2,:);
Am=[Ki(1:(i?1),:);-Ki(1:(i?1),:)];
b=[uh*ones((i?1),1); -ul*ones((i?1),1)];
x0=linprog(-f,Am,b);
u=Ki(i?2,:)*x0;
Nc=Nc?1;
i=i?1;

end

B.1.3 Constraint Formulation

The routine which generates the prediction matrices also contains a simple
algorithm, which is designed to define the constraints and reformulate them to be
useful for direct quadratic programming solution. This formulation assumes
symmetric input constraints8:

Ac1=[eye(nc)];
b0=[uh*ones(nc?Nc,1); -ul*ones(nc?Nc,1)];
Bx1=zeros((nc-1),nx);
for i=0:Nc
Ac1(nc?i,:)=[Ki(i?1,:)*M2l];
Bx1(nc?i,:)=[-Ki(i?1,:)*M1l];
end
Ac=[Ac1;-Ac1];
Bx=[Bx1;-Bx1];

The prediction matrices need to be reformulated in a way that they can be used
directly with the Simulink interface of qpOASES [31, 30]. First, the cost
prediction matrix H is reformulated, so it is suitable to pass on directly to the
qpOASES problem:

Hqp=[];
for i=1:nc

Hqpt=H(i,:);
Hqp=[Hqp Hqpt];

end
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Passing on F is possible with the original formulation. The cost matrix Ac ¼ Ac
needs to be transformed likewise:

AcQPh=Ac(1:nc?Nc,:);
AcQP=[];
for i=1:(nc?Nc)

AcQPt=AcQPh(i,:);
AcQP=[AcQP AcQPt];

end

where the matrices need to be divided in the usual C programming style, along
with constraint matrices Bx ¼ Bx and b0 ¼ b0:

BxQP=Bx(1:nc?Nc,:);
b0QP=b0(1:nc?Nc,:);

B.1.4 Offline Simulation

An offline simulation is often necessary the verification of results or design
purposes. In this case we may use the Matlab default quadratic programming
solver, named quadprog [59]. To do this, one needs to launch a cycle with one
iteration for each sampling instant and supply the optimization problem to the
solver as follows:

for k=1:run;
[U1(:,k),f,status1(1,k),output]=quadprog(H,F*(X1(:,k)),

Ac,b0?Bx*X1(:,k),[],[],[],[],[],options);

X1(:,k?1)=A*X1(:,k)?B*(U1(1,k))’;
Y1(k)=C*X1(:,k);

end

where X1 is the matrix containing the states response results and Y1 is the vector
containing the deflection response data. The last two lines assume that there is no
need for state observation; this is to make the simulation simpler. In case the cost
is needed as well, one may also include:

J(k,:)=U1(:,k)’*H*U1(:,k)?2*(X1(:,k))’*F’*U1(:,k)?

X1(:,k)’*G*X1(:,k);

where the cost can be calculated using the original prediction matrices H;F and G
or possibly by using the definition of the cost through the penalty matrices
Q;R and Pf .
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The optimization procedure can be fine-tuned by the optimset command:

options = optimset(’LargeScale’,’off’,’Display’,’off’,
’TolFun’,1e-12);

It is also possible to substitute the Matlab built-in quadprog function with the
qpOASES Matlab interface [29, 32]. After compilation, the sequential qpOASES
solver can be simply called by using the following code and the qpOASES
command:

for k=1:run; [objOA,U2(:,k),yd,status2(1,k),nWSRout2

(1,k)] = qpOASES(’i’,H,F*X2 (:,k),Ac,’’,’’,’’,
b0?Bx*X2 (:,k),10);

X2(:,k?1)=A*X2(:,k)?B*U2(1,k);
Y2(k)=C*X2(:,k);

end

where X2 and Y2 is a new or alternate set of state and deflection matrices. In case
the formulation is correct, the two simulation data sets shall be equal to each other
up to small and negligible numerical errors.

In case one desires to solve a sequential quadratic programming problem, where
the MPC problem is formulated for an adaptive system, or it is necessary to re-
configure the constraints during the online computation process, it is advised to use
the sequential module qpOASES_sequence of qpOASES for maximum
computational efficiency [31].

B.2 MPMPC

This section of Appendix B lists the steps necessary to create an MPMPC
controller via the MPT-Toolbox [40, 42, 43, 44]. The theoretical basis for multi-
parametric programming has been briefly introduced in Sect. 8.2.1 while
Sect. 10.2 showed the properties of the controllers as applied to the AVC
demonstrator. One may find additional details on the formulation of multi-
parametric controllers and the exact meaning of commands in the help of the
MPT Toolbox or in the book by Kvasnica [40]. This section lists code segments
that apply to both the offline and real-time code formulation. The discussion is
augmented with the option to create a suboptimal but computationally efficient
controller.

Appendix B: MPC Code Implementation Details 485

http://dx.doi.org/10.1007/978-1-4471-2333-0_8
http://dx.doi.org/10.1007/978-1-4471-2333-0_8
http://dx.doi.org/10.1007/978-1-4471-2333-0_10
http://dx.doi.org/10.1007/978-1-4471-2333-0_10


B.2.1 Offline Controller Computation

We begin with loading the system model to the workspace [41]:

load n4s2A.mat
sysStruct.A = n4s2.A;
sysStruct.B = n4s2.B;
sysStruct.C = n4s2.C;
sysStruct.D = 0;

This initialization process is followed by naming the state variables and setting
system constraints on inputs. Output constraints y ¼ �y are set to infinity,
therefore practically they are neglected:

sysStruct.StateName{1} = ’x1’;
sysStruct.StateName{2}= ’x2’;
sysStruct.umin =-120;
sysStruct.umax = 120;
sysStruct.ymin =-inf;
sysStruct.ymax = inf;

Suboptimality level is zero; this means that the software generates an optimal
controller with a quadratic cost function—the norm is set to 2. Input and state
penalties are defined as well, along with the controller horizon. This in the case of
the controller used in experiments is nc ¼ 70 steps.

probStruct.norm=2;
probStruct.subopt_lev=0;
probStruct.Q=sysStruct.C’*sysStruct.C;
probStruct.R=1e-4;
probStruct.N=70;

The next step is the calculation of the controller regions. The main calling
function takes the system and the problem structure as an argument and outputs the
multi-parametric MPC problem [40, 41]:

ctrlex=mpt_control(sysStruct,probStruct);

After the computation, the controller can be saved in its original structure, so it
can be later loaded into the workspace or used in offline simulations via the
standard Matlab interface:

save ctrlex.mat ctrlex;

One may need data such as the volume of the region of attraction. This for
example may be used to compare different controller designs or models. The total
volume of the region of attraction is the sum of the individual volumes, and can be
simply calculated by:
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result.areareach=sum(volume(ctrlex.Pn))

Similarly, the number of regions of the controller can be determined by:

regions=length(ctrlex);

The maximal absolute deflection of the beam can be calculated by creating a
convex hull around the region of attraction, transforming this into a vertex
representation and by multiplying the individual edges of the region of attraction
with the output matrix C = C we may get the direct output equivalents. The
maximum of this is the maximal possible deflection at the beam tip:

[P,Pn]=hull(ctrlex.Pn);
result.V=extreme(P);
result.maxdef=max(abs(sysStruct.C*result.V’)’);

Non-essential tasks aimed at reducing the memory requirements and online
search times of the MPMPC controller [46] such as optimal region merging [34]
and binary search tree generation [62] are not considered here.

B.2.2 Real-Time Deployment

Exporting the controller into a C code via the MPT Toolbox is a very simple and
straightforward process and it can be carried out using the following command
[45, 47]:

mpt_exportc(ctrlex);

The function code built through the S-Function Builder takes the state vector xk

as its input and has a single output, the direct controller voltage. The core code is
very simple and only involves calling the routine supplied by the MPT Toolbox in
the form [41]:

double region;
region = mpt_getInput(x0,u);

where x0 is the state vector obtained through an observer block, u is the controller
output. An additional variable region returns the index number of the polyhedral
region corresponding to the acquired current state measurement. For the correct
functionality of the S-Function block the sampling rate is given, along with the
MPMPC external function declaration:

extern double mpt_getInput(double *, double *);

and a declaration of the C source file as well:

mpt_getInput.c
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B.2.3 Minimum-Time MPMPC

The minimum-time option is set in the MPT Toolbox by declaring:

[P,Pn]=hull(ctrlex.Pn);
result.V=extreme(P);
result.maxdef=max(abs(sysStruct.C*result.V’)’);

An additional output constraint is needed so the offline minimum-time MPC
algorithm can terminate. This is defined through

sysStruct.ymin =-ym;
sysStruct.ymin = ym;
where jymaxj=ym is the maximal output deflection which is implied through the

region of attraction of the controller.

B.3 NRMPC

The NRMPC code implementation will be introduced in the following sections,
concentrating on the essential functions and steps themselves. Individual code
portions taken from an actual version of the NRMPC application will be explained
in detail. However, some non-essential functions will be omitted. These are mainly
for diagnostic purposes, testing closed-loop stability or plotting the region of
attraction and other graphical aids. This is a working version of the code, therefore
some aspects certainly could be made better or more elegant, nevertheless of the
several development versions this one too provides the desired parameters for the
online run.

This section augments the theoretical discussion presented earlier in Sect. 8.1
and some implementation aspects in Sect. 10.3 by listing actual code segments for
both the off and the online NRMPC strategy. This code has been developed for the
AVC demonstrator and considers a second order prediction model. This code has
been based on the publications by Kouvaritakis and Cannon et al. in [26, 37, 38].9

One may further develop this code by introducing the theoretical findings sug-
gested by the more recent works of Kouvaritakis et al. and Lee et al. in [39, 48] to
further enhance the optimality of the NRMPC approach.

9 The active help of Prof. Basil Kouvaritakis with the theoretical foundations and Dr. Mark
Cannon with the code implementation is acknowledged and very much appreciated.
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B.3.1 Offline Code Implementation

B.3.1.1 Initialization: Parameters and Penalties

The beginning portion of the offline code initializes the algorithm. Amongst others,
simulation stop time is defined along with the desired deflection, which in the case
of the vibration attenuation example is always zero. A linear time-invariant state-
space model is loaded from a file10 and its individual matrices are assigned.
Sampling time is also defined as Ts ¼Ts:

Tstop = 60;
yd = 0;
load m2ss.mat;
A = m2ss.A; B = m2ss.B; C = m2ss.C; D = m2ss.D;
Ts = 0.01;

Other types of settings and tuning parameters are also declared at the beginning
of the script file. Symmetric input constraints are stated as uh;11 along with the
state constraints if there are any.12 Simulations and experiments performed on the
active vibration attenuation system did not make use of this option. State penalties
are set as Q = Q leaving Q ¼ CTC which includes the output deflection in the
computed cost. Input weighting is declared as the variable R = R ¼ r ¼ 1E � 4:

uh=120;
VX=[ ];
Q=C’*C;
R=1e-4;

Prediction cost performance bound c is stated, which is necessary to be limited
in order to preserve numerical stability of the process (See 11.3). A tolerance limit
is also set, which is used to modify the behavior of YALMIP regarding the
handling of strict inequalities [49, 50]. For constraints defined with strict con-
straints, a small perturbation controlled by the tolerance value is added:

gamma=1e6;
tolerance=1e-8;

Dimensionality of the problem is determined to allow the use of different state-
space models for generating predictions. Number of states, inputs and other
properties of the problem are acquired and stored for later use:
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dim = size (An); dim = dim(1,1);
[w.dim] =size(B); w.dim(1,3) = w.dim(1,1);
w.dim(1,4)=w.dim(1,2)*w.dim(1,3);
w.dim(1,5)=size(Q,1);

Matrix square-roots of the penalization variables are taken, which are required
in the construction of the invariance condition. Closed-loop linear quadratic gain is
calculated, utilizing the prediction model and penalties defined previously. The
closed-loop matrix of the system is also calculated:

sqrtR = sqrtm(R); sqrtQ = sqrtm(Q);
K=-dlqr(An,B,Q,sqrtR*sqrtR);
Phi0 = (An ? B*K);

B.3.1.2 Variables and Constraints

Four optimization variables are declared, respecting the dimensionality of the
problem. Matrix N13 is fully parameterized and square, requiring an additional
setup option. The rest of the optimization variables are real valued and symmetric:

Xq = sdpvar(w.dim(1,1),w.dim(1,1));
Yq = sdpvar(w.dim(1,1),w.dim(1,1));
N = sdpvar(w.dim(1,1),w.dim(1,1),’full’);
M = sdpvar(w.dim(1,2),w.dim(1,1));

The invariance condition described by Eqs. (8.20) and (8.49) for the optimized
dynamics formulation is translated into linear matrix inequalities. These LMI
constrain the semidefinite programming (SDP) problem [53]. The if–else
conditional statement constructs the problem according to whether there is a
performance bound defined. Optimized prediction dynamics is required to enlarge
the region of attraction to ensure sufficient deflection at the beam tip. In practice,
the vibration attenuation example requires the performance bound to be always
engaged.

The only command worth mentioning in this code portion is set, which instructs
the parser YALMIP to construct a constraint in an LMI form. This high-level
prototyping language formulation makes implementing changes in constraints fast
and easy, letting the programmer concentrate on the high-level problem.

Inv1 = [Yq,Xq;Xq,Xq];
Inv3 = [Phi0*Yq?B*M Phi0*Xq;N?Phi0*Yq?B*M Phi0*Xq];
if (gamma\1/tolerance)

gInv=gamma*eye(w.dim(1,5)?w.dim(1,2));
zInv=zeros(w.dim(1,5)?w.dim(1,2),2*w.dim(1,1));
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Inv2=blkdiag(sqrtQ,sqrtR)*[Yq,Xq; K*Yq?M,K*Xq];
F = set([gInv,zInv,Inv2; zInv’,

Inv1,Inv3; Inv2’,Inv3’,Inv1][0);

else

F = set([Inv1 Inv3; Inv3’ Inv1][0);

end

The if construct checks whether there is an input constraint defined or not. If
yes, the feasibility condition defined by (8.50) is translated into the proper LMI
and added to the set of constraints defining the SDP problem. Input constraints
were engaged in every simulation and experiment considered in this work:

if ~isempty(uh)
F = F ? set([uh^2 [K*Yq?M K*Xq];

[K*Yq ? M K*Xq]’ Inv1][0);
end

The simple if construct starting this code portion, determines whether there is a
state constraint in the problem. None of the experiments or simulations using the
vibration cancelling example utilized state constraints, although its inclusion is
straightforward according to:

if ~ isempty(VX)

for i = 1:size(VX,1)
F = F ? set(1-VX(i,:)*Yq*VX(i,:)’);

end

end

B.3.1.3 Solver Setup and Solution Initiation

Options are passed to the LMI parser and also to the solver, in this case SeDuMi
[56].14 Verbose diagnostic and progress output is suppressed during the
optimization phase. Strict inequality constraints are relaxed and perturbed by
the shift setting. To increase numerical precision and prevent violation of the
invariance constraint during the online run, solver precision is set to the maximal
level. The particular zero setting instructs the solver to search for the solution until
progress is made (See 11.3.2 for the reasons of this setting.).
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ops = sdpsettings(’verbose’,0);
ops = sdpsettings(ops,’shift’,10*tolerance);
ops = sdpsettings(ops,’solver’,’sedumi’,’sedumi.eps’,0)

Solution of the above-defined SDP problem is initiated by the solvesdp
YALMIP command. The LMI defining constraints are passed onto the solver as
the variable F, options are contained in the ops parameter. The aim of this
optimization problem is to maximize the volume of the ellipsoids defining the
region of attraction and target set. This can be carried out by utilizing the fact that
the volume of an ellipsoid is proportional to its determinant as stated in Eq. (7.77).
Instead of directly minimizing (or in this case by the help of minus sign
maximizing) the determinant, YALMIP utilizes the command geomean for such
problems to minimize the geometric mean of eigenvalues:

maxðvolEzÞ ¼ �ðdet wÞ1=m ðB:1Þ

where w is the optimization parameter in general and m is the dimension of w. In
this case, optimization objectives and parameters are Yq and Xq, defining the
projection and intersection of the augmented ellipsoid into x space. Not only is the
largest possible region of attraction desired, but also a large target set enables the
system to switch to LQ as soon as possible. It is desirable to maximize the volumes
of ellipsoids defined by Yq and Xq at the same time, by including them in a block
diagonal construct.

In practice, the optimization task can be performed in the order of seconds.
After it is completed, YALMIP passes problem diagnostics into the parameter info.
Optimization parameters Yq;Xq;N and M are converted into the standard double
precision matrix format, from the YALMIP optimization variable notation:

info = solvesdp(F, -geomean(blkdiag(Yq,Xq)),ops);
Yq = double(Yq); Xq = double(Xq);
N = double(N); M = double(M);

B.3.1.4 Factoring, Storing and Preparing Parameters
for Online NRMPC

After the optimization variables are available, the parameters used in the online
NRMPC run have to be factored out and stored. These tasks are largely to be
attributed to the inclusion of prediction dynamics in the optimization problem, and
the resulting mathematical operations to preserve convexity.
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Since the augmented ellipsoid15 is defined by matrix Cz and it is also obvious
that C�1

z Cz ¼ I, a resulting identity expressed in (8.45) helps to obtain variables16

V and X�1U by the use of LU factorization.17 After this, (8.41) is used to
reconstruct the original matrices defining the augmented hyperellipsoid.

This is actually a code segment directly resulting from Eqs. (8.45) and (8.41),
yielding matrix Cz from the optimization variables in several steps:

[V,XiU] = lu(eye(w.dim(1,1))- Yq/Xq);
XiU = XiU’;
Qzi = [inv(Xq),XiU;XiU’,-VnYq*XiU)];
Qz = [Yq,V;V’,-(Xq*XiU)\V];

Code segments -V n(Yq*XiU) and -(Xq*XiU)nV actually implement mathematical

operations �V�1YX�1U and � ðXX�1UÞ�1V.
The full, optimized shift matrices T (A0) and E (C0) are calculated according to

the relations defined in (8.43). Here the code segment (Xq*XiU)n(N/V’) is

equivalent to the operation ðXX�1UÞ�1KVT�1. A matrix right division is used in

the segment M/V0 to implement the operation H=ðVTÞ�1:18 After this, respective
partitions of Cz are stored in variables for the needs of the online NRMPC code. It
is true that partitions Cxf ;Cfx are related in symmetry as Cxf ¼ CT

fx, which is true up
to a numerical precision of 1E � 12 in this particular optimization task:

A0 = (Xq*XiU)n(N/V’);
C0 = M/V’;
Q11=inv(Xq)
Q12=XiU;
Q21=XiU’;
Q22=-VnYq*XiU);
Kt = [K C0];

B.3.1.5 Cost Transformation

The following code segment is related to cost transformation, and the resulting
conversion of augmented states. The Lyapunov equations in (10.4) and (10.5) are
solved successively in the offline code to obtain the cost transformation matrix
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partitions. The Matlab command dlyap is used to evaluate the equations as
follows19:

Mx = dlyap(Phi0’,Q?K’*R*K);
Mc = dlyap(A0’,C0’*(R?B’*Mx*B)*C0);

The transformation matrix invT is constructed using the decomposition and
scaler, finally assembling the actual transformation matrix invTT:

[V,D]=eig(Mc);
d=sqrt(max(diag(D),tolerance));
invT=V*diag(1./d)/V;
invTT=blkdiag(eye(w.dim(1,1)),invT);

Select parameters are passed onto the online formulation, while some minor
practical operations are performed in the final code segment. Computation of
D and S20 as introduced in Sect. 10.3.3 is carried out, along with preparing a
transformed augmented ellipsoid matrix (Pt) and its partition (Q21):

Pt = invTT’*Qzi*invTT;
[R,S]=eig(Pt(dim?1:2*dim,dim?1:2*dim));
Sm=diag(S);
Q21 = Pt(dim?1:2*dim,1:dim);

B.3.2 Online Code Implementation

B.3.2.1 BLAS Under the RTW Toolbox

The NRMPC code has been developed in Matlab, running under the Microsoft
Windows operating system. Therefore, this version of the Matlab software
contains an operating system and architecture optimized version of BLAS,
compiled into a dynamically linked library with the file name ‘‘libmwblas.dll’’. It
is possible to utilize operations from the BLAS library if one creates a custom
S-Function in Simulink using the C programming language. It is essential to refer
to the BLAS documentation and call the routine within the code according to the
correct syntax [18, 27]. In addition to that, the external function has to be declared:
for example, a function declaration for a double precision general matrix-matrix
multiplication is in the form:
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extern void dgemm_(char *,char *,int *,int *,int *,

double *,double *,int *,double *,
int *,double *,double *,int *);

The following BLAS functions have to be declared at compilation times:

• dgemm—double precision multiplication of two general structure matrices
• dgemv—double precision multiplication of a general structure matrix and vector
• dsymv—double precision multiplication of a symmetric matrix with a vector
• ddot—dot product of two vectors

In addition to the function declaration, one has to include the library files used
by the custom C S-Functions—in this case the precompiled Matlab optimized
BLAS library in the form:

libmwblas.dll

Conforming to these prerequisites, it is possible to use the BLAS routines in
Simulink, if one runs the simulation on the computer on which the Matlab
optimized BLAS libraries are originally included. However, if an S-Function
containing BLAS routines is to be used in the Real-Time Workshop running under
the xPC-Target kernel, the precompiled BLAS libraries are no longer suitable.

In case a custom Simulink S-Function making use of BLAS has been compiled
for a Matlab distribution for the Microsoft Windows operating system, it will not
be able to run under other platforms—unless the BLAS library files are compiled
for that specific environment. This is also true for xPC target. An S-Function is
perfectly suitable to be used in simulations on the computer running Microsoft
Windows, but it will fail to function correctly under the xPC kernel. This is
because the xPC kernel is a DOS-like environment, requiring a different BLAS
library.

The problem is that neither a Windows nor a DOS optimized precompiled
BLAS library will be suitable for this purpose. At the S-Function compilation
stage, a Windows compatible library is required, but as soon as the controller is
loaded onto the xPC machine, a DOS compiled library is needed with no
Windows-specific memory calls.

To solve this dilemma, the NRMPC online implementation uses a custom
compiled BLAS library [57]. A viable way to do this is to use cygwin a Linux style
API, running under the Microsoft Windows operating system [28]. To prepare a
suitable environment for the custom built BLAS packages, in addition to the core
cygwin installation some packages have to be included:

• Download and install cygwin.
• Install gcc compiler for C and F77. (To be found in ‘‘dev’’.)
• Install LAPACK native. (To be found in ‘‘math’’.)

The software environment is now ready to make a custom BLAS library. It is
needed to unzip the package and copy the appropriate makefile [55] by typing the
following lines into the terminal:
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tar -xvzf lapack.tar.gz
cd LAPACK
cp INSTALL/make.inc.LINUX ./make.inc

The next step is to modify a function called xerbla, which is only used for error
reporting. This may cause problems throughout the build process, therefore it is
advised to delete all functionality and leave only the core function. In case it is
called, it would return void to the parent function. Now it is needed to modify the
file make.inc by changing the following lines:

FORTRAN = g77
LOADER = g77

This is to specifically instruct the compiler to make a library, which is capable
of running outside cygwin. Therefore, the previously introduced lines have to be
found in make.inc and changed to:

FORTRAN = g77 -mno -cygwin
LOADER = g77 -mno -cygwin

The make file has to be setup to compile the default BLAS library. To do this,
one needs to change the line starting with lib in the makefile as follows:

lib: blaslib lapacklib tmglib

The package is compiled, tested and timed by typing make into the cygwin
terminal. In addition to the xPC compatible BLAS library, a LAPACK library is
generated. LAPACK is used for more complex operations, currently not required
for the NRMPC implementation.21

It is worth noting that by using a BLAS library prepared in the previous method,
they are capable of running under the xPC Target kernel, even though the
S-Functions are compiled using Microsoft Visual C v. 6 [52].

B.3.2.2 Custom C Functions

In addition to the main C code and BLAS functions for matrix algebra operations,
there are two additional custom functions. One of them performs element-wise
division of two vectors, similar to the ./ operator in Matlab. The other one is an
algorithm-specific operation, scaling the elements of a vector by a scalar value and
subtracting it from one.

Both these functions have to be declared similar to the BLAS routines as
externals. No library declarations are needed, since instead of using a dynamically
linked library, the C source codes are necessary at compilation. Function
declarations are as follows:
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extern double ddot_(int *,double *,int *,double *,int *);
extern void dediv_(int *, double *, double *, double *);

The following function performs element-wise division of two vectors. Vectors
x and y have a common dimension of n. Their elements are indexed with the
locally declared variable i. The function takes the dimension n and vectors x and y
as its input, and places the result in vector z. Strictly speaking, this C function has
no output—the results are placed in the proper memory location by pointers. The
algorithm simply loops through the elements, dividing the i-th element of x with y
and places it into z. The trailing underscore in the function name mimics the
calling sequence of BLAS functions.

void dediv_(int *n, double *x, double *y, double *z)
{
int i = 0;
for (i; i\*n; i??)

{
z[i]=x[i]/y[i];
}

}

The next custom is specific for the NRMPC code, its usage is hardly universal.
After the unknown k is calculated by the algorithm, each element of vector x is
scaled by it. This simple scaling operation is extended by an additional step for
computational efficiency. Each scaled element of x is subtracted from 1, and the
result is placed in the vector y.

The function takes scalar dimension n, vector x and scalar k as its input. The output
is placed in y, where the dimensions of both vectors are n. An inside loop performs the
formerly described simple operation, where the elements are indexed with the locally
defined variables i. Strictly speaking, this C function produces a void output; the
results are placed into the output vector by using pointers. The trailing underscore in
the function name mimics the calling sequence of BLAS functions.

void descal_(int *n, double *lamN, double *x,double *y)
{
int i = 0;
for (i; i\*n; i??)

{
y[i]=1-*lamN*x[i];
}

}

B.3.2.3 The NRMPC Code in C

This section introduces the online NRMPC code implementation in C and explains
the general operations performed within. The algorithm will be divided into
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functional sections and commented as needed.
A prerequisite for the correct functionality of this code is the correct calling of

external BLAS functions and the xPC optimized library as described in
Sect. B.3.2.1. The two external custom functions described in Sect. B.3.2.2 are
also needed to be present and properly declared at compilation time.

At the online control process, the following real-time NRMPC algorithm is
called on and evaluated at each sampling interval:

Local variables are declared at the beginning of the code. The BLAS functions
require character variables. The transposition of matrices is controlled by N and T-
as in not to transpose and transpose. Some of these functions also require to mark,
whether the upper or lower triangular portion of a symmetric matrix is read in.

The order of the system is declared, just as some common values as zero, one or
minus one. The value of k is set to zero at starting time, tolerance and error
thresholds are stated. Finally, local matrix and vector variables are declared:

char *chn = ‘‘N’’,*cht = ‘‘T’’, *chu = ‘‘U’’, *chl = ‘‘L’’;
int onei = 1, order = 2;
double one = 1.0, mone = -1.0, zero = 0.0, lamN = 0,... ...tol

= 1e-5, err = 2e-5;
double W0, W2, fval, fderval;
double tempv[2], tempm[4], vec[2], tempv2[2],... ...

W1[2], W1d[2], W1dd[2], m[2], f[2];

After the local variable declarations are expressed, the following mathematical
operation is performed in two steps:

W0 ¼ xT
0 Cxx0 � 1 ðB:2Þ

where x0 marks the current observed state, and Cx is a partition of the matrix
defining the invariant ellipsoid, as calculated in the offline process. W0 is a
by-product, resulting the logical simplification of matrix operations. The first code
line creates a temporary vector, a result of the matrix-vector operation Cxx0 while
the second finishes the task by evaluating the rest:

dsymv_(chu,&order,&one,Q11,&order,...
...x0,&onei,&zero,tempv2,&onei);

W0 = ddot_(&order,x0,&onei,tempv2,&onei)-1;

In case the resulting vector will be W0� 0, the following code portion
calculates the next by-product, a vector reused in later code portions:

v ¼ �ðDTCxf x0Þ:=S ðB:3Þ

where v denotes the vector result of this operation, and ./ is an element-wise
division. This operation is carried out in two steps. First, a general matrix-matrix
multiplication saves the result of DTCxf into a temporary matrix. Then the
expression v is calculated by multiplying the result with the negative of the current
state measurement, and its elements divided by vector S:
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if(W0[=0){
dgemm_(cht,chn,&order,&order,&order,&one,...
...R,&order,Q21,&order,&zero,tempm,&order);
dgemv_(chn,&order,&order,&mone,tempm,&order,
...x0,&onei,&zero,W1,&onei);
dediv_(&order,W1,Sm,vec);

Another partial result is calculated, by evaluating a dot product of two vectors
and adding W0 to the result:

W2 = -ddot_(&order,vec,&onei,W1,&onei) ? W0;

where in case W2� 0, the perturbation vector can be directly calculated by
evaluating:

f ¼ �Dv ðB:4Þ

where f is the perturbation vector, is an input from the offline optimization, and v
is a vector product recalculated at each sampling interval.

if(W2[= tol)
{dgemv_(chn,&order,&order,&mone,R,&order,...
...vec,&onei,&zero,f,&onei);}

The other option in the else construct is to evaluate for the unknown k using the
Newton–Raphson procedure. This conditional statement launches a while loop,
which cycles through the NR procedure, until the floating point absolute value of
error is larger than the preset tolerance. In practice, loop termination occurs in no
more than twenty iterations.

The first part of this code segment serves only to evaluate the matrices used in the
NR loop. These simplifications increase computational speed and are based on the
assumptions about function vðkÞ and its i-th derivatives presented in Sect. 10.3.3.

The second part of the following code segment is the Newton–Raphson
algorithm itself, which searches for the root of (8.26). Here the first step is to
evaluate the value of vðkÞ and its derivative according to (10.11). The ratio of the
function value and its derivative is the error, which is subtracted from the result for
k from the previous step:

else{
while(fabs(err)[=tol){
descal_(&order,&lamN,Sm,m);
dediv_(&order,W1,m,W1d);
dediv_(&order,W1d,m,W1dd);
fval=ddot_(&order,vec,&onei,W1dd,&onei) ? W2;
fderval=2*ddot_(&order,W1d,&onei,W1dd,&onei);
err=fval/fderval;
lamN=lamN-err;}
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Since the value of k has been acquired in the previous step, the only task left is
to evaluate for the perturbation vector f according to (8.25), which in this case can
be also stated as:

f ¼ �kTDW1d ðB:5Þ

This single mathematical operation is divided into three parts for the C code. First,
the value of k is negated, then a temporary vector is created from the product of
vtemp � kDW1d. The final step is to calculate f by multiplying this temporary
vector by T from the left, f ¼ Tvtemp:

lamN=-lamN;
dgemv_(chn,&order,&order,&lamN,R,...
...&order,W1d,&onei,&zero,&tempv,&onei);

dsymv_(chu,&order,&one,T,&order,...
...tempv,&onei,&zero,f,&onei);

With the perturbation value calculated in the previous step, the final task is only
to evaluate the current control move according to u ¼ Kx0 þ C0f. This is
performed in the C code by summing up the results of two vector dot operations:

u[0] = ddot_(&order,K,&onei,x0,&onei) ?

?ddot_(&order,C0,&onei,f,&onei);

The other option implies that the loop is already optimal, thus the perturbation
f ¼ 0. There is no need for optimization, this is part of an ‘‘if-than-else’’ decision.
In this case, the fixed feedback matrix is used to calculate the control move from
the observed state by evaluating u ¼ Kx0. This is again a simple vector dot
product:

else{
u[0] = ddot_(&order,K,&onei,x0,&onei);}

B.3.3 SDP Solvers for NRMPC

The following passages give a brief description of SDP solver choices.

B.3.3.1 DSDP

DSDP is a freely available and open source semidefinite programming solver. It is
based on an implementation of an interior point method with relatively low
memory requirements, also exploiting data sparsity in the problem structure
[19, 21]. This software may be used as a set of subroutines in Matlab. A parallel
implementation of DSDP is also available under the name PDSDP [20].
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DSDP solver completed the NRMPC offline optimization task, but with
warnings informing about the unbounded nature of the primal optimization
problem and infeasibility of the dual. The resulting parameters could be used in
simulation. Evolution of controller outputs showed no signs of numerical
irregularities. However, the outputs remained highly suboptimal and not
approaching constraint levels, especially in the case of higher than second order
examples.

B.3.3.2 SDPLR

SDPLR is a freely available and distributed optimization software for SDP
problems [24], which is suited for solving large-scale problems. Essentially, it is a
C package, however a Matlab interface is also provided. Source code and
architecture optimized versions are available. It is linked with either un-optimized
BLAS or the Automatically Tuned Linear Algebra Software (ATLAS)—an
optimized improvement of the generic BLAS.

During the evaluation of the offline NRMPC optimization problem, the solver
repeatedly crashed. Simulations with the online controller could therefore not be
completed. Although the performance and precision of this solver in relation to the
NRMPC problem are unknown, its use has not been considered due to the concerns
with reliability.

B.3.3.3 CSDP

CSDP is a freely available C library for semidefinite programming [22]. CSDP is
written as a callable C subroutine, capable of running in parallel on shared memory
and multi-processor systems [23]. The routine makes use of sparsity in constraint
matrices, and works on systems with an ANSI C compiler and BLAS/LAPACK
libraries.

The CSDP executable has to be included in the Matlab and Windows path as
well. The code communicates with Matlab via text files, which is an inefficient
method causing overheads for certain problems. The CSDPA solver was not usable
with the NRMPC code, therefore its precision, speed and other properties could
not be evaluated in relation to the given optimization problem.

B.3.3.4 SDPT3

SDPT3 is a freely distributed solver for semidefinite programming problems
[61, 63]. It is a relatively well tested, although still not bug-free software. The last
version implements an infeasible path-following algorithm for solving conic
optimization problems involving semidefinite, second order and cone constraints.
It can handle determinant maximization problems and SDP with complex data.
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The simulation run produced by using online controller parameters acquired via
the SDPT3 solver produced numerically unstable results. The controller output
exceeded constraints by orders of magnitude higher values. The evolution of
outputs did not even remotely resemble the expected oscillating behavior.
Adjusting solver gap and step tolerances, increasing the maximal allowable
iteration counts did not improve the situation. After the negative experience with
this solver, the use of SDPT3 has not been considered for the NRMPC algorithm.

B.3.3.5 SDPA-M

SemiDefinite Programming Algorithm or SDPA is a collection of software tools
for solving SDP problems [65]. Its Matlab compatible interface is called SDPA-M.
The algorithm is implemented in C?? language, and it is making use of BLAS or
some variant of optimized BLAS and LAPACK packages for matrix computations.
The algorithm implements an infeasible primal-dual interior point method [65].

An important feature of SDPA is that it is callable as a C function, therefore
readily implementable in future possible versions of adaptive NRMPC algorithms,
or implementations where the offline portion is also present on the hardware at
setup time. In addition to handling block diagonal and sparse data structures, it is
able to exploit the sparsity of problem data matrices by using efficient methods
for finding search directions. SDPA is also available for parallel computing
applications. The Matlab callable version provides no callable library and at the
time of completing this work and does not support 64-bit platforms [33].

Running SDPA-M with the problem and settings used to evaluate the rest of
solver candidates produced no error messages. However, the resulting
optimization parameters were singular matrices. Clearly, this is an unacceptable
solution; simulations cannot be performed with the results obtained via SDPA-M.
The use of SDPA-M for the NRMPC offline algorithm was not considered viable.

B.3.3.6 SeDuMi

SeDuMi is a second order cone and semidefinite programming problem solver
software, freely distributed and available with sources and binaries [56]. SeDuMi
can be compiled on any platform running Matlab. The latest version uses BLAS
for improved performance and is able to run on 64-bit systems.

SeDuMi is the most commonly used solver among YALMIP users. Installation
procedure of SeDuMi is as simple as copying the directory containing solver files
into the Matlab path. Simulations performed with solutions acquired through
SeDuMi showed no signs of serious offline solution suboptimality and therefore
has been selected as the first choice of SDP solver for the offline NRMPC routine.
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B.3.3.7 LMILAB and PENSDP

LMILAB and PENSDP are commercial solvers. PENSDP is a linear semidefinite
programming solver, aimed at large-scale dense and sparse problems. It is
available as a standalone program, a MATLAB function callable through
YALMIP and as a C routine as well. PENSDP is offered for all major computer
architecture systems [36]. At the time of preparing the work in this book, a student
or trial license was not available, therefore the use of PENSDP as a basis of the
offline NRMPC procedure has been dismissed. The efficiency and precision of this
SDP solver algorithm in relation to NRMPC has not been tested and evaluated.

LMILAB is a part of the MathWorks Robust Control Toolbox. The use of
LMILAB in combination with YALMIP is generally not recommended [50].
YALMIP cannot exploit a built-in feature in LMILAB, which would formulate a
control specific structure increasing computational efficiency. In addition to the
often slow computational times, it has a low default tolerance setting and does not
return infeasibility flags to YALMIP. YALMIP reports a successful optimization
even when the problem is infeasible, hence making algorithm testing and
development somewhat difficult. Due to the above stated issue, the use of
LMILAB as a SDP solver for the offline NRMPC problem has not been
considered.
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439, 442

PPF control, 5
Prediction system

augmented, 292
autonomous, 292

Problem definition, 15
Programming

quadratic, 274, 298, 314, 380
active set, 314

second order cone, 278, 279
semidefinite, 277, 278, 295, 298, 300, 304

Proximity sensor, 148, 150, 156, 167, 168,
170, 171, 184, 191, 192, 456

Q
QP see Programming, 274
QpOASES, 244, 290, 365, 367, 368

R
Real-time control, 192, 431, 439, 442, 444

host computer, 192
target computer, 193

Reference, 86, 113, 121, 161, 166, 167, 169,
170, 189, 191, 194, 217, 218, 246,
364, 366, 435

Resonance, 115, 152, 155, 160, 164, 176, 179,
181, 194, 313, 335, 340, 342, 344,
439, 441, 448

Rotor, 84, 111, 122, 125, 145, 338, 339, 345,
346, 362

S
Sampling, 189
Schur complements, 277, 295, 303

SDP see Programming, 304
Shaker see Electrodynamic shaker

amplifier, 195
Sliding mode control, 129
Smart material, 65

active wing, 4
electro and magnetorhelogical, 77
electro and magnetostrictive, 73
helicopter rotor, 4
piezoelectric, 82, 182
PZT see Piezoelectric
PZT5A, 183
SMA, 67
SMA aircraft inlet, 73

SOCP see Programming, 279
Spacecraft, 122, 219, 306, 329, 343, 346, 348
Speed, 444

offline, 398
online, 377, 383, 444

Square matrix, 220, 225
SRF control, 5
Stability see Controller, 406
State see Penalization, 406
State trajectory, 410
State-space, 93, 105, 107, 108, 111, 117–119,

123, 129, 141, 150, 151, 153–156,
158, 161, 208, 209, 212–214, 216,
218, 220, 247, 255, 257, 258, 260,
263–265, 268–270, 291–295, 297,
307, 314, 327, 329, 332, 365, 369,
371, 372, 429, 432, 437, 455

State-space representation, 213, 292
Strain, 70–72, 74–76, 89, 82–84, 86–89, 111,

150, 183, 187, 253, 330
Stress, 68–70, 75, 76, 78, 80, 87–89, 185, 253
Suboptimality, 175, 300, 312, 409, 410, 413,

141, 416, 418, 420, 435, 436,
439, 455

System identification, 150
experimental, 150
from FEM model, 67

T
TEFLON, 184
Terminal cost see Cost

V
Velocity feedback, 81, 105, 108, 109,

111, 172, 344
Vibration attenuation

see Active vibration control
active, 82
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semi-active, 111
state switched resistive, 111

Vibration damping see Active vibration
control

Voltage amplifier, 185

Y
YALMIP, 278, 377, 378, 382
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